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Chapter 1
Introduction: Framing Peripheral
Interaction

Saskia Bakker, Doris Hausen and Ted Selker

Abstract In everyday life, we perform several activities in our periphery of
attention. For example, we are aware of what the weather is like and we can
routinely wash our hands without actively thinking about it. However, we can also
easily focus on these activities when desired. Contrarily, interactions with com-
puting devices, such as smartphones and tablet computers, usually require focused
attention, or even demand it through flashing displays, beeping sounds, and
vibrations used to alert people. Hence, these interactions move more unpredictably
between periphery and center of attention compared to non-computer-mediated
activities. With the number of computers embedded in our everyday environment
increasing, inevitably interaction with these computers will move to the periphery
of attention. Inspired by the way we fluently divide our attentional resources over
various activities in everyday life, we call this type of interaction “peripheral
interaction.” We believe that considering and enabling peripheral interaction with
computing technology contributes to more seamlessly embedding of such tech-
nology in everyday routines. This chapter briefly explores the history of peripheral
interaction as a field of research and lays out how peripheral interaction, in our
view, fits into the larger domain of interactive systems and HCL
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Keywords Peripheral interaction - Human—computer interaction - Interaction
design - Periphery of attention - Calm technology

1.1 Introduction

It is a regular Thursday morning; Sandra and Patrick are about to have
breakfast. The kitchen is filled with a pleasant smell of coffee and freshly
baked bread. Sandra switches on the coffee-machine, while realizing she
hears rain against the windows. She opens the curtains and contemplates
which clothes to wear with this weather. A sound interrupts Sandra’s
thoughts: the breadmaker has finished. At the breakfast table, Sandra reads
the news on her tablet computer and simultaneously sips from a hot cup of
coffee. The cup is rather full; she briefly stops reading to concentrate on
taking the first sip. Patrick takes a bite from his sandwich while browsing
through his emails on his smartphone: he receives an urgent message from a
business associate asking for a document. He puts down his sandwich, walks
to his study-room, flicks on the lights, unlocks his computer, starts his email
application and searches for the document by going through a number of
folders. He finds it and sends the email. Patrick walks back to breakfast table
while thinking about his meeting that will start in an hour. Just when he tells
Sandra that he has to hurry to make it in time, his phone buzzes alarmingly.
Patrick takes the phone from his pocket and unlocks the screen: a reminder
for that meeting. “It must be busy on the road with the bad weather” Sandra
says, and opens an application on her tablet to look up the traffic information.
Patrick looks over her shoulder and sees that delays are expected. He kisses
Sandra goodbye, grabs his coat and leaves for work.

The above story illustrates an everyday scenario in today’s world. Lots of things
are happening at the same time, and Patrick and Sandra almost continuously interact
with their physical surroundings. They pick up, drink from and put down their cups of
coffee, eat bread, open curtains, and switch on and off lights. No focused attention
seems required to execute these activities; they can easily be conducted while at the
same time reading the news, browsing through e-mails, or thinking about what
clothes to wear. However, attention is also easily focused on these actions for brief
moments of time, for example when Sandra realizes her cup is so full that she needs to
attend to it, to avoid spilling. Similarly, Patrick and Sandra constantly perceive
information from their surroundings without conscious thought, such as information
about the weather or the bread being freshly baked. Such information may also
quickly shift to the focus of attention when relevant, for example when realizing
Sandra may need to change her choice of clothes because of unexpected bad weather.

Clearly, everyday activities and perceptions can take place in the background or
periphery of attention, where they are performed on a routine basis and require
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minimum attention and effort. These activities, however, can also be consciously
focused on in the center of attention when this is required. As evident from Patrick
and Sandra’s Thursday morning, activities can easily and frequently shift between
periphery and center of attention. As a result, these perceptions and actions do not
overwhelm or overburden, but instead form a fluent part of the everyday routine.

In the above story, Patrick and Sandra also frequently use computing devices:
They receive messages and alerts, look for digital documents, send e-mails, and
search for traffic information. Contrary to the above-discussed activities and per-
ceptions that fluently shift between center and periphery of attention, their inter-
actions with computing devices usually require focused attention. They consciously
browse through folders to find a document, and alerting messages needlessly attract
their attention away from their conversation or preparing to go to work. Clearly,
computing devices are most often interacted with in the center rather than in the
periphery of attention and move more unpredictably between periphery and center
compared to non-computer-mediated activities.

The number of computing systems in our everyday environment is increasing.
They are not only part of personal devices, but also integrated in everyday objects
and environments such as water faucets, toilets, toothbrushes, irons, doors, ther-
mometers, coffeemakers, and breadmakers. These developments bring along
numerous opportunities, while they also raise challenges. In particular, we cannot
simultaneously focus on all interactive devices that are available in our immediate
surroundings. Inevitably, an increasing number of everyday computing devices
have to be interacted with in the periphery of attention. Inspired by the way we
fluently divide our attentional resources over various activities in everyday life, this
type of interaction is called “peripheral interaction”: interaction with everyday
interactive systems that reside in our periphery of attention but can easily shift to
the center of attention when relevant for or desired by the user. Considering and
enabling peripheral interaction contributes to more fluently embedding of com-
puting technology in everyday routines.

As computing systems and the physical world intermingle, studying peripheral
interaction, as described above, has become increasingly relevant. This book aims
to lay out the challenges and opportunities in the field and underpin these through
research presented in various chapters. The goal is to help us contribute to a future
where computing technology gracefully coexists with the physical world.

1.2 A Brief History

Integration of computing technology into our everyday lives is not a new
advancement. For example, microprocessors began being integrated into bicycle
computers and cars in the 1980s. Over two decades ago, Weiser (1991) described a
vision for the twenty-first century in which computers of all sizes and functions are
part of and integrated in the everyday environment. A vision he described as
ubiquitous computing, which acknowledged that traditional human—computer
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interaction relies on the user’s focused attention and therefore hinders the seamless
integration of such interaction in everyday life. He argues not only that computa-
tional devices need to be physically hidden (e.g., in furniture), but moreover that
people should be enabled to interact with such devices outside their attentional
focus, i.e., in their periphery of attention. In his own words, people would thereby
be “freed to use them without thinking and so to focus beyond them on new goals”
(Weiser 1991, 94). Weiser and Brown (1997, 79) later introduced the term calm
technology, which “engages both the center and the periphery of our attention, and
in fact moves back and forth between the two”. Making use of both the center and
the periphery of attention, people are able to interact the same way with technology
as they do with their everyday environment. They would be in control of their
interactions with computing devices while at the same time not being overburden
by them, leading to a seamless or unremarkable integration of technology in our
everyday routines (Tolmie et al. 2002).

Inspired by visions on ubiquitous computing, several adjacent fields of research
have emerged, which study the embedding of computers in the everyday envi-
ronment. While some have used the term pervasive computing (Satyanarayanan
2001) as a synonym for ubiquitous computing, it was introduced as the infras-
tructure to support ubiquitous computing. The term ambient intelligence (Aarts and
Marzano 2003) relates to using reasoning and learning in ubiquitous computing, to
support people’s actions in their everyday environments. Further exploring con-
nected devices, the term Internet of Things (IoT) (Atzori et al. 2010) is used to
present the powerful advantages of ubiquitous systems with sensors and actuators
coalescing their value through address-based intercommunication. IoT celebrates
interactions between sensed events and computational support for actions in the
world. The term context-aware computing (Lieberman and Selker 2000; Abowd
et al. 1999) was used to discuss not only ubiquitously present computing devices,
but particularly to address the usage of various sensors to determine and take into
account information from the environment in computer-initiated activity. This is,
for example, applied in the domain of considerate systems (Selker 2011;
Vastenburg et al. 2008), which adjust their notification behavior to the sensed
context and thereby improve the appropriateness of notifications.

Among research inspired by the vision of ubiquitous computing, many
endeavors have been inspired particularly by Weiser and Brown’s (1997) notion of
calm technology. Such work developed and studied computational devices that
unobtrusively present relevant information to users, thereby exploring how digital
information can be perceived in the visual or auditory periphery of attention
(Hazlewood et al. 2011; Heiner et al. 1999; Ishii et al. 1998; Matthews et al. 2004;
Mynatt et al. 1998; Pousman and Stasko 2006). From the scenario of Patrick and
Sandra’s morning routine, however, it is evident that not only perceptions, but also
physical activities shift between center and periphery of attention in everyday life.
Inspired by this observations, researchers have started to address a second facet of
calm technology—peripheral interaction (Edge and Blackwell 2009; Hausen et al.
2012, 2013; Bakker et al. 2015a, b), which encompasses both perceptions of and
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physical interaction with computing technology shifting between people’s center
and periphery of attention.

Today, much of Weiser’s vision has turned into reality. Digital technology is
integrated in many devices ranging from water faucets to parking meters. Hence,
the need to employ both the center and periphery of people’s attention is
unavoidable (also see Brown 2012) and will increase even more in the future.
Although present-day interactions with digital devices are majorly different from
such interactions 20 years ago, they are still carried out mainly in the user’s focus of
attention. Therefore, the challenge to embed technology into our everyday life and
thereby to offer fluent shifts between the center and periphery of attention still
prevails today.

1.3 Framing Peripheral Interaction

This book addresses challenges and opportunities for peripheral interaction: inter-
action with computing technology, which can take places in the periphery of
attention and shifts to the center of attention when relevant. The goal of peripheral
interaction is to fluently embed meaningful interactive systems into people’s
everyday lives. We now lay out how peripheral interaction fits into the larger
domain of interactive systems and HCI. We will start by giving an example of
possible (peripheral and non-peripheral) interactions with a very simple interactive
system: a motion-detecting light switch.

Two years ago, Thomas and Mara installed a light in their front yard that
automatically switches on when motion is detected after dark. When instal-
ling it, they walked around their yard a few times to check when and where
exactly the light would be triggered. They are happy with the light; when
someone approaches their front door at night, the light switches on which
gives visitors an inviting feeling. Sometimes they sit in the yard to have a
drink together. When they sit down for longer than ten minutes, the light
automatically switches off. This has happened so often, that it has become a
routine to quickly move the arms up to trigger the light: Thomas usually
conducts this brief action while in a conversation with Mara.

Three types of interactions with the light switch are apparent from this scenario.
First, Mara and Thomas intentionally walk around to actively search for the sensing
area. This interaction is conscious and intentional and takes place in the center of
attention: It is consciously performed with the intention to probe the system’s
function to understand how it switches on the light. Second, a visitor enters the
yard, triggering the switch to turn on the light. This person’s interaction with the
system is subconscious and unintentional: He or she did not walk there with the
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center of attention periphery of attention outside attentional field
focused interaction peripheral interaction automatic system behavior
conscious and intentional subconscious and intentional subconscious and unintentional
direct precise control direct imprecise control no direct control
< »
- Ll
fully focused attention completely outside attentional field

Fig. 1.1 Three types of interaction with computing devices, illustrated along a continuum ranging
from “fully focused attention” to “completely outside attentional field”

intention to switch on the light, though the system interpreted this behavior as input
(Schmidt 2000; Ju and Leifer 2011). The interaction was implicitly initiated and
thus happened outside the attentional field of the visitor. Third, Thomas moves his
arm as a routine activity in order to switch on the light, while in a conversation with
Mara. Since another activity is performed simultaneously, this interaction takes
place in the periphery of attention. Furthermore, the interaction is performed
automatically and subconsciously as a result of a habit or routine, though clearly
intentional, aimed at switching on the light.

These three types of interaction are illustrated in the basic model presented in
Fig. 1.1 along a continuum ranging from “fully focused attention” to “completely
outside attentional field.” As evident from the example above, an interactive system
may at one moment be interacted with in the center of attention, at another moment
in the periphery, and in a third case outside a person’s attentional field.

Though all three types of interactions are possible with the simple interactive
light described in the above example, this light switch is clearly developed for
interaction outside the attentional field of the people it affects. The other two types
happen occasionally, or seem rather awkward. More and more modern interactive
systems are developed for the very right end of the continuum in Fig. 1.1 (outside
the attentional field), such as smart thermostats, ABS brakes, and automatic
windshield wipers. Also, numerous interactive systems can be named that are
designed to be interacted with in the center or attention and therefore are to be
placed on the very left end of the continuum, for example, interactive games,
traditional desktop computing including instant messaging, e-mailing, text pro-
cessing, or image editing as well as the usage of many smartphone applications.
Contrarily, not many interactive systems are developed for the middle of the
continuum, where interactions may not be precise, but where users directly control
these interactions, be it with minimal mental resources. While clearly many inter-
active systems benefit greatly from automatic system behavior or require the user’s
focused attention during interaction, there seems a gap in between these two
extremes, a gap which peripheral interaction aims to help fill by providing an area
of interactive systems that flexibly respect attention and support the embedding of
computing technology in everyday life routines.

To illustrate this gap in more detail, we describe interaction scenarios with
modern interactive lighting systems, designed for interaction in the center of
attention and outside the attentional field, while interaction in the periphery of
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attention is not straightforward. Various interactive lighting systems are commer-
cially available [e.g., (“Philips Hue” N.D.; “Belkin WeMo” N.D.; “Elgato Avea”
N.D.; “LIFX” N.D.)] consisting of light bulbs of which the color and intensity can
be controlled wirelessly. Users, who typically have multiple such light bulbs
installed in their home, can directly control lights using a dedicated smartphone
application which enables selecting a predefined configuration or dragging icons
which represent each individual light bulb, to the desired color on a gradient
map. Turning on the lights using such applications is clearly done consciously and
intentionally in the center of attention: This interaction is located on the far left end
of the continuum in Fig. 1.1. Alternatively, some of these interactive lighting
systems can be programmed to perform automatic system behavior. For example,
one may program the system to automatically switch on the lights when a user is
near his house (measured through the GPS location of the user’s smartphone). This
type of interaction happens subconsciously and unintentionally (i.e., a user does not
go near his house with the intention of switching on the lights, rather with the
intention of going home) and is thus located on the far right end of the continuum in
Fig. 1.1.

Imagine a house in which all light sources contain the above-described bulbs. If
automatic behavior is preprogrammed, the lights switch on automatically when
approaching this house. However, people may have different lighting needs at
different moments. For example, when entering the house late at night, while other
people in the house are already asleep, all lights switching on automatically would
be highly inappropriate. Since automatic system behavior happens outside our
attentional field, we have no direct control over it. Numerous scenarios may exist in
which lighting needs differ, depending on the user’s wishes, plans, intentions, and
(social) context. Since interactive systems can unlikely be fully aware of and
flawlessly adapt to all nuances of everyday life, its users must be given some form
of direct control in addition to the automatic system behavior. This direct control is
present in current systems by means of a smartphone application. If no automatic
behavior is programmed, a person entering the house in the dark would need to get
his smartphone out of his bag, unlock the screen, search for the application, and
either select a setting or drag icons over the screen to turn on the lights. While such
applications enable users to control their lighting down to every detail (selecting
precisely the right color and intensity for each individual lamp), this seems like a
needlessly long and complicated sequence of actions to simply switch on the light.
This sequence of actions is more likely to interrupt one’s everyday routine, than to
seamlessly fit into it.

Interactive lighting systems enable direct and precise control in the center of
attention, but also offer the possibility of automatic behavior without requiring any
direct control from the user. However, a gap between these two extremes is
apparent: A way of controlling the light quickly but imprecisely might support the
system in seamlessly blending into people’s everyday routines. In other words, a
possibility to control the lights in the periphery of attention is lacking. While
products have recently been launched to address this gap [e.g., “hue tap” (“Philips
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Hue” N.D.) and “M!QBE” (N.D.)], these interactive lighting systems only stand
exemplar for many modern interactive systems in which this gap is apparent.

As evident from Fig. 1.1, the periphery of attention on one side borders with the
center of attention, while on the other side it borders with events that happens
outside our attentional field. Depending on the user’s current mind-set and his/her
current context, interactions with modern systems may take place in any of these
three fields. Therefore, the “borders” in this figure should be seen as overlapping
grey areas. While peripheral interaction is intended to take place in the periphery of
attention the majority of the time, shifts to the center of attention, and events
happening outside the user’s attentional field are certainly an important part of it.
Different from interactions that are always in the center of attention, the aim of
peripheral interaction is to enable interaction possibilities with minimal attentional
resources. Different from autonomous system behavior, peripheral interaction aims
to provide users a means to intentionally interact when needed and thus control their
interaction, be it with a low amount of mental resources.

1.4 Challenges and Opportunities, Outlining This Book

While activities taking place in the periphery of attention are common in our
everyday interactions with our physical environment, they are rare in our interac-
tions with computing devices. This was already predicted over two decades ago
(Weiser 1991), and with the increasing presence of computing devices in our
everyday environment, seamlessly embedding computing technology in our
everyday routines remains increasingly challenging. This book poses that peripheral
interaction—enabling both perceptions of and interactions with computing tech-
nologies to reside in the periphery of attention—is a promising direction to over-
come this challenge. The aim of this book is to capture the current state of the art
with regard to peripheral interaction.

Part I presents theoretical perspectives on peripheral interaction and starts off
with an analysis of everyday peripheral tasks, by John N.A. Brown, based on the
principles of anthropology-based computing. This chapter covers people’s preat-
tentive use of tools in their everyday interactions with the physical world. The
following chapter, by James F. Juola, digs deeper into human attention processes
by presenting an overview of attention theories that underlie human abilities to
effortlessly perform multiple tasks at the same time. These two chapters together
cover important theoretical grounding for peripheral interactions and lay the basis
for the following parts of the book.

Part II presents four chapters which each address a different perspective on
peripheral interaction styles. First, Darren Edge and Alan F. Blackwell elabo-
rate on tangible peripheral interaction. They consider how physical interaction
styles afford rapid initiation and fluid execution of peripheral interactions with
digital content. Second, Katrin Wolf discusses peripheral interaction through
microgestures: an interaction style that relies on gestures that last only a few
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seconds. This chapter presents how microgestures can be suitable in contexts where
the user’s hands are busy and reviews design and technology for and requirements
of microgestures. Third, Henning Pohl reviews casual interaction to support
human—computer interaction in the periphery of attention. This chapter discusses
the delicate relation between a user’s engagement with an interface and the level of
control offered. Fourth, Jo Vermeulen, Steven Houben, and Nicolai Marquardt
explore how the proximity between users and interactive systems can be employed
as implicit system input, by means of “proxemic interaction.”

Part III presents three chapters discussing peripheral interaction in context.
The first chapter, by Tilman Dingler and Albrecht Schmidt, explores how envi-
ronments equipped with peripheral interaction technology could support human
cognition and unintentional learning, by providing peripheral information relevant
to the user’s current activity. Kathrin Probst’s chapter then elaborates on the
relevance of peripheral interaction for desktop computing, by reviewing a number
of innovative interface designs for this context. Finally, Dzmitry Aliakseyeu,
Bernt Meerbeek, Jon Mason, Remco Magielse, and Susanne Seitinger review
interaction design in the field of lighting and consider how peripheral interaction
can contribute to this ubiquitous medium.

Part IV collects visions on the future of peripheral interaction. These essays
are aimed to provide the reader a taste of how the field may progress in the future.
The first chapter, by Berry Eggen, elaborates on future directions involving the
auditory modality as a means for peripheral interaction. Finally, Brygg Ullmer,
Alexandre Siqueira, Chris Branton, and Miriam K. Konkel draw inspiration
from historical demonstrations and fictional architecture to envision a future in
which peripheral interaction may be operationalized.
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Theoretical Perspectives on Peripheral
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Chapter 2

“Unseen, Yet Crescive”: The
Unrecognized History of Peripheral
Interaction

John N.A. Brown

Abstract Peripheral interaction, the reflexive and reactive pre-attentive use of tools
and techniques on the periphery of conscious attention, has always been a funda-
mental part of how humans interact with the world. In fact, it is very likely that our
ancestors have been interacting peripherally since well before they were human. In
the midst of searching for new paradigms for interaction with the ubiquitous net-
works of embedded systems that fill our homes and workplaces, it might be a good
idea to look at the peripheral tasks we are already performing. Ironically, being on
the periphery of our conscious attention, this complex assortment of internal and
external interactions has gone largely unnoticed. In this chapter, we use the prin-
ciples of anthropology-based computing to follow Mark Weiser’s advice and drag
these tasks to the center of our attentive focus for a closer examination before
deciding whether or not to relegate them once more to the borders of our
perception.
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2.1 Introduction: An Anthropologist on Earth—Observing
Peripheral Interaction Among Humans, In re: Their
Natural and Constructed Environments, Their
Communities, and Their Cocktail Parties

Can humans interact with information on the periphery of their senses? Yes, yes, of
course peripheral interaction (PI) exists. Can you hear the sound of a car dopplering
past you as you ride your bicycle? Does the changing noise inspire in you a change
in either deliberate or unconscious behavior—or both? Any normal, healthy human
is in a constant state of PI throughout their waking hours. In fact, I will argue that
most of our interactions are so thoroughly peripheral that we execute them without
even noticing. That is the reason for the title of this chapter.

And so the Prince obscured his contemplation
Under the veil of wildness, which, no doubt,
Grew like the summer grass, fastest by night,
Unseen yet crescive in his faculty.”
William Shakespeare,
Henry V, Act 1, scene i

Most of our interaction with the world around us is so unconscious and so
fundamental that it is not only “obscured... under the veil” of our more obvious
interactions, but it continues to happen while we are sleeping. Respiration and
digestion take place on the periphery of our attention, until and unless some
problem arises in their reflexive cycles. The problem pushes them to the center of
our attention.

Let us move upwards through the layers of simple and complex reflexes pro-
cessed in the peripheral nervous system, those controlled in the central nervous
system, and even those managed in the cerebellum.' Consider typing or mousing,
holding a book, or holding a stylus: any task in which you unconsciously coordi-
nate multiple channels of neurological input in order to unconsciously coordinate
complex neuromuscular interaction to serve your unthinking intent.

We learn these tasks reflectively and practice them until they move to the
periphery of our attention. There, on the periphery, they grow and develop outside
of our conscious awareness, becoming what Shakespeare described as “...unseen
yet crescive.”” In fact, all computing tasks and every other task that we perform—
not for the first time, but with the unconscious rituals of inattention that come with
familiarity—are taking place on the periphery and stay there until an unexpected
perception surprises us enough to be noticed.

In this chapter, I will reintroduce a simple model of the iterative feedback
loops with which we perform these tasks at the most basic neurological level

ICerebellum = the part of the brain in which complex reflex patterns are coordinated.
2Crescive = developing over time without conscious direction.
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(Freides 2001) and tie them to the theory of anthropology-based computing
(ABC) (Brown 2013b) through the concepts of dynamic environmental focus
(DEF) and general human interaction (GHI) (Brown 2016). All of these support a
three-tiered model of human interaction based on MaclLean’s triune brain (MacLean
1973). I call this new triune model Brown’s Representation of Anthropogenic
Interaction in Natural Settings (BRAINS) and propose that it provides a plausible
explanation of the simple mechanics that enable and even force us to use PI. This
model also allows for a possible explanation of two well-established psychological
concepts: the cocktail party effect (CPE) (Cherry 1953; Moray 1959; Golumbic
et al. 2013) and Csikszentmihalyi’s “Flow” (Csikszentmihaiyi 1990). Before we get
any further into this chapter, please allow me to offer a quick illustration of both
CPE and “Flow.”

Cherry described the natural human ability to focus on a single one of many
audio streams in a noisy and crowded situation like a cocktail party (Cherry 1953).
Moray took this further and showed that CPE is strengthened by emotional ties to
the speaker or the words spoken (Moray 1959). Golumbic took that still further and
showed that the brain recognizes all of the streams of conversation as noise, but
recognizes only the attended voice and the affective factors as language (Golumbic
et al. 2013). Let us take a quick look at this from an anthropological perspective.
The cocktail party may actually be going on around you at a physical gathering, it
may manifest as multiple streams of digital interaction—separate and shared
overlapping strings of SMS and email, for example—or it may be a combination of
the two, as when you exchange multimodal messages with many friends while in a
crowded and noisy space. The human experience of filtering multiple streams of
sensory information in real time predates both digital technology and cocktail
parties.

With the exception of rare cases of brain injury or disease (Mirsky 1987),
humans naturally process multiple streams of information, most of which are not at
all central to their conscious and deliberate ratiocination® at any given time. There
are situational exceptions, such as in cases of “Flow,” that state in which we feel as
though we are performing at peak ability—regardless of the specific setting—
immersed in our performance and feeling as though our perception of the outside
world has disappeared (MacLean 1973). In “Flow,” we believe that nothing exists
but the moment and the task, and we are certain that we are thinking and reacting
faster than usual. We will return to this idea a little later in the chapter and offer an
explanation for how and why we feel that way. For now, I hope that it is clear that
the case of “Flow” as a recognized topic of study, and a commonly understood
event, is a fine negative illustration of the common nature of PI. If PI were not the
common state, then the disappearance of peripheral streams of input would not be at
all remarkable, and it would never have proven necessary to coin the term “Flow.”

3Ratiocination = rational thought, reflection.
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2.2 Peripheral Interaction: As We DO Think—Explaining
the Mechanisms that Underlie “Peripheral Interaction,”
“Flow,” “MultiTasking,” “the Cocktail Party Effect,”
and “Cross-Generational Habit”

In his 1945 monograph “As We May Think,” Vannevar Bush predicted that
technological innovations in the workplace would change the way that we use our
brains and the way we value their use (Bush 1945). His predictions may, in time,
prove not only to be visionary (Novak 2010), but even to be correct. Certainly, his
thought experiment produced the mental model that underlies the GUI desktop on
every one of our electronic devices (Smith et al. 1985). Unfortunately, the vast
majority of papers referencing his seminal paper seem to ignore the most important
part of his message, focusing on the technological aspect of his proposal, rather than
the human (Reingold 1987).

Bardzell and Bardzell have proposed that this imbalanced perspective in com-
puter science is precisely why Weiser’s prediction of ubiquitous computing has
come true, while his call for Calm Technology has largely been abandoned
(Bardzell and Bardzell 2014). I propose that the answer lies in the fact there is a
fundamental flaw in the way that most of us see ourselves in the world. We imagine
that we are cognitive creatures—rational brains reasoning their way through life,
while floating inside pools of life-giving nutrients that balance precariously on the
top of our spines. We are the great thinking ape, Homo sapiens, deliberately
shaping the world around us and consciously interacting with our environment and
our fellows.

This is nonsense.

Well, the idea that we live inside a precariously balanced pool of nutrients is
fairly accurate and can be taken further into the abstract and away from our ego-
centric perspective, as illustrated so brilliantly in Dawkins’ argument that the true
function of humans is to serve as a nearly countless series of life pods for the
primordial selfish genes that we carry around (Dawkins 1976). Be that as it may,
our image of ourselves as rational creatures is a delusion. Rational thought is used
sparingly by most humans and is quite literally counterintuitive. As scientists, we
are supposed to apply the “scientific method,” a series of deliberate techniques
designed to force us to be rational and to make it easy for our peers to check and see
whether we have succeeded—not in finding specific results, but in running our
experiments rationally.

Outside of the laboratory, most of our interactions do not involve decisions at all,
but are carried out reflexively. That is how we balance in our chairs and on our feet,
and it is how we carry out all of the complex interactions that let us use our bodies
to do what we want to do. Furthermore, most of the decisions we do make are not
made rationally as evinced by the simple fact that we do not take the time to
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deliberate. Most of our decisions are made quickly and “intuitively,” and we often
do not consciously realize that we have made a decision until we find ourselves
carrying out the resultant action—or failing to.

Consider what happens when you decide not to take another potato chip. Have
you ever found yourself eating one anyway? Did you have to push the bowl away to
force yourself to stop? Doesn’t that very idea imply that there were at least two
processors working in your head—and that one was being rational while another
was not? This is where our myth of human multitasking takes root. Can you do
more than one thing at once? Clearly. Are you willing to accept that you have
conscious control of only one of them at a time? Why, that would mean that talking
while driving is dangerous! Preposterous! We delude ourselves into believing that
we are in control of what we are doing and of what we have done.

I believe that it is an observable fact that most of our non-reflexive interactions
are not deliberate, but are based on pre-attentive decisions and patterns of behavior.
Some of these learned and practiced patterns have been an unconsciously accepted
part of our social and environmental lifestyle for much longer than we realize.
I have spoken elsewhere about cross-generational habit and how it shapes our
behavior (Brown 2013b, 2016). This is why, for example, lights have been glaring
blindingly at us for as long as we have had internal lighting—even though we have
long had the technology to make lighting soft and diffuse. The same unthinking
pattern applies to the design of chairs and steering wheels and computer mouses.
I believe that this is due to the fact that once we have learned to use these tools at
the periphery of our attention, we do not deliberately examine them again—we do
not even consider that they are changeable.

I believe that our ability to focus our thoughts is not the great gift that we like to
consider it to be. Consider how often mis-focused attention leads to accidents,
injuries, and death. That phones divert our attention, while we are driving is now
considered the leading cause of death for young adults around the world (World
Health Organization 2014). But I believe that it is not simply a question of being
distracted by a sudden noise. Though the function of a message alert is to attract the
conscious attention of the recipient, I believe that—because of prolonged experi-
ences of Flow while texting—the message alert attracts the attention of the two
“deeper” processing systems in our minds. As a result, the young driver reacts
without thinking—with systems much faster than conscious thought—averting her
eyes and her focus from the road to the phone.

To explain that reaction and other types of cognitive dissonance, I will propose a
theoretical model of the human mind (Brown 2015a). We will look at how it offers
explanations for PI (Bakker 2013) and Weiser’s “Calm” (Weiser and Brown 1996),
as well as a number of other popular concepts. Unlike many other models of the
mind and the brain, this model is not intended to reflect the biochemical or electrical
properties of the cellular structure (Freides 2001; Cooper et al. 2003), nor is it
intended to associate specific realms of thought or behaviors with specific regions
of the neocortex (Freides 2001; Broca 1861).
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Fig. 2.1 An iterative
feedback loop

This model of the mind is purely conceptual, and it is intended to assist
non-specialists in the visualization of the processes that are actually going on when
humans receive, ratiocinate, and respond to stimuli from the outside world. The key
to this model, though, is that it is not focused purely on rational thought, but that it
illustrates the simultaneous (and much faster) processing that goes on in other more
primitive parts of the neural and cerebral structure. Including these other structures
allows for a simple understanding of the difference between “multitasking” and
“task-switching”; of the difference between “reflex” and “reaction”; and of the
difference between the emotionally overripe and intellectually fragile manner in
which humans usually respond to stimuli and the actual process of rational thought.
Before we tour the structure of this new idea, let us review a few of the foundations
on which it has been built.

2.3 Iterative Feedback: As We May Learn—Explaining
the Mechanisms that Underlie Our Interactions
with the World Around Us and How We Learn
Jfrom that Interaction

Human understanding of the world around us is built up from iterations of simple
feedback loops, as shown in Fig. 2.1, which has been discussed in greater detail
elsewhere (Brown 2013b). Taking the model of how feedback loops iterate at a
neurological level, we perceive the world, process what we perceive, and act based
on the results of that process. Then, we perceive the world again and see what has
changed. Let us look at a simple exchange. We are constantly receiving proprio-
ceptive data about the position and orientation of the different parts of our bodies
and processing them unconsciously in order to maintain our balance or move
precisely. Corollary discharge,” for example, signals the intent to initiate a move-
ment. We perceive and react to these signals in unending, overlapping iterative

“Corollary discharge = this is a copy of the internal signal generated by our neuromotor system
when we execute a movement. The copy seems to serve to let us know whether our body is
moving under our own control, or under the influence of some other factor.
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Fig. 2.2 As we may learn

feedback loops. A comparison that detects proprioceptive information regarding
repositioning, but does not detect corollary discharge, informs us that we have been
passively moved. Disorders in corollary discharge can cause us to attribute our
actions, or even our thoughts, to others (Freides 2001; Frith and Done 1989).

Figure 2.2 shows how we might learn through these iterative cycles. This theory
posits that it is the difference between what we expect and what we perceive that
allows us to recognize new information and adjust our mental model (Staggers and
Norcio 1993). The application of the same iterative cycle that allows us to maintain
our posture, as a model for how we might learn to interact with the world, has
recently received some evidentiary support in a publication from the Mayo Clinic
(Stahl and Feigenson 2015).

One’s understanding of the world grows and develops through the matching of
experiences against expectations in the same kind of iterative feedback loop. The
expectation that one holds about how to interpret environmental stimuli adapts to
new information about the possibilities of stimuli, and more correct or mature (that
is, more accurate or more useful) models are formed (Staggers and Norcio 1993).

This is more than a series of reactions, in that the comparison between the
expected and the perceived allows us to modify our expectations, to build new
models of the world around us and of our place in it. These models could include
the models of self that allow us to navigate the physical spaces around us without
bumping into other people and societal models that allow us to navigate the social
spaces around us with the very same goal. It has even been shown that the use of
well-understood mental models can facilitate interaction, with the possibility of
making new devices seem intuitive (Brown 2015b).

Some of these iteratively developed models are private and reflexive, but others
are shared and reflective.
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2.4 Playing with Models: As We May Think We May
Think—Using Our BRAINS to Explain
the Mechanisms that Underlie Simple Reflexes,
Coordinated Reflexes, Pattern Recognition, Intuition,
and Ratiocination

In the brief history of HCI, several models of interaction have become popular.
I have dealt with these in detail elsewhere (Brown 2014), but will refer to them here
in passing so that the astute reader knows where to look for the original work.
Norman proposed a cycle of interaction in which people incorporate their tools into
their natural iterative behaviors (Norman 1988). Abowd and Beale created a tennis
court-style model in which “user” and “system” communicate across an “interface”
(Abowd and Beale 1991). MacKenzie added details to their model, in order to more
closely reflect the processes taking place in virtual environments (MacKenzie et al.
1995). Coomans and Achten added multiple streams of input and output in their
proposal of a “Design Information System” for VR (Coomans and Achten 1998). In
all of these, two problems persisted: first, the fact that the fennis court-style model
forced us to focus on the net, rather than the players (Brown 2016) and second, the
deliberate ignorance of the possible importance of the fact that humans interact to
different stimuli at different speeds (Hyman 1953).

Throughout history, those who have examined the workings of the human mind
have proposed multitiered models based on reaction times and styles. Aristotle
shared Plato’s model of a three-tiered concept of the human mind—one based on
the natural functions of the body, one centered on desires, and a final, deliberate one
that was the realm of clear thought (Hammond 1902). Freud believed in a trifurcate
mind (“ego,” “superego,” and “id”) (Freud 1961), as did Jung (“collective
unconscious,” “self,” and “personal”) (Chang 2014).

MacLean proposed a triune model based on the evolution of the physical brain
(MacLean 1973) that was popularized in Carl Sagan’s book the Dragons of Eden
(Sagan 1977). More recently, Kahneman’s two-stage model of the brain has also
attempted to explain the fact that some of our thinking is fast and emotional, while
some is slower, more deliberate, and logical (Kahneman 2011).

The earlier model of interaction associated with anthropology-based computing
was referred to as simply as the ABC model of HCI. BRAINS are a model of GHI,
not limited to the use of machines or tools. This model explains that, according to
the way that the brain has developed in different animals and in accordance with the
way that the human brain can be seen to develop in utero, we have at least three
separate processing systems, each of which is capable of separately perceiving,
processing, and responding to external stimuli.

In Fig. 2.3, we represent those different evolutionary levels in two different
ways, both of which come from the notebooks of the author and are used here as
they have been used elsewhere (Brown 2013b). Figure 2.3a shows three iterative
cycles. The largest represents our reflexive system, and as such, it overlaps between
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Fig. 2.3 Two renditions of the BRAINS model of general human interaction

the brain and the body. This is our primary level of interaction with our environs—
from breathing the air to standing upright. The next cycle down (in z-depth and in
control) is the reactive system, where we react quickly and emotionally to the world
around us. Below that, and much smaller, is the reflective system in which we think
logically and intellectually.

Figure 2.3b shows the same hierarchy, but uses cartoons to represent the dif-
ferent types of processing and the relationship between them. The foundation of the
illustration is the echinoderm (starfish or seastar), chosen for this role because it has
peripheral reflexes and seems to coordinate those reflexes through an unknown
system that could be a precursor to the central nervous system. The echinoderm
passes some sensory information on to wildly emotional protoprosimian.® This
creature is really much too late in the evolution of life to represent fast, visceral
pattern recognition, but has been chosen because it is a more pleasant and sym-
pathetic ancestor than a bird or lizard. The protoprosimian is busy almost all of the
time and is almost always emotionally charged. Occasionally, she either whispers
or shouts into the ivory tower she carries in her hands. Inside this ivory tower,
isolated and only capable of indirect interaction with the real world, is our reflective
system.

Preliminary versions of this model have been presented before (Brown 2014,
2015b). Here, in the context of PI, we will present the model again in order to
illustrate the anthropological basis of the human ability to interact with information

5Protoprosimian = ancient relatives who predate the division between our dry-nosed ancestors and
their wet-nosed cousins.



22 J.N.A. Brown

at the center of our attention, while also keeping track of information that ranges
from mildly to extremely peripheral. Let us take a look at the separate processors
posited by this model.

2.4.1 Level One: Reflexive Interaction

What is a reflex? Well, it is some of the things that we commonly call by that name
in spoken English, but the name is also often used incorrectly. Let us start our look
at the model with a clear distinction between what is reflex and what is not.

When your foot snaps forward in response to a doctor stimulating your patellar
ligament (with the edge of her hand or with a small rubber mallet), that movement
is a reflex.

The patellar reflex is a commonly used example of a monosynaptic reflex arc,
so-called because the stimulus sends an uninterrupted signal along a single synapse
directly from the proprioceptor that detects the pressure to the motor neuron in the
spinal cord that triggers the response.

In this type of reflex, detecting the input is the same as triggering the output.
There are more complex reflexes, but this is one of many that you use almost
constantly when walking, running, or trying to stand still. In fact, this reflex also
triggers another, coordinated, and nearly simultaneous reflex that makes the
opposing muscles in the hamstring relax. If you think about it for a moment, that
coordination makes perfect sense, even though you may never have heard that
additional information before. Most things are like that, aren’t they: more complex
than they might seem at first?

Well, it is the same with reflexes. They are triggered automatically, and you
respond without any thought at all. All of the processing happens in the nerves.
Multiple reflexive responses can be coordinated in the spinal cord, like in the
example of the patellar reflex, where coordination happens in the spinal gray matter
near the fourth lumbar vertebra.

It is also possible that reflexes can be coordinated at a “higher” level. The
complex patterns of movement that turn repeatedly nearly falling forward into
running are coordinated in the cerebellum. Here, one can develop physical skills as
learned patterns of reflex coordination. These learned patterns are not to be con-
fused with reflexes, in that they are not simple electrobiochemical responses to
stimuli. Their coordination deteriorates with a lack of use. For the purposes of our
model, all of these reflex areas (from the nerve endings just beneath the skin and
deeply embedded in our organs to the gray matter of the pons and medulla
oblongata®) are grouped with the cerebellum as a single processing system. This is

SPons and medulla oblongata = parts of the brain stem linking the rest of the brain to the spinal
cord.
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the most primitive and the fastest of our natural systems for perceiving, processing,
and responding to stimuli. For simplicity, we refer to it as “reflexive interaction.”

2.4.2 Level Two: Reactive Interaction

When you respond angrily to a criticism of your favorite song, movie star, Web site,
novel, religion, or scientist, you might say that the response is reflexive. You might
say that, but you would be wrong.

If you really do not like snakes, or lizards, or puppies, and seeing one makes you
feel icky, you might say that your response is just a reflex due to childhood trauma
or a horrible accident in a psychology laboratory. You might say that, but you
would be wrong.

Unless the response is actually rooted in a reflex arc of the sort described earlier,
it is not a reflex. Now, you may feel that you had little or no conscious control of
your response, and that may be right, but that does not make it a reflex, it just means
that you were not consciously in control of your behavior. Let us take a closer look
at what that means and how it can be.

When you are riding a bicycle, the coordination of your actions is the result of
coordinated reflexes. The same kind of proprioceptive reflexes that allow you to
stand upright also help you maintain your balance on two wheels. The same kind of
learned patterns of coordination that allow you to establish and improve your skill
as a runner also help you to establish and improve your skills as a cyclist.

On the other hand, at the same time that you are maintaining your balance and
riding the bicycle on your chosen path, you are also perceiving the path itself and
the still and moving obstacles to your intent. The patterns of relative movement of
these obstacles tell you a lot about the conditions of the path and the speed at which
you should proceed. These patterns are being compared with familiar patterns in a
different part of your brain. This is where the familiar runs up against the unfa-
miliar. It is where you can quickly respond to the familiar and where you may try to
fit new experiences into old categories. In fact, it is the same general region of the
brain in which your emotional responses are processed. According to my model,
this explains why so many of our fast pattern recognition thoughts become emo-
tionally reinforced, even when there is nothing emotional about them, for instance,
your irrational fear of other people’s pets or your irrational love of Hedy Lamarr.

Of course, you can probably justify your fear, and Hedy Lamarr was both a great
actress and a brilliant inventor... but you can’t really trust rationalizations that you
have invented to justify your emotional opinions. These justifications are not based
on logic, but are facile and rapid emotional attempts to avoid the cognitive disso-
nance that would come with having to admit that we have done or believed
something irrational (Festinger 1962).

This means that the rational part of our brain plays no role in our fastest deci-
sions, but that we feel emotionally attached to the opinions we form in that manner.
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It is understood in psychology that we all tend to create a perpetual fog of
self-delusion in which our every past decision is justified, using new information
and self-deception to convince ourselves that we have made wise decisions, even in
the face of overwhelmingly contradictory evidence. This does not happen at a
conscious level. It is like change blindness (Rayner 1978)—it is a pattern of
accepting an overly simplified interpretation of the information we perceive and
then defending the effects it has on our perception of the world. We apply our
reason to justifying the reactive decisions we have made. This may be the root of
our feelings of intuition and even of religious faith. As Steven Pinker explains:

I will suggest that religion and philosophy are in part the application of mental tools to
problems they were not designed to solve (Pinker 1997).

The rational resources of our brain can do more than compare and recognize, and
they can also postulate, analyze, and form new ideas. This is the kind of processing
we call “Reflective” or “Attentive.” I have an informal postulate that we defend old
patterns of knowledge emotionally, rather than rationally, in order to avoid having
to reflect on them simply because reflection takes more energy. It might also explain
why the surprises which should tell us we are about to have the chance to learn
something new (Helson 1964) seem so often to trigger defensive emotional reac-
tions rather than intellectual curiosity and eager anticipation (Jacobs et al. 2014).

2.4.3 Level Three: Reflective, Attentive, and Interaction

The highest and most evolutionarily modern level of our three-tiered hierarchy is
the “Attentive” level of deliberate rational thought, or ratiocination, which we call
“Reflective.” This is the part of your brain that is reading these words and—I hope
—considering their meaning.

Imagine two different ways of reading this chapter.

In the first case, you are feeling increasingly tired or bored. You are no longer
giving the letters, words, and phrases your attention. Your eyes are still tracking
along the lines and down the page according to learned reflex patterns, but your
reflective thoughts have stopped following along. You lost “attentional focus”
(Mesulam 1981). You catch yourself drifting off and realize that you have been
reading without really *reading*.

In the second case, you are feeling interested and maybe even inspired, and the
writing is leading you easily along a winding path from one idea to the next. In this
second example, you are following the words and the ideas behind them; you are
being “Reflective” and staying in what we call the “Attentive” level.
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2.4.4 The Three Levels Cooperating... and Sometimes
Conflicting

This hierarchy reflects the degree of to which we are consciously aware of what we
are doing, but it also reflects (inversely) the degree to which we are consciously in
control. Consider it like a lop-sided, non-cyclical version of rock—paper—scissors.
Reflexive responses overpower reactive responses, even while reactive responses
overpower reflective responses.

Not convinced? Make yourself blink. Now, stop yourself from blinking. Is it
working? Keep trying while you turn your head quickly and stare at something far
to the left of the room you are in. Did you blink? If not, you have successfully
resisted an evolutionarily beneficial reflex and probably feel rather dizzy.

For another example, try to sneeze or hiccup through force of will. In most of us,
these are reflexive actions, and it is not possible to directly control them. You can
take snuff in order to trigger the sneeze reflex, but most of us have never even
considered taking the time to learn to mentally trigger a sneeze.

But we do learn how to do things, and as we do, they move outward to different
tiers. A toddler learning to walk must attentively coordinate the neuromuscular
response to signals from the proprioceptors in feet, legs, hips, and spine in order to
stand without falling. In fact, in early days, the more experienced shoulders, arms,
and hands are also involved—waving in fast, asymmetric circles to help with
balance. Soon, the recognition, processing, and response to these signals move from
attentive control to pre-attentive, and you can see a toddler extend her left arm and
leg simultaneously to try to keep from falling to the right. After a time, the process
is fine-tuned and becomes purely a matter of coordinating reflexive responses.

With enough practice, we learn to add other deliberate tasks that we can perform
simultaneously: balancing a full bowl of soup, for example, or carrying on a
conversation. But the reflexive actions of walking supersede the reflective actions of
walking while talking, or walking while balancing soup. If you stumble, the
self-correcting reflexes that keep you on your feet prevent you from falling but
interrupt your conversation and fling the soup across the room.

2.5 Peripheral Interaction: Unseen, and Crescive,
and Ubiquitous—A Brief Examination of the Fact
that You Are Currently Interacting More Peripherally
Than Deliberately, and an Argument for Why You
Should Try to Stay that Way

So, you are currently responding to countless reflexive stimuli that allow you to sit
upright and breathe, etc, and you are currently responding to countless reactive
stimuli that allow you to read and turn pages either electronically or on paper, all
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without any conscious recognition or disruption of the reflective attentional pro-
cesses you are following in order to interpret these words as ideas. From an evo-
lutionary perspective, this is exactly how your three parallel systems should work
together—separate systems working at the same time. But there must be an addi-
tional mechanism—the ability to deliberately shift focused reflective processing
away from one object and, at least temporarily, onto another. This natural ability
was described by Weiser as a prerequisite of Calm, but he offered no mechanism to
explain it (Weiser and Brown 1996).

In the ABC theory, this behavior is called DEF, and it is considered a key to our
development of language and tools (Brown 2016). The interested reader should
look to the references for a detailed explanation, but a simple one is offered here.
The nesting habits of our protoprosimian ancestors might have allowed them the
luxury of not having to always be on guard. Those on the inside of the pack could
count on those on the outside to provide alarms when needed—either deliberately
by screaming, or unintentionally by running off. Those on the inside, then, would
have been free to be less vigilant and turn their senses to other activities. In the tight
cluster, they could socialize by nattering and grooming. This could have led to
additional social bonding and would have rewarded the ability to shift one’s focus
from that proximate and attentive task whenever peripheral sensory information
gave hint of danger and to shift back again so as to maintain the relationship.

I have usually chosen to use examples from our ancestral line to illustrate the
three tiers of processing described in my model (Brown 2013a). This is because I
believe that their brain structure led them to perform daily routine activities in much
the same way that we do now. That is to say that they divide their efforts between
(a) what they want to do and (b) those things that they must do in order to be able to
accomplish (a).

My use of anthropology-based examples has occasionally come under some
criticism from computer scientists and psychologists who claim not to have any
clear preconception of just how a protoprosimian would act in any situation
whatsoever and, worse, who insist that I should not have any such preconceptions
either. In response, we will now leave our protoprosimian ancestors to their
grooming and turn to something (almost) completely different.

Imagine, if you will, a slimy, emaciated creature who might look a little like a
skinny frog or a four-limbed spider, but with eyes like shining lamps. He is sitting
in his cave and holding something very precious to him. He is concentrating both
his stare and his attention on this precious thing clutched in his hands (Fig. 2.4a).
Even if his attention is diverted to something else (along with his gaze), he remains
at least partially attentive to his precious possession (Fig. 2.4b). This is in line with
older theories of attentional focus which can be divided to some degree for some
length of time.

Our model allows us to consider a more complex division of his attention, one
that includes PI. Imagine the same character composing a reply to a new post on
social media (Fig. 2.5). Here, we can see that, while his attention may be wandering
in a way which belies the fixedness of his gaze, he is interacting unthinkingly with a
keyboard, using it peripherally to serve his purpose, not as a purpose unto itself.
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This is, in fact, the very nature of a tool that we should be able to use it to
accomplish something other than its use. Mark Weiser gave the example that once
one puts on glasses, one should no longer have to pay attention to them (Weiser
1994). This is true of other well-designed or well-practiced tools and actions.
A well-designed and well-maintained hammer should not require the conscious,
reflective attention of the user under normal circumstances. One might use a
hammer simply for the joy of using it, but the purpose of a hammer is usually the
driving of nails or the performance of some other task, such as the breaking of
rocks, the initiation of a patellar reflex in order to test nerve function between the L2
and L4 vertebrae, or the smiting of frost giants in order to protect Asgard.
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This unthinking use of a tool is a fundamental example of PI. I believe that the
same should be true of well-designed and well-maintained computerized technol-
ogy. One reaches for one’s mouse without looking and uses it to steer to and to
select an icon, all without thinking of the mouse at all—unless something goes
wrong. That would bring us back to the reverse-order imperative mentioned above,
with the failure of the attempted PI would bring the tool to the center of our
attention. Allow me to illustrate this.

Wanting to use the mouse, one reaches unthinkingly for where it should be,
grasps it, and slides it in a manner that should move our cursor. We are not
cognizant of the reaching and grasping and movement of the mouse, only of the
attempt to move the cursor. The cursor is expected to behave as a natural extension
of the human, so all of that is done at first-level attention—somewhere in the realm
of learned patterns of reflexes (muscle memory) that we execute unthinkingly.

When the cursor fails to move, one’s second-level attention is drawn to the
failure and a pattern from early training is initiated. We repeat a smaller and faster
version of the movement, or lift the mouse and put it back down again, or both of
the above. Here, we are pre-attentively checking the mechanics of our attempt and
unconsciously running through an iterative cycle that tries to answer the question: Is
there a problem with how I am using this tool? When these simple tests still fail to
make the cursor move, our full reflective attention is drawn away from the task and
focused on the tool.

This is when we notice that we are trying to mouse with our smartphone.

Let us consider the smartphone a little more deeply in one final illustration of the
application of our model to the understanding of PI.

2.6 Lost in the Flow: The Inherent Danger of Designing
Ubiquitous Interactions to Be Immersive—How We
Might Use Our BRAINS to Avoid the Pitfalls of the Lack
of Distraction

According to a recent report from the World Health Organization, the leading cause
of death among young adults worldwide is now the combined use of smartphones
and automobiles (World Health Organization 2014). As has been remarked upon
elsewhere, the shocking thing is not that there has been a worldwide response to this
problem, but rather that the response is so obviously misdirected. In a total
misunderstanding of the nature of human—machine interaction, manufacturers and
lawmakers have focused almost universally not on prohibiting the use of smart-
phones while driving, and not on transforming the interface so that the interaction
becomes less distracting, but on forcing drivers to interact with their devices in a
“hands-free” manner (Caird et al. 2014). We have not had the time to evolve in
response to the feeling of “Flow” brought on by technologically enhanced
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interaction. The illusion that we are somehow fully aware of our environment while
totally immersed in some task may be what is killing us.

The key to the problem is that studies persist in treating the smartphone as a
distraction. Unfortunately, distraction is only one of the roles played by this device
and its ubiquitous relatives, the tablet, the palmtop, the smart watch and smart
glasses, and most especially, the navigational assistant. We will return to the idea of
the smartphone as a distraction and a disruption in the next section. For now, let us
look at a much more dangerous aspect of the device: the fact that it is designed to
pull the user into a state of immersive “Flow.”

Csikszentmihalyi’s work in this area is inspiring (MacLean 1973), as is his
devotion to the promotion of positive psychology (Csikszentmihalyi and
Csikszentmihalyi 2006). But let us examine his concept of “Flow” from the per-
spective of human factors, and through the lens of our new model.

The BRAINS model can account for the perception during “Flow” that the ego
has fallen away and that conscious decisions are replaced by jazz-like improvisation
and an intuitive belief that you are performing at the highest level of your skills.

Could it be that these feelings come from the fact that the most peripheral
iterative feedback loops, the ones that naturally serve the purpose of keeping us
aware of our environment, have here turned instead to providing more unconscious
resources to the focus on the task? Consider the following aspects of working or
playing in flow:

e You have a feeling of being more skilled—you are using more processing
power, processors that are vastly faster (Tovée 1994).

¢ You feel deeply engaged in the task at hand—the resources in your system that
evolved for the purpose of keeping you alive are now being used to perform
tasks that are much more restricted in their scope and in their possible negative
outcomes (Klasen et al. 2011).

e Time seems to disappear—the rational part of your brain, the part that tracks
time’s passage, is not in use (Dennett and Kinsbourne 1992).

* You are no longer self-conscious—one might argue that you are not any sort of
conscious. Your ego has disappeared—you are using resources that perform
their tasks unconsciously—with your cognitive self literally left out of the loop
(Carruthers 2014).

The beautiful fulfillment of being in “Flow” comes from the illusion that our
peripheral sensors and processors are working smoothly and encountering only
solvable problems. This is one of the ways that a game can feel just challenging
enough to inspire the player to try harder. It fits into a natural feedback loop, one
that rewards us for feeling that we are working well and safely.

But the feeling can be deceptive.

Exchanging a constant stream of shallow sms messages with one or more friends
can give us the impression that we are successfully monitoring the world around us
for danger. This feedback error will contribute to our learning the wrong reflexive
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and reactive patterns and create a self-deceptive illusion of attention and resultant
safety. This may be why people are involved in accidents while texting. Not the
distraction of having one’s hands full, and not even the distraction of reflexive
responses triggered by alerts and alarms, but rather the feeling of “Flow.” The cause
of all of these fatal accidents may be a side effect of the combination of unlimited
communication and limited evolutionary pressures. As mentioned above, we have
not had the time to evolve in response to the feeling of “Flow” brought on by
technologically enhanced interaction. I propose that, rather than waiting for the
violent resolution that natural selection will provide for this imbalance, we change
the design of our interactive systems.

Incorporating the triune nature of the BRAINS model may enable HCI practi-
tioners to deliberately infiltrate “Flow” without disrupting it during some situations
and to interrupt it just as deliberately in others.

While deliberate human-to-device and device-to-human interaction during
“Flow” has been clearly demonstrated, we are still trying to figure out how to
provide important outside information to someone who is in “Flow.” Traditionally,
we attempt this through the use of blaring alarms, screaming ringtones, and other
primitive concepts based on the observably false concept that if you scream at
someone loudly enough, they will give you their full attention according to your
schedule rather than their own.

2.7 ABC Ringtones: The Possibility of Alerts as Peripheral
Information—How We Might Apply Our BRAINS
to a Practical Problem

Traditional alerts and alarms are intended to draw our conscious attention, with the
expectation that familiarization with our responsibilities and with the meaning of
different alerts will allow us to make immediate rational decisions. In fact, as
discussed above, such alerts stimulate a reflexive response and a reactive response
that are much faster than any possible deliberate and reflective response. This
means that our alarms and alerts should be designed with the expectation that they
will trigger reflexes and reactions that supersede any reflective or deliberate
response.

If this occurs at the wrong time, then the reflex and/or the reaction could
interrupt an important rational process or preclude an important rational decision, or
even a series of important decisions. For instance, let us take an example involving
the limited-term, ongoing, and highly critical series of conscious decisions that
allow someone to safely drive a car. You would not shout at a driver just as they are
making a difficult turn, nor would you tickle the back of their neck. Coming at
exactly the wrong moment, either of these distracting stimuli might result in an
accident because the driver cannot consciously control their reflexive or reactive
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responses to those stimuli. The odds of there being an accident, and the odds of the
accident being severe, increase in direct relation to speed and traffic density, and in
inverse relation to familiarity with the route. Since navigational computers are
designed specifically for use on unfamiliar routes, and since they are specifically
designed to interrupt your ongoing thoughts and real-time decision-making pro-
cesses, does it not seem as though they should be designed differently?

If so, then in what way(s) should the design be modified?

As mentioned above, the approach that is currently in favor is to move to
hands-free interaction. Unfortunately, this does not address the issue of interruption
at all. Let us look at it in the three different levels proposed by our model.

2.7.1 Interruption of Reflective Processing

The sudden arrival of an instruction to “turn left in 270 m” will still interrupt the
driver’s thought processes, and the nature of the instruction itself will still prove
confusing, disrupting the driver’s ability to navigate. What if there are three exits
ahead, one after the other? Which one is 270 m away from where you were when
the machine gave you your directions?

2.7.2 Interruption of Reactive Processing

The reactive system will also respond to the sudden announcement of directions,
and it will do so faster than the reflective system. The triggered reaction will be
based on well-established patterns of behavior. With the right deliberate prepara-
tion, the driver may have learned to ignore the sounds and wait for a reflective
response, but how many drivers practice reacting to their navigational assistants
before using them? It is more likely that an “intuitive” reaction will take place,
based on the more established mental model of interacting with another human
(Nass and Moon 2000). So, an experienced driver may hunch their shoulders or
give some other unspoken sign that they do not want to be interrupted, while a less
experienced driver might turn and glare at the machine, or tell it to be quiet—either
one of which detracts from their performance by initiating a pattern recognition
sequence that has nothing to do with driving.

2.7.3 Interruption of Reflexive Processing

The greatest danger lies in the interruption of reflexive processing, because this will
happen so quickly that no other system can intervene. An unexpected noise may
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trigger a startled reaction in the driver, which can involve large muscle spasms—a
dangerous thing when one is holding a steering wheel or gently applying pressure to
an accelerator. That is for an unexpected noise. An expected noise may be even
worse. What if the driver reacts to the noise according to a mental model of a more
common irritating device, like an alarm clock? What if, in the “flow” of driving, the
driver reflexively reaches for the device to turn it off? In a worst-case scenario, the
driver becomes involved in this interaction for more than one cycle, moving it from
the periphery to the center of their attention. They are now lost in the flow of
interacting with the navigator, rather than with the car or the road or the rest of
traffic.

Does that seem implausible to you? Consider the case of the pilots who got lost
in their new vacation-scheduling software and flew 70 minutes past their target city
while ignoring radio messages, fighter jets that had been sent to assess the possi-
bility of a terrorist threat, and the flight attendants pounding on the door of the cabin
(National Transportation Safety Board 2009; Brown 2012). This is just one extreme
example of a very common event. As mentioned before, this kind of interactive
problem is now seen as the primary cause of death among teens and young adults
(World Health Organization 2014).

This issue reflects a well-documented, well-understood problem in tool design.
Interaction suited to machine capabilities rather than human capabilities seems to
persist wherever engineers are allowed to ignore human factors (Vicente 2003).
Bardzell and Bardzell have proposed that this is due to the fact that it is easier to
quantify machine factors (Bardzell and Bardzell 2014). In 2012, I posited that it
should be possible to use the CPE to design alerts and alarms that inform us without
interrupting us (Brown 2012). The idea is that

1. since the human brain is capable of filtering out “signal” from ‘“noise,” even
when the noise is very loud, and

2. since the signal can then be understood without interrupting the ongoing actions
or thoughts of the person for whom it is meaningful, then

3. it should be possible to build these features into deliberate computer output.

In 2014, a team working in Lisbon measured the effect of affective ringtones,
that is, ringtones based on the ABC theory and the CPE. Though only preliminary
data have been published so far (Brown 2016; Brown et al. 2015), the experiment
clearly showed that it is possible to design alerts that will inform the intended
recipient without disrupting their concentrated focus on another, deliberate task.

Figure 2.6 shows beta-wave activity’ during the performance of a familiar but
challenging task in a noisy environment, before and during the loud ringing of a

"Beta-wave activity = electrical activity between 12.5 and 30 Hz, a range of frequency commonly
used in studies of the natural electrical activity in the brain.
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Fig. 2.6 Beta-wave density as measured with 5-point EEG—a loud unknown ringtone caused an
increase in activity that persisted after the ringtone stopped

Fig. 2.7 Changes to beta-wave density when a loved one speaks your name too softly for you to
consciously hear it

stranger’s phone. Note the increase in activity in the prefrontal cortex® when the
noise interrupts the participant’s work.

Let us relate all of this brain activity back to our model. In a noisy environment,
the reflective system is focused on a task. The reactive and reflexive systems are
assisting in the performance of this task. Because you are focused on completing
this task quickly and accurately, you ignore your own ringtone when you hear it, as
you have learned to ignore other noises so that you can focus on your work. That
said some noises are too soft to hear, while other noises catch your attention and
interrupt your work. A stranger saying unimportant words is ignored at most vol-
umes, as are most ringtones at most volumes. An unimportant word spoken by
someone you love sometimes triggers a response, but sometimes does not.

ABC ringtones are different. When your name is spoken softly by the voice of
someone you love—even if it is spoken too softly for you to consciously be able to
react to it—some pre-attentive part of your brain reacts. As shown in in Fig. 2.7,
there is a surge of activity in your reactive brain but no surge in your prefrontal
cortex to interrupt focused work. Despite that, all participants reported hearing the
ringtone. Without any interruption of your focus on the primary task, you are
internally informed of the peripherally delivered information that your loved one
has spoken your name.

8Prefrontal cortex = the front-most part of the neocortex—the crumpled up, six-layered brain hat
we wear under our skulls.
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The alert has not been delivered by a loud noise that demands attention; instead,

it seems to have quietly triggered an internal information process. It seems as
though the ABC ringtone can “...move easily from the periphery of our attention, to
the center, and back” (Weiser and Brown 1996).

2.8 Conclusion: How Peripheral Interaction Has

Remained Both Unseen and Crescive—Gathering

the Threads that Have Unfurled in Our Discussion
and Attempting to Tie Their Fibers into a Knot

upon Which the Reader Might Attempt to Climb to New
Heights

This chapter started with the simple statement that PI does exist. I have attempted to
show that we all make use of it all of the time. I hope that the theory of ABC and the
BRAINS model has helped to explain how PI happens. I also hope that the dis-
cussion of the ABC Ringtones Project in Lisbon has shown that it is possible to
design human—computer interaction that makes good use of the natural qualities of

PL

Before concluding this chapter, let us have a quick review. To describe natural

multitasking, task-switching, and the three very different speeds and qualities of
human response to outside stimuli, I have proposed the BRAINS model, which has
three hierarchical levels of processing. The first two happen unconsciously.

The first fundamental level of processing deals with bodily functions. Aristotle
called this the vegetative level, because even plants have some version of this.
We include all of the simple, iterative reflex cycles—from the monosynaptic
patellar reflex to the complex patterns of coordinated reflexes that let us breathe,
shuffle playing cards, knit, or ride a bicycle—and we call it reflexive.

At the second level, we do seem to think, but it is irrational and “intuitive” and
often very emotional. This level addresses our desires with reactions that are too
fast for conscious thought. The second is the level at which we respond to
(internal or external) stimuli based on familiarity according to well-established
patterns that are too complex for reflexive responses. Addressing primarily the
desires and passions mediated at this level, Aristotle called this the appetitive
level. Primarily addressing the speed and lack of consideration, we call it
reactive.

The third level is conscious. This is the level at which we use our intellect, our
logic, and our ability to think formally. We call it reflective. Aristotle called this
the rational or contemplative level and placed it at the top of Plato’s hierarchy,
saying it could take control of the other two. Many theorists continue to place it
at the top of these interactive systems, in terms of both importance and control.
From an ABC perspective, since this third processing system is the slowest and



2  “Unseen, Yet Crescive” ... 35

the most expensive to the body’s metabolism, it is the system that is used the
least. In the BRAINS model, based on observations that reflexes supplant
reactions, and reactions supplant reflection, we place this system at the bottom
of the hierarchy.

It is important to consider that only the reflexive system can sense anything, and
its limitations shape all of our understanding of the real, material world. The data
that do get through must then pass through the filters and reconstructions of the
reactive processing system and its emotional and self-serving distortions in order to
reach our reflective processing system.

In other words, human perception is like an unending game of “broken tele-
phone” in which the illogical players can process information at 10 or 100 or 1000
times the speed of the slow-thinking intellectual who is last in line. We best use
those processors to interact with the vast field of peripheral information that sur-
rounds us in the natural world. If they deal with that information, then we do not
have to process it all slowly and deliberately.

On the other hand, those faster reflexive and reactive processors sometimes
supplant our reflective process, taking actions that were not thought out and then,
upon reflection, finding means to justify those actions, resulting in self-delusion and
cognitive dissonance.

This tendency is precisely why we must design our interactions to suit specific
processors. Fast answers will always be based on established patterns of reflexes or
of reactions—they will only be logical if the logical decision was determined and
ingrained ahead of time. I have tried to show the dangers involved in our misun-
derstanding of how very ubiquitous PI is in our daily lives and especially in our
interactions with computerized technology. I have also tried to offer up some
information for the reader on a recent advance in the application of PI to the design
of HCL

I believe that our ABC ringtones will make phones less annoying by allowing
everyone to hear their phone ring even though the volume is too low to be noticed
by anyone else. The same style of alert could inform a driver of navigational
instructions or of an incoming text message in a way that does not disrupt their
attentive focus.

I also believe that ABC ringtones could point the way to designing alarms that
will always penetrate to the conscious and reflective mind—even in situations
where that has not proven possible to date. For example, let us reconsider those
pilots who got immersed in their software and lost track of time. When the air traffic
controllers, the air force, and even the cabin crew were unable to get the attention of
the pilots, maybe an ABC alert would have worked. What if they had each received
customized messages—the voice of a loved one saying “why aren’t you answering
the radio?”

There could be other applications. Elsewhere, I have discussed the possibility of
creating a formal system to help police who might otherwise get lost in a negative
feedback loop of fear and preparedness that could lead to an unwarranted shooting
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(Brown 2015c¢). The unconscious iterative feedback cycle could be interrupted by
the voice of a loved one reminding them to slow down and consider their options.

Imagine a firefighter who must receive important new information about the
structural integrity of the building they are in. Flashing lights and loud noises are of
no use there, but what if the firefighter were to suddenly hear the voice of his
daughter? In the same way, a soldier lost in the “fog of war” could be reminded of
her role and responsibilities by hearing the voice of her distant lover.

To conclude, you are engaged in PI right now. Once, you had to focus on each
letter in order to be able to read, and you had to work to improve. The improve-
ments became crescive and the use of letters became peripheral, and in time, you
were able to focus on the message rather than on its acquisition. What’s more, every
deliberate task that you learn to perform with fluency will also become peripheral in
time. It is our responsibility to design tools that suit and even take advantage of the
unseen and crescive processes of our ubiquitous PI.
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Chapter 3
Theories of Focal and Peripheral Attention

James F. Juola

Abstract Attention has been regarded as the guardian of consciousness. This
guardian has several modes of operation, e.g., attention that is guided by external
sensory inputs (bottom-up activation) and that which is maintained by internal goals
(top-down intention). Attention can be widely dispersed or focused on a single,
narrow task. Attention can also be shared between two tasks to some extent, or
switched from one focus to another, often more quickly than the eyes can move.
One purpose of attention is undoubtedly to maintain a type of alertness for inter-
esting or salient information, such as abrupt changes in the periphery, to which
focal attention might be directed. Another purpose of attention is to satisfy one’s
need to maintain focus on the task at hand and prevent unwanted intrusions.
Clearly, there are trade-offs between attention’s dual roles of preventing interfer-
ence yet enabling us to respond to important environmental or internal changes that
might require a shift of focus. In this way, we should be capable of processing
information free from interference when possible, yet also be able to respond
appropriately to new information when necessary. The current review covers the-
ories of attention that address its purpose, its limits, and the neurological processes
that enable us to perform many tasks relatively effortlessly and successfully despite
our individual limitations and the demands of a complicated and variable
environment.
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3.1 Introduction

Since the origin of introspective thought addressing the question of what it means to
be human, attention has been viewed as a central psychological process, if not the
single most important one. Leonardo da Vinci anticipated one modern view by
stating that “Seeing is one of the most rapid operations possible: it embraces an
infinity of forms, yet it fixes on but one object at a time” (Bramly 1991, p. 255).
William James expressed a similar idea when he famously stated that “Every one
knows what attention is. It is the taking possession of the mind, in clear and vivid
form, of one out of what seem several simultaneously possible objects or trains of
thought. Focalization, concentration, of consciousness are of its essence. It implies
withdrawal from some things in order to deal effectively with others...” (James
1890, pp. 403—404). This definition is common to most modern theories of atten-
tion, including the idea that we have limited processing capacity to deal with the
enormous amount of information available, both in the outside world and in our
own recollections. Therefore, we must select from this mass a small subset for
detailed processing. Attention, according to James and others, is the gateway to
consciousness.

All contemporary theories of attention concentrate on the selection process as a
means of maintaining focus on the task at hand while being able to accept interrupts
if they are relevant to the task or potentially important for other reasons. These
theories have dealt with both auditory and visual attention, but for most purposes
the present review will concentrate on visual attention. The method of attentional
selection has been described in numerous ways, such as a filter concentrated on a
single information channel, a zoom lens that expands or contracts, a moving
spotlight that illuminates small parts of the field, or a switch that engages or
disengages from different information sources.

In the following sections, I will review some of these theories with emphasis on
central versus peripheral attentional interactions. I will describe various theories and
approaches to the study of human attention, placing it as a central process affecting
selection of perceived information, deciding how to deal with it in terms of one’s
goals, and choosing appropriate responses. Although much of the following dis-
cussion emphasizes the role of attention in focusing on a central, main task, the way
in which peripheral information can be monitored, selected, and added to or sub-
tracted from main task performance will be discussed. Finally, I will review some of
the neurological underpinnings of attention and how modern technology affects our
attentional processing, for better or worse. It should be acknowledged, however,
that attention is not a unitary concept, nor does it exist in limited neural substrates.
Rather, it is a way for the brain to make the best possible use of its limited resources
while enabling meaningful and successful interactions with the outside world.
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3.2 Filter Theories of Attention

Broadbent (1958) is credited with developing the first information-processing
model in psychology. In his theory, attention is viewed as a single-channel filter for
selecting information from a multifaceted sensory register. Selected information is
passed into a limited-capacity processor that acts on this information and stores
some of it in a more permanent memory. Although the filter can be switched from
one source to another, it does not allow for attention sharing between channels for
information that is considered relatively demanding of cognitive resources.
Broadbent’s theory was based on the studies of dichotic listening, in which two
different spoken messages were presented simultaneously, one to each ear. To
insure that one of the messages was attended, the listener was instructed to repeat
one of them, a procedure called shadowing. The typical result was that observers
could follow and understand the shadowed message while they repeated it aloud,
but they showed little awareness of, and no memory for, the non-shadowed mes-
sage. From these and other results, Broadbent concluded that attention acts as a
filter to channel only one physical information source through to central processes
while eliminating all others that are essentially lost and gone forever.

Like any useful theory, Broadbent’s filter theory was consistent with a large
body of data, and it generated much research designed to test and improve it. It was
not long before others showed that a non-shadowed message could get through to
some level of consciousness if it were related in some way to the attended message
(e.g., Treisman 1960, 1964). Similarly, Moray (1959) found that important infor-
mation, such as the listener’s own name, could attract conscious attention if it were
presented in an unattended channel. It was as though relevant or important infor-
mation could “leak through” an early sensory filter so that unattended information is
only attenuated and not blocked out completely. Still others, such as Norman
(1968) and Deutsch and Deutsch (1963), argued that at least some information such
as familiar words and objects could directly impact conscious perception because
they are encoded automatically to relatively deep levels of processing. They then
must be filtered out, if at all, only after they have been perceived and understood at
some level and not merely on the basis of their sensory properties alone.

The argument about whether attention filters unwanted information at early or
late levels of processing has persisted for some time, but has been elegantly
resolved, at least to some extent, by more contemporary theories of attention. For
one example, a distinction has been made between processes that occur automati-
cally, that is without awareness, effort, or attention, and those that occur willfully
with controlled, deliberate attentional processing (e.g., Schneider and Shiffrin 1977,
Shiffrin and Schneider 1977). It is clear that with practice, many skills including
perception, recognition, decision processes, and their implementation through
motor control of skilled behaviors are carried out with little or no attentional effort
(think about how a professional hockey player scores on a penalty shot, or how an
experienced driver avoids an unexpected obstacle in the road). For another example
of how contemporary theories determine the level at which attentional selection
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affects behavior, a distinction has been made between the amount of attention that is
engaged in some focal task and that which is “left over” to share with other tasks
that are not within the current focus. Lavie (1995, 2001) has demonstrated this
distinction by showing how the distribution of visual attention over the field of view
is determined, at least in part, by the perceptual/cognitive demands of any given
task. A demanding central task leaves little attention to be distributed over the
periphery, whereas simple, or especially automatic, tasks leave attentional resources
free to engage in other, more peripheral events.

Lavie’s theory was based on research in which she varied the difficulty of a
central processing task. She used a letter recognition task in which a letter presented
at the center of the visual field was to be classified as either an “X” or an “N” by
instructing the observers to press either of the two response keys, each assigned to
one of the two letters. This is a very easy task, as there is much evidence that single
letters can be identified more or less automatically (e.g., Posner 1976). Lavie’s
innovation was to use large letters presented in the periphery that were as identi-
fiable as the smaller letters presented at the center, but the peripheral letters were
supposed to be irrelevant to the task, and subjects were told to ignore them. One
major manipulation was to include peripheral letters that were either irrelevant to
the main task (e.g., “H”), identical to the central target (i.e., the peripheral and target
letters were both “Xs” or both “Ns”), or critically, they were the other member of
the target pair; e.g., the central target was an “X,” whereas the peripheral distractor
was an “N.” Lavie found that responses to the central target were slowed when the
peripheral distractor was assigned to the opposite response category. The other
major manipulation was to make the task more difficult by embedding the central
letter in a string of irrelevant letters in the center of the field while including
peripheral distractors as in the initial study. When the central target was crowded
among a string of adjoining letters, interference from the distractors disappeared.
Lavie’s conclusion was that if the central task demanded a high commitment of
attentional resources, subjects behaved as if an early filter severely restricted pro-
cessing of peripheral information. However, if the central task was non-demanding,
as when only a single target letter was presented, some attentional resources were
free to process peripheral information. Thus, interference was found only in the
low-load condition, leading to longer response times when the central and
peripheral letters were mapped to conflicting response tendencies.

Further evidence for the role of attentional demands of a central task on
peripheral processing was provided by Rees et al. (1997). They measured brain
activity in the medial-temporal lobe (area MT), a cortical area known to respond
actively to moving stimuli. The background field in their task consisted of a number
of moving dots which produced the expected MT activity. The central task was
manipulated to be either easy (determine whether a word was in upper- or lower-
case letters), or relatively difficult (count the number of syllables in the word). The
important finding was that motion detection activity in area MT was reduced in the
more difficult syllable-determination task, indicating that attentional demands can
be quite general and lead to changes in activity in widely divergent brain areas. The
important design implication is that as any focal task becomes more intensively
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demanding of perceptual/cognitive resources, the less likely it is that peripheral
stimuli will result in awareness or control over behavior.

3.3 Spotlight Theories of Attention

One generally held belief about attention is that it has evolved to alert us to
interesting and important aspects of the environment. Although we normally orient
ourselves toward and fixate on things of interest with our eyes, attention is pre-
sumably more labile and capable of moving independently of eye fixations to
recruit potential fixation locations. This idea was discussed in Neisser’s (1967)
seminal book, in which he envisioned a sensory world in which the overall scene of
objects is registered automatically and in parallel in a preattentive processing stage.
Attention then selects some subpart for focal processing, and the eyes are likely to
move to the attended object. A similar distinction was made by Posner (1980) who
distinguished between covert and overt orienting. Covert orienting includes the
stages of disengaging from the current locus of focal attention, moving attention to a
new object or point in space, and then engaging focal attention at the new location.
All of this is done before the eyes have a chance to catch up, as has been
demonstrated in a number of spatial cueing experiments.

In Posner’s seminal research, a spatial cue was presented at a central fixation
point indicating the peripheral location (left or right) of an upcoming target to
which a fast response was required. The cue was an arrow pointing left or right, and
the cue validly indicated the location of the following target on 80 % of the trials.
On invalid trials, the target appeared on the side opposite that indicated by the cue.
The time between the onset of the cue and the offset of the target was kept below
200 ms, so there was not enough time to move the eyes to the target position (overt
orienting) before the target itself disappeared. Nevertheless, Posner demonstrated
that response times were shorter on valid cue trials than on invalid cue trials, with
times on uncued, control trials about in the middle. Posner argued that attention
exists in a diffuse state when no cue is given, but when a potentially valid cue is
presented, attention zooms in on the cued location (covert orienting). If the target is
presented where attention is focused, it is processed more rapidly (processing
benefit relative to the uncued condition), whereas if it occurs in another location,
attention must be disengaged, moved, and reallocated, resulting in delayed response
times (processing cost). He then defined the effectiveness of any cue as the dif-
ference between mean response times on invalid and valid cue trials, i.e., the cost
plus benefits of the cue.

Questions were soon raised about how flexibly attention can be distributed over
the field of view. Posner and others argued for diffuse versus focused modes, with
the focus not necessarily overlapping the area of fixation. Juola et al. (1991) showed
that observers could focus attention in areas defined by rings in foveal, near par-
afoveal, or peripheral areas, such that, for example, a cue to attend to the outer ring
could result in a cost if the target were presented to the fovea. Others have
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suggested that attention is capable of quick movements from one focus to another or
perhaps even of being divided among two or more focal areas.

Posner (1980) also distinguished between two types of control over spatial
attention, a view anticipated by James (1890). The type that Posner originally
investigated was covert orientation in response to the presentation of a central cue.
In this case, the cue functions as an instruction to move attention to a particular
location in the visual field. Posner called this type of attention endogenous (or
voluntary, controlled) attention, to be contrasted with exogenous attention due to an
involuntary, automatic orienting to a novel stimulus presented in the periphery.
Jonides (1981) compared the two types of attentional controls directly in which a
target letter’s location was cued either by a central arrow indicating (with variable
validity) the location of a target, or a peripheral arrow located near the peripheral
target itself (on some proportion of the trials). Jonides found that peripheral cues
attracted attention rapidly as well as independently of the cue’s validity, whereas
the less effective central cues resulted in slower allocations of attention that could
be suppressed if the observers knew that the cues had low validity. He concluded
along with Posner that the sudden onset of a peripheral stimulus is a powerful,
automatic attractor of attention that is not easily ignored. Other properties of
peripheral stimuli that increase their salience, such as flicker, motion, or contrasts in
color and brightness can also attract attention in some cases, but not as powerfully
as a sudden sound or an abrupt visual onset.

From these results of studies of attention, we can conclude that focal attention on
a demanding task at hand is relatively immune to interruptions of mundane
peripheral activities. However, if peripheral information is related to the focal task,
it can result in positive results through a redundancy gain, or negative results
through interference with the main task. Also, attention can almost always be
directed toward peripheral stimuli if they are sufficiently salient in terms of their
sudden onset or other unusual characteristics, or if they are related to the focal task.

3.4 Attention and Visual Search

One of attention’s functions is undoubtedly to direct overt orientation, including
movements of the eyes, to environmental points of interest. Such eye movements
occur several times a second during most of our waking hours and are often
involved in tasks such as reading, examining a scene, directing our movements
while walking, cycling, or driving, and searching for an object. In visual search, we
might be looking for some specific object, such as our car keys, on a desk littered
with many other objects. How do we find what we are looking for, especially if the
target of search is similar to many other objects in view? Treisman and colleagues
(e.g., Treisman and Gelade 1980; Treisman and Gormican 1988) argued that object
features are processed preattentively in parallel over the field of view, and attention
serves to integrate these features into an object representation, usually one at a time.
By this theory, targets that differ from the background by a single, salient feature



3 Theories of Focal and Peripheral Attention 45

can be found more or less automatically and will appear to “pop out” from the
distractors. Alternatively, when the target shares features with some of the dis-
tractors, such that only a unique combination of features defines the target, focal
attention must search through the display and integrate the features into object
representations at each current focus to determine whether or not the desired target
has been found. One of the defining sets of observations in support of the theory is
that the search time required to find a target differing from the distractors by a
single, salient feature is usually independent of the number of distractors (pop-out
or parallel search), but a target differing by a unique conjunction of features that are
present in other items results in a search that is linearly related to the number of
distractor items (serial search).

Treisman’s feature integration theory (FIT) successfully accounted for a large set
of data in the visual search literature, but it failed in some cases. For instance, it was
sometimes found that targets defined by unique feature conjunctions could be
located very rapidly, whereas those defined by a single featural difference could
take a long time to find, especially if the feature difference between targets and
distractors was small. Treisman’s feature integration theory has been contrasted
with Duncan and Humphreys’s (1989) attentional engagement theory (AET). FIT
uses attention as a type of “glue” that solves the binding problem for integrating
features into objects, whereas Duncan and Humphreys’s AET maintained that an
initial preattentive, parallel phase of perceptual segmentation could include
descriptions of visual objects as structural units. Attention then serves to select
some structured information for entry into visual short-term memory. Treisman’s
FIT assumes that spatial attention is a necessary condition for object recognition,
whereas Humphreys and Duncan argue that visual elements can be bound together
in an initial parallel phase without focal attention, and attention selects among the
objects that result from the initial grouping.

Treisman’s theory was improved upon by Wolfe and colleagues (Wolfe 1994;
Wolfe et al. 1989) in what has been called guided search theory. The theory is
similar to that of Treisman at the outset, in that individual features are detected and
registered briefly in memory in terms of visual primitives, such as color, size,
orientation, and motion. In guided search, however, the features receive extra
activation to the extent that they are salient, e.g., that they differ from their
immediate neighbors. In addition, besides the bottom-up activation from visual
features that is proportional to their salience, top-down activation is added to them
to the extent that they match the features in the object that is the target of search.
Activation is then summed over bottom-up, salience-driven information and
top-down, target-similarity information to produce an activation map over the
visual field. Focal attention is directed to locations in order of their overall acti-
vation in the search for a target. This model reduces to special cases of Treisman’s
FIT for searches in which the target pops out and for those that require a detailed,
serial search of all items until the target is found, i.e., if neither salience nor feature
uniqueness homes in on the target. The design implications for these theories are
clear: If something in the periphery must be attended to in order to perform a central
task, it must be presented in a way that guarantees its contrast with other peripheral
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components of the scene, either by perceptual salience, by abrupt onset, or by
similarity to focal information.

3.5 Attentional Distribution Over Time

Vigilance is the term used to describe prolonged attention to a single, specific task,
such as watching a radar screen to follow air traffic patterns near a busy airport, or
checking a series of road signs for an upcoming exit. Mackworth (1948) had
observers monitor a clock-like display to look for small changes in the position of a
marker that moved along its face like a second hand. He found that performance
was very good at first, but after 20 or 30 min, performance fell off and cycled
afterward between periods of alertness and distraction.

Subsequent research has shown that attention can be disrupted over much shorter
periods of time due to changes in task demands. In an influential experiment,
Raymond et al. (1992) designed a search task for target letters presented at a rapid
rate to a single, central locus on a computer monitor, a procedure known as rapid,
serial visual presentation (RSVP). For example, one target letter (T1) could be
differentiated from the distractors by differing in color, and a second target (T2—
defined as a specific letter, like “X,” which is not always present) could follow T1 at
various serial positions (lags). At rates of about 10 items per second (i.e., 100 ms
per letter), T1 was almost always reported correctly, but T2 was often missed,
especially at short lags after T1. Interestingly, both targets were often reported if the
lag between them was 1 (i.e., if they occurred successively within 100 ms or so), a
phenomenon known as lag 1 sparing. If the lag between T1 and T2 varied between
about 2 and 5, T2 was often missed, although T2 report was more accurate at longer
lags. The period lasting about 200-600 ms or so after T1 is presented, during which
T2 processing is suppressed, has been called the attentional blink (AB).

Most theories of the AB assume that there are two stages of processing that
occur during target search through the presentation of successive items (e.g., Chun
and Potter 1995; Giesbrecht and Di Lollo 1998). In the initial stage, the RSVP
stream is monitored for items that have the defining target feature (e.g., a white item
among black ones or a letter among digits). When the target-defining feature is
detected, an attentional gate is opened to pass the selected item to a more detailed
processing stage in which the target is identified and consolidated into a reportable
memory. During this second stage, attentional capacity for monitoring the stream
for the second target is reduced, producing the AB. Lag 1 sparing sometimes occurs
when the attentional gate is relatively sluggish with respect to the presentation rate,
thereby allowing the target and a successive item both to receive detailed pro-
cessing. The length of the AB effect is determined by many factors, such as the
difficulty of processing T1, the similarity of defining features for T1 and T2, the
item presentation rate, and whether the two targets are presented in the same RSVP
stream, or if two or more RSVP streams are presented in close proximity (e.g.,
Peterson and Juola 2000).
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Juola et al. (2004) found that target identification was worse if the two targets
came from different categories (in their task, the targets were either white letters
among black letters, or black digits among black letters, and all pairwise combi-
nations were possible between T1 and T2). That is, a task-switching cost was
incurred if T1 and T2 were different types of characters, and this performance
decrement was largest at lag 1 and decreased asymptotically at later lags.
Reconfiguration of the task set from detecting black digits to detecting white letters
or vice versa entailed a cost of between 10 and 20 % at lag 1, which decreased to
5 % or less by lag 6 (see also Rogers and Monsell 1995). Chun and Potter (2001)
asserted that the amount of lag 1 sparing is a sensitive index of task similarity
between T1 and T2 (see also Enns et al. 2001; Potter et al. 1998; Visser et al. 1999).

There is evidence for significant costs if both category shifts and location shifts
are required for the identification of two targets presented in the RSVP format.
Furthermore, these two effects are apparently independent and influence the AB
phenomenon in different ways. Switching the target category from digits to letters
and vice versa entailed a significant cost on T2 report, at least at short lags, and this
effect was as large whether T1 and T2 were presented in the same location or were
horizontally displaced. The target category switch cost was also large when the
participants knew that the switch would occur between T1 and T2 as when the
switch occurred randomly on half the trials. Either the costs of preparing for dif-
ferent target categories outweigh the benefits of using such a strategy, or the time
needed to reconfigure target selection criteria is too great to achieve a measurable
benefit in the RSVP task (Nieuwenhuis and Monsell 2002). Since the task switch
primarily involved encoding operations only (letters vs. digits), it apparently is due
to difficulties in later visual processes involved in matching features to character
representation in different categories, whereas target location shifts result in deficits
at earlier visual processes primarily involved with signal-to-noise ratios in attended
versus unattended areas of the display.

Design implications in the temporal domain are quite clear. Whenever the central
task demands a high level of attention and/or cognitive resources, subsequent
stimuli are likely to be missed. If the main task requires the identification of a
well-known stimulus, attention can be reallocated in about 500 ms or less, but more
resources-demanding tasks can result in significantly greater times in which
important incoming information can be lost, e.g., when a text message is being read
while driving.

3.6 Divided Attention and Attention Shifting

Trying to do two things at once, especially if they are complex tasks, can result in
loss of efficiency relative to when they are performed alone. Walking and chewing
gum at the same time is the classic example of multitasking that almost everyone
can handle, but it is well known that talking on a mobile phone or texting while
driving can have serious consequences (Redelmeier and Tibshirani 1997; Strayer
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and Drews 2007; Strayer et al. 2003). We seem to be designed primarily as
single-channel processors for attention-demanding tasks, but attention can be
switched from one task to another, often with its own task-switching costs.
Alternatively, if the tasks are not completely demanding all of our attention, or if
one or more of them can be performed automatically, multitasking is within the
capability of most practiced people.

Multitasking involves tasks that are performed simultaneously (task sharing), or
those that are performed sequentially with rapid changes from one task to the other
(task switching). In principle, it is often difficult to determine whether people are
truly sharing or switching between two tasks unless an experiment can be set up to
force one or the other strategy. Response patterns can be observed when subjects
are asked literally to do two things at once, such as to perform a visual discrimi-
nation task while at the same time listening for a tone that requires a different
response. Posner et al. (1980) used two simultaneous tasks that were each per-
formed quickly and accurately in isolation, namely deciding whether or not two
successive letters had the same name (e.g., “A” and “a”) and pressing a button
whenever a tone was sounded. They found that tone detection times were just as
rapid when they occurred between letter comparison trials as when they occurred
during or shortly after the first letter was presented. However, when the second
letter was presented, and subjects had to decide whether or not they matched in
name, tone detection times were slowed.

Research has shown that when multitasking, people generally make more mis-
takes or perform their tasks more slowly, or both. Attention must be divided among
all of the component tasks to perform each of them well, and even if performance
appears to be normal on one or several of them, any increase in processing load can
have disastrous consequences. For example, there has been little difference found
between speaking on a hands-free cell phone and a handheld cell phone in so far as
driving impairments are concerned (Strayer and Johnston 2001). Apparently, it is the
strain on attentional systems that causes problems, rather than what the driver is
doing with his or her hands. Telephone conversations are unlike personal conver-
sations with a passenger in an automobile. Passengers are able to change the con-
versation based on the needs of the driver. If traffic congestion intensifies, a
passenger might stop talking to allow the driver to navigate the increasingly difficult
roadway; a conversation partner using a telephone would not be aware of the change
in environment and might continue to engage in a stressful line of conversation
unaware of any emergency. When the two simultaneous tasks use the same modality,
such as listening to a radio station and writing a paper, it is much more difficult to
concentrate on both because the tasks are likely to interfere with each other. The
specific modality model was proposed by Navon and Gopher (1979), who theorized
that interference would be greater if two simultaneous tasks demanded attention
from the same processing resources, than if one were visual and the other auditory,
for example. Resource theory also implies that as each complex task is automatized,
performing that task requires less of the individual’s limited-capacity attentional
resources. In theory, performing an automatic task concurrently with some
attention-demanding task could result in little or no multitasking costs.
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Subsequent dual-task research has shown that attention-demanding tasks,
especially those involving comparison and decision processes, seem to evoke a
“psychological refractory period” (PRP) in which processing of one task is put off
while another is being completed. Similarly, when two successive visual targets are
briefly flashed, people may fail to detect the second target (attentional blink or AB).
Although AB and PRP are typically studied in very different paradigms, research
suggests that both might arise from the same serial stage during which stimuli gain
access to consciousness and, as a result, can be arbitrarily routed to some other
appropriate processor. In fact, peripheral perceptual and motor stages continue to
operate in parallel, and only a central decision stage seems to impose a serial
bottleneck (see Levy et al. 2006; Pashler 1994; Ruthruff and Pashler 2001; Sigman
and Dehaene 2008). There are further problems with multitasking, since when the
brain shifts attention from one activity to another, executive control processes in the
prefrontal cortex, dorsal frontoparietal cortex, and striatum use oxygenated glucose,
the same fuel they need to stay on task. Blood oxygen usage (BOLD) signals in left
prefrontal and intraparietal sulcus regions have been observed to be higher in the
early phase after the switch, while anterior cingulate, cuneus, precuneus, and
temporal and more anterior frontal regions showed more activation later after the
switch. These findings are compatible with the engagement of regions involved in
the establishment and maintenance of attentional sets (Schultz and Lennert 2009).
Repeated task switching can also result in increased anxiety, which raises levels of
the stress hormone cortisol resulting in increased aggressive and impulsive
behavior. The cognitive functions that are impaired after blockade of cortisol
reabsorption in human subjects include selective attention, visuospatial memory,
and mental flexibility (Otte et al. 2007). By contrast, once we engage the central
executive mode to maintain task focus, the brain uses less energy than when
multitasking (Levitin 2014).

3.7 Inattentional Blindness and Change Blindness

Inattentional blindness describes a common phenomenon in which a salient and
apparently easily identifiable stimulus is neither detected nor remembered. For
example, Mack and Rock (1998) described results from a difficult detection task,
such as deciding which of two very similar lines crossing at the fixation point is
longer. Unexpectedly, on one of the trials, a clearly visible stimulus was presented
in one of the quadrants cut off by the lines. Not only was the object not identified in
a later query, but subjects often did not report having seen it. In other cases, when it
is impossible to attend to all the stimuli in a given scene, a temporary blindness
effect can occur such that individuals fail to see objects or stimuli that are unex-
pected yet are quite salient.

The best-known studies of inattentional blindness (Neisser and Becklen 1975;
Simons and Chabris 1999) involve situations in which subjects watch an engaging
video with an unexpected event inserted. For example, a short video is shown in
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which two teams of people (wearing different colored T-shirts) pass a basketball
around, and the subjects are told to count the number of successful passes made by
one of the teams. In different versions of the video, someone walks through the
scene carrying an umbrella, or wearing a gorilla suit. After watching the video, the
subjects were asked if they had noticed anything out of the ordinary, and surpris-
ingly, fully 50 % of the subjects failed to report seeing the gorilla (or the person
with the umbrella). The failure to perceive the intrusive event is attributed to the
failure to attend to it while engaged in the difficult task of counting the number of
passes of the ball. If they are told to look for an anomaly, rather than count the
passes, the unusual person is easily identified and the subjects are amazed that they
could have missed it in the original task situation.

Mack and Rock (1998) concluded that no conscious perception can occur
without attention, although it is possible that inattentional blindness reflects a
problem with immediate memory rather than with perception. It is important to note
that any memory failure is likely due to insufficient coding when the stimulus was
present. The theory behind inattentional blindness suggests that attention is nec-
essary for the conscious experience of objects and events, and the vast majority of
information in our field of vision goes unnoticed. Mack and Rock note that most
explanations for inattentional blindness reflect a basic failure of perceptual pro-
cesses to be engaged by unattended stimuli.

A related phenomenon is called change blindness which is the failure to notice
something different about two or more successive displays. Participants can be
shown an image that is followed by another identical image but for a single change
made in it. In a study by Rensink et al. (1997), a picture was presented followed by
a blank screen or “masking” stimulus which was followed by the initial picture with
a change. The masking stimulus mimicked a saccadic movement of the eyes which
makes it more difficult to detect the change. Also, image changes without a blank
interstimulus interval easily reveal the change due to apparent motion from one
picture to the next where the change occurs. In the masking paradigm, an image and
an altered image are switched back and forth with a blank screen in between them.
Surprisingly, it usually takes subjects many seconds to identify the change, unless
the change is a highly salient object that is likely to be fixated early in the sequence.
Clearly, attention to a single feature or object is necessary for the change to be
noticed. Minor changes that are not highly salient, even if they change the gist or
important details of the scene, are unlikely to be noticed.

3.8 Attention and Vision in the Periphery

Attention has been shown to be labile in the sense that it can be directed away from
the point of fixation. But what, if any, information can be processed from peripheral
information without attention? Enns (2004) discusses the “grand illusion of com-
plete perception” as one of the most common and pervasive of all visual illusions.
Despite the fact that we can see fine detail only in the central two degrees or so of
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the visual field, we seem to form images of the world that encompass complete
objects and events in rich detail. This illusion occurs because the mind is capable of
extending visual details into three-dimensional objects that obey certain natural
laws, as in the Gestalt principles of closure, symmetry, good continuation, figure—
ground separation, and similarity. Further, outside of the laboratory, most of the
world is unchanging between eye fixations, and it is easy to sample fine detail about
anything in the visual scene simply by looking at it. Since the information is
immediately available, it is as though we can see it all the time. Peripheral visual
information serves as an “external memory” that can be accessed so easily, and it is
as if it is in consciousness all the time (O’Regan 1994). Clark (2003) makes a
similar analogy in the example of a response one might make to the question, “Do
you know what time it is?”” You could answer “yes” and make a quick turn of the
wrist and glance at your watch to report the time. However, your answer is tech-
nically false, since you did not actually “know” the time when asked, but since the
information is so quickly attainable, it is as good as known.

Still, the question remains what is actually seen and consciously processed in the
periphery, particularly when there is some reason that it is not attended. Koch and
Tsuchiya (2006) used the example of a dual-task paradigm in which a central task is
computationally difficult (e.g., making a fine discrimination between line lengths or
figure orientations) and another object is sometimes briefly flashed in the periphery.
Although specific details of the peripheral stimulus are typically missed (e.g., Mack
and Rock 1998), global information such as the gist of a scene or the gender of a
face can often be processed and identified. Koch and Tsuchiya argued that con-
sciousness sometimes can be achieved without top-down attention, as late-selection
theorists have already claimed, but if the central task is highly attention-demanding,
specific feature identification in the periphery is severely challenged. Other studies
have shown that even unconsciously perceived stimuli can have long-lasting
priming effects in neural responses, such that brain imaging and behavioral effects
can be observed for some minutes after a non-perceived stimulus is presented
(Gaillard et al. 20006).

Peripheral vision is worse than foveal vision and often much worse. Only about
one million nerve fibers emerge from each eye, and rather than providing uniform
vision, the eye trades off sparse sampling in the periphery for high-resolution foveal
vision. This design continues into the cortex: The cortical magnification factor
describes how resources are concentrated in central vision at the expense of the
periphery. The representation in peripheral vision consists of summary statistics
computed over local pooling regions (Balas et al. 2009; Levi 2008; Parkes et al.
2001; Pelli and Tillman 2008; Rosenholtz et al. 2012).

According to common wisdom in visual perception (e.g., Treisman and Gelade
1980), top-down selective attention is required in order to bind features into objects.
In this view, even simple tasks, such as distinguishing a rotated T from a rotated L,
require selective attention since they require feature binding. Selective attention, in
turn, is conceived as involving volition, intention, and, at least implicitly, aware-
ness. There is something non-intuitive about the notion that we might need so
expensive a resource as conscious awareness in order to perform such a basic
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(and frequently non-human) task as perception. In fact, all of us can carry out
complex sensorimotor tasks, seemingly in the near absence of awareness or
attention (“zombie behaviors,” e.g., Blackmore 2004). More generally, the tight
association between attention and awareness is problematic. Under normal viewing
conditions, some processes of feature binding and perception might proceed largely
independently of top-down selective attention, sufficient for gist recognition,
pop-out target search, and navigation (Duncan and Humphreys 1989). Recent work
suggests that there is a significant dissociation between some basic perceptual
operations, such as feature binding, from both top-down attention and conscious
awareness (Larson and Loschky 2009).

Some processes are presumably performed more acutely by peripheral than by
foveal vision, such as general scene, or “gist” perception. Gist is defined as the
overall sense or meaning of a scene, such as whether it is two- or three-dimensional,
whether it is a structured or natural environment, and whether it is safe or threat-
ening (e.g., van Montfort et al. 2005). Larson and Loschky (2009) compared
accuracy of gist determination in an experiment in which only a central window or a
peripheral view (“scotoma” condition) of a scene was briefly presented. They found
that the peripheral view resulted in more accurate gist perception as the relative
sizes of the central and peripheral portions were traded off until they were about
equally effective for a window/scotoma of about 7.4° in diameter. That is, all of the
fovea, near parafovea, and part of the peripheral field must be visible to generate the
same amount of scene gist perception as the peripheral view alone, so that
peripheral vision is all that is needed for recognizing the gist of a scene. Larson and
Loschky concluded that the reason for a relative bias away from central vision in
gist perception might be due to the fact that critical information for recognizing
scene gist is processed at higher cortical areas, such as the parahippocampal place
area, in which cortical magnification of central vision is largely absent. Design
implications for these results include the generalization that certain meaningful and
emotional states might be inferentially determined from peripheral stimuli, even if
attention is dedicated to central processing.

3.9 Neurophysiological Studies of Attention

In the introduction, it was pointed out that attention is not a single process that can
be identified with a specific brain mechanism. Rather, attention is distributed over a
variety of sensory projection areas and deeper levels of analysis throughout the
brain. Even when maintaining a single point of fixation, attention “...can affect
perceptual performance and the activity of ‘sensory’ neurons throughout the visual
cortex...[and]... attention actually affects tasks that were once considered
pre-attentive, such as contrast discrimination, texture segmentation and acuity”
(Carrasco 2011, p. 1485). It is likely that, rather than being modulated directly by
attention, activity in the primary visual cortex (V1) is prepotentiated by feedback
from higher-level, extrastriate areas (Hopf et al. 2009). Traditionally, early brain
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imaging studies identified different aspects of attention with widely divergent
cortical processes. That is, alerting is presumably signaled by activity in the frontal
and parietal lobes, primarily in the right hemisphere, orienting is associated with
activity in the superior parietal lobes, the temporal—parietal junction, and the frontal
eye fields, and executive control is maintained by the anterior cingulate and lateral
prefrontal cortex. Certain automatic responses that influence attention, like orient-
ing to a highly salient stimulus, are mediated subcortically, e.g., by the superior
colliculi (Carrasco 2011; Knudsen 2007; Posner and Petersen 1990).

Attention also seems to have different cortical foci when it is directed to spatial
locations and when it is directed to specific features or objects in the field of view,
regardless of their location. Spatial attention has its effects earlier both in time and
in levels of the visual system than feature-based attention, particularly when sig-
naled by an external, peripheral cue. Exogenous cues can result in enhanced signal
processing in the cued area and suppressed responses to noise in the areas sur-
rounding the target that peak at about 100-120 ms after the cue. However, these
responses are transient, in that without an endogenous reason to maintain attention
(e.g., if the peripheral cue is known to have low validity), the attentional response
dissipates and even results in a suppression of activity in the cued area, a phe-
nomenon known as inhibition of return (Posner and Cohen 1984). Desimone and
Duncan (1995) formulated the biased-competition hypothesis to describe attentional
effects at many levels of the visual system. Within any level, neurons associated
with the cued location are activated, whereas neurons with receptive fields in the
adjacent areas are inhibited. Therefore, one of the primary roles of spatial attention
is to increase the signal-to-noise ratio by enhancing signal processing while also
excluding external noise in the target region and in effect, setting up spatial filters.
Attention has also been shown to increase the amplitude of neural impulses and
decrease their variability in the attended region, as well as to increase the syn-
chronization of neural responses in successive layers of the visual system tuned to
the target location (Fries et al. 2001). The result is that attended regions appear as if
they are brighter and more salient than unattended areas.

Feature-based attention, on the other hand, is more likely to be based on
endogenous cues related to basic visual primitives such as color, orientation, and
direction of motion. Attending to the different feature dimensions can modulate
activity in cortical areas specialized for processing those dimensions (Carrasco
2011). That is, attending to motion results in enhanced activity in the medial—
temporal region (MT), color results in modulation in extrastriate areas V4 and V8,
and orientation affects responses in V1 and V2. Bichot et al. (2005) showed that
individual neurons in monkey cortex responded more strongly to an attended fea-
ture presented to their receptive fields than when the same feature was shown but
not attended. Similarly, aftereffects resulting from prolonged exposure to specific
colors, orientations, and motion directions are stronger when the relevant features
are attended than when they are viewed but not attended. Furthermore, these
changes in feature-based responses are simultaneously deployed throughout the
visual field regardless of any specificity of location-based attention. Feature-based
attention “...has the remarkable property that its effects are not constrained to the
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locations of the stimuli that are voluntarily attended; they spread across space”
(Carrasco 2011, p. 1510). Neuronal modulations have even been observed in cells
responding to spatial locations where no stimuli are present (McManis et al. 2007;
Serences and Yantis 2007). Even when observers are directed to attend to one or the
other visual hemifield, brain activity to items presented to the unattended field
shows larger responses if they match the feature attended on the other side. Further,
the motion aftereffect can be found in non-adapted areas of the visual field (Arman
et al. 2006), indicating widespread selection for relevant visual features.

Regardless of whether attention is deployed in response to a salient visual object
or event in the periphery, or whether it is directed to relevant visual features, there
are at least two neural mechanisms hypothesized for attentional effects. One is gain
modulation, or an increase in activity for neurons with receptive fields in the
attended area or those that select for the relevant feature. The other is changes in the
tuning curve, which can adjust either or both of the main aspects of the neuron’s
sensitivity function, i.e., its mean (or central tendency) or its variance (Carrasco
2011; Wolfe et al. 2012). It should be noted that these two hypotheses are not
mutually exclusive, nor are they inextricably linked with a specific means of
attentional control. However, the literature seems to converge on the idea that gain
modulation is the major mechanism for spatial selection, in that target areas receive
enhanced neural encoding activity, to the detriment of adjacent areas, whereas both
gain and tuning modulations seem to occur for feature-based attention. Some
studies have shown additive effects of spatial and feature-based cues, indicating that
their effects might be independent (e.g., Hayden and Gallant 2009). These results
affirm the main assertion held by modern theories of attention; i.e., it is not a unitary
construct that can be identified with a simple underlying brain mechanism. Further,
attentional effects can be found both far and wide in the visual field as well as in its
various cortical representations.

The psychological refractory period refers to the fact that humans typically cannot
perform two attention-demanding tasks at once. Behavioral experiments have led to
the proposal that, in fact, peripheral perceptual and motor stages continue to operate
in parallel and that only a central decision stage imposes a serial bottleneck. Sensory
areas track the objective time of stimulus presentation, a bilateral parietal—prefrontal
network correlates with the PRP delay, and an extended bilateral network that
includes bilateral posterior—parietal cortex, premotor cortex, supplementary motor
areas, the anterior part of the insula, and the cerebellum are shared by both tasks
during dual-task performance. The results provide physiological evidence for the
coexistence of serial and parallel processes within a cognitive task (Sigman and
Dehaene 2008). The design implications for peripheral and dual-task processing
imply that features relevant to the main task might alert observers to information in
widely disparate parts of the visual field, whereas location-specific information, such
as abrupt onsets, will attract attention to only a specific location. Either of these
attractive elements of the periphery will be modulated by the amount of attention
available during main task performance, as again, cognitively demanding processes
such as decision-making and response selection will invariably put off or eliminate
our abilities to attend to peripheral information.
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3.10 Attention and Ubiquitous Computing

Weiser (1991) described the coming-of-age in which technology and computers will
become integrated into all aspects of our everyday lives. Clark (2003) expanded this
idea to include the possibility that wearable and implanted devices will become part
of us, in a similar way that tools and technology have been used in the past to extend
our abilities without much thought about their operation. In other words, technology
should be transparent with use, such that a seamless interface exists between the user
of some device and the task that the device accomplishes, without any attention
being diverted to the device itself. A simple example would be the use of a pen to
write a note, when the writer is focused solely on the content of the written message.
However, if the pen produces some blobs of ink, attention must be diverted to how to
hold the pen to avoid making a mess, and its transparency is lost.

The user’s attention to technology should reside mainly in the periphery so that
the technology and the information it provides can easily shift between the
periphery and the center of attention when needed. The technology should be
designed to increase the accessibility of useful peripheral information. This affords
a pleasant user experience by not overburdening the user with information. Ideally,
the technology relays a sense of familiarity to the user and allows awareness of the
user’s spatial and temporal context in the task environment.

Today, we are faced with the very real possibility that virtually everything we do
will be expressed through electronic and digital media. Rather than necessarily
improving our productivity, safety, efficiency, and satisfaction, technology can lead
to problems to which our species has not yet adapted, such as information overload,
disembodiment, uncontrollability, intrusion, and loss of privacy. In addition, new
technology threatens to exacerbate existing social problems of inequality, deceit,
degradation, alienation, and narrowing of experiences (Clark 2003). What do we
make of a technological revolution that has given us a greater number of mobile
phones than toilets worldwide?

Technology has opened a Pandora’s box of information begging for our atten-
tion. We are confronted with facts, pseudo-facts, and rumor, all posing as infor-
mation. Many “news” sources blend facts, commentary, and fiction in ways
indiscernible even to expert viewers. Just as sorting out real information from chaff
has become more difficult, there seem to be more demands on our time. Thirty years
ago, travel agents made our reservations, and professional typists helped with
correspondence. Now, we perform most of these activities ourselves. Our smart-
phones have become appliances that include a dictionary, calculator, Web browser,
e-mail, Game Boy, appointment calendar, voice recorder, guitar tuner, photo gal-
lery, video recorder, weather forecaster, GPS, texter, tweeter, Facebook updater,
and flashlight. They can even start our cars and turn household appliances on and
off. We use them everywhere, all the time, part of a twenty-first-century mania for
cramming all we can do into every single spare moment of time (Levitin 2014).

Remember when people used to send written letters and cards to each other? The
very act of writing each note or letter took many steps spread out over time, and we
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did not engage in these activities unless we had something important to say.
Because such correspondence took several days to arrive, there was no expectation
that we would get an immediate response, as the mail could sit on a desk until
someone was ready to deal with it. Now, e-mail arrives continuously, and most
e-mails demand some sort of action. The ease of sending e-mails has led to a change
in manners, a tendency for people to be less polite about what is expected of others.
Until recently, modes of communication signaled their relevance and importance.
All of that has changed with e-mail, because it is used for everything, from the
trivial, to the threatening, to items of serious consequence. We compulsively check
our e-mail in part because we do not know what the purpose of the next message
will be and whether it is something that has to be done now, later, or never.

Because it is limited in characters, texting discourages thoughtful discussion
even more than e-mail, and its addictive problems are compounded by its hyper-
immediacy. For many young people, texting has become the primary mode of
communication, but it suffers from a new set of problems. Text messages magically
appear on a phone and demand immediate attention since there is the social
expectation that an unanswered text suggests an insult to the sender. This is a recipe
for addiction: One receives a text, and that activates the attentional network. One
responds and feels rewarded for having completed a task, yet nothing more than an
empty “communication” might be the result (Levitin 2014).

The demands of the Internet and our mobile phones raise serious questions about
whether they are ultimately work-savers or time-wasters. The new technology
needs to be able to interact with people at multiple levels in order to gauge anyone’s
current level of attentional focus and task involvement. Just as environmental
stimuli can interrupt focal attention due to their potential importance, salience, and
relevance, external messages from ubiquitous technology should be sensitive to the
user’s attentional state, task goals, and even emotional status. Then, the appropri-
ateness and means of peripheral information presentation can be determined,
including the distinct possibility that interruptions should be suppressed for the time
being. When an intelligent ubiquitous system senses that someone is in need of a
break, or is in the act of beginning one, peripheral information systems could be
modulated and their salience enhanced. At any time, relevant information could be
channeled to the user when the system detects that now is the appropriate time to
include it in the task at hand. In any case, ubiquitous computing will eventually
enter a next-generation phase in which sensitivity to the user’s level of task
involvement, readiness for additional information, and even current emotional state
trigger an appropriate and helpful response from the system.

3.11 Conclusions

Human visual and cognitive systems are remarkably adept at converting a series of
neural impulses into a rich and largely veridical mental representation of the
external world. Still, the infinite variety of physical information is greatly reduced
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by the capacities of our sensory systems, and the brain itself forces further infor-
mation loss by its own limited bandwidth and processing power. Attention serves
the crucial purpose of directing the brain’s resources to that information most
relevant to representing our environment, interpreting its meaning, and preparing
for appropriate action. Attention is selective and guided both by spatial locations
and by relevant featural information. It is controlled both by important and relevant
external inputs and by our own goals and interpretations. Attention exists in a
variety of forms and is represented in a myriad of cortical and subcortical processes.
It has evolved to serve the dual purposes of allowing us to maintain focus on a
central task while being ever ready to respond to relevant context, salient inputs,
and important changes. The balance between its focus and its lability has evolved to
make us capable masters of our environment.

In the future, designed environments will work best if they address as their
starting points the human attentional and cognitive systems that have evolved for
our survival in the natural world. We have the capability of using top-down control
to focus on a task at hand, especially if it demands cognitive engagement. However,
if the task is less demanding, or if we have practiced it sufficiently so that many of
the subtasks are automatic, residual attention is free to engage in peripheral
activities. Even when we are more or less fully engaged, attention is labile and can
wander from the task often at our own peril. Further, peripheral thoughts and events
can compete for attentional resources, especially if they are salient on their own or
related to the main task. They can also result in physiological and behavioral
changes in the absence of attention. Thus, peripheral inputs might either benefit or
reduce performance on the main task, and technology needs to be designed to
differentiate between these possibilities.

In human history, technology has had the means to shape our world to increase
our safety, productivity, well-being, and entertainment. In the present day, rapid
technological changes have the capability of shaping us in return to deal with
unprecedented varieties of sensory stimulation. It is a valid question whether the
traditional laboratory studies of human attention in controlled and artificial envi-
ronments can produce the theories necessary to explain and predict human behavior
in a technologically controlled world. Technology is able to imitate natural envi-
ronments, as in virtual reality, as well as to create augmented and novel environ-
ments of unimaginable complexity. The designer has an entirely new set of
challenges and opportunities in creating technology that extends human capabilities
while at the same time respecting and compensating for human limitations.

References

Arman, A. C., Ciaramitaro, V. M., & Boynton, G. M. (2006). Effects of feature-based attention on
the motion after effect at remote locations. Vision Research, 46, 2968-2976.

Balas, B., Nakano, L., & Rosenholtz, R. (2009). A summary-statistic representation in peripheral
vision explains visual crowding. Journal of Vision, 9, 1-18.



58 J.F. Juola

Bichot, N. P., Rossi, A. F., & Desimone, R. (2005). Parallel and serial neural mechanisms for
visual search in macaque area V4. Science, 308, 529-534.

Blackmore, S. (2004). Consciousness: An introduction. New York: Oxford University Press.

Bramly, S. (1991). Discovering the life of Leonardo da Vinci. New York: Harper Collins.

Broadbent, D. (1958). Perception and communication. London: Pergamon Press.

Carrasco, M. (2011). Visual attention: The past 25 years. Vision Research, 51, 1484-1525.

Chun, M. M., & Potter, M. C. (2001). The attentional blink and task-switching within and across
modalities. In K. Shapiro (Ed.), The limits of attention: Temporal constraints on human
information processing. Oxford: Oxford University Press.

Chun, M. M., & Potter, M. C. (1995). A two-stage model for multiple target detection in rapid
serial visual presentation. Journal of Experimental Psychology: Human Perception and
Performance, 21, 109-127.

Clark, A. (2003). Natural-Born cyborgs. Oxford, UK: Oxford University Press.

Desimone, R., & Duncan, J. (1995). Neural mechanisms of selective visual attention. Annual
Review of Neuroscience, 18, 193-222.

Deutsch, J. A., & Deutsch, D. (1963). Attention: Some theoretical considerations. Psychological
Review, 70, 80-90.

Duncan, J., & Humphreys, D. W. (1989). Visual search and stimulus similarity. Psychological
Review, 96, 433-458.

Enns, J. T. (2004). The thinking eye, the seeing brain. New York: W.W. Norton.

Enns, J. T., Austen, E. L., Di Lollo, V., Rauschenberger, R., & Yantis, S. (2001). New objects
dominate luminance transients in attentional priority setting. Journal of Experimental
Psychology: Human Perception and Performance, 27, 1287-1302.

Fries, P., Reynolds, J. H., Rovie, A. E., & Desimone, R. (2001). Modulation of oscillatory neural
synchronization by selective visual attention. Science, 291, 1560-1563.

Gaillard, R., Del Cul, A., Naccache, L., Vinvkier, F., Cohen, L., & Dehaene, S. (20006).
Nonconscious semantic processing of emotional words modulates conscious access.
Proceedings of the National Academy of Sciences, USA, April 2006.

Giesbrecht, B., & Di Lollo, V. (1998). Beyond the attentional blink: Visual masking by object
substitution. Journal of Experimental Psychology: Human Perception and Performance, 24,
1454-1456.

Hayden, B. Y., & Gallant, J. L. (2009). Time course of attention reveals different mechanisms for
spatial and feature-based attention in area V4. Neuron, 47, 637-643.

Hopf, J. M., Heinze, H. J., Schoenfeld, M. A., & Hillyard, S. A. (2009). Spatio-temporal analysis
of visual attention. In M. S. Gazzaniga (Ed.), The cognitive neurosciences (Vol. 4). Cambridge,
MA: MIT Press.

James, W. (1890). The principles of psychology (Vol. 1). New York: Henry Holt.

Jonides, J. (1981). Voluntary versus automatic control over the mind’s eye movement.
In J. B. Long & A. D. Baddely (Eds.), Attention and performance IX. Hillsdale, NJ: Erlbaum.

Juola, J. F., Botella, J., & Palacios, A. (2004). Task and location switching effects on visual
attention. Perception and Psychophysics, 66, 1303-1317.

Juola, J. F., Bouwhuis, D. G., Cooper, E. E., & Warner, C. B. (1991). Control of attention around
the fovea. Journal of Experimental Psychology: Human Perception and Performance, 17,
125-141.

Koch, C., & Tsuchiya, N. (2006). Attention and consciousness: Two distinct brain processes.
Trends in Cognitive Science, 11, 17-22.

Knudsen, E. I. (2007). Fundamental components of attention. Annual Review of Neuroscience, 30,
57-78.

Larson, A. M., & Loschky, L. C. (2009). The contributions of central versus peripheral vision to
scene gist recognition. Journal of Vision, 2009(9), 1-16.

Lavie, N. (1995). Perceptual load as a necessary condition for selective attention. Journal of
Experimental Psychology: Human Perception and Performance, 21, 451-468.



3 Theories of Focal and Peripheral Attention 59

Lavie, N. (2001). Capacity limits in selective attention: Behavioral evidence and implications for
neural activity. In J. Braun, C. Koch, & J. Davis (Eds.), Visual attention and cortical circuits.
Cambridge, MA: MIT Press.

Levi, D. M. (2008). Crowding—An essential bottleneck for object recognition: A mini-review.
Vision Research, 48, 635-654.

Levitin, D. J. (2014). The organized mind: Thinking straight in the age of information overload.
New York: Viking.

Levy, J., Pashler, H., & Boer, E. (2006). Central interference in driving: Is there any stopping the
psychological refractory period? Psychological Science, 17, 228-235.

Mack, A., & Rock, L. (1998). Inattentional blindness. Cambridge, MA: MIT Press.

Mackworth, N. H. (1948). The breakdown of vigilance during prolonged visual search. Quarterly
Journal of Experimental Psychology, 1, 6-21.

McManis, S. A., Fehd, H. M., Emmanouil, T.-A., & Kastner, S. (2007). Mechanisms of feature-
and space-based attention: Response modulation and baseline increases. Journal of
Neurophysiology, 98, 2110-2121.

van Montfort, X. A. N. D. R. A., de Greef, H. P., & Bouwhuis, D. G. (2005). Method to detect a
gist change. Journal of Vision, 8, 555.

Moray, N. (1959). Attention in dichotic listening: Affective cues and the influence of instructions.
Quarterly Journal of Experimental Psychology, 11, 56-60.

Navon, D., & Gopher, D. (1979). On the economy of the human-processing system. Psychological
Review, 86, 214-255.

Neisser, U. (1967). Cognitive psychology. New York: Appleton-Century-Crofts.

Neisser, U., & Becklen, R. (1975). Selective looking: Attending to visually specified events.
Cognitive Psychology, 7, 480-494.

Nieuwenhuis, S., & Monsell, S. (2002). Residual costs in task switching: Testing the “failure to
engage” hypothesis. Psychonomic Bulletin & Review, 9, 86-92.

Norman, D. A. (1968). Toward a theory of memory and attention. Psychological Review, 75, 522—
536.

O’Regan, J. K. (1994). The world as an outside memory: No strong internal metric means no
problem of visual acuity. Behavioral and Brain Sciences, 17, 270-271.

Otte, C., Moritz, S., Yassouridis, A., Koop, M., Madrischewski, M., Wiedemann, K., & Kellner,
M. (2007). Blockade of the mineralocorticoid receptor in healthy men: Effects on
experimentally  induced panic  symptoms, stress hormones, and  cognition.
Neuropsychopharmacology, 32, 232-238.

Parkes, L., Lund, J., Angelucci, A., Solomon, J. A., & Morgan, M. (2001). Compulsory averaging
of crowded orientation signals in human vision. Nature Neuroscience, 4, 739-744.

Pashler, H. (1994). Dual-task interference in simple tasks: Data and theory. Psychological Bulletin,
116, 220-244.

Pelli, D. G., & Tillman, K. A. (2008). The uncrowded window of object recognition. Nature
Neuroscience, 11, 1129-1135.

Peterson, M. S., & Juola, J. F. (2000). Evidence for distinct attentional bottlenecks in attention
switching and attentional blink tasks. Journal of General Psychology, 127, 6-26.

Posner, M. 1. (1976). Chronometric explorations of mind. Hillsdale, N.J: Lawrence Erlbaum
Associates.

Posner, M. 1. (1980). Orienting of attention. Quarterly Journal of Experimental Psychology, 32,
3-25.

Posner, M. 1., & Cohen, Y. P. C. (1984). Components of visual orienting. In H. Bouma & D.
Bouwhuis (Eds.), Attention and performance X. London: Erlbaum.

Posner, M. 1., & Petersen, S. E. (1990). The attention system of the human brain. Annual Review of
Neuroscience, 13, 25-42.

Posner, M. 1., Snyder, C. R., & Davidson, B. J. (1980). Attention and the detection of signals.
Journal of Experimental Psychology: General, 109, 160-174.



60 J.F. Juola

Potter, M. C., Chun, M. M., Banks, B. S., & Muckenhoupt, M. (1998). Two attentional deficits in
serial target search: The visual attentional blink and an amodal task-switch deficit. Journal of
Experimental Psychology. Learning, Memory, and Cognition, 24, 979-992.

Raymond, J. E., Shapiro, K. L., & Arnell, K. M. (1992). Temporary suppression of visual
processing in an RSVP task: An attentional blink? Journal of Experimental Psychology.
Human Perception and Performance, 18, 849-860.

Redelmeier, D. A., & Tibshirani, R. J. (1997). Association between cellular-telephone calls and
motor vehicle collisions. New England Journal of Medicine, 336, 453-458.

Rees, G., Frith, C. D., & Lavie, N. (1997). Modulating irrelevant motion perception by varying
attentional load in an unrelated task. Science, 278, 1616-1619.

Rensink, R. A., O’Regan, J. K., & Clarke, J. J. (1997). To see or not to see: The need for attention
to perceive changes in scenes. Psychological Science, 8, 368-373.

Rogers, R., & Monsell, S. (1995). The costs of a predictable switch between simple cognitive
tasks. Journal of Experimental Psychology: General, 124, 207-231.

Rosenholtz, R., Huang, J., & Ehinger, K. A. (2012). Rethinking the role of top-down attention in
vision: Effects attributable to a lossy representation in peripheral vision. Frontiers in
Psychology, 06 February.

Ruthruff, E., & Pashler, H. E. (2001). Perceptual and central interference in dual-task performance.
In K. Shapiro (Ed.), Temporal constraints on human information processing. Oxford, UK:
Oxford University Press.

Schneider, W., & Shiffrin, R. M. (1977). Controlled and automatic human information processing:
L. Detection, search, and attention. Psychological Review, 84, 1-66.

Schultz, J., & Lennert, T. (2009). BOLD signal in intraparietal sulcus covaries with magnitude of
implicity driven attention shifts. Neuroimage, 45, 1314-1328.

Serences, J. T., & Yantis, S. (2007). Spatially selective representations of voluntary and
stimulus-driven attentional priority in human occipital, parietal, and frontal cortex. Cerebral
Cortex, 17, 282-293.

Shiffrin, R. M., & Schneider, W. (1997). Controlled and automatic processing: II. Perceptual
learning, automatic attending, and a general theory. Psychological Review, 84, 127-190.
Sigman, M., & Dehaene, S. (2008). Brain mechanisms of serial and parallel processing during

dual-task performance. The Journal of Neuroscience, 28, 7595-7598.

Simons, D. J., & Chabris, C. F. (1999). Gorillas in our midst: Sustained inattentional blindness for
dynamic events. Perception, 28, 1059-1074.

Strayer, D. L., & Drews, F. A. (2007). Multitasking in the automobile. In A. F. Kramer, D.
A. Wiegmann, & A. Kirlik (Eds.), Attention: From theory to practice. New York: Oxford
University Press.

Strayer, D. L., Drews, F. A., & Johnston, W. A. (2003). Cell phone-induced failures on visual
attention during simulated driving. Journal of Experimental Psychology: Applied, 9, 23-32.

Strayer, D. L., & Johnston, W. A. (2001). Driven to distraction: Dual-task studies of simulated
driving and conversing on a cellular telephone. Psychological Science, 12, 462-466.

Treisman, A. M. (1960). Contextual cues in selective listening. Quarterly Journal of Experimental
Psychology, 12, 242-248.

Treisman, A. M. (1964). Monitoring and storage of irrelevant messages in selective attention.
Journal of Verbal Learning and Verbal Behavior, 3, 449-459.

Treisman, A. M., & Gelade, G. (1980). A feature integration theory of attention. Cognitive
Psychology, 12, 97-136.

Treisman, A. M., & Gormican, S. (1988). Feature analysis in early vision: Evidence from search
asymmetries. Psychological Review, 95, 15-48.

Visser, T. A. W., Bischof, W. F., & Di Lollo, V. (1999). Attentional switching in spatial and
non-spatial domains: Evidence from the attentional blink. Psychological Bulletin, 125, 458—
469.

Weiser, M. (1991). The computer for the twenty-first century. Scientific American, pp. 94-10,
September.



3 Theories of Focal and Peripheral Attention 61

Wolfe, J. M. (1994). Guided search 2.0: A revised model of visual search. Psychonomic Bulletin &
Review, 1, 202-238.

Wolfe, J. M., Cave, K., & Franzel, S. L. (1989). Guided search: An alternative to the feature
integration model for visual search. Journal of Experimental Psychology: Human Perception
and Performance, 15, 419-433.

Wolfe, J. M., Kluender, K. R., Levi, D. M., et al. (2012). Sensation and perception (3rd ed.).
Sunderland, MA: Sinauer Associates.



Part 11
Peripheral Interaction Styles



Chapter 4
Peripheral Tangible Interaction

Darren Edge and Alan F. Blackwell

Abstract Much of our everyday interaction in the physical world is peripheral—
many of the objects that reside on the periphery of our awareness also require or
allow actions in the periphery of our attention, as we briefly touch, handle, move, or
avoid them. When these objects are digitally augmented, computational operations
extend beyond dedicated display screens and leverage our capacity for occasional
and low-attention interactions in the physical world. The research presented in this
chapter analyzes this phenomenon of peripheral tangible interaction. Understanding
the use qualities of the resulting tangible notations is critical to the design of
interfaces aiming to facilitate peripheral interaction. We discuss when and how to
design for peripheral tangible interaction based on systematic analyses of user
activities and of system qualities. We illustrate both through a case study: the design
of ShuffleBoard, a tangible interface for desk work in an office context, in which
interactive surfaces and digitally augmented physical tokens support interaction
with significant tasks, documents, and people, alongside and concurrently with
focal workstation tasks.

Keywords Peripheral interaction - Tangible interaction - Analytic design
Cognitive dimensions + Office work

4.1 Introduction

Much of our everyday interaction in the physical world is peripheral—many of the
objects that reside on the periphery of our awareness also require or allow actions in
the periphery of our atfention, as we briefly touch, handle, move, or avoid them.

D. Edge ()
Microsoft Research Asia, Beijing, People’s Republic of China
e-mail: Darren.Edge @microsoft.com

A.F. Blackwell
University of Cambridge, Cambridge, UK
e-mail: Alan.Blackwell@cam.ac.uk

© Springer International Publishing Switzerland 2016 65
S. Bakker et al. (eds.), Peripheral Interaction,
Human—Computer Interaction Series, DOI 10.1007/978-3-319-29523-7_4



66 D. Edge and A.F. Blackwell

When these objects are augmented to represent digital information, computation
extends beyond attention-grabbing display screens, supporting occasional, and
low-attention interactions in the physical world. We call this peripheral tangible
interaction.

In this chapter, we discuss when and how to design for peripheral tangible
interaction based on systematic analysis of user activities and system qualities. We
illustrate both forms of analysis through a case study: the design of ShuffleBoard, a
tangible interface for desk work in an office context. ShuffleBoard is not intended to
be the primary focus of the user’s attention, but is designed to be used alongside a
conventional workstation.

Tangible interfaces have more conventionally been categorized as either
“graspable media” on the one hand—Ilocated in the foreground of activity and at the
focus of users’ attention—or “ambient media” on the other, existing in the back-
ground of activity and at the periphery of users’ attention (Ishii and Ullmer 1997).
Both types of system draw on the agenda of “calm technology” that “engages both
the center and periphery of our attention, and in fact moves back and forth between
the two” (Weiser and Brown 1995). However, these two categories also reified the
center and periphery of attention in fundamentally distinct media forms. In the
development of ShuffleBoard, we needed a hybrid concept to describe the periodic,
tangible interaction with peripheral, ambient representations—interaction that nei-
ther fully nor continuously occupies the center of the user’s attention, nor remains
on the periphery. We termed this “peripheral interaction” (Edge 2008), or “pe-
ripheral tangible interaction” (Edge and Blackwell 2009) to distinguish it from
other, non-tangible user experiences.

Unlike transient input modalities such as gesture and speech, the persistence of
tangible objects allows them to provide a notation representing system state as well
as enabling control of underlying information. Tangible notations leverage both the
material form of objects and their configuration in space. In terms of Norman’s
action cycle (Norman 1988), this unification of representation and control can help
to bridge both the gulf of execution (since physical affordances can indicate the
availability of digital actions) and the gulf of evaluation (since physical state can be
tightly coupled to digital state). In other words, the use of tangibles has the potential
to lower cognitive demands to an extent that might not be possible through
non-tangible visual or audio interaction. To help designers fully exploit this
potential, our goal is to provide guidance on both the identification of opportunities
for peripheral tangible interaction and the design of tangible notations that
encourage peripheral interaction in use.

In the remainder of this chapter, we first introduce our case study by describing
the design of ShuffleBoard. We then describe several other peripheral interaction
systems that will be used in design comparisons. We characterize peripheral
interaction through a model of how different workload profiles can help or hinder its
emergence. We then present an analytic design process for the design of tangible
interfaces that have the specific goal of facilitating peripheral interaction, using the
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design of ShuffleBoard as a running example. Finally, we conclude with an outlook
for peripheral tangible interaction, connecting the contemporary concept to a broad
range of theories, technologies, and trends.

4.2 Design of a Tangible Interface for Peripheral Desk
Work

The design of ShuffleBoard arose from an investigation into the potential for tan-
gible interfaces to support desktop work in an office environment. Interviews with
staff at a multinational technology company had uncovered a number of problems
with existing work practices that could benefit from dedicated interaction support
(see Edge 2008 for more).

A perceived problem associated with default email communication was that
people no longer talked to one another as much—not only about particular issues,
but general status. With only weekly project meetings, this had resulted in a general
lack of awareness about the work status of other team members. Other problems
related to the inaccuracy of time sheets; the inability to share information from
physical note books, whiteboards, and sticky notes; and the inappropriateness of
planning work in calendars that failed to reflect the informal reality of how work
was carried out. In all cases, the problems appeared to stem from the interactional
and attentional costs of creating and updating digital information structures about
work, in parallel with actually doing it.

4.2.1 Interface Design

The core of the ShuffleBoard interface is a collection of poker-chip-sized tokens,
laser cut from acrylic sheet, that represent items of common interest wit detailshin a
work group: tasks, documents, and people (Fig. 4.1). Each token has a rotationally
unique, circular pattern of holes. Interaction with these tokens takes place on a
personal interactive surface located to one side of the user’s keyboard, on the side
opposite their mouse (i.e., near the non-dominant hand). We implemented this
interactive surface using a tablet PC augmented with a webcam pointing down at
the surface. The identity of each token is determined from the pattern of light from
the screen shining through its identifying holes. When a token is added to the
surface, the attributes of the corresponding digital object are rendered as a dynamic
“halo” that follows any movement of that token around the surface. This visual
approach offered a reasonably low-cost sensing solution at the time it was devel-
oped, although many alternatives are now available, including the use of capacitive
sensing (Chan et al. 2012), optical sensing through glass fiber (Baudish et al. 2010),
and magnetic-field sensing (Liang et al. 2014).
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Fig. 4.1 Physical token design: (leff) red task token with edge texture corresponding to the task
owner; (center) blue document tokens with material attachments for identification; (right) green
contact tokens with edge texture corresponding to other people in workgroup

A typical physical arrangement of tokens is shown in Fig. 4.2. Specific token
attributes are selected by nudging the token in the direction of that attribute, in the
position where it appears within the surrounding halo. Tokens support up to four
controllable attributes corresponding to the four principal directions of the inter-
active surface, thus striking a balance between information content and ease of
selection. The selected attribute can then be manipulated by turning or pressing a

Fig. 4.2 Token halos on interactive surface. “Talk™ a task token showing its name and
connection to the time line above, estimated time remaining to the right, work time completed to
the left, and action items below. “Documentation” and “Debugging”: tasks overlapping in the time
line. “Reports”: a task token with its halo minimized. “Angela”: a contact token showing a status
of Busy and one task in the overlaid time line at the top of the screen. “Open Specification”: a
document token identified by a disk of sandpaper linking to a collaborative document called
Specification. “Create New”: an unbound document token. Unnamed red token with black Lego
handle (bottom right): calendar tool
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Fig. 4.3 Bimanual interaction design: (leff) user working on the focal workstation PC,
occasionally glancing at the interactive surface; (center) nudging a token in the direction of an
attribute to change; (right) manipulating attribute with control knob

control knob (here, the Griffin Powermate) located on the other (dominant hand)
side of the keyboard (Fig. 4.3).

The deliberate recruitment of both hands ensures that actions are intentional.
Since we wanted to encourage casual touching without focused attention, it was
important that unintentional actions should not require correction. An accidental
knock to a token changes which attribute is selected, but does not change its value.
This bimanual safeguard allows users to make rapid, intentional changes while also
allowing tokens to be freely added, moved around, and removed from the inter-
active surface. Such use of bimanual interaction is supported by the prior experi-
mental finding that given adequate visual feedback, the two hands can operate on
distinct physical objects in disjoint physical spaces and still cooperate in the per-
formance of a common task (Balakrishnan and Hinckley 1999).

All of the design elements introduced so far describe how we crafted each token
as a digital instrument—a physical object that allows the creation, inspection, and
modification of digital information (Edge 2008). Whereas conventional graphical
interfaces require digital objects to either rest on the virtual desktop or be retrieved
through transient menu and window structures, using tangible tokens as digital
instruments allows such objects to be freely moved on, off, and around the surface.
A screenshot of the ShuffleBoard surface displaying information “halos” around
token positions is shown in Fig. 4.4.

The benefits of using tangible objects extend beyond their use as digital
instruments. Our five-week field deployment of ShuffleBoard in a small technology
company identified five further roles that tangible tokens can play in interface
design. Tokens can act as a knowledge handle, helping users to remember, think
about, and plan actions on its digital referent. Placing a token in a meaningful or
memorable location, or arranging it with respect to other tokens, allows the token to
act as a spatial index that leverages the structure of the physical environment. The
physical form of a token allows it to act as a material cue for its visual detection and
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identification. In social settings, the persistence of a token allows it to act as a
conversation prop supporting deictic references to digital objects. Tokens can also
act as a social currency, signifying roles, rights, and responsibilities through pos-
session and exchange. Each of these qualities brings potential advantages over
graphical user interfaces. The following sections describe how we designed the
ShuffleBoard token types to support such interactions.

4.2.2 Task Tokens

Task tokens are cut from red acrylic in sets of 20 per user, with each set having a
distinctive edge texture associated with the owner. The number of task tokens
belonging to each user is deliberately constrained such that they become a scarce
resource; owners need to decide which tasks are most important, recycling tokens
accordingly. The physical transfer of task tokens acts as a proxy for delegation of
tasks. These interactions are facilitated by the ability to annotate the surface with
dry-erase markers.

Task management and time management are closely interrelated, and the digital
representation of tasks is coupled with the digital representation of time—a calendar
“time line” that forms the uppermost border of the interactive surface (Fig. 4.4, top).

The conceptual model underlying the digital representation of tasks is based on
three user-controllable attributes: planned completion date, estimated work time
remaining, and action items. Each can be selected by nudging the token in that
direction, allowing modification by the control knob. Latest restart date and work
time completed are derived from these primary attributes. Each task attribute is now
described in turn.

Planned completion date is represented by the rightmost arc extending from the
top of the task halo to the corresponding date on the time line.

Estimated work time remaining is represented numerically on the right of the
halo by a time value, and graphically by a series of five overlapping, semicircular
scales, corresponding to durations up to 1, 4, 10, 40, and 100 h, respectively. Each
scale is broken down into 12 increments, allowing time estimates to be specified at
a granularity commensurate with their probable accuracy: to the closest 5, 15, 30,
90 min, and 5 h, respectively.

Latest restart date is represented by the leftmost arc extending from the top of
the task halo to the corresponding date on the time line. It is derived from the
planned completion date, the estimated work time remaining, the scheduled
working hours per day over the course of the task, and the number of overlapping
tasks (under the assumption of an equal division of labor among tasks overlapping
in time).

Action items are represented as a list of actions below the task token, accom-
panied by a “New Action...” control. Rotating the knob moves a cursor through the
list, while pressing the knob allows the user to enter a new item or edit the selected
item on the focal PC.
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Work time completed is represented on the left side of the task token halo,
opposite the work time remaining. Nudging a task token then pressing the control
knob toggles a timer that dynamically counts down from the estimated work time
remaining. At most one token can be active at a time, and nudge-click on a different
token will automatically transfer the timer to the new task. The currently active
token is highlighted with an animated ring slowly pulsing around it.

4.2.3 Document Tokens

Document tokens are cut from blue acrylic and are plain disks, with no distin-
guishing edge textures. They are shared between all ShuffleBoard users, who can
take them as desired from a single tray containing both document tokens and
document-token materials. These materials are used for rapid recognition and
identification of tokens in the physical environment and attach to tokens via circular
recesses cut into the center of tokens’ facing surfaces using Velcro.

Document tokens link to online collaborative editors, providing both identifiers
and access control. Documents can be opened by placing the corresponding doc-
ument token on an interactive surface and nudging it in any direction, followed by
pressing the control knob. Placing an unlinked document token next to the token for
an existing document activates a cloning mode in which clicking the control knob
binds the new token to the existing document. There is no concept of document
ownership, only of document-token possession. Anyone in possession of a docu-
ment token may clone it and share access with anyone else.

Document tokens facilitate awareness among contacts by listing all users who
are currently interacting with the document, or might do so. This lightweight form
of social access control provides opportunities for ad hoc informal collaborations
that are otherwise difficult to manage. It also creates opportunities for face-to-face
interaction around the exchange of document tokens.

4.2.4 Contact Tokens

Contact tokens are cut from green acrylic and represent other members of the team
or work group, existing primarily to support mutual awareness. Whereas document
tokens provide a means of passively monitoring document interest, contact tokens
allow the user to inspect and passively monitor the work status and work progress
of other users. Each user has a contact token representing themselves, as well as
tokens for each other ShuffleBoard user. The contact token representing a user has
the same edge texture as the task tokens for that user.

When a contact token is placed on the interactive surface, the resulting digital
“halo” displays the name and work status of the associated user. A user changes
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work status by nudging their own contact token upward and pressing the control
knob.

When the contact token for another person is placed on the ShuffleBoard surface,
the time line for that person is displayed above the user’s own time line for
comparison. This allows users to passively and peripherally monitor the work plans
and progress of one another as they are updated in real time, which aims to address
the reduced level of mutual awareness that can easily occur in the time between
formal meetings.

4.2.5 Calendar Tool

Each user also has a special red token—a calendar tool—to interact with the time
line. It can be used to adjust the expected number of available working hours, adjust
the time line scale, and navigate the time line by scrolling with the control knob.

4.3 Related Work in Peripheral Interaction

In this section, we introduce systems and studies that have further demonstrated the
potential for peripheral interaction since its initial conceptualization in the design
and evaluation of the ShuffleBoard interface. In subsequent sections, we compare
and contrast the associated system designs to the design of ShuffleBoard, focusing
on their relative expression of use qualities that may help or hinder the emergence
of peripheral interaction in practice. These comparisons also illustrate the generality
of the presented use qualities themselves, through their application to systems
targeting diverse user activities.

The CawClock (Bakker et al. 2012), NoteLet (Bakker et al. 2012), and FireFlies
(Bakker et al. 2013) systems all aim to facilitate peripheral interaction in a primary
school classroom context. The first system, CawClock, is an augmented analog
clock visible to both teacher and children that allows partitioning of the clock face
into discrete time sectors corresponding to the intended pacing of the current lesson.
This partitioning is accomplished by arranging up to four tangible tokens, each with
a different color and associated animal, around the perimeter of the clock face. As
the minute hand passes through a particular sector, the system plays a soundscape
based on the sound of the corresponding animal. The frequency of animal noises
within a sector progressively increases until the minute hand leaves the sector. The
tangible partitioning is sufficiently direct that the teacher can make adjustments
through interaction on the periphery of her attention, while both teacher and chil-
dren can benefit from peripheral aural awareness of lesson-time progression. The
second system, NoteLet, combines a wearable wristband device and a camera
located in the corner of the classroom. The teacher can make impromptu obser-
vations for later reference by either squeezing the wristband for a generic
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observation or by pressing a wristband button labeled with the name of a particular
child being observed. The system responds by taking a time-stamped photograph
that is also annotated with the child’s name used to capture it (if any). The third
system, FireFlies, is an open-ended tool for lightweight communication between
teachers and children. It comprises a light object located on each child’s desk,
capable of illumination in each of four colors, a continuous animal-noise sound-
scape based on the distribution of colors, and a wearable teacher tool that allows the
teacher to assign colors to children’s light objects (e.g., to indicate a general status
like independent work time, specific feedback like “you are working well,” or
commands like “come to see me”). FireFlies adds the notion of a peripheral light
display to the concepts of a peripheral soundscape (from CawClock) and a
peripheral, wearable control tool (from NoteLet). It is similar to ShuffleBoard in the
respect that multiple tangible representations distributed throughout environment
are controlled through a single control tool located ready to hand.

Another desktop target for peripheral interaction is the control of background
music with minimal interruption to the user’s primary activity on a focal PC. In an
8-week in situ deployment study (Hausen et al. 2013), four different modalities for
peripheral music control were evaluated: using dedicated media keys on a physical
keyboard, using a graspable knob supporting turn and press actions, using tap and
stroke gestures on a touchpad, and using hover and wave gestures in front of a
freehand gesture sensor. Dominant-hand interaction with a graspable knob, as used
in the ShuffleBoard interface, was found to offer the greatest support for interaction
on the periphery. In another study on alternative forms of peripheral music control
(Probset et al. 2014), an interactive chair that interprets directional tilt gestures was
shown to offer a shorter transition time back to the primary task after executing the
desired command, at the expense of greater execution time, than directional swipe
gestures on a dedicated tablet or the use of arrow keys on the existing keyboard
(both of which require a hand to leave the position established by the primary task).
Participants also welcomed the “promotion” of music control through dedicated
tangible means, which resulted in increased engagement with that activity. This
aligns with one of the findings from the evaluation of ShuffleBoard that tangibility
has symbolic value in terms of communicating what is most important to users in
their spatial and social contexts (Edge 2008).

Finally, a similar pair of contrasting approaches has also been developed for
peripheral interaction with social media status indicators. In Do Not Disturb
(Olivera et al. 2011), the user orients a regular polyhedron (e.g., a 12-sided
dodecahedron) such that the uppermost face depicts their current “mood” from a
fixed set of alternatives. In StaTube (Hausen et al. 2012), the user rotates an
illuminated cylindrical knob to set a color-coded presence status (online, away, or
do not disturb). This knob sits on top of a stack of illuminated disks indicating the
presence status of selected social media contacts, supporting peripheral awareness
as well as peripheral control of presence in a similar manner to contact token status
messages in ShuffleBoard.
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4.4 Defining Peripheral Interaction

We have previously defined peripheral interaction from several perspectives. Our
most general definition emphasized that peripheral interaction could arise through
each of two possible channels: the digital objects of interaction (i.e., the information
tasks achieved through action) being peripheral to the user’s primary activity, and
the physical objects of interaction (i.e., the tangible means of representation and
control) being peripheral to the user’s primary location and orientation in space.

Peripheral interaction can be seen as any kind of interaction with objects — physical or
digital — that do not occupy the typical center of the user’s attention. (Edge 2008, p. 20)

Our more specific definition in the context of the ShuffleBoard case study built
on both of these aspects and further highlighted the role of task switching over time:

Peripheral interaction is about episodic engagement with tangibles, in which users perform
fast, frequent interactions with physical objects on the periphery of their workspace, to
create, inspect and update digital information which otherwise resides on the periphery of
their attention. (Edge 2008, p. 20, emphasis added)

Expanding on these definitions, we observe that peripheral interaction can arise
from related interactions that are sufficiently low-intensity or low-volume so as not
to occupy the user’s center of attention. To put it another way, interaction can
remain peripheral as long as the workload imposed by the interaction does not
consume so many resources that it becomes the de facto focus of attention.

An established method for the subjective assessment of workload is the NASA
Task Load Index or NASA-TLX (Hart and Staveland 1988). Although developed
for the analysis of task performance, the six factors it uses to differentiate different
sources of workload—temporal demand, mental demand, physical demand, effort,
performance, and frustration—all play a role in determining the extent to which
interaction can be performed on the periphery of attention.

The most significant component of workload for peripheral interaction is tem-
poral demand. The original definition refers to the perceived time pressure due to
“the rate or pace at which the tasks or task elements occurred,” which can also be
quantified by “comparing the time required for a series of subtasks to the time
available” (Hart and Staveland 1988). Translating this concept to the domain of
peripheral interaction, we can say that the peripheral work volume with respect to
the user’s focus (which may vary, or be unoccupied) is the proportion of time spent
preparing for, performing, and recovering from peripheral interactions. Beyond
some threshold in that work volume, interaction will always cease to be peripheral,
instead becoming the main focus. However, a sufficiently high peripheral work
intensity of the peripheral interactions themselves, arising from the other five
non-temporal components of workload, may also demand the user’s attention to the
extent that those interactions become focal. In the general case, however, it is the
combined contributions of both these components—the peripheral workload—that
determines the resources remaining for focal work and the potential for interaction
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Fig. 4.5 How peripheral work intensity and peripheral work volume trade-off against one another
for a given peripheral interaction workload. If interactions require too many resources or occupy
too much time, they cease to be possible on the periphery of attention. Curves indicate that a
balance between intensity and volume is more conducive to peripheral interaction than unbalanced
combinations, since increases in either dimension have an additional, knock-on effect on the focus
that can be achieve in the focal activity (Table 4.1)

on the periphery. These relationships are visualized in Fig. 4.5 and connected to the
NASA-TLX components of workload in Table 4.1.

The value of this workload model is that it unifies the “attentional” and “temporal”
definitions of peripheral interaction, in terms consistent with the attention investment
framework for analysis of notation use (Blackwell 2002). During the design process,
we can therefore describe how the abstract use qualities of an interface design
combine to create a workload profile (expressed in terms of established NASA-TLX
components) that determines the suitability of the interface for peripheral interaction.
We give a detailed walkthrough of such a design process in the next section, using
workload analysis to determine which use qualities best support peripheral interac-
tion and illustrating each use quality with examples from the design of the
ShuffleBoard interface and from other peripheral interaction systems.

4.5 Designing for Peripheral Tangible Interaction

We now present an analytic design process for the creation of interfaces aiming to
facilitate peripheral tangible interaction. This process is a revised version of the
process we have previously developed for the design of tangible interfaces in
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Table 4.1 How NASA-TLX workload components affect peripheral interaction potential

Workload source Workload Impact on peripheral interaction
component
Objective Temporal demand | Can increase peripheral work volume past the
demands of the Mental demand threshold at which interaction becomes focal and
task - decrease the time available for focal work
Physical demand
Behavioral Effort Can increase peripheral work intensity as well as
response to task Performance induce and accumulate fatigue in ways that
(inverse scale) negatively impact focal work (equivalent to an
increase in peripheral work volume)
Psychological Frustration Can increase peripheral work intensity and/or
response to peripheral work volume if the user responds with
behavior greater attention and/or time in subsequent

interactions, otherwise can negatively impact focal
work by causing an ongoing distraction

general (Edge 2008; Edge and Blackwell 2009). It can be viewed as a rational,
progressive refinement across three stages:

1. Activity analysis identifies user activities that could benefit from peripheral
tangible interaction.

2. Notation analysis identifies the profile of use qualities that would facilitate or
hinder peripheral tangible interaction with target activities.

3. Interface design generates candidate interface designs whose use qualities can
be compared both to one another and to the target profile of use qualities.

The following sections elaborate on each of these stages, which together address
the questions of when and how to design for peripheral tangible interaction.

4.5.1 Activity Analysis

Our design process begins with a consideration of which kinds of user activity
might benefit from peripheral tangible interaction and the mechanisms by which it
might help. We break this down by considering the potential for Fluency of
peripheral interaction and how this might help lower the costs of activity switching,
the different Organizations of activities and how they can create opportunities for
peripheral interaction, the different Rhythms associated with episodes of peripheral
interaction and how they might suit different purposes, and the different Meanings
assigned to the objects of peripheral interaction and how they arise from different
kinds of activity. We describe this as analyzing the potential FORM of peripheral
interaction in support of a target activity. By answering a series of probing ques-
tions associated with each of these concerns, the designer can develop a deeper
understanding of whether peripheral interaction could support a range of candidate
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activities in a given context or for a particular purpose, as well as how such
interaction might be realized in the form of concrete interface designs.

4.5.1.1 The Fluency of Peripheral Interaction

Peripheral interaction can lead to a perception of economy compared with
achieving the same goals through sequential actions that need complete attentional
focus. In the neuroeconomic model of attention investment (Blackwell 2002), this
corresponds to reduced cost of notational action. Three major contributing factors
for fluent interaction are economy of orientation, economy of action, and economy
of transition. Considering how each could support a target activity will provide an
initial indication of the potential for peripheral interaction.

Economy of Orientation How could peripheral tangible interaction help users to
orient their attention toward potential activity goals that may otherwise become
neglected or forgotten as a result of interruptions, distractions, and overload? For
example, the tokens in the ShuffleBoard interface provide persistent physical
reminders (tasks to do, documents to work on, and people to follow) that can be
freely distributed throughout the user’s workspace for coarse, spatial orientation.
A similar effect is achieved through the physical distribution of light objects in the
FireFlies interface (Bakker et al. 2013). In general, increasing the economy of
orientation can reduce the mental demand, temporal demand, and effort of recalling
and comparing possible goals before taking actions toward the chosen goal.

Economy of Action How could peripheral tangible interaction help users to
achieve goals in fewer, simpler, or faster actions, in ways that leverage multiple
physical objects, multiple degrees of freedom of physical objects, or multiple
dimensions of the physical world? For example, in the ShuffleBoard interface,
coarsely nudging a token toward the location of an attribute in its digital infor-
mation halo simultaneously selects both the corresponding digital object and
attribute of that object. Accurate control of the selected attribute is then delegated to
the single control knob, which is operated in parallel by the other hand." A similar
streamlining tactic is used in the NoteLet system (Bakker et al. 2012), in which
pressing a button corresponding to a child’s name simultaneously takes a pho-
tograph and annotates it with a time stamp and the name of the child. In general,
increasing the economy of action can reduce the physical demand, temporal
demand, and effort of executing related action sequences following an activity
transition.

'The interactive surface and control knob are positioned such that the non-dominant hand leads
with coarse “nudge” operations, setting a frame of reference for the dominant hand to follow with
accurate “turn” operations. This asymmetric bimanual division of labor follows the kinematic
chain model of human bimanual skill (Guiard 1987) and allows interactions that are fast, accurate,
and intentional.
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Economy of Transition How could peripheral tangible interaction help to mini-
mize the costs of transitioning between the peripheral and focal activities, by
digitally augmenting or reconfiguring the user, environment,” or activity? For
example, in the ShuffleBoard interface, the interaction elements can be acquired by
pivoting slightly to one side.” Repeating this movement over time could help to
develop the spatial and muscle memory that allows the transition to occur habitually
and automatically, as occurs with mouse and keyboard. The interactive chair for
peripheral music control (Probset et al. 2014) is motivated by a similar consider-
ation of the user’s relationship with the physical environment. In general, increasing
the economy of transition can reduce the physical demand, temporal demand, and
effort of repeatedly switching to and from the peripheral activity.

4.5.1.2 The Organization of Peripheral Interaction

Peripheral interaction can be configured in multiple ways with respect to the areas
of separation and overlap between the focal and peripheral activities. Three
prominent organizational forms are peripheral interaction with an embedded
activity, a background activity, and a coupled activity. Considering how well a
target activity could be supported by each of these forms will establish the focus
against which interaction can be peripheral.

Embedded Activity How could peripheral tangible interaction help the user to
perform a neglected subactivity in parallel with its parent activity, in ways that
allow timely processing of subactivity tasks resulting from the parent activity? For
example, the task tokens in the ShuffleBoard interface allow users to peripherally
track the time spent on a task and update their estimate of the time remaining while
actually working on that task on the focal workstation. Similarly, the FireFlies
system (Bakker et al. 2013) is designed to support lightweight communication

“Reconfiguring the environment to create entry points for initiation and resumption of activities
(Kirsh 2001) is known as jigging (Kirsh 1995). Strategies for arranging physical objects in the
environment include arrangement by importance, function, frequency-of-use, and sequence-of-use
(Sanders and McCormick 1987).

30f the fundamental kinematic pairs (Reuleaux 1876) for the representation and control of 1D
values—turning pairs (e.g., knob or joint), sliding pairs (e.g., slider or telescope), and twisting
pairs (e.g., nut or bolt)—only the knob can be adapted as a stateless control of 1D values in an
unlimited range (Edge and Blackwell 2006). Any other pair necessarily embodies a value (e.g., the
angle of a joint or position of a slider). A knob is therefore superior for temporal multiplexing
(Fitzmaurice 1996) in which the same control is bound to different representations over time.
A mouse performs the same kind of control multiplexing in 2D, while the fixed key mappings of a
keyboard and the fixed (until recycled) token mappings in the ShuffleBoard interface are examples
of spatial multiplexing of control and representation, respectively.
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about classwork while children are engaged in that work. In general, peripheral
interaction with an embedded activity can reduce the mental demand of remem-
bering to later switch to that activity and batch process the outstanding tasks, while
also raising performance and lowering frustration compared with delayed serial
processing.

Background Activity How could peripheral tangible interaction help the user to
perform a neglected activity in the background, independent of their current focus,
in ways that encourage more frequent and habitual interactions? For example, the
contact tokens in the ShuffleBoard interface provide information about the status
and activity of others. Developing the habit of adding contact tokens to the inter-
active surface and glancing at them periodically can help to increase mutual
awareness within a team. StaTube (Hausen et al. 2012) operates on a similar
principle. In general, prioritizing a background activity by creating the means for
progress by peripheral interaction can reduce the mental demand of remembering to
switch to that background activity (especially when there are no switching triggers
in the user’s focal activities) and increase the temporal demand of the background
activity up to an acceptable level.

Coupled Activity How could peripheral tangible interaction allow the coupling of
activities as single hybrid activity, such that any time spent interacting for the
purpose of one activity automatically makes progress in the other, coupled activity?
For example, in the ShuffleBoard interface, a side effect of using task tokens to
manage the scheduling of individual tasks is that the user can immediately visualize
the slack in their schedule after the overlap of tasks has been accounted for, i.e.,
time that can pass before the user must work full time on tasks in order to finish
each task precisely on its deadline. Such “slack monitoring” is an important
ongoing activity, but it no longer needs frequent user reflection after it has been
offloaded to the “task management” interface. The CawClock (Bakker et al. 2012)
similarly couples the activities of planning the pacing of a lesson and communi-
cating that plan during the lesson itself. In general, coupling activities such that one
or both may be performed on the periphery can reduce the temporal demand of
scheduling independent activities and the mental demand of remembering to do so.

4.5.1.3 The Rhythm of Peripheral Interaction

The intervals between episodes of peripheral interaction can reflect the natural
structure and flow of the target activity. Three significant rhythms are peripheral
interactions at regular intervals, contracting intervals, and expanding intervals.

Regular Intervals How could regular intervals between peripheral tangible
interactions benefit user activities by helping to develop habits, maintain aware-
ness, and support consistent progress? For example, the interactive surface in the
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ShuffleBoard interface provides a variety of information about tasks, documents,
and people, with the goal of encouraging regular glances to maintain awareness of
plans and progress even when the user is not in the process of actively updating
token information. StaTube (Hausen et al. 2012) encourages similar regular glances
to maintain awareness of contacts’ presence status. In general, the more frequently
the regular intervals occur, the greater the resulting temporal demand.

Contracting Intervals How could contracting intervals between peripheral tan-
gible interactions benefit user activities by helping users to track and manage their
progress toward approaching times, dates, deadlines, or events? For example, in
the ShuffleBoard interface, interactions with task tokens are likely to increase in
frequency as the task due date approaches. Our nonlinear scale for estimating the
task work time remaining supports finer-grained estimates for shorter times
remaining, encouraging more frequent interactions as tasks reach completion (e.g.,
to help others prepare for handover). Similarly, the density of animal noises in the
CawClock soundscape (Bakker et al. 2012) increases as time runs out without a
sector, encouraging more frequent time checks. In general, contracting intervals
increase temporal demand for the target object, while across a collection of objects,
the overall demand could remain relatively constant.

Expanding Intervals How could expanding intervals between peripheral tangible
interactions benefit user activities by following natural patterns of reinforcement,
or reflecting a reduction in relevance over time? For example, in the ShuffleBoard
interface, a user may repeatedly interact with a document token as they author the
document, but then interact with reduced frequency as the document stabilizes over
time. On receiving a document token that links to an existing document, a user may
also interact more frequently at the outset of the interaction when the content is
unfamiliar, but then refer to it with reduced frequency over time as that content is
reinforced through interaction. Similarly in FireFlies (Bakker et al. 2013), light—
object interactions may follow expanding intervals with many early interactions as
children encounter difficulties, followed by fewer and fewer interactions as children
overcome those difficulties.

4.5.1.4 The Meaning of Peripheral Interaction

Peripheral interaction draws meaning from the activities it supports, and activities
can demand support in a variety of areas. Three major sources of meaning are
contributions to instrumental support, cognitive support, and communication sup-
port. Considering the extent to which each is required by the target activity will help
to constrain the physical form and characteristics of the resulting notation.

Instrumental Support How could tangibles facilitate peripheral interaction to
create, inspect, or modify digital state in the context of the target activity? For
example, in ShuffleBoard, tokens provide privileged physical access to important
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digital tasks and documents, as well as dedicated physical control over their digital
attributes. The tokens provide an instrumental advantage over conventional digital
means of accessing and updating the same information. The interactive chair
(Probset et al. 2014) provides a similar kind of privileged physical access to digital
music control. In general, instrumental support is similar to economy of action in
that it can reduce physical demand, temporal demand, and effort (although economy
of action can apply to all interactions, not just instrumental ones).

Cognitive Support How could tangibles facilitate peripheral interaction that
creates and uses memory cues or other forms of external cognition® in the context
of the target activity? For example, in ShuffleBoard, tokens can be annotated,
adorned with distinctive materials, and positioned in meaningful locations. Even
though these physical actions have no direct effect on instrumental uses of tokens as
ways of accessing and updating digital information, they make it easier for users to
recall, think about, and make decisions about that information. The open-ended
interpretation of light object colors in FireFlies (Bakker et al. 2013) provides a
similar kind of support. In general, cognitive support is similar to economy of
orientation in that it can reduce mental demand, temporal demand, and effort
(although economy of orientation can also apply to instrumental actions).

Communication Support How could tangibles facilitate peripheral interaction
through their use as conversational props, communication channels, and repre-
sentations of rights, responsibilities, and ownership? For example, in ShuffleBoard,
task tokens have edge textures representing the owner of that task. Provisionally
assigning tasks to tokens in meetings allows people to take responsibility for
completing different tasks. Receiving a task token from someone is a physical
reminder to both complete the task and return the token, while receiving a docu-
ment token represents the right to access the document. Finally, contact tokens
provide a lightweight channel through which activity and status can be shared, like
Do Not Disturb (Olivera et al. 2011). In general, communication support can
improve the performance of teams meeting in the same space as well as the sub-
sequent performance of individuals as a result of improved clarity and coordination.

4.5.2 Notation Analysis

The application of activity analysis results in a better understanding of how
appropriate different forms of interface and interaction might be for supporting the
activities of the target domain. The purpose of notation analysis—the next stage of

*The premise of external cognition is that cognition encompasses both internal representations “in
the head” and external representations “in the world” (Scaife and Rogers 1996). It includes
organizing physical objects to simplify choice, perception, or internal cognition, as well as using
them to support epistemic actions that make mental computation easier, faster, or more reliable
(Kirsh and Maglio 1994).
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the analytic design process for peripheral interaction—is to describe the abstract use
qualities of interfaces in a manner that allows them to be compared, both against
one another and against the requirements of the context in which they would be
deployed. By viewing interfaces as notations, or abstract structures of representa-
tion and control, we can analyze the usability and suitability of those interfaces
independently of their surface appearance and application semantics.

The original and best-known form of such abstract analysis is the Cognitive
Dimensions of Notations framework, originally created by Green (1989), and since
revised and updated by Green and Petre (1996) and Blackwell and Green (2003).
Cognitive Dimension analysis has four main premises:

1. Usability is not an absolute, but a function of the activities to be performed, the
notation on or through which those activities are performed, and the environ-
ment in which the notation is manipulated.

2. Usability is not a unitary scale, but a multidimensional space. Each dimension
can be given a distinctive label, as is the case with the Cognitive Dimensions,
with the aim of providing a shared vocabulary for design discussion.

3. Dimensions of usability trade off against one another, so attempting to increase
the usability of a notation along one set of dimensions is likely to have the side
effect of decreasing the usability of the notation along a different set of
dimensions.

4. Design is the process of selecting design maneuvers whose associated trade-offs
move the notation toward the desired dimensional profile of the activities to be
supported.

The core of the framework is a list of Cognitive Dimensions (CDs), which
describe abstract usability properties of notations. They are around 15 in number,
although new dimensions are frequently being proposed and the set of dimensions
is essentially open. The dimensions are generally neither beneficial nor harmful
properties in themselves: Their contribution to overall usability depends on the
activities to be performed. We denote CDs with typesetting convention of
Cognitive Dimension_cps. The application of CDs has been well documented in the
CDs tutorial (Green and Blackwell 1998) and the CDs questionnaire (Blackwell and
Green 2000). However, the analytic design of tangible interfaces is concerned not
with purely digital notations, but with those that extend into the physical world.
Rather than introducing new activities or dimensions to the CDs framework, we
have previously identified particularly salient reinterpretations of the CDs that
incorporated the characteristic features of physical media and the physical envi-
ronment. We call these the Tangible Correlates of the Cognitive Dimensions (Edge
and Blackwell 2006) and denote them as Tangible Correlate_rcs.

Both the Cognitive Dimensions and Tangible Correlates describe use qualities of
notations that affect their suitability for peripheral interaction. We now introduce
each cognitive dimension and its tangible correlate or correlates (where they exist),
along with typical trade-offs between dimensions and the anticipated effects of each
dimension on the components of interaction workload. Note that the purpose of this
section is simply to introduce and illustrate the use qualities in a general sense. In
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any particular application of this process, designers should re-evaluate the signifi-
cance of each dimension according to the specific demands and characteristics of
the target activity and its activity context.

Consistency.cp. Consistency describes the use quality that similar semantics are
expressed in similar syntactic forms. For example, the digital tasks, documents, and
contacts in ShuffleBoard share the same token form factor as they all represent
objects of peripheral interaction, while the different colors of their respective tokens
correspond to their different purposes. Higher levels of Consistency.cps can
accelerate learning by reducing the initial mental demand, but it has little long-term
impact on peripheral interaction.

Provisionality_cp. Provisionality describes the use quality that actions or marks
can be reversed or removed. For example, nudging tokens in ShuffleBoard makes
provisional attribute selections with no lasting effects, unless they are followed by
confirmatory manipulation actions with the independent control knob. Higher levels
of Provisionality .cps support more casual and informal interaction by reducing the
effort associated with making changes, at the cost of increased Viscosity.cps (since
additional actions are required for confirmation or commitment). Lower levels have
the potential to increase Premature Commitment_cp. and Error Proneness_cps.

Secondary Notation_cp. Secondary Notation describes the use quality that in-
formation can be expressed outside the formal syntax. For example, tokens in
ShuffleBoard can be annotated with dry-erase ink or augmented with material
attachments in ways that aid the user’s identification of tokens beyond the sensing
capabilities of the system. Tokens can also be placed in meaningful or opportune
locations in the physical environment (e.g., on a paper document, or hanging on a
pin-board), away from their formal use on the interactive surface. Higher levels of
Secondary Notation support informal extensions of the primary notation that can
provide cognitive support and reduce mental demand, at the cost of increased
Viscosity.cp> (since additional actions are required to maintain the Secondary
Notation when the primary notation is modified). Lower levels have the potential to
exacerbate any problems with Role Expressiveness.cps.

Progressive Evaluation_cp. Progressive Evaluation describes the use quality that
progress-to-date can be checked at any time. For example, the ShuffleBoard calendar
shows the timings of scheduled tasks even when the associated task tokens are else-
where. Higher levels of Progressive Evaluation_cp. can reduce the mental demand of
estimating or calculating progress, at the cost of greater Diffuseness .cp. (since richer
representations are necessary). Lower levels have the potential to increase Hard Mental
Operations_cps as a result of needing to mentally track progress-to-date.

Premature Commitment_cp. Premature Commitment describes the use quality
that the order of doing things is unnatural or overly constrained. For example, the
task tokens in ShuffleBoard support naming, time projection, due date setting, and
action item setting in whichever order is most natural. Lower levels of Premature
Commitment_cps can reduce mental demand and frustration, at the cost of
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introducing Hidden Dependencies_cp (since some attributes may depend on others
in unanticipated ways). Higher levels have the potential to increase Viscosity.cps
and reduce Closeness of Mapping.cps.

Diffuseness_cp. — Bulkiness_yc. Diffuseness describes the use quality that
many lower-level marks are required to express higher-level concepts. Its tangible
correlate, Bulkiness, denotes the quality that physical objects or representations
occupy space in three dimensions. For example, the ShuffleBoard tokens and
interactive surface have a small desktop footprint in two dimensions (low
Bulkiness.tc-) and the presence of one or two (in the case of document-token
cloning) tokens on the surface is sufficient to enable all of the possible instrumental
interactions with tokens (low Diffuseness_cps). In another example, the limited size
of the lower forearm and the wrist-worn nature of the NoteLet device (Bakker et al.
2012) means that it suffers more from the increased Bulkiness_tc. of larger class
sizes than the clip-on teacher tool of FireFlies (Bakker et al. 2013), which can freely
grow with increasing child numbers. A minimum level of each dimension is
required to reduce the effort associated with inspecting the current state. Higher
levels have the potential to increase both Rigidity tcs and Rootedness tcs.

Visibility.cp. — Permanence_yc. Visibility describes the use quality that com-
ponents can be viewed easily. Its tangible correlate, Permanence, denotes the quality
that physical representations and control mapping can be preserved for future use. For
example, the ShuffleBoard tokens can be freely arranged beyond the confines of the
interactive surface (high Visibility_cps) and any one token can remain bound to its
digital content for as long as desired (high representational Permanence_rcs.).
However, the binding between control knob and token attribute is transient (low
control Permanence_rcs). A minimum level of each dimension is required to reduce
the effort associated with recreating physical-digital mappings (if tangible objects are
scarce) or physical representations of digital state (if physical space is scarce). Higher
levels have the potential to increase the Bulkiness_tc. of the interface as a whole.

Error Proneness_.cp. — Shakiness.pc. Error Proneness describes the use
quality that the notation invites mistakes easily. Its tangible correlate, Shakiness,
denotes the quality that physical representations are prone to accidental or irre-
versible damage. For example, the physical size, texture, and weight of the
ShuffleBoard tokens means that they are relatively stable on the interactive surface
(low Shakiness.tcs), while the lack of spatial syntalx5 for token positions or

SUllmer and Ishii (2001) define a tangible interface as one in which the physical configuration of
objects partially embodies the digital state of the system. Conventional structural forms are in-
teractive surfaces (where objects move on planer surfaces), constructive assemblies (where objects
connect to objects), and token+constraint systems (where objects move within the constraints of
other objects or non-planar surfaces). Each structural form also supports one or more types of
spatial syntax: spatial interpretation of absolute object positions, relational interpretation of rel-
ative object positions, and constructive interpretation of object connections. While the
ShuffleBoard interface has the structural form of an interactive surface, it does not have a spatial
syntax for reasons of Viscosity.cps (explained later).
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arrangements means that accidental movement of tokens has no effect other than to
select token attributes (low Error Proneness.cps). In another example, the relative
ease of accidentally rolling the status-setting polyhedra in Do Not Disturb (Olivera
et al. 2011) results in greater Shakiness_tc. than the necessarily deliberate knob
rotation in StaTube (Hausen et al. 2012). Lower levels of each dimension can
reduce the frustration associated with dealing with errors and accidents at the
potential cost of increased Viscosity.cps, increased Rigidity.rcs, and reduced
Structural Correspondence rcs.

Juxtaposition.cp. — Juxtamodality_rc. Juxtaposition describes the use quality
that components can be viewed and compared side by side. Its tangible correlate,
Juxtamodality, denotes the quality that multiple interaction modalities are coor-
dinated across different physical spaces, objects, or senses. For example, in
ShuffleBoard, the attribute halos of multiple tokens can be viewed side by side on
the interactive surface (high Juxtaposition.cps), even while the value of the
selected attribute is changing through eyes-free operation of the control knob in a
separate physical space (high Juxtamodality.rcs of the visual-tactile kind). In
another example, the correspondence between the distribution of light objects and
the resulting soundscape in FireFlies (Bakker et al. 2013) results in high
Juxtamodality ¢ of the audio—visual kind. The ideal level of Juxtaposition_cps is
dependent on the target activity, and higher levels could raise the Bulkiness_rcs of
the interface (e.g., by requiring an increase in the size of the interactive surface).
A minimum level of Juxtamodality .tc- can help to reduce Shakiness_tcs at the risk
of increasing Hidden Augmentations.tc. and Unwieldy Operations.tcs. The
additional coordination required by higher levels has the potential to increase both
mental and physical demand.

Viscosity .cp> — Rigidity_rc-, Rootedness_tcs. Viscosity describes the use
quality that many lower-level actions are required to satisfy higher-level goals. It
has two distinct tangible correlates for different scales of interaction. Rigidity
denotes the quality that manipulation of objects or their arrangement is resisted.
Rootedness denotes the quality that movement of objects or their arrangement is
resisted. For example, in the ShuffleBoard interface, the bimanual nudge-turn
control scheme supports rapid attribute selection and manipulation (low
Viscosity.cps) With just the right amount of token sliding friction and knob rota-
tional friction and inertia to ensure rapid yet accurate control (moderately low
Rigidity_rcs). Tokens can be independently and freely moved between the inter-
active surface and physical desktop, as well as between the interactive surfaces of
different contacts, e.g., for task delegation and document sharing (low
Rootedness.tcs). In contrast, the interactive surfaces themselves are effectively
confined to a single physical desktop location (high Rootedness_rcs). A minimum
level of each dimension can help to reduce Shakiness_tcs, but higher levels are
especially detrimental to peripheral interaction due to the additional physical
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demand, temporal demand, and effort required to modify information structures and
manage their physical representations in space.’

Abstraction.cp. — Automation_.rc., Adaptability_tc. Abstraction describes
the use quality that the notation offers different types and levels of abstraction
mechanisms. It has two distinct tangible correlates for different targets of abstrac-
tion. Automation denotes the quality that new behavior can be programmed and
redefined. Adaptability denotes the quality that new states can be specified and
redefined. The creation and management of all such kinds of abstraction has suf-
ficient mental demand that it requires focused attention and cannot generally be
performed through peripheral interaction, although once created, they can be used
in much the same way as the primary notation. The ShuffleBoard interface does not
employ any Abstraction.cps, either for the purpose of Automation.tcs. or
Adaptability rcs. Considering the abstraction potential of other interfaces, we can
say that the use of a free-turning knob to set a user’s status in StaTube (Hausen
et al. 2012) has greater inherent Adaptability_rc. than the use of polyhedra with a
fixed number of faces in Do Not Disturb (Olivera et al. 2011), since knob rotation
can cycle through an arbitrary number of states.

Role Expressiveness.cp. — Purposeful Affordances.yc. Role Expressiveness
describes the use quality that the purpose of each component is readily inferred. Its
tangible correlate, Purposeful Affordances,” denotes the quality that possible
physical acions have a clear and meaningful purpose. For example, ShuffleBoard
tokens are symbolic® representations of tasks, documents, and people (low Role

SA fundamental trade-off between Rigidity.rc> and Rootedness.tcs exists when relations of
association, dissociation, and order are expressed through the relative arrangement of physical
objects in space. Engelhardt (2002) presents the six fundamental forms of spatial syntactic relation:
spatial clustering; separation by a separator; lineup; linking by a connector; containment by a
container; and superimposition (stacking). The relations of stacking, connection, and containment
are based on physical bonding through gravity, linkage, and common enclosure, respectively,
making them easier to move and relocate as a unit, but more difficult to reconfigure due to the
requisite breaking and making of such bonds (high Rigidity .rc-, low Rootednesstcs). In contrast,
the relations of lineup, clustering, and separation are all based on perceptual arrangement, making
them easier to reconfigure but more difficult to move and relocate as a unit (low Rigidityrcs, high
Rootedness_rcs). Since the auxiliary work activities in the case study would benefit from both low
Rigidity .rc~ and low Rootedness_tcs, we developed an alternative, bimanual control mechanism
based on Juxtamodality tc- that avoided the need for a spatial syntax.

"The concept of affordance developed by Gibson (1979) refers to the opportunities for action
arising from the relationship between an animal and its environment. In its introduction to the HCI
community, Norman (1988) describes affordances as messages conveyed by objects “about their
possible uses, actions, and functions.” Purposeful Affordances.rc. are thus the use quality that
messages conveyed by objects relate directly to their intended opportunities for interaction.
8The science of semiotics studies how something can stand for something else. In the semiotics of
Peirce (1931-1958), iconic signs are those based on literal, analogical, or metaphorical similarity,
while symbolic signs are those based on arbitrary or conventional rules or laws. Although iconic
signs have greater Role Expressiveness.cps, they also have greater Bulkiness.rtc. and lower
Adaptability crcs.
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Expressiveness.cps). Some initial instruction is required for users to learn these
mappings, but once past this initial learning curve (as with low Consistency_cps),
there is relatively little impact on the potential for peripheral interaction. While the
physical form of the ShuffleBoard tokens is not a literal representation of the
underlying information objects, the material affordances of the poker-chip-like form
factor allow the tokens to be annotated with dry-erase ink, picked up, placed on,
and slid across the interactive surface, and so on (high Purposeful
Affordances.tcs). In another example, the use of a free-turning knob to set the
symbolic color of a user’s status in StaTube (Hausen et al. 2012) has lower Role
Expressiveness.cp- and lower Purposeful Affordances_.tc. than the use of poly-
hedra with a fixed number of iconic “mood” faces in Do Not Disturb (Olivera et al.
2011). High levels of Purposeful Affordances_tc. provide an ongoing benefit in
terms of physical demand, at the cost of a potential reduction in future
Adaptability .pcs.

Hidden Dependencies.cp. —  Hidden  Augmentations_tc. Hidden
Dependencies describes the use quality that important links between components
are not visible. Its tangible correlate, Hidden Augmentations, denotes the quality
that physical objects are digitally augmented in a non-obvious manner. For
example, the calendar visualization in ShuffleBoard makes the dependencies
between task time estimates, task due dates, and overlapping tasks explicit through
the concept of “latest restart date” (low Hidden Dependencies.cp.). While the
position of the camera pointing at the interactive surface and the hole-based
identification patterns cut into each token is a clear indication of the sensing
mechanism, the bimanual control mechanism is not obvious (moderate Hidden
Augmentations.tc.) and must be learned. Although Hidden Dependencies.cps
could have a lasting effect on mental demand, Hidden Augmentations_rc typically
affects only the initial learning process.

Hard Mental Operations.cp. — Unwieldy Operations.yc. Hard Mental
Operations describes the use quality that the notation places a high demand on
cognitive resources. Its tangible correlate, Unwieldy Operations, denotes the quality
that the notation places a high demand on physical resources because of the nature
of objects (e.g., size, shape, structure, or weight) and the actions required on them.
For example, in the ShuffleBoard interface, the ability to visually scan the desktop
environment for physical tokens reduces the mental demand of recalling and
holding in mind a wide range of potential interaction targets (low Hard Mental
Operations.cps). The coordination requirements of the bimanual nudge-turn con-
trol scheme exhibits the minimum level of difficulty (mild Unwieldy
Operations_tcs) to avoid Shakiness.tcs, although in general higher levels of
Unwieldy Operations.tc> have a direct and undesirable impact on physical
demand. The use of an interactive chair for peripheral music control (Probset et al.
2014) could easily elevate Unwieldy Operations.tcs to a high level.

Closeness of Mapping.cp. — Structural Correspondence_yc. Closeness of
Mapping describes the use quality that the representation closely resembles the
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domain. Its tangible correlate, Structural Correspondence, denotes the quality that
the physical notation matches the structure of the underlying digital representa-
tion.° For example, in the ShuffleBoard interface, the halo visualization of task
token attributes is a direct representation of their values (high Closeness of
Mapping.cps), while the single degree of freedom of the knob corresponds directly
to the single dimension of those values and visually moves them in the same
direction (high Structural Correspondence.rcs). While low Closeness of
Mapping_cp- might increase the mental demand of initial learning, low Structural
Correspondence_pc. could have long-term effects on mental demand and
frustration.

4.5.3 Interface Design

The third and final step of the analytic design process for peripheral tangible
interaction is interface design. In this step, the designer generates interface design
concepts inspired by the probing questions of the first step in the process, activity
analysis. The prospective use qualities of these design concepts can then be ana-
lyzed and compared to the target profile of use qualities generated by the second
step in the process, notation analysis. The purpose of these comparisons is to
identify areas for improvement and to provide rationale for the design changes that
aim to make such improvements. Since the use qualities of notations are holistic in
nature, design changes have the potential to affect several use qualities simulta-
neously. Following a design change, all use qualities of the new notation should
therefore be re-evaluated to check for unintended or unexpected side effects. When
these side effects are negative, the designer must weigh up the resulting trade-off
between the two design options. The abstract nature of use qualities means that the
same analysis of trade-offs can be applied to the comparison of any competing
designs, even if they embody fundamentally different notations.

In the design of ShuffleBoard, our application of activity analysis helped us to
identify that in the desk-based, office context, the management of auxiliary work
activities was a candidate for peripheral tangible interaction. It also suggested the
basic idea of using physical tokens to represent items of shared interest within work
groups: tasks, documents, and people. However, the final form of the interface,
especially its separation of representation (tokens) and control (knob) as a way to
facilitate bimanual interaction, was driven by notation analysis that highlighted
problems with the use of spatial syntax for that particular activity context. Our

°In the instrumental interaction framework (Beaudouin-Lafon 2000), the match between physical
degrees of freedom and digital dimensions of control is called integration and the similarity
between physical actions and digital effects is called compatibility. Structural Correspondence_rcs
combines these two properties and extends to the representational as well as control aspects of a
notation. The third component of the instrumental interaction framework, indirection, refers to the
spatial offsets between input and output that are created through Juxtamodality .rcs.
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analytic framework is sufficiently general that it has the potential to create similar
insights into any form of interface that bridges the physical and the digital—not just
tangible interfaces, but all kinds of mobile, wearable, and ubiquitous interfaces that
aim to facilitate interaction on the periphery of the user’s attention. We discuss this
broader context of applicability in the following and final section.

4.6 Outlook for Peripheral Tangible Interaction

This chapter has described analytic and design considerations for peripheral
interaction through detailed consideration of a specific case study, the ShuffleBoard
system for peripheral task management. ShuffleBoard was an early example of a
fully functional peripheral tangible interface, which at the time of development was
nearly unique for being deployed for evaluation of usage in context (“in the wild”)
during routine professional activity.

Previous studies of tangible interaction in professional contexts at that time had
mainly focused on existing tangible representations: These might subsequently
have been augmented for interaction with digital systems, or even used alongside
such systems without specific design interventions (e.g., MacKay 1999). The
ShuffleBoard interface was a completely novel system design, featuring tangible
interaction that was created in response to a specific set of contextual requirements.
As a result, ShuffleBoard provided an opportunity to study explicit design rationale
in far greater detail and to apply the resulting observations as a basis for future
design of novel peripheral tangible interaction systems intended to be deployed in
the wild.

Although the specific sensing and fabrication techniques used to implement
ShuffleBoard employed the hardware capabilities of that time (laser cutting,
pen-sensing tablets, rotary controllers, template-based machine vision), the analytic
design process that we have presented in this chapter is wholly appropriate to more
recent generations of interactive devices. The market drivers for these devices
continue to reflect Weiser’s manifesto for ubiquitous computing, and to support the
“calm” interaction style that he hoped would replace intrusive digital technologies
(Weiser and Brown 1995). However, it has become clear that Weiser’s somewhat
utopian vision has not yet been realized in user experiences of contemporary
technology. While many would prefer that technology receded into the background
as Weiser hoped, the reality of contemporary technology products is that they are
even more foregrounded than when Weiser advocated calm computing. Personal
mobile computing devices such as tablets and cell phones, rather than moving
technology to the periphery of our attention, have placed it ever more constantly at
the center, resulting in the familiar complaints that social structures and even
physical infrastructure are being degraded by inappropriate focus on mobile devices
rather than (say) spoken conversation or attending to vehicle control.

This current situation gives particular urgency to a more sophisticated under-
standing of the relationship between focus and periphery, just as Weiser himself
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hoped would be achieved. Our FORM framework for analysis of peripheral
interaction in support of a target activity is a timely contribution to this under-
standing. When combined with notation analysis, it supports an analytic design
process for the design of peripheral tangible interaction devices that fit within a
wide range of task contexts.

The commercial opportunities associated with those contexts are now clear,
especially in the growing markets for wearable devices, and for “Internet of Things”
products. However, at the time of writing, many of the interaction design approa-
ches developed for such products seem to have retained the old emphasis on
capturing and holding the user’s attention, whether through portable touch screens
that can only be operated while looking at them, head-up displays that are super-
imposed on the user’s visual field, gaze tracking that explicitly monitors the user’s
level of focus, or even immersive virtual reality headsets that prevent the user from
employing peripheral attention.

This situation is not sustainable. It is clear that the number of CPUs in proportion
to the number of people on Earth is a ratio growing so rapidly that it is incon-
ceivable for us to continue giving focal attention to the user interface. If focal
attention is not possible, peripheral interaction must be the central paradigm of the
future.

Furthermore, computation is becoming embedded in the physical fabric of our
material environment in increasingly diverse ways. Beyond the laser-cutting tech-
nique that we used to fabricate the ShuffleBoard tokens, other rapid fabrication
methods such as 3D printing are combining with the popular culture of making and
hackerspaces to result in a dramatic flowering of novel forms for digital devices.
Before long, these will not simply imitate existing objects (such as phones, watches,
or glasses), but will open up completely novel product categories. Similarly, the
embedded computation of IoT products will mean that familiar household objects
will become tangible interfaces, whether or not their shapes are explicitly modified.

Ultimately, humans are embodied beings who will interact with digital infras-
tructure through embodied actions and embedded physical forms. These forms will
necessarily carry representational, control, and notational functions of the kinds that
we have discussed in this chapter. It will become increasingly necessary to
understand interactions of such products in relation to our own evolved physical
capabilities (such as bimanual action and cross-modal sensing). The framework for
peripheral tangible interaction that we have presented in this chapter is a compre-
hensive response to this urgent need.
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Chapter 5
Microgestures—Enabling Gesture Input
with Busy Hands

Katrin Wolf

Abstract Microgestures, small movements of the digits that do not require moving
the whole hand, are a promising input technique for peripheral interaction as they
can be executed in parallel to many manual actions. Such interaction techniques can
be used to augment or to extend everyday tasks, and therefore, have the great
potential to enable interacting with busy hands as peripheral activity. For example,
tipping a digit at a steering wheel while driving could be used for automotive
control without requiring too much manual motor effort that might decrease the
steering performance. Moreover, smart objects that are held in the hand can be
controlled through tiny grasp modifications. This chapter describes relevant aspects
of microinteractions. After explaining the motivation and value of microgestures in
existing use cases, an overview on technology that allows for detecting micro-
gestures is provided. Then the design of ergonomic microgestures that allow for
being executed as peripheral action is explained. Finally, requirements that allow or
permit the user to interrupt the primary task for interacting in the cognitive
periphery through microgestures are presented and appropriate applications are
discussed.

Keywords Microgestures -+ Microinteraction -+ Gesture - Multitasking
Interruption

5.1 Introduction

Microgestures have been used for a long time without being especially recognized
as such. Switching on the turn signal in a car while steering is a microgesture
executed to support the primary task of driving. Tapping the key of a clarinet while
the music instrument is held shows that microgestures can also require the signif-
icant mental and motor resources, and holding the instrument is here a subtask.
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While smoking a microgesture tap flicks the ash apart, ringing the bell of a bicycle
or changing its gears is designed to ergonomically support riding by placing the bell
and the gear switch where the hands are resting during the ride.

Microinteractions are interactions with a device that take a short time to com-
plete (Ashbrook 2007). In contrast, keypresses (that are also short) usually belong
to a longer sequence of interactions, e.g., while typewriting. Different interaction
techniques, such as interaction through gaze, head, foot, hand, and foot motion,
allow users to interact in such short time that is expected for microinteraction.
Microgestures are one possibility to fast interact, which makes them also a good
candidate for peripheral interaction.

Microgesture execution for interacting in the periphery of our focus is related to
the concept of multitasking. Humans can divide their cognitive capacities, which
allows them to multitask and therefore, to simultaneously interact with multiple
persons and objects intentionally or in their attentional periphery (Bakker et al.
2010). Dividing the motor capacities, for example, microgesture execution while
the hand is performing a non-precise action is an opportunity of interacting in the
motor periphery. Examples of such non-precise primary task are carrying a bag and
steering a car. Hence, microgestures are also possible if the hands are busy with
rather coarse actions. And peripheral interaction themselves are typically often
coarse interaction, for example when using TUIs (Edge and Blackwell 2009), when
using hand gestures for switching between computer applications or for spatial
memory (Hausen 2014), or when using different modalities, such as touch, gestures,
or TUIS for peripheral music control (Hausen et al. 2013). In all these cases, the
peripheral interaction is coarse and microgestures can be executed in parallel, e.g.,
for differentiating between a set of commands and interface functionalities.
Microgestures then would extend the motor design space of peripheral hand ges-
tures as well as provide possibilities for more interactions than coarse peripheral
interaction allows for.

However, humans can often not divide their motor abilities, e.g., when executing
high-precision motor tasks. Thus, multitask, if analyzed carefully, has been found to
often not be executed as two or more tasks in parallel but sequentially by inter-
rupting shortly the primary task and solving a secondary task in such task break,
and then continuing the primary task (Czerwinski et al. 2004). However, in some
cases, tasks can be done in parallel, e.g., steering a car and controlling the breaks at
the same time and adequately, it is possible to execute microgestures with the digits
while steering a car. Regarding interrupting the motor execution of a manual task or
if done in parallel, microgestures can also support a secondary task that is dedicated
to human—computer interaction.

Human—computer interaction has been focused on solitaire task using stationary
desktop PCs. With the raise of mobile and ubiquitous computing, interacting with
computers is central to users on the go, for instance in parallel to walking or while
driving. During such multitasking situations, users are performing two competing
tasks at the same time, which always requires splitting motor and attentional
resources between a primary and a secondary task. A microinteraction—due to its
short duration—is the secondary task, which makes it a peripheral interaction.
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Reflecting on the existing use of small finger motions allows for separating
different microgesture uses: (1) as part of the focused activity, (2) as an extra
flourish, and (3) as a separate embellishment. Thinking about traditional
microgesture-based tasks that are mentioned in the beginning of this chapter, tap-
ping the keys of a clarinet, is truly part of the focused act of playing this instrument.
Ringing the bell of a bicycle is an extra flourish but it is adding to the task of
cycling. Executing a microgesture as a separate embellishment is rare in analog
interaction with the world, but tapping the rhythm of the radio song at the steering
wheel during a car ride can be seen as separate embellishment that in this case is
often happening subconsciously and thus a peripheral action.

In the context of human—computer interaction, such microgestures have the
potential to remotely control a system. Microgestures might make up focused
interaction in the domain of gaming through a key press at gesture game controllers,
as we know it from the button of the Wii controller. Buttons that are built in steering
wheels already allow for controlling the car through microgestures as an extra
flourish while controlling the steering wheel. For peripheral interaction, we can
think of small gestural embellishments to enhance communication, for example
while raising a cup to ones lips to drink coffee. In such situation, a playful toss of a
finger might be used to subtly alert a waiter that you would like to get your bill.
Such peripheral interaction would allow for communicating while being in a
conversation without being impolite.

A modern and interactive bike would allow for an extra flourish. For example,
having touch-sensitive handle bars would allow to change gears with touch gestures
directly on the bars. The bicycle’s navigation system could be controlled with
microgestures, as shown in Fig. 5.1 using wearable sensors for microgesture

Fig. 5.1 Smart cycling through wearable sensors that detect microgestures allows for navigating
through a map without releasing the handle bars
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detection to control a navigation app. Swiping to the right/left handle might pan the
map and tapping with the thumb or index finger at the handle bar can be used for
zoom out of the map. A hand-held mobile keyboard, such as Twiddler (Lyons et al.
2004), is also an example for microgestures that are used for controlling the focused
activity. Here, microgestures are used for typewriting on an ergonomically shaped
keyboard that allows for one-handed typewriting on a device that is held with the
typing hand.

Microgesture interaction is motivated by the unused resources of users’ hands in
many everyday situations, such as when driving, going by bus, or during a bike
ride. Finger motions offer a much bigger input design space than is has been taken
advantage of. We can slightly move our fingers when our hands are involved in a
primary task, and we can do it quickly and unnoticeable. Of course, not every task
will provide the cognitive and motor resources to interact through microgestures.
Playing tennis, for example, does neither leave time nor cognitive and motor
resources to do any tasks in the periphery. However, many situations do and this
chapter aimed to describe the relevance microgestures can and will more frequently
have in the future, particularly in peripheral interaction.

This chapter covers the most relevant aspects of microinteractions. First a review
of the state of the art of current technology that supports interactive systems for
peripheral microgesture interaction is provided. Afterwards, it is described how
ergonomic microgestures that allow for being executed as peripheral action should
be designed. Finally, a discussion on requirements that allow or permit the user to
interrupt the primary task for interacting in the cognitive periphery through
microgestures is presented and appropriate applications are discussed.

5.2 Microgesture Interaction Technology

Ubiquitous computing defines the environment as a “world of fully connected
devices, with cheap wireless networks” (Weiser 1991), and one major research
question in that area is how to seamlessly access ubiquitous computers. Weiser’s
vision of ubiquitous computing inspired many researchers to work on computing
systems that are embedded in all kinds of devices, objects, and in the environment
to enable the user to always and immediate interact with a highly personalized and
always available computer system. To support Weiser’s vision, Fukumoto and
Suenaga (1994) suggest that input devices should allow immediate input to mobile
devices, because the “Setup time” of activating a mobile device in order to use it
takes too long. Brewster et al. (2003) also suggest separating input and output
devices to improve the usability in the mobile context. Ashbrook (2007) introduced
microinteraction to more easily interact with mobile devices when being on the go.
Wolf et al. (2013) propose finger-mounted sensors as an input device for controlling
mobile devices with microgestures.

Two main challenges are important for technology that considers finger move-
ments for input: the association of the user with the device or object he/she aims to
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interact with and the detection of the microgestures using technology that fits the
needs of being ubiquitous available and thus of wearing it constantly in everyday
life.

5.2.1 Associating the User with Smart Objects or Devices

Recalling, for example, the interaction scenario of the microgestures done while
drinking coffee to call the waiter makes clear that we need a system that can related
to the cup that detected the gesture to its user as well as to his/her position in the
café. If the user would wear a smart ring, the association of the user (through the
ring) and the object or device he/she is addressing with his/her microgestures would
be realized through device pairing. The immediate association of the user with the
device or object intended to interact with (without the need of using switches or
time to boot a system) is according to Weiser (1991) requiring seamless interaction.

If one input device is able to control more than one output device, then the
transition between two output devices should be seamless for the user. Thus, the
input and output device should not need an explicit connection and disconnection
mechanism, instead they should know when they need to couple through the
context. Ubiquitous devices should always be available (Fishkin et al. 1999), and
the activation of these devices should be implicit (Schmidt et al. 2005) without
requiring user’s attention (e.g., no explicit connection through a settings menu).
Implicit device pairing is a promising technique for enabling seamless interaction.
Interaction is seamless when the user is not required to activate the device by an
effort-costing trigger nor is required to change an input interface when changing a
device. Also, the access to a device through an interface ought to be immediate
(Fukumoto and Suenaga 1994). According to Ballagas et al. (2006), the connection
between an input and an output device should be automatic, fast, and easy, because
users want to concentrate on the interaction with a system rather than spending time
on connecting input and output devices. The connection between input and output
device is more comfortable when it is done wirelessly. Finally, in order to allow for
seamless interaction, the process of switching from one device to another should
also be implicit, thereby saving time and effort, which allows for continuous and
non-interrupted task-solving, as recommended by Suh et al. (2008).

Therefore, no matter what technology is tracking the microgestures, the ubiq-
uitous input device has to fulfill three requirements: (1) recognizing all potential
smart objects and devices the user may want to interact with, (2) seamlessly pairing
the input device with the object/device the user wants to interact with, and
(3) disconnecting the paired devices if the interaction is over to avoid unintended
control action.

Here work is discussed that fulfills one or more of the requirements needed to
enable seamless microgesture control in everyday life. Researchers followed dif-
ferent approaches to detect the moment when a user intends to interact with a device
as well as to detect the device the user aims to interact with. Some approaches are
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aiming to detect the moment an object is taken into hand by grasp recognition,
detecting when the user’s hand is close to a device or comparing the motion of the
user’s hand and the device to interpret a similar motion as pickup action.

For grasp recognition, devices that enable grasp recognition using capacitive
sensors (Wimmer and Boring 2009) and RFID reader in combination with
accelerometer (Berlin et al. 2010) have been explored. Ubi-Finger (Tsukada and
Yasumura 2001) makes it possible to almost seamlessly connect the user with
devices. This is done when a user is pointing with an infrared sensor that is attached
to a user’s finger to a unique infrared light source of the devices it can control. The
system then knows which device is selected and the user can control the device
remotely with mid-air gestures. Ubi-Finger uses an indirect 1:1 connection of the
input and the output devices. To seamlessly control every device or object taken
into hand, pairing with several devices has to be taken into account.

Work has been carried out using finger-attached and device/object embedded
actuators and sensors for associate an object with its user (Fukumoto and Suenaga
1994; Fukomoto and Tonomura 1997). A number of projects allowed for a 1:1
connection between devices. Tsukada and Yasumura (2001) used infrared sensors.
An IP-based Bluetooth connection was used by Wolf et al. (2013). Nanayakkara
et al. (2013) detected objects through processing the image of a camera that is built
in the wearable device. For device-to-device authentication, similar movement
patterns of both devices indicate whether they were shaken together (Mayrhofer and
Gellersen 2007). This concept has been adapted by Wolf and Willaredt (2015) in
the PickRing project for pairing a ubiquitous ring device with a device when it is
taken into hand. Wolf and Willaredt compared the motion data of the hand and of
any nearby device and paired them if the motion was similar.

PickRing was the first of its kind fulfilling all three requirements for seamlessly
pairing a ubiquitous input device with generic devices (which are placeholders for
everyday smart objects). It allows the user to interact with grasped devices. It also
separates the input and output interfaces. The natural movement that occurs when a
device is grasped is detected and interpreted as intention to interact with the device.
This allows for automatically activating a device when taken into the hand. Thus,
PickRing enables control of multiple devices seamlessly. The immediate pairing
between the ubiquitous controller and a ubiquitous device could be realized
seamlessly through providing an ad hoc Bluetooth Piconet connection and through
comparing the motion of the user’s hand and all devices in the piconet (see
Fig. 5.2). The paring is disabled in the moment the device is not held in the hand
anymore.

Technologies allow for associating a user with a device or objects, and sensors
do not necessarily have to be attached to the fingers. The advantage of using a ring
interface for ubiquitous computing is that a ring is a transparent device (Dey et al.
2001) as people are using wearing rings on their fingers as jewelry (Drossos et al.
2007). For detecting closeness between smart objects and the user’s hand,
RFID/NFC tags have been mounted on fingers (Bainbridge and Paradiso 2011) or
embedded in jewelry (Vega and Fuks 2014).
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Fig. 5.2 After PickRing is connected to nearby devices via Bluetooth. The devices are
automatically paired through interpreting a pickup action as activation gesture. The gesture is
recognized if the device’s and hand’s motions are similar by applying cross-correlation

The drawback of embedded RFID/NFC tags for grasp or intention of use
detection is that RFID/NFC only allows for detecting closeness. The benefit of
these tags is that they are passive and cheap.

Detecting motion allows for detecting the object that is picked up by a user
wearing a ubiquitous input device, but here the technical limitation is that batteries
still are quite large and do not last for several days. Some technical challenges, for
example power supply or device size, are remaining. However, smart rings are
addressed a lot in recent research, and thus, it is very likely that a consumer product
that fulfills the requirement of seamless everyday object interaction using micro-
gestures will be available soon. Another benefit of using motion detection sensors
by a smart ring for device pairing is that the microgestures that follow the step of
pairing could be detected by the same technology as it will be explained in the
following paragraph.

5.2.2 Detection of Microgestures

The detection of microgestures requires detecting tiny movements of digits,
preferably using wearable technology that is, by default, already associated with the
identity of the user. There is a huge body of research on tracking finger and hand
motions with wearable sensors for gesture-based interaction, mainly using motion
detecting sensors such as accelerometers, gyroscopes, magnetometers, and optical
sensors. Passive RFID/NFC tags [attached to nails (Vega and Fuks 2014) or
mounted on fingers (Bainbridge and Paradiso 2011)] were used to capture gestures.
These gestures have been described as useful, when interacting with a wearable
display or other mobile computers where a keyboard is not appropriate.

As mentioned earlier, others detect finger and hand gestures using optical sen-
sors, sensing muscle activities or magnetometers. Digits (Kim et al. 2012) is a
wrist-worn device containing an inertial measurement unit (IMU) sensor to detect
the hand direction and an infrared depth camera to detect the hand pose. However,
although wearable optical systems allow detecting finger gestures, hand-held
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objects can easily occlude the camera view on the fingers. That matters when the
hands are used as they are in many mobile scenarios, e.g., when carrying bags or
riding a bicycle. Furthermore, variation in lightning may add too much noise to the
optical signals.

In contrast to optical gesture detection, other sensors can sense finger motions
under any light conditions and do not require “free” hands. For instance, finger
gestures have been detected by measuring capacitance on a wristband. GestureWrist
(Rekimoto 2001) recognizes hand gestures by measuring wrist deformation through
capacitive sensors that are embedded in a wristband. Others used acoustic signals
generated by tapping on the forearm or by forming a fist for hand gesture detection
(Harisson et al. 2010). Saponas (2009) used an armband that measures the
Electromyography (EMG) signal in a user’s arm to extract movements and gestures
of a user’s finger. More magnetometers were used (Ashbrook et al. 2011; Harrison
and Hudson 2009) that track the position of a magnetic ring worn on the user’s
finger, while FingerPad (Chan et al. 2013) detected gestures drawn on the fin-
gertips using magnets.

Ubi-Finger (Tsukada and Yasumura 2001) and Tickle (Wolf et al. 2013) detect
finger motions of accelerometer and gyroscope sensor data for gesture classifica-
tion. Scroll gestures have been recognized in Ubi-Finger using bend sensors and
accelerometers for measuring finger movements. Tickle proposed a ring interface
with an embedded IMU. Tap, release, swipe, and pinch gestures could be detected
on uneven surfaces to interact with generic smart objects and devices. The design of
Tickle was driven by the desire to have a situation-independent as well as
device-independent interface that can be controlled through microgestures. The
vision of the design was to develop an interface for interacting with generic smart
objects that are held in the hand. Aiming for ergonomic microgestures, finger taps
and slide movements performed with the index and middle finger were chosen as
gesture set, and the commands tap, release, swipe, and pitch had been implemented
(see Fig. 5.3).

The gesture detection in Tickle was realized through threshold-based classifi-
cation of the accelerometer and gyroscope data. A user study showed that the
microgestures could be performed and detected not only on commonly used smooth

4>
Fig. 5.3 Tickle used I tap 2 release 3 swipe 4 pitch as microgesture performed on any generic
surface that are measured through finger worn sensors
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Fig. 5.4 Microgestures performed on smooth, convex, and concave surface shapes

surfaces but also on concave and convex shapes. Users were able to perform pitch
and swipe gestures independent of the surface shape. This microgesture execution
and detection evaluation shows that such gestures can be used in different situa-
tions. Moreover, the interface allows the user to interact through microgestures
while grasping devices with a large variety of shapes including smooth, convex,
and concave surfaces (Fig. 5.4).

The technologies discussed here focus on detecting finger motions in situations
in which users are mobile. Moreover, the split between input device and output
device is considered. However, surfaces may have embedded touch sensors. Using
another technology, such as RFID/NFC, could add information about the user’s
identity. Thus, combinations of the technologies discussed here enable further
microgesture-detecting possibilities. Machine learning approaches rather than
thresholds for classifying gestures out of sensor data are recommended for a stable
gesture classification that also enables to distinguish between an intended gesture
and natural hand movements. In the following paragraph, works on gesture and
microgesture classification and sensor data segmentation using machine learning
approaches are introduced.

5.2.3 Gesture Segmentation and Classification Using
Machine Learning

Approaches that have been successfully used for speech recognition have been
shown to gain similar good results in gesture detection.

Before a gesture can be classified, the relevant segment, which contains the
gesture, has to be separated from noise data that do not represent gestures. Ward
et al. (2006) present a procedure using an IMU sensor and 2 microphones near the
hand to detect a certain movement of the arm during an activity through detecting
the activity-corresponding characteristic noise. Arm movements and audio signals
provide information whether the activity was performed and when. Such infor-
mation was used to distinguish arm movements from parts where the activity was
performed. Junker et al. (2008) presented an approach using a two-stage segmen-
tation system. First, a general pattern of the motion was detected in the data stream.
Second, if the data fitted to a motion pattern this segment was classified again using
a hidden Markov model (HMM) to reduce the false positive rate.
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After motion data are cropped into segments or if clutch events (e.g., a button
pressed to identify and activate a gesture) are used to label the gesture data, several
approaches are used for gesture classification. Li, for example, introduced the
Protractor algorithm that recognizes gestures on touch screens. This classifier seeks
similarity between gestures in the angular space. Thus, this algorithm is by default
scaling invariant, which makes it useful for gesture recognition. Furthermore,
Protractor classifies with a closed-form analytic approach resulting in a fast and
efficient algorithm. This algorithm can handle two-dimensional gestures. The
Protractor algorithm was expanded by Kratz and Rohs (2011), who added a third
dimensional input and introduced the Protractor3D algorithm.

Kratz et al. (2013) showed that the gesture recognition using 3D accelerometer
data can be improved for the regularized Logistic Regression (LR) algorithm using
an additional 3D gyroscope. They compared Protractor3D, Dynamic Time
Warping (DTW), and LR and showed that Protractor3D and DTW have better
gesture recognition rates than LR. For segmenting the gesture data, they had used a
push-to-gesture clutch button, which was pressed by the participants to indicate the
start and the end of a gesture. This trick prevents accidental activation, but it also
reduces the usability of the approach as a push-to-gesture action interrupts the
interaction flow and reduces the impression of a seamless interaction. The motions
of the user that are misunderstood as an intended gesture cause the Midas touch
problem that describes accidentally release computer commands through natural
movements, such as gaze or gestures. In gesture classification, these classification
errors are called false positives—gestures that are falsely positively classified.

Ruiz and Li (2011) also addressed the problem of false positive gestures using a
clutch event, the DoubleFlip gesture, to reduce the false positive rate in a data
stream of natural movements. An essential property of clutch events, such as the
DoubleFlip, is that it is easy to learn and execute, but its motion trajectory has still
to be different from our everyday movements to not being executed unintentionally.

Although microgestures are promising for remote mobile interaction, micro-
gesture detection is still not used in products. They do not work with either current
mobile devices or the gesture classification requires clutch events. Then, the
interaction does not match with requirements of natural mobile situations. Thus,
there are still some open research questions to be answered before seamless
microgesture control in a ubiquitous computing is a commonly available interaction
technology.

5.3 Ergonomics in Microgesture Design

The human hand is highly specialized for performing fine-motor movements which,
for example, are needed to perform microgestures. The motor skills of the human
hand become obvious when thinking how humans can play piano, use tools with
specialized shapes, such as scissors, or tie shoe laces. Of course, these objects are
designed to be used by the human hand. Thus, microgestures should be designed
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according to the hand’s freedom of movement, especially when constrained by
grasps. Only if both the digit’s movability and the hand’s configuration during a
grasp are considered for microgesture design, microinteraction can be easily per-
formed, which is crucial for using them for peripheral interaction.

5.3.1 Biomechanics of the Human Hand

The biomechanics of the human hand is the basis of the motor design space for
microgestures, which is limited by the degree of freedom of the hand.

The hand has 26 degrees of freedom (DOF) as shown in Fig. 5.5(1). The two
upper joints of each digit have one degree of freedom, while the lowest finger joints
have two and that of the thumb has three DOFs. Additionally, two DOFs for the
wrist and three DOFs for the entire hand allow for moving the whole hand. Each
digit joint allows for being flexed up to 110° as shown in Fig. 5.5(2). Hence, in
theory the possibilities for designing gestures are extremely high, but, in praxis,
many aspects, such as the biomechanical constraints, limit the design space for hand
gestures.

It is impossible to bend all joints separately to a desired degree within the
possible ranges per digit presented in Fig. 5.5(2). Furthermore due to tendon
connections between the ring and the middle finger, it is difficult to bend the
metacarpophalangeal joints (MCP) of these fingers separately at the same time.
Bending the ring finger will tend to bend other joints, e.g., those of the middle and
little finger. Motion dependencies are known for joints of the same finger (intra-
finger dependencies) as well as for joints of different fingers (inter-finger

Fig. 5.5 Hand from side with finger flexibility. The thumb has three joints: the thumb basal joint
(TBJ), the thumb metacarpophalangeal joint (TMCP), and the thumb distal interphalangeal joint
(TDIP). The joints of the fingers are metacarpophalangeal joint (MCP), the proximal interpha-
langeal joint (PIP), and the distal interphalangeal joint (DIP)
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dependencies). Those who learn to play piano especially train their hands to
overcome inter-finger dependencies by training to move their neighbor fingers
separately to avoid coupling movements of fingers.

5.3.2 Ergonomic Microgestures During Everyday Device
Control

Grasping is a motor task that requires muscle contraction for bending fingers and
for applying pressure toward the grasped objects. If two motor tasks are performed
at the same time with one hand, such as grasping and moving fingers for micro-
gesture execution, the physical load of the hand increases as both tasks, grasping
and gesture execution, require manual work. However, the idea of microinteraction
through microgestures is motivated by the position that both tasks’ users are
engaged in parallel; one microgesture may be easily performable while grasping an
object while another may not. For example, intra-finger dependencies can affect the
grasp stability during microgesture performance. While the ring finger cannot easily
be moved independently from the middle finger, the thumb and the index finger
allow for microgesture execution during most grasp configurations, especially those
relying on the middle, ring, and little finger.

The microgestures in Fig. 5.6 can be executed in parallel with everyday task,
especially those that require grasping objects. They have been defined in a par-
ticipatory design process by HCI researchers and experts on physio-ergonomics and
evaluated according their ease of execution (Wolf et al. 2011). The gesture set can
be used for designing microinteractions using a wide range of everyday objects in
parallel or during a primary task as the three main grasp types (palm, pad, and side)
are supported.

The microgesture set contains 21 expert-evaluated finger gestures that are per-
formable while grasping objects with all three main grasp types. Most gestures have
several subtypes by performing them with different digits (index, middle, ring, and
little finger, such as gesture (1) in Fig. 5.6). Moreover, some gestures allow for
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Fig. 5.6 Ergonomic microgesture repertoire for microinteraction during everyday tasks: (a) car
driving (b) dealing with smart cards (c) using pens for writing or drawing
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gesture design variations. For example, the gesture (1) of the repertoire can be
performed as a tap and as a press gesture depending on how much force is applied
and how long the fingers are held in the final gesture. Furthermore, the gesture
(6) could be performed as drag gesture and as a swipe gesture, which would depend
on the digit acceleration and motion duration.

Comparing the collected gestures with the established touch gestures for mobile
devices shows a clear overlap. Almost all gestures [except (4), (10), and (12)] are
the combinations of tap, press, and drag gestures that are commonly used as touch
gestures in mobile device control, while the gestures (4), (10), and (12) rather rely
on motions or static hand gestures, such as “flip” (4), “scissor” (10), or “okay” (12).

For designing interaction considering microgestures, the gesture set presented
here can serve as starting point to choose actions that are performable in parallel to
a daily task in which the hands are busy. However, some challenging aspects have
to be kept in mind when using microgestures while holding objects and devices in
everyday settings.

For example, the movability of the digits that are meant to perform microges-
tures may be limited depending on the physical objects that are grasped, for
example, the diameter of a steering wheel. On the other hand, movability can be
limited by biomechanics, e.g., inter-finger dependencies. Three parameters, the
form factor, the digit-dependent limitations, and the grasp stiffness, are explained
here in more detail:

Form factor-dependent limitations. Particularly when the hand is holding rather
thick objects, the ability to bring together the thumb and a finger depends on the
finger length as well as on the object’s diameter. This, for example, matters when
driving and the execution of a microgesture is done while surrounding the wheel
with the hand and to reach the fingers with the thumb. As shown in Fig. 5.7, the
thumb can tap easily at the middle finger (2) and the ring finger (3) while holding
the steering wheel, but depending on the wheel diameter tapping the thumb with the
little finger (4) or sometimes also with the index finger (1) can be difficult, espe-
cially for people with small hands.

Digit-dependent limitation. The movability of the individual fingers varies a lot
because the middle and the ring finger are more strongly connected through joint
tendons, and thus, these fingers are harder to flex independently. The majority of
users will be able to perform a separated index finger tap without any problems.
Also, moving the little finger separately from the others was rated by experts as not
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Fig. 5.7 Pinch or tap gesture performance without releasing the steering wheel depends on the
thumb and finger length as well as on the diameter of the steering wheel
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Fig. 5.8 Ability to stretch the little (1), ring (2), middle (3), and index finger (4) separately differs
a lot and the ring finger can cause comovements of the middle and that of the ring finger

being a problem. The separate flexibility of the middle finger is much worse than
that of the index finger. It is still feasible, but it requires more effort from the user.
The range of finger inflexibility varies individually, but the ring finger is considered
to be the least flexible for all users, followed by the middle finger while the index
finger can usually be moved much easier [Fig. 5.8(4) vs. Fig. 5.8(2, 3)]. While the
little finger is also very flexible, it may not be very useful for grasp-based gestures
as described above. The abandoned thumb works best in comparison with all other
fingers, even for sideways movements.

This good performance is due to the previously mentioned larger degree of
freedom of the thumb as shown in Fig. 5.5.

Grasp stiffness. A grasp can be rather loose or stiff. Holding a steering wheel, for
example, allows the user to execute a large number of gestures while steering a car.
This is because the steering wheel is attached to the car, which allows to loose the
grasp while executing a gesture. Other scenarios, such as using a pen or a cash card,
require “carrying” the object. Here, loosing the grasp for gesture execution is not
possible. Thus, if an object is grasped, only few gestures, such as tap, drag, press,
and swipe, can be executed without dropping the object.

Cognitive ergonomics and learnability. The microgestures shown in Fig. 5.6 are
designed to be easy to perform with a focus on motor ergonomics. Cognitive
ergonomics means here that users can easily learn the gestures—ensured through
their little complexity—but also that the commands released by gestures can easily
be remembered. Different approaches have been shown to increase the learnability
of commands. Wagner et al. (2014) introduces categorical chord—command map-
ping that is the logical posture-language structure for learning the meaning of
multitouch gestures. Using this mapping approach, people adapted to logical
memorization strategies, such as “exclusion,” “order,” and “category,” to minimize
the amount of information to retain. Another approach for decreasing the cognitive
effort in learning is the use of image schemas when defining the command—gesture
mapping. For example, users intuitively relate load with an upward movements and
quiet with a motion down if the context of volume control is known (Hurtienne
2011). Utilizing intuitive mappings and learning methods is essential for gestural
interaction as here mostly no GUI is supporting the user in telling him/her the
available commands or the gestures that have to be done to release these
commands.
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Midas touch problem. The error happening when human movements are acci-
dental interpreted as input command for computers is called Midas touch problem.
Here, a natural motion of a user that was not performed with the intention to interact
would wrongly be considered as input. That would cause interaction errors and
frustration. From the gesture repertoire shown in Fig. 5.6, the most simple and thus
best feasible gestures, tap and drag, also often contain the risk to be executed
without intention. For instance, a tap can be a natural movement, and people often
tap the steering wheel while driving a car in the rhythm of music or when waiting
on a junction. Other gestures, for instance, sliding the thumb against the index
finger may not unconsciously be executed. The risk that such a gesture would be
randomly executed is lower than for a tap.

Beside the ergonomics of the gesture design, another important issue is using
them for an appropriate application. Thus, the next section will explain applications
that experts could image in the mentioned participatory design session in the future
(Wolf et al. 2011).

5.4 Microgesture Applications

Microgestural interfaces can be seen as opportunity toward letting I/O devices
disappear. That consequently allows for having more calm technology, described as
technology embedded in our environment and fitting to our lives (Weiser and
Brown 1997). Interacting through free movements (and not through modifying
input devices) supports the illusion of disappearing interfaces. The input device, for
example a phone, could become invisible with novel technologies, which opens up
new design opportunities. Holding a phone can easily be replaced with on-body
worn sensors, (pico-) projectors, speakers, and microphones. Attaching sensors to
fingers allows not just free spatial gestures but also (because of the incredible motor
and sensory abilities of our hand) performing tiny finger movements while grasping
daily objects. As less static, the computers we interact with are designed as more
flexible and diverse application can be designed. For interacting with everyday
objects, these concepts have to be reunderstood, rethought, and redesigned. An
important characteristic is that the interaction is established when grasping an
object. Sensors are attached to the fingers, but the semantics of the finger gestures
are established only in the moment of grasping the object. This is similar to
Beaudouin-Lafon’s (2000) notion of “instrumental interaction,” in which the mouse
is generic and its concrete semantics only gets established temporarily, while
“grasping” a virtual object, such as an icon on the screen. The approach of
microinteraction design, including microgesture design, detection technology, and
applications, while grasping can push the vision of ubiquitous computing to a next
level (Wolf 2012). Possible applications will be discussed in the following
paragraphs.
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5.4.1 Appropriate Conditions for Peripheral Microgesture
Interaction

The appropriateness of microgesture interactions depends on the following aspects:
the object possibly held in hand and the characteristics of the primary task (Wolf
et al. 2011).

Object. The object influences the way to grasp it by its form as well as through
the intended use (Wimmer 2011). Furthermore, the grip affects the possibility to
perform gestures while grasping as the grip requires a certain hand pose and applied
force per digit. The required force is influenced by the object’s weight. An object
with a certain form and weight requires to be held in a certain way. The grasp
changes completely as a function of the force applied per digit if the object is
installed in the environment, e.g., a steering wheel in a car. As less manual
resources are involved in grasping, more resources are available to perform ges-
tures. Thus, performing microgestures while grasping a steering wheel is a very
appropriate context for grasp-based interaction. On the other hand, holding the
object with one hand (like a stylus or a cash card) limits the ability to execute
gestures (Fig. 5.9). Objects that are held with two hands, such as tablet devices, are
also promising to allow the user to execute gestures while grasping. That would
allow one hand to loose the grasp for gesture execution, while the other is still
holding the device stable.

Task. Parameters that are given by the primary task can decrease the possibility
to execute gestures while grasping. Tasks may be too short and not allow the user to
execute a gesture. Moreover, the task may require too much cognitive load for
allowing interacting in parallel (e.g., target acquisition when inserting an ATM
card). That decreases the ability to perform gestures at the same time. On the other
hand, a task that lasts long and requires (occasionally) less precision, such as
steering a car, is most appropriate for performing gestures in parallel. Again, the

Fig. 5.9 While performing microgestures are easily performable at a steering wheel (I), the
gesture performance decreases if an object has to be held without support and even more if it has to
be kept in a precise position or moved with high accuracy (2, 3)
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usage of tablet devices or similar form factors fits to that need as holding such
shaped object with two hands requires almost no precision and takes as long as
desired. If the device is held with two hands, one can easily occasionally release a
digit and execute a gesture while the other is mainly holding the device.

5.4.2 Appropriate Applications

In the literature, a variety of microgesture applications have been proposed to
interact with a device or smart object when it (or another) is held in the hand.

Saponas (2009), who detected microgestures with an EMG arm band, proposed
to open a car remotely when approaching it through bending the fingers, which is
even possible when the user is carrying a bag. Saponas proposed a hands-free
application of controlling a music player while running. In that scenario, hands
shake a lot through the run activity, which makes button acquisition difficult.

Addressing interaction while hands are busy is problematic for traditional input
techniques, such as mouse, keyboard, and gestures on a touch screen device, but
may be possible using microgestures. From an ergonomic perspective, two setups
were mentioned to fit the requirements of microgesture execution best: holding an
object or device with two hands or holding something that needs not to be carried as
it is attached in the environment, such as the steering wheel in a car.

In cars, many automotive functions can easily be controlled with microgestures
without releasing a hand from the steering wheel (see Fig. 5.10), but also a mobile
phone or any other mobile or wearable device could be controlled using micro-
gestures if the pairing with the microgesture controller is done. Alternative sce-
narios that would also not require a grasp applied with force are riding a bicycle.
Similar to the car scenario, functions related to cycling could be supported through
microgestures, such as navigating through a map or changing gears.

Fig. 5.10 The steering wheel setup (left) allows for easily perform microgestures (center, right),
which could turn any automotive, mobile device, or wearable device control into a microinter-
action that is done as secondary or peripheral task during driving



112 K. Wolf

Fig. 5.11 A two-handed grip allows for microinteraction while holding a device (a), while
browsing the Internet, and while watching a film on a tablet. The grip configuration allows for item
selection (b), slider control (c), and for controlling a rotary knob, which is possible using
see-through devices but also due to the human’s sense of proprioception (Wolf et al. 2012b)

Almost similarly easy is executing microgestures when a lightweight object is
held especially if that is done with two hands. Hence, microgestures could be used
for extending the interaction design space of tablets (Wolf 2015), but also digital
paper or e-readers could be controlled as microinteraction while reading, browsing,
or watching media content (as proposed in Wolf et al. (2012a) and as shown in
Fig. 5.11).

Another advantage of microinteraction during holding devices is that if micro-
gestures are detected through wearable sensors, there is no need to limit the device
control to the physical representation of buttons. A button-less camera control has
been demonstrated in the Tickle project (Wolf et al. 2013). Here a mobile phone
was attached to a traditional camera body to simulate an authentic ergonomic
device shape that would not allow for embedding touch pads into the concave
camera body. A camera application for an Android phone was developed and the
Android device was attached as display on the user-facing side of a SLR camera,
just at the place where usually the camera display is (see Fig. 5.12). The sensors for
finger movements were worn on the index and on the middle finger. That allowed
controlling two parameters of the Android camera application. Thus, the picture
brightness could be controlled with the index finger for lights and with the middle
finger for shadows. That allows fast and seamless picture configuration under
difficult light conditions. As currently many devices, not only cameras, run the
Android operating system, microinteraction with all kinds of devices becomes
already possible.
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Fig. 5.12 An Android-running camera application is controlled through microgestures that are
performed wherever the fingers are best placed to hold the device, without any restriction of the
position of physical or digital buttons

5.5 Summary

Microgestures performed in the periphery of attention used by a primary task open a
broad spectrum of novel ways to interact with computers. The unused resources of
users’ hands in many everyday situations are providing the space for interacting
through microgestures. Microgestures allow for seamlessly interacting with ubiq-
uitous devices and smart objects, which enables microinteraction as part of the
focused activity, as an extra flourish, and as a separate embellishment. Microgesture
interaction using wearable devices to detect the gestures can add an interface to any
graspable thing and to everyday objects. Hence, Weiser’s vision of ubiquitous
computing is becoming more realistic, and users can in almost situations and
everywhere interact with computers. Even if not every task provides the cognitive
and motor resources to interact through microgestures, many situations do. This
chapter explained how microgesture interaction should be designed and how it
should not be, driven by the belief that this interaction technique has great potential
for future ways to interact with computers for both focused and peripheral inter-
action. However, even though the benefit of microgestures has been explored for
some Uls, task types, and applications, the design space of peripheral interaction
still contains many underexplored but promising interaction scenarios. Questions
worth raising in future work may be how microgestures can extend the design space
of coarse peripheral interactions or what modalities other than finger gestures are
useful to support microinteractions in the cognitive and/or motor periphery of the
user.



114 K. Wolf

References

Ashbrook, D. (2007). Supporting Mobile Microinteractions. Georgia Institute of Technology.:
Diss.

Ashbrook, D., Baudisch, P., & White, S. Nenya. (2011). Subtle and eyes-free mobile input with a
magnetically-tracked finger ring. In Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (CHI’11) (pp. 2043-2046). New York, NY, USA: ACM.

Bainbridge, R., & Paradiso, J. (2011). Wireless hand gesture capture through wearable passive tag
sensing. In Proceedings of IEEE International Conference on Body Sensor Networks (BSN’11)
(pp. 200-204).

Bakker, S., Hoven, E. van den, & Eggen, B. (2010). Design for the periphery. In Proceedings of
the Eurohaptics 2010 Symposium on Haptic and Audio-Visual Stimuli: Enhancing Experiences
and Interaction (pp. 71-80).

Ballagas, R., Borchers, J., Rohs, M., & Sheridan, J. G. (2006). The smart phone: A ubiquitous
input device. In Proceedings IEEE Pervasive Computing 2006 (pp. 70-77).

Beaudouin-Lafon, M. (2000). Instrumental interaction: An interaction model for designing
post-WIMP user interfaces. In Proceedings of the SIGCHI conference on Human Factors in
Computing Systems (CHI'00) (pp. 446-453). New York, NY, USA: ACM.

Berlin, E., Liu, J., van Laerhoven, K., & Schiele, B. (2010). Coming to grips with the objects we
grasp: detecting interactions with efficient wrist-worn sensors. In Proceedings of the fourth
international conference on Tangible, embedded, and embodied interaction (TEI’'10) (pp. 57—
64). New York, NY, USA: ACM.

Brewster, S., Lumsden, J., Bell, M., Hall, M., & Tasker, S. (2003). Multimodal ’eyes-free’
interaction techniques for wearable devices. In Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems (CHI'03) (pp. 473-480). New York, NY, USA: ACM.

Chan, L., Liang, R., Tsai, M., Cheng, K., Su, C., Chen, M., Cheng, W., & Chen, B. (2013).
FingerPad: private and subtle interaction using fingertips. In Proceedings of the 26th annual
ACM symposium on User interface software and technology (UIST’13) (pp. 255-260) New
York, NY, USA: ACM.

Czerwinski, M., Horvitz, E., & Wilhite, S. (2004). A diary study of task switching and
interruptions. In Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems (CHI'04) (pp. 175-182) New York, NY, USA: ACM.

Dey, A. K., Ljungstrand, P., & Schmidt, A. (2001). Distributed and disappearing user interfaces in
ubiquitous computing. In CHI'0l Extended Abstracts on Human Factors in Computing
Systems (CHI EA’01) (pp. 487-488) New York, NY, USA: ACM.

Drossos, N., Mavrommati, 1., & Kameas, A. (2007). Towards ubiquitous computing applications
composed from functionally autonomous hybrid artifacts. In The Disappearing Computer
(pp. 161-181). Berlin: Springer.

Edge, D. and Blackwell, A. F. (2009). Peripheral tangible interaction by analytic design. In
Proceedings of the 3rd International Conference on Tangible and Embedded Interaction
(TEI'09) (pp. 69-76) New York, NY, USA: ACM.

Fishkin, K. P., Moran, T. P., & Harisson, B. L. (1999). Embodied user interfaces: Towards
invisible user interfaces. In Engineering for Human-Computer Interaction (pp. 1-18) US:
Springe.

Fukumoto, M. & Suenaga, Y. (1994). “FingeRing”: A full-time wearable interface. In Catherine
Plaisant (Ed.), Conference Companion on Human Factors in Computing Systems (CHI'94)
(pp. 81-82) New York, NY, USA: ACM.

Fukumoto, M., & Tonomura, Y. (1997). “Body coupled FingerRing”: Wireless wearable
keyboard. In Proceedings of the ACM SIGCHI Conference on Human factors in computing
systems (CHI'97) (pp. 147-154) New York, NY, USA: ACM.

Harrison, C., & Hudson, S. E. (2009). Abracadabra: Wireless, high-precision, and unpowered
finger input for very small mobile devices. In Proceedings of the 22nd annual ACM symposium



5 Microgestures—Enabling Gesture Input with Busy Hands 115

on User interface software and technology (UIST'09) (pp. 121-124) New York, NY, USA:
ACM.

Harrison, C., Tan, D., & Morris, D. (2010). Skinput: Appropriating the body as an input surface.
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI’10)
(pp. 453-462). New York, NY, USA: ACM.

Hausen, D. (2014). Peripheral interaction: exploring the design space (Doctoral dissertation,
Miinchen, Ludwig-Maximilians-Universitét, Diss., 2014).

Hausen, D., Richter, H., Hemme, A., & Butz, A. Comparing input modalities for peripheral
interaction: A case study on peripheral music control. In Human-Computer Interaction—
INTERACT 2013 (pp. 162-179).

Hurtienne, J. (2011). Image schemas and design for intuitive use. Exploring new guidance for user
interface design (Doctoral dissertation, Technische Universitét Berlin).

Junker, H., Amft, O., Lukowicz, P., & Troster, G. (2008). Gesture spotting with body-worn inertial
sensors to detect user activities. Pattern Recognition, 41(6), 2010-2024.

Kim, D., Hilliges, O., Izadi, S., Butler, A. D., Chen, J., Oikonomidis, 1., & Olivier, P. (2012).
Digits: freehand 3d interactions anywhere using a wrist-worn gloveless sensor. In Proceedings
of the 25th annual ACM symposium on User interface software and technology (UIST’12)
(pp. 167-176) New York, NY, USA: ACM.

Kratz, S. & Rohs, M. Protractor3D: A closed-form solution to rotation-invariant 3D Gestures.
(2011). In Proceedings of the 16th international conference on intelligent user interfaces
(IUI'11) (pp. 371-374) New York, NY, USA: ACM.

Kratz, S., Rohs, M., & Essl, G. Combining acceleration and gyroscope data for motion gesture
recognition using classifiers with dimensionality constraints. In Proceedings of the 2013
International Conference on Intelligent User Interfaces (IUI'13) (pp. 173-178) New York,
NY, USA: ACM.

Lyons, K., Starner, T., Plaisted, D., Fusia, J., Lyons, A., Drew, A., & Looney, E. W. (2004).
Twiddler typing: One-handed chording text entry for mobile phones. Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems (CHI'04) (pp. 671-678). New
York, NY, USA: ACM.

Mayrhofer, R. & Gellersen, H. (2007). Shake well before use: Authentication based on
accelerometer data. Pervasive computing (pp. 144-161). Berlin: Springer.

Nanayakkara, S., Shilkrot, R., Yeo, K. P., & Maes, P. (2013). Eyering: A finger-worn input device
for seamless interactions with our surroundings. In Proceedings of the 4th Augmented Human
International Conference (AH’13) (pp. 13-20). New York, NY, USA: ACM.

Rekimoto, J. (2001). Gesturewrist and gesturepad: Unobtrusive wearable interaction devices. In
Proceedings IEEE Fifth International Symposium on Wearable Computers 2001 (pp. 21-27).

Ruiz, J. & Li, Y. (2011). DoubleFlip: a motion gesture delimiter for mobile interaction. In
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI’'11)
(pp- 2717-2720) New York, NY, USA: ACM.

Saponas, T. S. (2009). Enabling always-available input: through on-body interfaces. In CHI'09
Extended Abstracts on Human Factors in Computing Systems (CHI EA’09) (pp. 3117-3120).
New York, NY, USA: ACM.

Schmidt, A., Kranz, M., & Holleis, P. (2005) Interacting with the ubiquitous computer: Towards
embedding interaction. In Proceedings of the 2005 joint conference on Smart objects and
ambient intelligence: Innovative context-aware services: usages and technologies (pp. 147—
152).

Suh, S.-B., Hwang, J.-Y., Shim, J.-Y., Ryu, J., Heo, S., Park, C., et al. (2008). Computing state
migration between mobile platforms for seamless computing environments. In 5th IEEE
Consumer Communications and Networking Conference (CCNC 2008) (pp. 1216-1217).

Tsukada, A., & Yasumura, M. (2001). Ubi-finger: Gesture input device for mobile use. In
Proceedings Ubicomp 2001 Informal Companion (p. 11).

Vega, K., & Fuks, H. (2014). Beauty Tech Nails: Interactive Technology at your Fingertips. In
Proceedings of the Sth International Conference on Tangible, Embedded and Embodied
Interaction (TEI’14). New York, NY, USA: ACM, 61-64.



116 K. Wolf

Wagner, J., Lecolinet, E., & Selker, T. (2014). Multi-finger chords for hand-held tablets:
recognizable and memorable. Proceedings of the 32nd annual ACM conference on Human
factors in computing systems (CHI’14) (pp. 2883-2892). New York, NY, USA: ACM.

Ward, J. A., Lukowicz, P., Troster, G., & Starner, T. (2006). Activity recognition of assembly
tasks using body-worn microphones and accelerometers. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 28(10), 1553-1567.

Weiser, M. (1991). The computer for the 21st century. Scientific American, 94—104.

Weiser, M. & Brown, J. S. (1997). The coming age of calm technology. Beyond calculation
(pp- 75-85). (Springer, New York).

Wimmer, R. (2011). Grasp sensing for human-computer interaction. In Proceedings of the fifth
international conference on Tangible, embedded, and embodied interaction (TEI'11) (pp. 221—
228). New York, NY, USA: ACM.

Wimmer, R., & Boring. S. (2009). HandSense: discriminating different ways of grasping and
holding a tangible user interface. In Proceedings of the 3rd International Conference on
Tangible and Embedded Interaction (TEI'09) (pp. 359-362). New York, NY, USA: ACM.

Wolf, K. (2012). When hand and device melt into a unit: microgestures on grasped objects. In CHI
Extended Abstracts on Human Factors in Computing Systems (CHI EA 2012) (pp. 959-962).

Wolf, K. (2015). Grasp interaction with tablets (Springer, Berlin). ISBN: 978-3-319-13980-7
(Print) 978-3-319-13981-4 (Online).

Wolf, K., Miiller-Tomfelde, D., Cheng, K., & Wechsung, 1. (2012a). PinchPad: Performance of
touch-based gestures while grasping devices. In: Stephen, N.S. (Ed.), Proceedings of the Sixth
International Conference on Tangible, Embedded and Embodied Interaction (TEI’12)
(pp. 103-110) New York, NY, USA: ACM.

Wolf, K., Miiller-Tomfelde, D., Cheng, K., & Wechsung, 1. (2012b). Does proprioception guide
back-of-device pointing as well as vision? In Proceedings of the ACM annual conference
extended abstracts on Human Factors in Computing Systems Extended Abstracts (CHI EA
2012) (pp. 1739-1744).

Wolf, K., Naumann, A., Rohs, M., & Miiller, J. (2011). Taxonomy of microinteractions: defining
microgestures based on ergonomic and scenario-dependent requirements. In Proceedings of
IFIP TC international conference on human-computer interaction—Volume Part I (INTERACT
2011) (pp. 559-575).

Wolf, K., Schleicher, R., Kratz, S., & Rohs, M. (2013). Tickle: A Surface-independent interaction
technique for grasp interfaces. In Proceedings of the International Conference on Tangible,
Embedded and Embodied Interaction (TEI 2013) (pp. 185-192).

Wolf, K. & Willaredt, J. (2015). PickRing: Seamless interaction through pick-up detection. In
Proceedings of the Augmented Human International Conference (AH 2015) (pp. 13-20).



Chapter 6

Casual Interaction—Moving Between
Peripheral and High Engagement
Interactions

Henning Pohl

Abstract In what we call the focused-casual continuum, users pick how much
control they want to have when interacting. Through offering several different ways
for interaction, such interfaces can then be more appropriate for, e.g., use in some
social situations, or use when exhausted. In a very basic example, an alarm clock
could offer one interaction mode where an alarm can only be turned off, while in
another, users can choose between different snooze responses. The first mode is
more restrictive but could be controlled with one coarse gesture. Only when the
user wishes to pick between several responses, more controlled and fine interaction
is needed. Low control, more casual interactions can take place in the background
or the periphery of the user, while focused interactions move into the foreground.
Along the focused-casual continuum, a plethora of interaction techniques have their
place. Currently, focused interaction techniques are often the default ones. In this
chapter, we thus focus more closely on techniques for casual interaction, which
offer ways to interact with lower levels of control. Presented use cases cover
scenarios such as text entry, user recognition, tangibles, or steering tasks.
Furthermore, in addition to potential benefits from applying casual interaction
techniques during input, there is also a need for feedback which does not imme-
diately grab our attention, but can scale from the periphery to the focus of our
attention. Thus, we also cover several such feedback methods and show how the
focused-casual continuum can encompass the whole interaction.
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6.1 Introduction

Most systems around us are only designed for focused interactions (interaction with
full attention and full control of the process), limiting us in how to interact with
them. Consider something very basic such as going on a day trip. You decide to
head to the sea and go to the station to catch some train going in that direction.
However, once you stop to buy a ticket you encounter an obstacle. The ticket
machine requires you to select a specific destination and a specific departure time.
You might very well not care which destination to go to; after all you just wanted to
go to any place next to the sea. But the machine forces you to make a selection,
while it could easily access additional information to help you in your task. Which
town is least crowded? Which train has the shortest wait time? Which beach has the
best weather forecast for the day? Yet, the input from the user has to be exact, and
such a ticket machine does not allow for more relaxed selections. If this machine
offered what we call casual interactions, you could, e.g., just pick “I'd like to go to
the sea” and have the system assist you with the details. This requires yielding some
control over the task, which is the defining characteristic in casual interactions.
Casual interaction touches on similar topics as peripheral interaction, but offers a
different perspective on what characterizes the shift from foreground to background,
from focused to casual. In peripheral interaction, “interactions with technology
could be designed to shift between center and periphery of the attention” to “enable
digital technologies to better blend into our everyday lives” (Bakker et al. 2012).
This, e.g., results in “objects that could drift between the focus and periphery of a
user’s attention according to the momentary demands of their activity” (Edge and
Blackwell 2009). Where peripheral interaction focuses on the aspects of physical
placement and attention, casual interaction builds on a user’s desired level of
control (also see Fig. 6.1). An interaction is casual when control is yielded to the
system, whereas it is peripheral if low attention is given to the interaction. Those
two aspects can overlap, e.g., when yielding control means using coarser interac-
tions at the side, but at other times those two views diverge. Users can, e.g., have an

Highest &
control
focused interaction peripheral interaction automatic system behavior
casual interaction
Lowest
control w
fully focused attention completely outside attentional field

Fig. 6.1 Interactions become casual when users yield control to a system. Instead of requiring
precise or focused input, they can then interact with more ambiguous or imprecise inputs
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interaction in the center of their attention, yet choose to give up control (e.g., by
providing ambiguous input and expecting the system to partly take over). The ticket
machine mentioned above is such a system, where users are focused on the inter-
action, yet might wish to yield some control over the precise outcome to the
machine in order to lower their interaction load.

The concept of casual interaction thus revolves around the notion of control—as
an aspect of user engagement. Engagement, as defined by O’Brien and Toms
(O’Brien and Toms 2008), encompasses multiple attributes of an interaction, such
as attention, novelty, or challenge. When focusing on engagement through control
—a user is said to be more engaged in an interaction when she is asserting more
control (e.g., by being precise) and vice versa. A central point in casual interaction
then is that these are not just two choices to pick from. Instead, interaction with a
system or device can happen at any point between those extremes. Users pick the
interaction they find most appropriate for their chosen level of control. Thus, users
can pick between having tight control of a system (focused interactions) and giving
up some control over the outcome (casual interactions).

One might assume that users always would desire high control. However,
control comes at a cost: To provide very precise and accurate input to a system (and
thus exert high control), users need to do the same: give precise and accurate input.
However, this is not always possible or desirable. For example, users might be tired
or have their hands full, precluding them from fully controlling a device. Thus,
there is a trade-off between how much they engage with a device (the level of
control of their input) and the resulting control they thus receive over the device. In
casual interactions, we closely investigate this tension. One might wonder why a
user would choose one or the other. And what are the trade-offs to be considered
here then? We will explore this further in this chapter and will also have a look at
several examples of casual interaction systems.

In the following sections, we will first take a look back at a scenario similar to
this book’s introduction and examine light control from a casual interaction per-
spective. After a brief overview of related previous concepts, we will then inves-
tigate individual aspects of casual interaction more in depth. This covers basic
aspects of why casual interaction is desirable, a closer look at the design space (how
to yield control and how to design for multiple levels of control). Over the span of
the chapter, we will look at concrete examples of systems that were designed for
casual interactions, allowing users to scale back and assert less control during their
interaction.

6.2 Light Control from a Casual Interaction Perspective

As in the introductory example from this book, we can envision a scenario where
casual interaction supports controlling the lights in a smart home environment. To
support casual interactions, multiple ways to affect the lighting are available, each
with varying levels of control. This is in line with Offermans et al. (2014),
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who report that for users “depending on the particular situation context, both a high
degree of control and low effort can be considered important.” In this example,
those different interaction options are all integrated into one device—a bracelet
controller. The user in our scenario then picks the one option she deems most fitting
for her currently desired level of control.

Catherine comes home from work. Once she enters her house, the lights turn
on and provide a neutral ambience. However, Catherine is tired after a long
day at work and would like to change the lighting to a more calm and relaxing
setting. She wears a bracelet that allows for multiple different ways to control
the lighting. To switch to a different lighting preset, she quickly rotates her
wrist outwards and back and then performs a waving gesture in the air. This is
detected by the bracelet, and the lighting changes to the desired mood. After a
short nap, she sits down on her sofa and decides to read. For reading,
Catherine would like to increase the ambient light slightly. She grasps around
the bracelet to activate the brightness mode. While holding the bracelet, she
now turns her arm to increase the brightness to the desired level. She does not
care much about the light color at this point and just desires an overall
brightness increase. Now, a game of her favorite hockey team is about to be
shown in TV. For the game, Catherine would like to change her living room
lighting to her team’s color. She is an avid fan and thus is much pickier in the
exact lighting color. Thus, she uses the exact color control mode of the
bracelet. She uses the embedded capacitive slider to pick just the right values
for hue, saturation, and lightness that she wants. She can toggle between the
different slider modes with light taps on the bracelet.

In this scenario, we encountered multiple ways to control the lighting. In their
effect, they are all the same: The lights change to a different setting. However, they
differ in the amount of control the user has and how much precision and focus they
require. They also each make use of a different combination of sensing in the
bracelet (as illustrated in Fig. 6.2). Catherine used three different interaction modes:

Capacitive Slider
& e-Ink Display

— 6-DOF Motion Sensor

Touch Sensor

Fig. 6.2 In our envisioned mood lighting scenario, Catherine uses a bracelet that supports a range
of interactions. She can directly control the color values with a capacitive slider or perform arm
gestures which are picked up by the built-in motion sensor
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Casual interaction By gesturing, she switched to some preset lighting pattern. This
allows for large changes in lighting mood, but restricts user freedom to the available
presets. The gestural interaction for this change can vary in complexity.
Conventionally, users would pick simpler gestures for common presets and only
move to more complex gestures for more rarely used mood settings. Catherine does
not need to observe the bracelet while making preset changes, potentially allowing
her to perform such interaction peripherally.

Semi-casual interaction When using the whole bracelet as a brightness slider,
freedom of lighting choice is rather restricted. Instead of switching to a precise color
setting, users in this mode can only enact a more general mood shift. However, the
interaction needed for this is minimal and can be performed in the periphery of
attention. The complexity is lower than in gesturing as no memorization of presets
is required. While the user here does give away some control (after all, not all colors
are reachable with just brightness changes), there is only minimal required inter-
action with the device. This also makes this kind of interaction more appropriate
when guests are present. While they might not appreciate Catherine to fiddle with
color sliders, a quick dimming action on the bracelet is less disruptive.

Focused interaction Toggling between different slider modes and then using the
precise built-in sliders allows Catherine to pick any color in the available space.
However, this freedom comes at a significant interaction cost. Switching between
and manipulating three different sliders is a complex task that required precision
and thus cannot easily be relegated to the periphery. Thus, a user will likely only
resort to this mode when other input modes are too restrictive.

We can see that each mode sits at a different point of the control space. Catherine
in each situation picked the mode that provided her the needed level of control (i.e.,
precision when specifying the lighting change) while minimizing the put in effort.
Note that this choice is not made by some system, but she retained control in
picking the desired level of control.

In the given example, three different modes were available. However, this dis-
cretization is a design choice, and for each system complexity and freedom have to
be carefully weighted. With an increasing number of modes, users gain flexibility,
but the risk of a mode error increases as well. Catherine could have instead chosen a
bracelet with only one casual interaction mode (e.g., only using it for dimming).
Here, she would use her phone for more precise interaction and switch between
those two devices depending on how much control she desires. We will revisit this
choice between integration and separation of interactions later in the chapter.

6.3 Related Work

There has been interest in concepts of interaction where users are less engaged or
give up control for a long time. Buxton in 1995 already described the space
between foreground and background interaction (Buxton 1995) using the example
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of a video chat system. He notes that foreground interaction uses higher bandwidth
than background interaction but also happens intermittently, while background
interaction allows for longer running, persistent interactions. While he specifically
relates this to video chatting and relaying presence, this relation holds true for a
more general interaction channel as well. In Buxton’s model, though, these modes
are discrete and, while users can move between foreground and background, he
does not address how gradual change in ground would be addressed.

Interaction in the background has been taken a step further toward incidental
(Dix 2002) or implicit (Ju et al. 2008) interactions. In Dix’s incidental interaction,
users might not even be aware of the interaction itself (they retain no conscious
control in this instance). Once users become aware of the interaction, however,
interactions become expected or even intended (users regain control through
awareness). Here, a user’s experience with a system drives how much control they
can have. Ju et al.’s implicit interaction extends the foreground background model
with an additional initiative dimension. Hence, a system, during foreground inter-
action, could be reactive and have the user in control, or act proactively on its own.
They specifically explore proximity as a way to transition between these different
modes.

A larger range of work has investigated concrete scenarios for foreground and
background interactions. Hinckley et al. (2005), e.g., build on Buxton’s work and
explore how sensors in mobile devices can support both grounds. Along the same
line, Hudson et al. (2010) detect “whack gestures” to enable interaction with
mobiles without taking them out of a pocket. Olivera et al. (2011) instead look at
tangibles and find that those can support background interactions by being less
distracting and more fitting for concurrent interaction. In peripheral interaction, the
background is described as the periphery of attention and designs hence focus on
the aspects such as awareness [e.g., in the CawClock (Bakker et al. 2012)], or input
in the periphery (e.g., using tangibles without looking at them).

In the presented concepts, the choice of ground is commonly based on attention
and the grounds themselves are discrete or even binary. In contrast, casual inter-
action is concerned with users’ level of control in an interaction. Casual interaction
systems also can offer continuous change in ground, dependent on a user’s
changing level of control. The concept of yielding control builds upon the
H-Metaphor by Flemish et al., who proposed a varying control system for auto-
mated vehicles where drivers can yield and take control as they choose.

You can let your vehicle go without being completely out-of-the-loop, or you can reassert a
more direct command, for example, by taking a tighter grip on your haptic interface
(Flemish et al. 2003).

One example they use to describe this change is riding a horse. A rider can
“loosen or tighten the reins” to change how much control to exert on the horse.
Tightening the reins can, e.g., mean making more deliberate and decisive move-
ments or interacting with the horse more frequently. When the reins are loose, the
horse is given more freedom to decide where to go. By tightening the reins, a rider
can take back control and steer the horse more closely. The horse itself contributes
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to the task. It can, e.g., see a path ahead and follow it even under loose reins.
External cues thus inform the behavior of the horse. However, the rider retains the
option to tighten the reins and steer off the path if so desired. Similarly, casual
interaction systems are designed to allow looser reins when using a device—
yielding some control to it as desired to offload some of the effort of the interaction.

6.4 Why Would We Want to Have Less Control?

As described earlier, there can be many reasons users might choose to yield control
to a system. Here, we further explore why this might be the case. We group reasons
for asserting low control into three categories: (1) mental reasons, (2) physical
reasons, and (3) social reasons. These three categories, respectively, cover (1) in-
ternal, cognitive aspects; (2) those regarding a user’s presence in the world; and
(3) those arising from interactions with other people.

Mental reasons often relate to notions of distraction, exhaustion, or focus. This is
often the case when a user is engaged in a different task primarily. In such situa-
tions, a secondary task in the periphery might only receive a small amount of
attention. Focus in such a scenario can move back and forth numerous times
(Bakker et al. 2012). If we design interactions to work at lower levels of focus, we
might reduce the cost of such switching. Avoiding effort, however, is not neces-
sarily bound to restriction by another task. In fact, just being exhausted after a long
day can lead to active-choice avoiding behavior due to ego depletion (Baumeister
et al. 1998)—a concept that postulates that willpower is finite and self-control
decreases over time, leading us to avoid making active choices.

Physical reasons for choosing low control include scenarios such as wearing
gloves, carrying bags, or the hands being busy with another task (e.g., driving).
A user encumbered in such a way is not able to engage as much with her devices as
an unimpaired user (Oulasvirta and Bergstrom-Lehtovirta 2011). For example,
consider carrying home several grocery bags—the hand holding them cannot hold
the phone as well. While having our hands full might mean that we cannot closely
control our devices, in casual interaction there should be ways of interaction left for
us to give commands even when thusly encumbered. An example of such inter-
actions—performed while the hands are already busy—is microgestures (Wolf et al.
2011). As described in Chap. 5, such gestures make use of remaining degrees of
freedom, not yet involved in the primary task (e.g., fingertip movements).

Social reasons for low control are often related to how we would like to be
perceived when interacting (Goffman 1959), but also include questions of accept-
able behavior. In situations such as meetings or dates, it is seen as rude to take out a
phone and interact with it. We use attention to signal to others that we value our
time with them. Engaged use of our devices can then negatively influence our
relationships. Low-engagement interactions (possible without shifting focus a lot)
can still be ok though. Imagine the mood lighting device from earlier: Sitting on a


http://dx.doi.org/10.1007/978-3-319-29523-7_5

124 H. Pohl

couch next to your date, taking out the phone to dim the lights could be seen as
disruptive while the proposed dimming interaction is much more subtle and can be
performed less visibly. Interacting casually not only allows signaling attention to
others, but also gives users a general way to signal to observers how little engaged
they are. A public image of being in control, yet not putting in too much effort for
this, can be quite desirable (Warrington et al. 2000). Appearing to others as if one is
trying too hard can have negative connotations.

6.5 Are Users Willing to Exert Less Control?

One key question in casual interaction is whether giving users a way to trade
control for comfort is something they actually appreciate. It might well be that users
want to have full control all the time and shy away from relinquishing some of it.
However, we found that, when given a choice, users are willing to do just that if
they felt they could retain an appropriate level of control to achieve their task. We
tested this with a very simple setup: a steering task, where users had to control the
movement of a ball and maneuver it to a goal area (Pohl and Murray-Smith 2013).

To complete this simple steering task, we gave them three different means of
control, each at a different point in the focused-casual range. They could use
(1) touch interaction to directly control the ball, (2) hover interaction to rate-control
the ball (similar to a joystick), or (3) in-air swipe gestures to move the ball in a
general direction. From (1) to (3) control degrades, while less and less focused
interaction with the device is needed. When interacting in the most casual way,
users could lean back, wave their hand over the device once, and be done. Compare
this to touch interaction, where users had to move their finger over the screen
multiple times to move the ball around. While this gives very precise control of the
trajectory, it also requires much more work from the users. Note that the “level of
control” for those three modes is not defined on an interval, but on an ordinal scale.

Participants completed multiple levels, where the difficulty of each level is
determined by Accot and Zhai’s (1997) steering law. We found that users indeed
scale back their interaction if the task is sufficiently easy and they do not require full
control—control correlates with task difficulty. In fact, users were very attracted to
the more casual control modes and would try those first before resorting to more
controlled interactions. Imagine we had built a system only allowing for focused
and precise interaction. Those users would have had no way to scale back their
control. So even when they would not have required a high level of control, they
would have been forced to provide this input anyway. We feel forcing users to do
more when they could get away with doing less is somewhat cruel. If we can design
our devices in a way that allows users to lower their control when appropriate and
push the interaction to the periphery, we should do so.
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6.6 Integrated and Separated Casual Interaction Systems

When designing for casual interactions, there are two approaches: (1) try to design
one device so it offers multiple ways to interact across the range of control, or
(2) design for multiple devices where each device covers just a subset of the control
range. Both options can be good choices, but offer distinct advantages and
disadvantages.

Earlier, we already looked at one example of a device that incorporates different
interaction modes: the light-control bracelet. With more casual interactions often
using around-device space or coarser movements, such coexistence of different
modes is feasible. However, this approach does make devices more complex.
Instead of learning one way to use them, users now have to learn multiple tech-
niques. Users might get confused when accidentally activating the wrong mode or
might be overwhelmed when functionality is overloaded (e.g., when slider move-
ments are interpreted differently depending on the active device mode). There is a
fine line between a device that empowers users to do less and a device that frustrates
users because they cannot figure out how to use it in a given moment. It will be up
to system designers to pick the right number and kind of modes to combine for
every specific instance.

In current systems, an incremental learning approach is often used to lessen the
impact of required initial effort complexity somewhat. Instead of learning all dif-
ferent modes at once, users take up the general mode first. Over time, as they use
the system, they then discover additional commands or modes (e.g., the keyboard
shortcuts for often used menu items) slowly increasing their skills and capabilities.
Similarly, users of integrated casual interaction systems could start with the focused
mode first and then add more casual interactions as they see fit. This process can be
supported by casual interaction systems pointing out more casual ways to achieve
the same effect after a user interaction.

Instead of integrating several interaction techniques into one device, users could
be given different devices for different levels of control. Most people already carry
one device for focused interactions: their phone. Thus, there is little need to
introduce additional focused interaction devices. Instead, wearables (such as
watches or bracelets) are an example of a device class that supplements phones and
could be utilized to support casual interactions complementary to the focused
interactions of the phone. This could be a simplified form of the light-control
bracelet, e.g., only allowing dimming of the lights. Similarly, we can envision such
modes being integrated into clothing, furniture, or tools. For example, some lamps,
such as the TaoTronics TT-DLOS," already come with integrated touch sliders for
dimming. Such integrated dimmers allow for a way to change the lighting with less
effort than taking out a phone, opening the lighting app, selecting the specific light,

"http://www.taotronics.com/taotronics-tt-dl05-led-portable-eye-care-lamp.html.
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Fig. 6.3 This button enables a low-effort way of user recognition by observing button pressing
behavior. For small groups of users, establishing who, e.g., entered a room can then be as easy as
pressing a button. In addition to conflating the action with the recognition, this allows for
recognition in the periphery as the button can, e.g., be pressed while entering the room

and then using the on-screen sliders to do the same. Instead, users can just touch
and hold the lamp or drag along the base or stand.

One scenario where we specifically explored custom low-control devices is user
recognition. For this, we modified a light switch and embedded a distance sensor
(see Fig. 6.3). By observing how users press the button, small groups of users can
be reliably distinguished (Pohl et al. 2015). While this does not offer the same level
of security as, e.g., keycards, this setup allows performing user recognition in the
periphery. Users are recognized as they enter the room and switch on the lights.
Should they require a higher level of authorization, they can still switch to a
traditional authentication method. The button, however, enables them to put less
effort in and devote less attention to the task should they not require such a high
level.

Instead of having objects in the environment imbued with interaction capabili-
ties, we have also explored the concept of making use of any object for casual
interactions (Pohl and Rohs 2014). Imagine your whole living room being tracked
(e.g., by your phone or a stationary setup), and thus, any touch or other interaction
with objects in the room being available as a means for input (as illustrated in
Fig. 6.4). Instead of, e.g., having a dimmer control embedded into a device, you
could repurpose any nearby object to temporarily fulfill the same role. Objects
repurposed in this way can offer good affordances for many tasks (e.g., round
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Fig. 6.4 Instead of embedding input capabilities into objects around us, we can leave them as is
and track them externally. Manipulations of such objects or touches on them can then be used as a
means of input. We can, for example, temporarily make a nearby coffee mug a volume slider or
press down on a hacky sack to use it as a transient button. Such appropriation of objects can be
limited to a given interaction window (e.g., the hacky sack is only a button when a call is coming
in), or persist over longer durations (when objects are explicitly set aside for specific interactions)

objects invite turning and squishy objects invite pressing). While this makes them
well suited as interactors, this also means less attention has to be paid when
interacting with them. Turning a mug around can be done in the periphery, while
modifying an on-screen dial requires at least visual focus on the interface.

Which one of those options is more appropriate when designing a casual
interaction system is not a clear-cut decision. Integrating everything into one device
increases portability but comes at the price of added complexity. On the other hand,
one would not want a large number of specialized objects lying around everywhere.
This would lead to clutter, making it hard to find a currently required one.
A balance could be struck via a mixture of both models: having one centralized
device for all focused and some casual interactions, in combination with a small
number of casual interaction wearables and any number of casual interfaces inte-
grated into objects. A lamp with an integrated dimmer (as described earlier) pro-
vides an additional casual interaction path that is fixed to one specific location.
When next to the lamp, users then have the option of interacting with it casually.
When away, they can use their phone to select and then dim the lamp. Should this
level of control (remote) be required, having to resort to focused interaction is
acceptable.
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6.7 How to Design for Low Control

While we have already seen some examples of low-control systems, here we will
take a closer look at what can be done when building low-control interfaces.
Examples of casual interactions are interactions that (1) happen further away from a
device, (2) use low-fidelity proxies, (3) are performed less accurately, (4) use a
more restricted input repertoire, or (5) require less concentration or thought. By
definition, an interaction is casual when control is given up. What that entails
specifically then is dependent on the actual device and how one can interact with it.

As shown in Fig. 6.5, distance to the device can be one way to delineate casual
interactions (Marquardt and Greenberg 2015; Marquardt et al. 2011). If we imagine
a phone lying on a table, then picking it up and using touch interactions requires
more effort and precision than waving in the general direction of the device. With
increased distance feedback from the device becomes harder to receive, and often
sensing fidelity will decrease as well. Thus, the bandwidth in the interaction goes
down accordingly. Touch interaction allows users to provide more complex and
rapid command sequences compared to gestures away from the device. This natural
regression of input in around-device interactions can be used to either separate the
around-device space into distinct zones of casualness or continuously change the
control level.

As shown previously, repurposing nearby objects for interaction allows creating
temporary control proxies. For example, when your phone rings, you can dismiss
that call using any nearby object with some marker property (e.g., anything colored
red and pressable). Not having to take out your phone for this results in an inter-
action where less attention is diverted. By using physical objects as proxies, we
enable eyes-free interaction and allow users to move this interaction to their

periphery.

Fig. 6.5 When designing for
different input options in one
device, distance from the
device can be used to switch
between them. Here, focused
interaction happens on the
device when using touch. In
the above-device space, users
can perform rough or precise
gestures. In this example,
close space is used for more
complex gesturing, while the
space far away from the —_—
device is used for more casual
waving gestures. With

increased distance the level of [ })
control decreases, but
interactions become more

casual ¢
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While distance to a sensing device naturally results in input regression, the
coarseness of input can also be adapted independently. For example, in interaction
with a touch screen, users can do both: precisely select small targets or use swipe
gestures over the whole screen. One example of this is available in many current
phones as swipe to delete. In the inbox view of their email app, users can either
delete messages by touching them and then selecting a delete action from a menu
bar or they can swipe over the message to directly delete it. The first action allows
for more elaborate actions (selecting multiple messages, archiving instead of
deleting, moving messages, ...), but also requires more precise input and thus more
attention from the user. Another example are on-screen gestures, which can scale
from very simple and easy to perform (e.g., horizontal swipes) to much more
complex and harder to perform (e.g., drawing Chinese characters). In the frame-
work of casual interactions, we can regard coarse input as more casual and precise
input as more focused.

Similar to making input coarser, we can also just restrict the number of available
inputs. Instead of showing twenty buttons on a screen, we might reduce this to three
more general buttons. Here, the interaction stays the same (touch on a screen), but
as the number of choices goes down, we decrease the mental load for selection and,
by increasing target size, can also make acquiring targets easier. One example of
this approach can be found in some smartwatches. Displaying a full keyboard on a
smartwatch necessitates very small key sizes. Instead, messaging apps such as the
one in the Apple Watch only display a smaller number of predefined replies (e.g.,
“’ll call you back”). The small number of available messages severely limits
control of the user in what she can reply, but does enable replying fast and without
much effort. By making shown information glanceable, users can take it in with less
effort (and presumably better maintain focus elsewhere). This can tie in closely with
a reduced number of input choices (showing less overall), but can also mean
keeping the same number of controls but restricting the information shown per
control (e.g., only displaying emoji abbreviations on message template buttons
instead of full message texts). Reduced visual complexity and increased size of
visual features already allow users to interact with their device at a distance by
allowing them to perceive feedback without requiring them to pick up the device.

Overall, the more casual an interaction is, the more constrained, coarser, and
distanced from the device the input can be. This is counter to the kind of interaction
we are used to: focused on our devices and in a tight control loop where we quickly
alternate perceiving output and providing new input. Note that none of the markers
of casualness presented here are absolutes. For example, reducing the number of
choices does not mean reducing them down to one (such as in Amazon’s Dash
Button®—an attachable physical button one can press to, e.g., order new detergent)
or even zero (as in agent systems). Instead, there is a continuum where we can make

2https://www.amazon.com/oc/dash-button.
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things more casual in several degrees. We can also combine two or more aspects.
Further away from the device, we might use coarse and large gestures for input but
at the same time also reduce the number of available options.

6.8 What Does Yielding Control to a System Require?

So far, we have described the general approach of yielding control and examined
one scenario where this occurs when changing lighting mood. However, we should
dive deeper into what it means from a system’s perspective when we yield control
to it. After all, while we have seen that users are willing to have less control and
give some power to the system (see Sect. 5), this requires systems to actually do
something sensible with this power. Asking your lighting system to change the
mood to something a bit cozier and that system then playing back a wild light show
would not match up with our intentions. Thus, yielding control usually requires a
conceptual model of the space a system operates in. This often requires system
designers to think about the problem space on a higher than usual level. For
example, designing a lighting system that only exposes one color slider to users
(leaving the choice of color completely up to them) can be done without much
understanding of color theory. On the other hand, allowing users to manipulate
mood requires dedicating design resources to that aspect as well.

Models used in casual interaction systems can come in many different forms.
They can, for example, be based on some notion of error (e.g., in text entry),
likelihood [e.g., in music retrieval such as in (Boland and Murray-Smith 2013)], or
on a designer’s intuition of important feature points (e.g., when limiting selection of
lighting color to a list of known “good” colors). One difference in such models is
thus whether they are more strongly based on a describable algorithmic principle or
whether they encode a more human understanding of importance. The very extreme
example of a model-based system is agents—here users completely delegate tasks.
Based on a model, the agent system then makes all choices on behalf of the user.
The model is typically informed by a set of sensor inputs (say, time of day and door
status) and infers some action (e.g., sounding an alarm). As such, agents provide
system behavior to the user with no required effort, but also take away all control. In
casual interactions, we similarly make use of models to inform what to do once
some control is ceased, but have the user stay in the loop. System behavior is not
fully automated but instead steered to varying degrees by the user. As users are kept
in the loop, they receive feedback and can correct or adapt system behavior as they
choose.

One example of casual interaction using an error-centric model is adaptive
autocorrection (Weir et al. 2014). As text entry on touch screen phones is more
error-prone than on a physical keyboard, autocorrection algorithms are used to
change an entered sequence with typos to the one most likely intended. There are
actually two models at play here: (1) a touch model and (2) a language model. The
touch model describes how we might not hit the center of a key on a touch screen
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Fig. 6.6 In a touch screen keyboard, a language model provides a probability for the next letter
(shown here as key color) and a touch model gives a measure of certainty for a user’s touch (here
shown as a gradient around the touch position indicated by a cross). The combination of both
models determines the most likely next letter. We vary how much influence the language model
has by changing the size of the touch area. When users press harder, it shrinks and keys closer to
the touch are much more likely to be chosen. As users relax and only press lightly, the area
increases and many more keys are potentially chosen—increasing the influence of the language
model

~

keyboard but instead deviate to some degree. The language model on the other hand
knows about likely character sequences and thus can, e.g., determine that a user
probably did not want to enter “hellp,” but instead might have meant to enter
“hello.” Together, these models help correcting for off-target touches and typos in
the resulting text.

While this system behavior is generally very useful, it can get in the way the
moment one tries to enter a word not known to the system. Then, autocorrection
corrects something we did not want to have corrected at all. This is commonly
problematic when mixing languages, using slang, or entering abbreviations.
However, currently there is no way to take back some degree of control from the
autocorrection system to override the behavior. If we think back to the horse riding
example, this would be similar to a horse that always stays on the path. If you
would like to ride out into the open field, you would be out of luck. Instead, we
have explored using typing pressure to allow users to override autocorrection (as
illustrated in Fig. 6.6). When they want to enter a word and have it not changed,
they can do so by pressing down a bit harder. Note that this is a gradual shift
between high and low control. There are no distinct control levels. When typing
softly, users allow autocorrect to jump in and “fix” what they entered. Only for parts
where autocorrection is not desired, control is taken. This combines both casual
interaction when assistive behavior is welcomed and focused interaction when tight
control over the system behavior is needed.
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We already encountered one example of a designed model earlier: predefined
answers in a smartwatch messaging app. Because typing on a smartwatch is
cumbersome, the Apple Watch allows users to reply using a number of predefined
messages. Thus, one can send back a quick “ok” without typing. The watch also
generates contextual reply options to choose from (e.g., enabling “sushi” and
“pizza” as replies when the previous message was “should we get sushi or pizza?”).
In this way, the watch actually combines both algorithmic and designed models.
With the Apple Watch, users also retain the option to dictate a reply. So while the
default reply interface is more casual, a focused interaction is available if more
control is needed. Another example of a designed model can be seen when looking
back at the lighting change system described in the beginning. Programming the
system to make sense of what it means to change the mood of the lighting (e.g., to
make it more calm or cozy) comes down to hand-tuning mood-color mappings.

6.9 How to Adapt Output in Casual Interaction Systems?

So far we have mostly focused on casual interaction as a way to scale back control
of a system. However, to allow for true casual interaction, there also need to be
corresponding feedback techniques. Such casual feedback is designed for low
attention capture and for use in the periphery. If we look at feedback used in current
phones, then this is currently not considered. Vibration feedback, for example, is
very disruptive and not suitable for casual feedback at all (Haller et al. 2011).
Current fidelity of screen design also does not work well for peripheral and casual
interaction. One approach is to have different visualization modes for levels of
focused or casual interaction. Stock Lamp is one example of such a system
specifically designed to adapt differently to focused (actively and passively) or
peripheral use (Tanahashi and Ma 2015).

We have begun to investigate pressure as a feedback modality that can support
the kind of peripheral feedback unsupported by vibration feedback (Pohl et al.
2015) (see also Fig. 6.7). In such compression feedback devices, pneumatic

Fig. 6.7 We are experimenting with pneumatics in cuffs around the wrist to apply compression
feedback as a modality for low-disruption background notifications
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actuation is used to tighten a strap around, e.g., a usera€™s wrist. We found that at
low pressures, feedback can be sustained over long periods, while not disrupting the
user yet being perceivable. Such background feedback can help alleviate some of
the disruption of notifications. Instead of sounding an alarm with every new
incoming message (independent of urgency), casual feedback systems can notify
users in the background that something is available for them to look at. By
increasing the pressure in the strap, attention capture of the feedback can be
increased to levels exceeding those of vibration feedback. Thus, this kind of
feedback supports the whole range from casual to focused interaction. We can have
it persist in the background (barely perceivable but readily noticeable when con-
centrating on it), but move it to the foreground when necessary.

Some current devices already try to incorporate their own version of more casual
feedback. Some Microsoft Lumia phones come with Glance screen functionality
and show basic notifications, while the main screen’s backlight is off. Phones can be
configured to only display this low-fidelity feedback for a short while after a hover
interaction. Such glance screens try to provide some feedback at lower levels of
interaction than unlocking the phone or activating a notification center. The
Samsung Galaxy Note Edge takes another route and extends the screen over one of
the outer edges. This allows displaying notifications at the side, allowing easier
viewing when the phone is lying, e.g., more than arm’s length away on a table.
Ideally, this would be combined with a way for the phone to sense hands in the
space in front of the phone. Users could then use casual interactions to, e.g., check
active notifications and send quick replies, without even picking up the phone.

6.10 Conclusion

In this chapter, we have outlined the concept of casual interactions. Casual inter-
actions try to provide options for lower control interaction to users. We feel that
there is already a pressing need to be able to interact with less effort, which will
only increase in the next couple of years. Our phones are focused interaction
devices, which are with us at all times. It currently looks like, in addition, we might
be carrying around several wearables as well (which will all want some of our
attention). At the end of the day, we come back to our smart home full of
internet-of-things devices (again wanting us to engage with them). Casual inter-
action is one approach to keep the assault of attention grabbing at bay. Casual
interaction allows us to relegate some control back to a system, while keeping us in
the loop and enabling us to take back control as we see fit. This is different from
agent-based systems that try to automate things and move the user out of the loop.

Fundamentally, casual interactions built onto the assumption that completely
modeling user state is unfeasible. Instead of trying to predict when a user is tired,
encumbered, or in a demanding social situation, we relegate that to the users
themselves. They are the ones able to pick how much control to give away, not a
system on their behalf. With current system design ingrained with the assumption
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of focused interaction, we should try to investigate more how to do things with less.
This will require specific models for each use case, but once we find underlying
concepts, we can reduce complexity where appropriate, yet retain a way back to
interaction with said complexity where users demand so.

References

Accot, J., & Zhai, S. (1997). Beyond Fitts’ law: Models for trajectory-based HCI tasks. In
Proceedings of the SIGCHI conference on Human factors in computing systems—CHI ‘97
(pp. 295-302). New York, USA: ACM Press.

Bakker, Saskia, van den Hoven, Elise, & Eggen, Berry. (2012a). Acting by hand: Informing
interaction design for the periphery of people’s attention. Interacting with Computers, 24(3),
119-130.

Bakker, S., van den Hoven, E., Eggen, B., & Overbeeke, K. (2012b). Exploring peripheral
interaction design for primary school teachers. In Proceedings of the Sixth International
Conference on Tangible, Embedded and Embodied Interaction—TEI ‘12 (Vol. 1, pp. 245-252).
New York, USA: ACM Press.

Baumeister, Roy F., Bratslavsky, Ellen, Muraven, Mark, & Tice, Dianne M. (1998). Ego
depletion: Is the active self a limited resource? Journal of Personality and Social Psychology,
74(5), 1252-1265.

Boland, D., & Murray-Smith, R. (2013). Finding my beat: Personalised rhythmic filtering for
mobile music interaction. In Proceedings of the 15th International Conference on
Human-computer Interaction with Mobile Devices and Services—MobileHCI‘13 (pp. 21—
30). New York, USA: ACM Press.

Buxton, B. (1995) Integrating the periphery and context: A new taxonomy of telematics. In
Proceedings of Graphics Interface—GI ‘95 (pp. 239-246).

Dix, A. (2002). Beyond intention—Pushing boundaries with incidental interaction. In Proceedings
of Building Bridges: Interdisciplinary Context-Sensitive Computing (pp. 1-6). UK: Glasgow
University.

Edge, D. & Blackwell, A. F. (2009). Peripheral tangible interaction by analytic design. In
Proceedings of the 3rd International Conference on Tangible and Embedded Interaction—
TEI'09 (pp. 69-76). New York, USA: ACM Press.

Flemish, F. O., Adams, C. A., Conway, S. R., Goodrich, K. H., Palmer, M. T., & Schutte, P. C.
(2003). The H-metaphor as a guideline for vehicle automation and interaction. Technical report
TM-2003-212672. NASA.

Goftman, Erving. (1959). The presentation of self in everyday life. New York, NY: Anchor.

Haller, M., Richter, C., Brandl, P., Gross, S., Schossleitner, G., Schrempf, A., et al. (2011).
Finding the right way for interrupting people improving their sitting posture. In Proceedings of
the 13th International Conference on Human-Computer Interaction—INTERACT ‘11 (pp. 1-
17).

Hinckley, K., Pierce, J., Horvitz, E., & Sinclair, M. (2005). Foreground and background
interaction with sensor-enhanced mobile devices. ACM Transactions on Computer-Human
Interaction, 12(1), 31-52.

Hudson, S. E., Harrison, C., Harrison, B. L., & LaMarca, A. (2010). Whack gestures: Inexact and
inattentive interaction with mobile devices. In Proceedings of the fourth international
conference on Tangible, embedded, and embodied interaction—TEI‘'10 (pp. 109-112). New
York, USA: ACM Press.

Ju, W., Lee, B. A., & Klemmer, S. R. (2008). Range: Exploring implicit interaction through
electronic whiteboard design. In Proceedings of the ACM 2008 conference on Computer
supported cooperative work—CSCW 08 (pp. 17-26). New York, USA: ACM Press.



6 Casual Interaction—Moving Between Peripheral and High Engagement ... 135

Marquardt, N., & Greenberg, S. (2015). Proxemic interactions: From theory to practice. USA:
Morgan & Claypool.

Marquardt, N., Jota, R., Greenberg, S., & Jorge, J. A. (2011). The continuous interaction space:
Interaction techniques unifying touch and gesture on and above a digital surface. In
Proceedings of the 13th IFIP TCI3 Conference on Human Computer Interaction—
INTERACT 11 (pp. 461-476).

O’Brien, H. L., & Toms, E. G. (2008). What is user engagement? A conceptual framework for
defining user engagement with technology. Journal of the American Society for Information
Science and Technology, 59(6), 938-955.

Offermans, S. A. M., van Essen, H. A., & Eggen, J. H. (2014). User interaction with everyday
lighting systems. Personal and Ubiquitous Computing, 18(8):2035-2055.

Olivera, F., Garcia-Herranz, M., Haya, P. A., & Llinas, P. (2011). Do not disturb: Physical
interfaces for parallel peripheral interactions. In Proceedings of the 13th IFIP TC 13
International Conference on Human-Computer Interaction—INTERACT 11 (pp. 479-486).
Berlin: Springer.

Oulasvirta, A., & Bergstrom-Lehtovirta, J. (2011). Ease of juggling: Studying the effects of manual
multitasking. In Proceedings of the 2011 annual conference on Human factors in computing
systems—CHI ‘11 (pp. 3103-3112), New York, USA: ACM Press.

Pohl, H., Becke, D., Wagner, E., Schrapel, M., & Rohs, M. (2015a). Wrist compression feedback
by pneumatic actuation. In CHI‘15 Extended Abstracts on Human Factors in Computing
Systems on—CHI EA‘15.

Pohl, H., Krause, M., & Rohs, M. (2015b). One-button recognizer: exploiting button pressing
behavior for user differentiation. In Proceedings of the 2015 ACM International Joint
Conference on Pervasive and Ubiquitous Computing—UbiComp ‘15.

Pohl, H., & Murray-Smith, R. (2013). Focused and casual interactions: Allowing users to vary
their level of engagement. In Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems—CHI ‘13 (pp. 2223-2232), New York, USA: ACM Press.

Pohl, H., & Rohs, M. (2014). Around-device devices: My coffee mug is a volume dial. In
Proceedings of the 16th international conference on Human-computer interaction with mobile
devices & services—MobileHCI ‘14.

Tanahashi, Y., & Ma, K. L. (2015). Stock lamp: An engagement-versatile visualization design. In
Proceedings of the 33rd Annual ACM Conference on Human Factors in Computing Systems—
CHI'15 (pp. 595-604).

Warrington, M., Younger, M., & Williams, J. (2000). Student attitudes, image and the gender
gap. British Educational Research Journal, 26(3), 393-407.

Weir, D., Pohl, H., Rogers, S., Vertanen, K., & Kristensson, P. O. (2014). Uncertain text entry on
mobile devices. In Proceedings of the 32nd Annual ACM Conference on Human factors in
Computing Systems—CHI ‘14 (pp. 2307-2316), New York, USA: ACM Press.

Wolf, K., Naumann, A., Rohs, M., & Miiller, J. (2011). A taxonomy of microinteractions:
Defining microgestures based on ergonomic and scenario-dependent requirements. In
Proceedings of the 13th IFIP TC 13 International Conference on Human-Computer
Interaction—INTERACT 11 (pp 559-575).



Chapter 7

Fluent Transitions Between Focused
and Peripheral Interaction in Proxemic
Interactions

Jo Vermeulen, Steven Houben and Nicolai Marquardt

Abstract Proxemic interaction is a vision of computing that employs proxemic
relationships to mediate interaction between people and ensembles of various
digital devices. In this chapter, we focus on aspects of peripheral interaction in
proxemic interactions. We illustrate how to facilitate transitions between interaction
outside the attentional field, the periphery, and the center of attention by means of
the Proxemic Flow peripheral floor display. We summarize and generalize our
findings into two design patterns: slow-motion feedback and gradual engagement.
We propose slow-motion feedback as a way to draw attention to actions happening
in the background and provide opportunities for intervention, while gradual
engagement provides peripheral awareness of action possibilities and discover-
ability and reveals possible future interactions.

Keywords Proxemic interactions - Cross-device interaction «+ Slow-motion feed-
back - Gradual engagement - Interactive floors

7.1 Introduction

The field of human—computer interaction has traditionally focused on designing
user interfaces and interactions that rely on the user’s undivided attention. This
changed with the introduction of visions of ubiquitous computing (Weiser 1991)
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and context-aware computing (Schilit et al. 1994), Buxton’s background—fore-
ground model (1995) and the notion of calm technology (Weiser and Brown 1996).
Calm technology is a vision of digital interactions that—just as many of our
interactions in the physical world—take place in the background or periphery of
attention. While calm technology mostly focused on perceiving information in the
periphery—as with ambient displays such as Jeremijenko’s Live Wire (Weiser and
Brown 1996)—Hausen (2014) and Bakker et al. (2015) extended this idea by
introducing the notion of peripheral interaction, which also included interacting in
the periphery of attention. As described by Bakker et al. (2015), interactions that
occur in the periphery can also dynamically transition between being peripheral to
being the center of attention when relevant or desired.

This chapter focuses on aspects of peripheral interaction within proxemic
interactions. The idea of proxemic interactions in computing extends the classic
vision of context awareness and uses proxemic relationships (e.g., distance and
orientation between entities) to mediate interaction between people and ensembles
of various digital devices (Ballendat et al. 2010; Greenberg et al. 2011). In par-
ticular, this chapter discusses how to facilitate transitions between outside the
attentional field, the periphery, and the center of attention in proxemic interactions.

We start with a brief overview of proxemic interactions and highlight potential
problems. We then explain solutions to address these problems with the use of a
peripheral floor display called Proxemic Flow. Next, we analyze the different
techniques used in Proxemic Flow and explain how these facilitate transitions
between outside the attentional field, the periphery, and the center of attention,
grounded in Norman’s Stages of Action model. Finally, we generalize our expe-
riences with designing such interactions into two general design patterns:
slow-motion feedback and gradual engagement.

7.2 Proxemic Interactions

In this section, we introduce proxemic interactions and provide an overview of
potential interaction challenges with proxemics-aware devices.

7.2.1 Background

Proxemic interactions (Greenberg et al. 2011; Marquardt and Greenberg 2015)
feature devices that have fine-grained knowledge of nearby people and other
devices—such as their precise distance, orientation, how they move into range, and
their identity or location, depicted in Fig. 7.1.
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Fig. 7.1 Proxemic interactions imagine a world of devices that have fine-grained knowledge of
nearby people and other devices. When designing proxemic interactions, five key proxemic
measures (or dimensions) between people, digital devices, and non-digital objects can be
considered: distance, orientation, movement, identity, and location (image source Greenberg et al.
2011)

Proxemic interaction is based on anthropologist Edward T. Hall’s theory of
proxemics (1966), which investigated the use of interpersonal space in nonverbal
communication. In particular, proxemics theory identified the culturally specific
ways in which people use interpersonal distance and orientation to understand and
mediate their interactions with others. The idea of proxemics is not limited to
interpersonal communication; it also extends to ‘the organization of space in [our]
houses and buildings, and ultimately the layout of [our] towns’ (Hall 1963). As put
forward by Marquardt, Greenberg, and colleagues (Ballendat et al. 2010; Greenberg
et al. 2011; Marquardt et al. 2012), proxemic relationships are used to mediate
interaction between people and ensembles of different digital devices, such as
mobile devices or large interactive surfaces, as shown in Fig. 7.2. Additionally, they
envision devices to take into account the non-digital, semi-fixed, or fixed objects in
the user’s physical environment (Greenberg et al. 2011).

One of the most commonly featured aspects of Hall’s theory applied in HCI is
the use of four proxemic zones that correspond to interpretations of interpersonal
distance: the intimate, personal, social, and public zone (Greenberg et al. 2011). In
earlier research, these different interaction zones have been used to mediate inter-
action with large interactive surfaces (Prante et al. 2003; Vogel and Balakrishnan
2004; Ju et al. 2008). Inter-entity distance in the context of proxemics has also been
used to facilitate cross-device interaction (Hinckley 2003; Hinckley et al. 2004;
Kray et al. 2008; Gellersen et al. 2009).

In recent years, large interactive surfaces such as vertical displays or tabletops are
appearing increasingly in semi-public settings (Brignull and Rogers 2003; Ojala
et al. 2012). With the availability of low-cost sensing technologies (e.g., IR range
finders, depth cameras) and toolkits such as the Proximity Toolkit (Marquardt et al.
2011) or the Microsoft Kinect SDK, it is fairly straightforward to make these large
displays react to the presence and proximity of people. This has been picked up both
by researchers, e.g., (Ju et al. 2008; Miiller et al. 2009a, 2012; Jurmu et al. 2013), and
by commercial parties—see (Greenberg et al. 2014) for several examples. Although
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Fig. 7.2 An example of
proxemic interactions with the
Proxemic Media Player
(Ballendat et al. 2010). a The
system is activated when the
person enters the room,

b continuously reveals more
content when approaching the
display, ¢ allows explicit
interaction through direct
touch in close proximity, and
d switches implicitly to
full-screen mode when the
person is taking a seat (image
source Ballendat et al. 2010)

these low-cost sensing solutions tend to apply fairly crude measures of proxemics
and only take into account a few proxemic dimensions (Fig. 7.1), proxemic inter-
actions are becoming more commonplace in our everyday environments.

People have natural expectations regarding increasing engagement and interac-
tivity when approaching others. In proxemic interactions, these expectations are
applied to interactions with devices. Given that this is learned and often implicit
behavior, the fact that people expect increasing interactivity and engagement when
approaching digital devices (Greenberg et al. 2011) can be characterized as
occurring in the periphery of attention.

7.2.2 Interaction Challenges with Proxemic Interactions

We provide a brief summary of potential interaction challenges within proxemic
interactions. These motivate the peripheral floor visualizations that we will intro-
duce in Sect. 7.3.
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7.2.2.1 Interaction Challenges with Implicit Interaction: The Need
for Fluent Transitions Between the Center and the Periphery
of Attention

One of the core issues causing interaction challenges with proxemics-aware inter-
active surfaces is their reliance on implicit interaction. The Proxemic Media Player
(Fig. 7.2) automatically pauses videos when two people are both oriented away
from the display (e.g., when starting a conversation), which might be surprising and
disturbing for users when they first encounter this. Ballendat et al. (2010) argue that
defining the rules of behavior that indicate how systems using proxemic interactions
interpret and react to users’” movements is critical. It is important to indicate how
users are being tracked by the system and also to indicate how the system is taking
action based on people’s movements. When the system is doing something that
could potentially be surprising or disturbing to the user, peripheral interactions
could subsequently transition to the center of attention to make the user aware of
what is happening.

Transitions between interaction outside the user’s attentional field, or the
periphery of attention and the center of attention are necessary to avoid unintended
actions, undesirable results and difficulties in detecting or correcting mistakes
(Bellotti et al. 2002; Ju et al. 2008). When designing proxemic interactions, it
should be possible for systems to fluently moving between the periphery and the
center of attention. Proxemics-aware systems should partially reside in the
periphery, where they inform people about what is happening without over-
whelming them, while still allowing people to move to focused interaction at the
center of attention when they want to take control and intervene.

Ju et al. (2008) introduced a framework for implicit interaction and proposed
interaction techniques along two axes: initiative (which party is driving the inter-
action: user or system) and attentional demand (the degree of cognitive/perceptual
load: background or foreground interactions), building on Buxton’s
background/foreground model (1995). Their implicit interaction framework can be
used to design systems that can easily transition between outside the attentional
field, the periphery, and the center of attention, providing the right amount of
balance between proactive behavior and user control. Transitions between different
combinations of the degree of attentional demand—i.e., background or foreground
interaction—and the degree of initiative—e.g., whether the system acts, indicates
that it can act or waits for the user to act—allow systems to transition between
outside the attentional field, the periphery, and the center of attention and back to
prevent, mitigate, and correct errors in proactive behaviors. A system could for
example transition from a proactive/background state to a proactive/foreground
state to make the user aware of what it is doing. This is illustrated in Ju et al.’s
(2008) proximity-aware interactive whiteboard by its use of the user reflection,
system demonstration, and override interaction techniques.
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7.2.2.2 Invisibility of Action Possibilities and Lack of Guidance

Users can have difficulty knowing how they can interact with proxemics-aware
large displays. As stated by Miiller et al. (2010), the commonly used interaction
modalities for public displays (e.g., proximity, body posture, mid-air gestures) can
be hard to understand at first glance. For example, when the display reacts to the
user’s location in different interaction zones (Vogel and Balakrishnan 2004), the
invisibility of these zones causes problems with identifying the exact zone where
the display reacts to their input. This is particularly difficult when the display is also
reacting to the input of other people (Jurmu et al. 2013). Next to showing the
possible actions that users can perform, people may want to know what will hap-
pen, for example, when approaching the display.

7.2.2.3 Lack of Support for Opt-in and Opt-out Mechanisms

Another problem is the lack of explicit opt-in or opt-out mechanisms, which is
especially important in (semi-)public spaces. Jurmu et al. (2013) and Brignull and
Rogers (2003) found that users sometimes wish to avoid triggering the display and
rather just passively observe it. Greenberg et al. (2014) further discuss how inter-
active surfaces in semi-public settings typically lack opt-in and opt-out choices
(either deliberately or unintentionally). They state that at the very least, a way to
opt-out should be provided when people have no desire to interact with the surface.
Furthermore, users could want to know what would happen if they leave or opt-out.
Will the surface be reset to its original state? What will happen to their personal
information still shown on the surface?

In the next section, we explore how we addressed interaction challenges with
proxemic interactions in the Proxemic Flow system using a peripheral floor display.

7.3 Proxemic Flow: Dynamic Peripheral Floor
Visualizations for Revealing and Mediating Proxemic
Interactions

As mentioned earlier, devices that react to the presence and proximity of people and
devices can bring about interaction challenges, due to the implicit nature of inter-
action with these devices. Proximity and presence are typically sensed in the
background, outside people’s attention. People may not notice that the device is
interactive, commonly referred to as display blindness or interaction blindness
(Huang et al. 2008; Miiller et al. 2009b; Ojala et al. 2012) in the domain of large
public displays. This can lead to people being uncertain about possibilities for
interaction, or unaware of how to recover from mistakes such as accidental
interactions.
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Fig. 7.3 Proxemic Flow
providing awareness of
tracking and fidelity, zones of
interaction, and invitations for
interactions (image source
Vermeulen et al. 2015)
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Proxemic Flow (Vermeulen et al. 2015) is designed to address these challenges
using a secondary, peripheral floor display that provides a set of dynamic visual-
ization strategies to help people interact with a primary proxemics-aware display
(Fig. 7.3). The floor reveals the interaction area through borders and zones, shows
halos around people’s feet when they are recognized by the display, and invites
spatial movement and next interaction steps through waves and steps animations.
Information shown in the periphery—on the floor display—can seamlessly become
the center of the attention and move back to the periphery in fluent transitions
(Weiser and Brown 1996).

Due to their low visual complexity, a quick glance at the floor visualizations is
often sufficient, for example, when users are unsure about action possibilities, or
whether or not they are correctly tracked. Since the visualizations do not coincide
with the content on the primary display, users can focus their attention on the
primary display. The floor visualizations nevertheless provide continuous periph-
eral awareness of tracking, interaction zones, and possibilities for future interac-
tions. Similar to Bakker et al. (2015), we imagine that these floor visualizations
could move further into the periphery after users get more acquainted with them.
During informal observations of people interacting with the floor, we noticed that
essential concepts such as halos and zones were easy to understand.
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Next, we provide an overview of the different floor visualizations supported by
Proxemic Flow, and explain how the combination of two interactive surfaces, one
targeting interaction at the center of attention (the primary vertical display) and
another aimed at interaction at the periphery of attention (the secondary floor dis-
play), allows for seamless transitions between both types of interaction across the
user’s attentional field. The peripheral floor visualizations provide awareness of
tracking status and quality (Sect. 7.3.1); awareness of entry and exit points for
interaction (Sect. 7.3.2); and invite approach, encourage movements, and suggest
possible next interactions (Sect. 7.3.3).

7.3.1 Tracking Feedback with Halos

A fundamental challenge for designing interaction with proxemics-aware displays
is providing a person with immediate feedback about how the system is currently
recognizing and interpreting spatial movements, gestures, or other input from the
user.

7.3.1.1 Personal Halos

The personal halo provides immediate feedback on the floor display about the
tracking of a person in space. When the person enters the area in front of the public
display, a green halo (an area of approximately 1 m diameter) appears underneath
the person’s feet (Fig. 7.4a). The halo moves with them when moving in the
tracking area and therefore gives continuous, peripheral feedback about the fact that
the person is being recognized and tracked by the system.

In addition to information about the fact that a person is tracked, the floor
provides information about the quality of tracking. Most computer vision-based
tracking systems (RGB, depth, or other tracking) have situations in which tracking
works well, does not work well, or does not work at all (e.g., due to lighting
conditions, occlusion, limited field of view). Therefore, the personal halo visual-
ization encodes the quality of tracking in the color of the halo. To indicate tracking
quality, we use three colors (Fig. 7.4b). A green halo indicates optimal tracking of
the person in space. Its color changes to yellow when the quality of tracking
decreases, for example, when the person moves to the limits of the field of view or
when partially occluded by another person or piece of furniture. Finally, a red halo
color is shown when the tracking of the person is lost, such as when moving too far
away from the camera, or if occlusion is hiding the person completely. For this last
case, since the person is no longer tracked, the red halo visualization remains static
at the last known location of the person, fades in and out twice, and then disappears
(the duration of this animation is approximately 4 s). If the person moves back into
the field of view of the camera and the tracked region, the halo color changes back
to green or yellow accordingly.
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Fig. 7.4 Halos: a providing
feedback about active
tracking and b the tracking
quality (image source
Vermeulen et al. 2015)

7.3.1.2 Multi-user Halos

Interactions around interactive surfaces are often not limited to a single person.
With multiple people, information about active tracking and its fidelity becomes
even more important due to the likelihood of occlusions causing increased tracking
problems.

If multiple people are present in front of the screen, each person’s individual
position that the system currently tracks is shown with a colored halo (Fig. 7.5a).
Color changes indicate a change in how well the user is tracked. For example, in
case another person walking into the space interrupts the tracking camera’s view of

Fig. 7.5 Halos for multi-user interaction: a both people are visible to the system; b one person is
occluding the camera’s view of the other person, indicated by the red halo (image source
Vermeulen et al. 2015)
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a person, the changing color of the halo from yellow to red tells the person that they
are no longer being tracked (Fig. 7.5b). Similarly, if two people stand very close to
each other, making it difficult for the computer vision algorithm to separate the two,
the halo color changes to yellow.

7.3.1.3 Trails: Revealing Interaction History

As a variation of the halo technique, the spatial trail feedback visualizes the past
spatial movements of a person in the interaction area. The trails are shown as
illuminated lines on the floor that light up when a person passes that particular area
(Fig. 7.6). The illumination fades out after a given time (after 5 s in our application),
thus giving the impression of a comet-like trail. The colors that are used to light up
the floor are identical to those of the person’s halo (i.e., green, yellow, red) and
therefore still provide information about the tracking quality. As the trail visual-
ization remains visible for a longer time, it provides information about past
movements of people interacting with the system. The trails can potentially help to
amplify the honeypot effect (Brignull and Rogers 2003)—the effect that people are
attracted to a device that they see others interacting with—by showing the past trails
of other people moving toward the interactive display, thereby inviting other
bystanders and passersby to approach the display as well.

7.3.2 Zones and Borders as Entries and Exits
Jor Interaction

The next set of floor visualization strategies aimed to reveal interaction possibilities
and facilitated opt-in and opt-out. Zones reveal spatial regions around the primary
display, while borders make the boundaries of the interaction area explicit.

Fig. 7.6 Trails, visualizing the history of spatial movements of a person (image source Vermeulen
et al. 2015)
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7.3.2.1 Opting-in: Proxemic Interaction Zones

Many designs of large interactive displays make use of spatial zones around the
display for different kinds of interaction (Vogel and Balakrishnan 2004) or to
change the displayed content dependent on the zone, a person is currently in. These
zones, however, are not always immediately understandable or perceivable by a
person interacting with the display. Our floor visualizations explicitly reveal zones
of interaction, enabling a person to see where interaction is possible and make
deliberate decisions about opting-in for an interaction with the display by entering
any of the zones.

We demonstrate the use of zone visualizations with the Proxemic Flow system
and an example photograph gallery application. Similar to earlier examples of
proxemics-aware displays (Vogel and Balakrishnan 2004; Ballendat et al. 2010), our
photograph gallery application uses discrete spatial zones around the display that are
mapped to the interactive behavior of the application on the large display. When no
users are interacting with the system, a large red rectangular zone indicates the area
furthest away from the display that triggers the initial interaction with the display
(Fig. 7.7a). This serves as an entry zone for interaction, i.e., an area to opt-in for
interaction with the system. In our current implementation, we use a 3 s pulsating
luminosity animation, fading the color in and out. Once a person enters this zone, the
large display recognizes the presence of the person, tracks the person’s movement,
and their halo is shown. The first zone then disappears and a second zone appears—
an area to interact with the display when in front of it (visible as the blue rectangle in
Fig. 7.7b). When the person begins approaching the display, the content gradually
reveals more of the photograph collection on the display. As the person draws closer,
more images are revealed. This is a behavior identical to the Proxemic Media Player
(Ballendat et al. 2010). Once entering the second zone, the person can use hand
gestures in front of the display to more precisely navigate the temporally ordered
photograph gallery (e.g., grabbing photographs, sliding left or right to move forward
or back in time). Again, once the person enters the close-interaction zone in front of
the display, the floor visualization of that zone disappears.

7.3.2.2 Opting-out and Exit Interaction: Borders

While we envision zone visualizations primarily as explicit cues to convey the
zones for interacting, and for allowing a person to deliberately engage and opt into
interact with the system, we can also consider visualizations that help a person leave
the interaction area (i.e., opting-out). We illustrate this concept with borders shown
in the Proxemic Flow application. In continuation of the application example from
before, once the person entered the interaction zone (blue) directly in front of the
display and interacts with the display content through explicit gestures, a red border
around the actively tracked interaction area surrounding the display is shown to
make the boundaries of that interaction space explicit and visible (Fig. 7.7¢c). We
chose to dynamically show the border only in situations when a person engaged
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Fig. 7.7 The interaction areas in front of the display represented as a red and b blue rectangular
zones; ¢ borders indicate thresholds to cross for d leaving the interaction space in front of the
display (image source Vermeulen et al. 2015)

with the system, but this could alternatively remain a fixed feature of the visual-
izations shown on the floor. A reason for showing a fixed visualization of the
interaction boundaries with borders could be always to clearly indicate where a
person can both enter and leave the interaction area (Fig. 7.7d).

7.3.3 Footsteps and Waves to Invite Interaction

Finally, we introduce floor visualization strategies to invite approach, encourage a
person to move to a new location, and suggest possible next interaction steps. In
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particular, in this category of visualizations, we introduce two strategies: waves and
footsteps.

7.3.3.1 Waves: Encouraging Approach

Our first strategy is intended to invite people to move closer to the large display for
interaction. With our waves technique, we make use of the output capabilities of the
illuminated floor for showing looped animations of lights fading in and out, with the
effect of a wave of light going toward the large screen (Fig. 7.8a). Different visual
designs of the wave effect are possible, for example, a circular wave effect with the
large display at the center, starting with larger circles and continuously decreasing
the radius.

7.3.3.2 Footsteps: Suggesting Next Action Possibilities

The footstep visualization is designed to offer a person clues about possible next
interaction steps, in particular for encouraging spatial movements in the environ-
ment. The visualization shows animated footsteps (in our case, these are represented
through glowing circles) beginning at one location on the floor and leading to
another location. This technique is inspired by the earlier work of the Follow-the-
light (Rogers et al. 2010) design that uses animated patterns of lights embedded in a
carpet to encourage different movement behaviors by luring people away from an
elevator toward the stairs.

To illustrate this technique, we revisit our Proxemic Flow example application
with the large-display photograph gallery viewer. When a person enters the inter-
active (i.e., tracked) space in front of the display and stands still for over 5 s, the
floor begins the footstep animation (Fig. 7.8b) to invite the person to move closer to

Fig. 7.8 a Waves inviting for interaction and b footsteps suggesting action possibilities (image
source Vermeulen et al. 2015)
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the display, in particular, to move to the interaction zone in front of the display,
enabling the person to use mid-air gestures to further explore the image collection.
The footstep animation begins directly in front of the person and leads toward the
blue rectangular area highlighted in front of the display (Fig. 7.8b). The footsteps
visualization strategy can be used to reveal interaction possibilities, particularly
those involving spatial movements of the person. This strategy can be used in many
other contexts for guiding or directing a user in the environment and for encour-
aging certain movements in a space.

7.3.4 Proxemic Flow in Norman’s Stages of Action Model

Next, we position the Proxemic Flow floor visualizations in Norman’s Stages of
Action model (Norman 2013). We illustrate how they assist users in interacting with
the primary display by providing essential information during the stages of exe-
cution and the stages of evaluation.

7.3.4.1 Norman’s Stages of Action Model

Norman introduced the Action Cycle as a way to analyze how we interact with
‘everyday things,” including doors, light switches, kitchen stoves, and also com-
puters and information appliances. Norman (2013) suggests there are two main
parts to any action in an interface: executing the action and evaluating the results, or
‘doing and interpreting.’ Furthermore, actions are related to our goals; we formulate
a goal, execute certain actions to achieve that goal, then evaluate the state of ‘the
world’ to see whether our goal has been met, and if not, execute more actions to
achieve our goal or otherwise formulate new goals that again result in more action
(Fig. 7.9).

Norman introduces the Stages of Execution and the Stages of Evaluation as a
breakdown of these two parts, which together with goal formulation form the Seven

Fig. 7.9 Norman’s Stages of

Action: formulating goals, : GOAL _
executing actions that impact 5 ‘ @
the ‘state of the world,” and = . 4 o 2
evaluating these changes to 8 Plan Compare| ©
see whether the goals have X L— T =}
been met. The Seven Stages ..ull Specify Interpret o
of Action consist of one stage g [ 1 R L
for goals, three stages for S P:Iarfor_m Perceive E'__-:_
execution, and three for CCD \/ g'
evaluation (image based on —

Norman 2013) THE WORLD
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Stages of Action. Starting from our goal (the first stage), we go through three stages
of action: plan (the action), specify (an action sequence), and perform (the action
sequence). To evaluate the state of the world, there are three more steps: perceive
(what happened), interpret (make sense of it), and compare (was what happened
what I wanted?), as illustrated in Fig. 7.9.

With respect to peripheral interaction, Norman notes that not all activity in these
stages is conscious—he states that even goals may be subconscious: ‘we can do
many actions, repeatedly cycling through the stages of while being blissfully
unaware that we are doing so. It is only when we come across something new or
reach some impasse, some problem that disrupts the normal flow of activity, that
conscious attention is required.” (Norman 2013, p. 42).

7.3.4.2 Peripheral Floor Visualizations in Norman’s Stages
of Action Model

The peripheral floor visualizations in the Proxemic Flow system act as cues that
enable people to more easily navigate between implicit and explicit interaction. In
other words, they enable interaction in the periphery of attention and focused
interaction. Figure 7.10 shows how the different floor visualizations are situated
within Norman’s Stages of Action model.

Personal halos (Figs. 7.4 and 7.5) improve peripheral awareness of how the
system is tracking people’s spatial movements (tracking feedback), and help people

GOAL |
Action possibilities
- E . Plan
: Tracking feedback
Gund:.mcehn.wtmg | |nte(pret !
interactions :- l— --------- ]_ Q g g
| Perceive | o
i .\.
THE WORLD

Fig. 7.10 The floor visualizations in the Proxemic Flow System, situated in Norman’s Stages of
Action model. Tracking feedback helps users know-how their input is being interpreted by the
system during the stages of evaluation (right). Borders and zones reveal action possibilities and
help users in the stages of execution (leff). Finally, waves and steps animations invite and guide
interactions, again helping users in the execution phase (left)
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evaluate the ‘state of the world.” The landing area (Fig. 7.7a) reveals an entry zone
for interaction to help users know where they should go to engage with the system,
and thus assists users in executing actions. When a user is engaging with the
primary display, borders appear around the actively tracked interaction area to make
the boundaries of the interaction space explicit and visible, and reveal exit zones for
opting-out or disengaging with the system. Again, these visualizations help people
discover action possibilities and thus can be situated within the stages of execution.
Finally, Proxemic Flow uses the waves and steps visualizations (Fig. 7.8) to invite
interaction, guide people’s interactions, and suggest next interactions (e.g., direct
people to a certain location using the footsteps visualization). This category of
visualizations helps people to execute and perform actions. All the floor visual-
izations are shown in the user’s periphery and do not require constant attention.

7.4 Design Patterns

Based on our experiences in designing proxemic interactions that transition
between outside the attentional field, the periphery, and center of attention, we
generalize and summarize our insights into two design patterns: slow-motion
feedback and gradual engagement. The strengths of design patterns (Borchers
2001; Tidwell 2005) lie in unifying prior work, synthesizing essential and gener-
alizable interaction strategies, and providing a common vocabulary for discussing
design solutions. Most importantly, patterns can inform and inspire future designs
and also allow for variations of the pattern applied to different domains.

7.4.1 The Slow-motion Feedback Pattern

One of the core design patterns we employ to enable fluent transitions across a
person’s attentional field is slow-motion feedback (Vermeulen et al. 2014). We start
by illustrating how slow-motion feedback can enable interactions that transition
from outside the user’s attentional field toward their periphery of attention, to the
center of attention, and then back. Next, we provide a definition of slow-motion
feedback and illustrate how it is used in Proxemic Flow.

The idea of slow-motion feedback is simple: Just as we speak slowly when we
explain something to someone who has difficulty understanding what is being said,
interactive systems can slow down when executing actions on the user’s behalf and
provide intermediate feedback to make sure that the user understands and is aware
of what is happening. Slow-motion feedback is a way to provide users with suf-
ficient time to (i) notice what is going on, and provide them with the opportunity to
(ii) intervene if necessary.
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7.4.1.1 Applications of Slow-motion Feedback

Slow-motion feedback allows people to control devices in the periphery of atten-
tion, when they are made aware of what is happening outside their attentional field.
We illustrate how this might work by referring back to the example in Chap. 1, in
which the lights automatically turn on in the home when inhabitants enter late at
night, even though others are already asleep.

In this case, the lighting control system could use slow-motion feedback to
provide users with control over this automatic action. It could first increase the
brightness of the lights slowly and provide a simple means to cancel or control this
action (e.g., by flicking one of the light switches). After noticing what the system is
doing (or about to do), and deciding that it is an unwanted action, the user can then
override the system action so that the lights do not turn on. In this example, we have
effectively moved from an automatic action occurring outside the user’s attentional
field with the motion-sensitive lighting control, over the periphery of attention
when using slow-motion feedback to make the user aware of what is going on, to
the user’s center of attention when they decide to control the lighting and turn the
lights off (see Fig. 7.11). Finally, the lighting control system moves back into the
periphery and outside the user’s attentional field.

A similar example is illustrated by Vermeulen et al. (2009): A system action that
automatically turns off the lights is slowed down. In this technique, animated lines
are projected on the walls of the room to visualize what is happening (Fig. 7.12).
These animated lines represent connections between sensors and output devices and
they progress toward the target output device. In this case, line animations are
drawn toward each of the lights in the room. The lights will only turn off when the
animated lines reach the lights, providing people with the opportunity (and time) to
intervene if necessary.

Another example of an action by the system being ‘slowed down’ to allow users
to intervene is Gmail’s ‘undo send’ feature (Fig. 7.13). This feature provides users
with a configurable 5 to 30 s window to undo sending an e-mail. While Gmail
shows feedback to the user informing them about the sent e-mail, the actual sending

/’\/"\

center of attention periphery of attention outside attentional field
focused interaction peripheral interaction automatic system behavior
conscious and intentional subconscious and intentional subcconscious and unintentional
direct precise control direct imprecise control no direct control
- Ll
fully focused interaction completely outside attentional field

Fig. 7.11 The three types of interaction with computing devices, as explained earlier in Chap. 1,
along a continuum ranging from fully focused attention to interaction occurring completely outside
the attentional field. Slow-motion feedback (Sect. 7.4.1) and gradual engagement (Sect. 7.4.2)
allow us to transition between these different types of interaction (image reproduced from Chap. 1)
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Fig. 7.12 An application of slow-motion feedback. Animations show that the system is about to
dim the lights (leff). The system’s action is slowed down to allow users to notice what is
happening, and provide sufficient time to intervene, if necessary. The lights are only dimmed when
the animated line reaches them (right) (image source Vermeulen et al. 2009)

Fig. 7.13 Another example

of slowing down the system n

action: providing a specific
time window during which Your message has been sent. Undo View message

sent e-mails can be ‘undone’

(source Gmail)

Undoing...

of the e-mail is delayed so that users have a chance to undo this action in progress.
The e-mail is sent after the specified time-out unless the user clicks the ‘Undo’
button. In the meantime, the user can go about other activities in the e-mail
interface, while the ‘Undo Send’ label essentially provides them with a control
mechanism in the periphery of attention.

A final example of slow-motion feedback can be found in the Range
proximity-aware whiteboard (Ju et al. 2008). The whiteboard transitions between an
ambient display mode and a whiteboard mode based on the user’s distance to the
display. It does so by showing an animation where all content is moved from the
center of the board to the borders when a user steps closer. This happens slowly
enough so that users both notice it and have sufficient time to react if this was not
what they wanted. Users can override this automatic action of making space by
grabbing content and pulling it back to the center.

7.4.1.2 Defining Slow-motion Feedback

Slow-motion feedback essentially manipulates the time frame, in which the system
executes actions to realign it with the time frame of the user (Bellotti et al. 2002).
With slow-motion feedback, the system’s actions are deliberately slowed down to
increase awareness of what is going on outside the user’s attentional field and
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provide opportunities for user intervention. Slow-motion feedback is less relevant
for long running tasks or tasks that are being performed at the center of attention,
where users have no difficulty noticing that something is happening and have
sufficient time to intervene.

We now define slow-motion feedback using a two-dimensional design space that
allows us to articulate the different possibilities for how and when information
about the result of an action can be provided. The two dimensions in this design
space are the time at which information is provided about the result of an action and
the level of detail of that information (Fig. 7.14). We define two key moments: At
time f(, the action is started (either by the user or the system), and at time #; the
action has been completed by the system. Likewise, we define two important values
for the level of detail dimension: The level dj represents the situation, in which the
user does not receive any information about the result of their action, while at level
di, the user receives fully detailed information about the result of the action.

Slow-motion feedback amplifies the time difference between #, and #, (¢; — #) or
the duration of an action in the user’s time frame. Execution of the action is
postponed by delaying ¢, to #, (with #, > #;). The available time to notice that the
action is happening thus increases to (f, — fy), as shown in Fig. 7.14. Designers can
rely on animations (Chang and Ungar 1993) to transition between #, and #,, such as
slow-in/slow-out, in which the animation’s speed is decreased at the beginning and
at the end of the motion trajectory to improve tracking and motion predictability
(Dragicevic et al. 2011).

7.4.1.3 Slow-motion Feedback in Proxemic Flow

To draw people’s attention and thus move from the periphery to the center of
attention, the floor visualizations rely on animations. For example, when tracking is
lost, Proxemic Flow uses slow-motion feedback to make the user aware of this: A
pulsating red halo visualization is shown at the person’s last known location, which
disappears after approximately 4 s (Fig. 7.4). When something goes wrong with
tracking, users are given cues to alert them to this, and they can intervene if nec-
essary (e.g., when occluding another user, or stepping outside of the tracked area).

Fig. 7.14 Slow-motion
feedback amplifies the time to
intervene by showing
feedback until #, (orange line)
instead of ¢ (gray line)
(image source Vermeulen

et al. 2014)
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Similarly, the frails strategy effectively uses a slowed down version of the
tracking halos to display traces of previous movements on the floor to make
bystanders aware of people’s movements (which occur outside the attentional field
or in the periphery), and amplify the honeypot effect (Brignull and Rogers 2003).

7.4.2 The Gradual Engagement Pattern

Gradual engagement (Marquardt et al. 2012) is the second design pattern facili-
tating the transitions from peripheral to focused interaction and one of our core
design principles. Essentially, this pattern describes how interfaces can be designed
to gradually engage users by progressively revealing connectivity and interaction
possibilities as a function of inter-device proximity. The capabilities of a system
follow this pattern flow across three distinct stages: (1) awareness of device
presence/connectivity, (2) reveal of exchangeable content, and (3) interaction
methods for transferring content between devices tuned to particular distances and
device capabilities. We first explain the gradual engagement pattern and then apply
it to the peripheral-to-focused interaction transitions in Proxemic Flow.

7.4.2.1 The Gradual Engagement Design Pattern

The gradual engagement pattern recognizes that a person may not be directly
attending to a system (i.e., the system is outside the person’s attentional field). The
system can still try to be helpful by presenting an interface that selectively and
progressively informs the user of information of interest. The pattern synthesizes
and generalizes strategies from earlier work, in which designed systems interpret
decreasing distance and increasing mutual orientation between a person and a
device within a bounded space as an indication of a person’s gradually increasing
interest in interacting with that device (Vogel and Balakrishnan 2004; Ju et al.
2008). As mentioned earlier, Vogel and Balakrishnan (2004) directly applied Hall’s
theory (1966) to a person’s interaction with a public display. They defined four
discrete zones around the display that affect a person’s interaction when moving
closer: from far to close, interactions range from ambient display of information, to
implicit, subtle, and finally personal interaction. The interaction moves from the
periphery of attention to focused interactions. Similarly, Ju et al.’s (2008) inter-
action techniques with the digital whiteboard remain public and peripheral or
implicit from a distance, and become increasingly more private and explicit when
the person moves closer to that display.

We generalize the sequence inherent in these (and other) systems as a design
pattern called gradual engagement. There are three basic stages, which we will
further elaborate later:
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STAGE 1 STAGE 2 STAGE 3

Transfer: Far Close
distance  proximity

Awareness

Fig. 7.15 Stages of the gradual engagement design pattern: from awareness, to reveal, to
information transfers (image source Marquardt et al. 2012)

Stage 1. Background information supplied by the system provides awareness to the
person about opportunities of potential interest when viewed at a distance;

Stage 2. The person can gradually act on particular opportunities by viewing and/or
exploring its information in more detail simply by approaching it; and

Stage 3. The person can ultimately engage in action if desired.

The pattern can be further refined and applied to different contexts. For example,
to mitigate challenges when creating cross-device interactions, we can refine the
general gradual engagement design pattern by considering fine-grained proxemic
relationships between multiple devices allowing seamless transitions from aware-
ness to information transfer. Specifically, engagement increases continuously across
three stages as people move and orient their personal device toward other sur-
rounding devices (Fig. 7.15). The refined three stages are given below:

Stage 1 Awareness of device presence and connectivity is provided, so that a
person can understand which other devices are present and whether they can
connect with one’s own personal device. We leverage knowledge about proxemic
relationships between devices to determine when devices connect and how they
notify a person about their presence and established connections.

Stage 2 Reveal of exchangeable content is provided, so that people know which
content of theirs can be accessed on other devices for information transfer. At this
stage, a fundamental technique is progressively revealing a device’s available
digital content as a function of proximity.

Stage 3 Transferring digital content between devices, tuned to particular proxemic
relationships and device capabilities, is provided via various strategies. Each is
tailored to fit naturally within particular situations and contexts: from a distance
versus from close proximity; and transfer to a personal device versus a semi-public
device.

An interesting feature in the gradual engagement pattern is that users control the
speed at which information is revealed. The faster the users approach a device, the
faster the information is shown, which realigns the system’s time frame with their
own. In this case, the natural hesitation of novices and the rapid approach of experts
can have the intended consequences.
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7.4.2.2 Applications of the Gradual Engagement Design Pattern

To illustrate how the gradual engagement pattern can be applied, consider the
following use of a proximity-dependent progressive reveal for mitigating
cross-device interactions. A brainstorming application, shown in Fig. 7.16, provides
awareness (Stage 1) of nearby recognized tablet computers by showing proxy icons
on the screen. These indicators on screen are representations supporting the tran-
sition from peripheral to focused interaction. The application continuously reveals
content during Stage 2—in this case, multiple sticky notes located on people’s
tablets—as they move closer to the large display. The wall display shows thumb-
nails of all sticky notes located on the tablets above the awareness icons (Fig. 7.16).
For the person sitting at a distance, the actual text on these notes is not yet readable
(Fig. 7.16a), but the number of available notes is already visible. For the second
person moving closer to the wall display, the thumbnails increase in size contin-
uously (Fig. 7.16b). For the third person standing directly in front of the display, the

&\-'

Fig. 7.16 Proximity-dependent progressive reveal of personal device data of multiple users at
different distances to the display: a minimal awareness of a person sitting further away, b larger,
visible content of a person moving closer, and ¢ large awareness icons of person standing in front
of the display (image source Marquardt et al. 2012)
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sticky notes are shown at full size (Fig. 7.16c), allowing the person to read the text
of all notes stored on the tablet and to pursue Stage 3 interactions. While in Stage 3,
digital content can be exchanged through various interaction techniques, such as
direct touch drag-and-drop of content or device gestures initiating transfer of
information.

Next, we consider the characteristics of the gradual engagement pattern in the
context of the Proxemic Flow visualizations, and how this pattern can support
transitions from peripheral to focused interactions.

7.4.2.3 Gradual Engagement in Proxemic Flow

As mentioned in Sect. 7.3, the different visualizations in Proxemic Flow can be
categorized into different phases. Similar to the gradual engagement design pattern,
the floor visualizations gradually reveal possible interactions as a function of
proximity to, and increasing engagement with, the primary display.

As people move around the space in front of the primary display, the secondary
peripheral floor display progressively moves through three phases that afford
gradual engagement: (1) awareness of tracking status and quality through personal
halos, (2) awareness of entry and exit points for interaction through borders and
zones, and (3) inviting approach, encouraging movements, and suggesting possible
next interactions with waves and footsteps.

Borders and personal halos correspond to Stage I of the gradual engagement
design pattern, providing awareness of tracking and entry and exit points for
interaction. Note that phases (1) and (2) of Proxemic Flow can be interchanged,
depending on whether borders are always shown around the interaction area, or
only after initially engaging with the system (as discussed in Sect. 3.2.2). When the
floor initially does not show borders or zones, people can still become aware of the
floor display as they enter the tracking zone and notice their personal tracking halos.

As people increasingly engage with the primary display by approaching it, the
floor reveals more detailed information in the user’s periphery through zones that
reveal where interaction is possible, for example to interact with the display using
gestural interaction, as shown in Fig. 7.7b. Zones can be revealed continuously as
users approach the primary display or may be shown in discrete steps (e.g., as in
Fig. 7.7 where a possible next zone is shown after the user entered an initial landing
zone). This corresponds to Stage 2 in the gradual engagement design pattern:
progressively revealing action possibilities.

Finally, once people are directly engaging with the primary display, the floor
provides additional inviting and guiding visualizations to suggest future interaction
steps and encourage movements around the display. These visualizations serve the
purpose of assisting users in their interactions and correspond to Stage 3 in the
gradual engagement design pattern.
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7.5 Discussion

In this chapter, we discussed how designers can enable interactions that transition
between outside the attentional field, the periphery, and the center of attention while
interacting with proxemics-aware devices.

First, we demonstrated the use of dynamic, in situ visualizations on a peripheral
floor display with the Proxemic Flow system to mediate proxemics-aware inter-
actions with large interactive surfaces. Our floor display (1) provides peripheral
information about current tracking and tracking fidelity; (2) reveals action possi-
bilities for easy opt-in and opt-out; and (3) provides cues that invite users for
movement across the space and possible next interaction steps. These proposed
techniques target several important interaction problems with large interactive
surfaces that were identified in earlier work. The fluent transitions between the
periphery and the center of attention made possible by these floor visualization
strategies have the potential to improve walk-up-and-use interaction with future
large surface applications in different contexts, such as gaming, or for entertainment
or advertisement purposes. During initial observations, we noticed that users only
need to pay attention to the floor occasionally, which allows them to stay focused
on the main application running on the primary large interactive display.

Secondly, we generalized our experiences with designing proxemics-aware
systems that can transition between interactions outside the attentional field,
peripheral interactions, and focused interactions using two design patterns:
slow-motion feedback and gradual engagement. We propose slow-motion feedback
as a way to draw attention to actions happening in the background and provide
opportunities for intervention, while gradual engagement provides peripheral
awareness of action possibilities and discoverability and reveals possible future
interactions. These design patterns are not limited to the specific form factor of a
multi-display setup with a floor display and large vertical display. They can also be
applied to smaller-scale proxemic interactions and other ubicomp spaces.

There are some limitations to our proposed techniques and design patterns.
Proxemic Flow is targeted at walk-up-and-use interaction with proxemics-aware
large displays in sparsely populated semi-public spaces. In very crowded spaces,
the floor visualizations can be less effective due to people obstructing the floor.
Moreover, there are limitations to what the low-resolution floor visualizations can
convey. Nevertheless, the visualizations were intentionally designed to be mini-
malistic and act as effective peripheral cues that minimize the required visual
bandwidth for attending to them. Furthermore, slow-motion feedback could be a
problem for time-critical tasks, as it could have a negative effect on the overall task
completion time. Ideally, users should also be able to control the extent to which
interactions are slowed down and the speed at which increasing feedback is pro-
vided (e.g., as in gradual engagement), as the optimal speed will be different for
each user.

During informal observations of people interacting with the floor display, we
noticed that essential floor visualizations such as zones and halos were easy to
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understand. In the future, we plan further studies to confirm these early findings and
further explore the use of peripheral floor displays to mediate proxemic interactions
with large interactive surfaces.
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Peripheral Interaction in Context



Chapter 8
Peripheral Displays to Support Human
Cognition

Tilman Dingler and Albrecht Schmidt

Abstract The availability of tools greatly determines the effectiveness of people.
While some of us may be genuinely good at maths, calculators can extend our
capabilities significantly. Tools in general empower people: both physically and
mentally. In this chapter, we explore the feasibility and design space of using dis-
plays in the periphery of people’s attention as a tool to augment the human intellect.
By embedding displays into home and office environments, these peripheral displays
create stimulating environments and display personal content with the goal of
supporting people’s cognition and memory. In this chapter, we describe how we
envision such displays to strengthen episodic memory, boost people’s productivity,
and support learning tasks based on concepts from the field of cognitive psychology.
By using context awareness through sensors, such systems can be designed to look
for opportune moments for content delivery in order to keep attention switches at
minimum costs and therefore live up to the promise of ‘calm computing.’

Keywords Memory display - Peripheral learning « Microlearning « Priming -
Retrospection

8.1 Introduction

Human effectiveness is closely linked to the tools at disposal. Asking how much
sand a person can move in 1 h is meaningless without specifying the tools the
person can use: Using the bare hands, a shovel, or a digger will make much more
difference than the (physiological) fitness of the person. Looking at things humans
build—ranging from towns and buildings to microcontrollers—it is obvious that
tools are essential to what we can achieve. Over the last 5000 years, we have seen a
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massive progress in the tools humans built and used. Since the beginning of
interactive computing, the vision of augmenting the human intellect (Engelbart
2001) has been a strong driver. The last 2 decades have shown stunning progress in
what people can do, once they have access to computing technology. Ubiquitous
access to information is transformational to society, but it comes at the price of
technologies requiring human attention, which has become one of the most scarce
resources.

In this chapter, we focus on how peripheral displays can be used to support
human cognition. The basic idea is to use display space in the periphery, on screens
in the environment or using mobile and wearable devices, to provide information
for peripheral consumption, and to cue recall. We believe that by using peripheral
displays, we can create environments that are more pleasant, provide more stimu-
lation and information, and make us more effective in our actions. We expect that
adding information to our periphery can be done in a way that is not adding to the
information overload, which we experience on traditional computing devices if we
add more functionality and information.

This chapter first revisits concepts related to ambient media (Ishii and Ullmer
1997) and calm computing (Weiser and Brown 1997), which build the foundations
for work in this area. Then, we argue why peripheral information spaces are useful
and interesting to explore. We show that there is a long history of how technology
shapes the way we live and that this becomes, once implemented, quite normal. We
then give an overview of technology types that facilitate peripheral interaction and
invite for reflection and retrospection. In the final part of the chapter, we introduce
the Deja vu concept, where peripheral displays are used to make upcoming events
more familiar. By combining such concepts from cognitive psychology with current
technologies, we explore in this chapter the use of displays in the periphery of
people’s attention to support memory and learning.

8.2 Calm Computing and Ambient Media Revisited

Weiser and Brown foresaw the coming age of calm technology, which they defined
as the inevitable consequence of the ubiquitous computing era: Since we would
soon be constantly surrounded by technology—in walls, chairs, clothing, light
switches, and cars—it will be futile to get them out of the way (Weiser and Brown
1997). This calmness then allows people to focus on being human. Further, calm
technologies can be used to make the invisible perceivable. In her Dangling String
installation, Natalie Jeremijenko visualizes the flow of bits through the wires of a
computer network by using the motion, sound, and also touch of a string hanging
from the ceiling (Weiser and Brown 1996). Light and heavy network traffic is
thereby communicated to a bystander without the need to directly look at it. This
additional conveyance of information of ambient media does not seem to fulfill the
encalming claim of such technologies, especially in a world with frequent com-
plaints about information overload. Hence, the premise of calm computing is to find
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ways to communicate information without heavy strain on the users’ cognitive
capacities.

When speaking of calm computing we refer to the definition that Weiser and
Brown (1997) have given: ‘Calm technology engages both the center and the
periphery of our attention, and in fact moves back and forth between the two
(Weiser and Brown 1997).” Ishii elaborated on this concept and coined the term
ambient media for using sound, light, airflow, or water movement for background
interfaces at the periphery of human perception (Ishii and Ullmer 1997). We see
peripheral displays as a piece of technology that is generally located at the
periphery of people’s perception providing cues that invite users to switch their
attention back and forth. Hence, people’s peripheral perception is utilized to
temporarily bring these displays into focus, explicitly interact with them as the case
may be, and turn attention back to their primary task. Content and display behavior
can be triggered by implicit user characteristics, such as proximity. In this case, we
speak of peripheral interaction.

Hence, we believe that peripheral displays can be used to communicate infor-
mation without drastically demanding people’s attention, but rather offering
information in a subtle way until a temporary attention switch or ‘glance’ is fea-
sible. Interactions should be designed in a way where information overload is
minimized. Apart from taking into consideration cognitive capacities, it is essential
to make use of users’ mental models. In previous work, we introduced the concept
of ambient counterparts (Gellersen et al. 1999; Schmidt et al. 1999) where infor-
mation that is traditionally being handled in people’s virtual worlds relates to a
natural counterpart in their physical environment. The idea is that similar chunks of
information relate to collections of similar ambient media, thereby supporting an
awareness of, for instance, comparative information. Much of the information
people handle in their digital world has a natural counterpart in their physical
environment to which it can be related intuitively. For example, people often deal
with physical versions of digital information, such as printouts of documents or
pen-written calendar entries. More abstract matches include digital product infor-
mation that relates to products in a showroom or incoming e-mail from family
relating to photographs kept on the physical desktop. Identifying such counterparts
helps ambient media design to support smooth transition between the digital and
real world. By using such ambient links, users can create and control these rela-
tionships. We explored the augmentative use of non-computer artifacts in people’s
surroundings for peripheral display of digital information and concluded their utility
as extensions to our digital information spaces. Not only are we surrounded by
physical artifacts, but also by our digital companions: Due to their ubiquity, we
further explored the applicability of mobile phones as ambient displays (Schmidt
et al. 2006). Thereby, we explored, for example, possibilities to use phone screens
to convey information of interest to users in an ambient way. In a special design
task, we focused on ambient visualizations of communication behavior and showed
its feasibility.

In our more recent work, we explore the use of ambient media, and more
specifically peripheral displays, in order to support memory tasks. Therefore,
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content displayed in people’s periphery aims to provide cues to strengthen memory,
to act as inspiration, or to help transition chunks of information to long-term
memory by showing these cues spaced over time. When designing peripheral
displays for memory support, it is essential to understand the discrepancy between
the desire for a ‘calm’ design and the necessity to pay attention to content in order
to process it. Schacter (1999) identified absent mindedness as one of the key
reasons why information when consumed is not encoded correctly and therefore
later memory retrieval is being compromised. So calm technologies for memory
enhancements need to find a way to switch the focus of attention in a subtle and
non-disruptive way. This can be done by embedding information in the environ-
ment in a context-sensitive way and detecting opportune moments for content
delivery. For example, Pielot et al. (2015) harvested usage patterns of mobile
phones in order to derive different states of attention. Based on their models, they
were able to recommend content to users during moments of boredom. Another
example for harvesting opportune moments has been investigated by Cai et al.
(2015): They integrated a second language learning application into an online
messenger. By using idle moments, when users waited for their conversation
partners to respond, they pushed foreign language vocabulary to the focus of users’
attention where a temporary attention switch was non-critical. Ashbrook (2010)
defined microinteractions in a mobile context as instances where the user performs
input, and once the computer has responded, the interaction is effectively finished in
under 4 s. Peripheral displays should seek out moments where attention can be
easily shifted to the periphery for such microinteractions in order to consume the
information displayed. Such opportune moments usually present themselves in a
context where the main task is conceptually not far from the peripheral task.

Calm technologies can move between center and periphery of our attention and
back. Weiser speaks of enhancing the peripheral reach by bringing more details into
the periphery. The question is how far this reach can be extended. Peripheral
displays give potential access to a lot of detail. Information granularity, however,
can be dynamically adapted. Using sensors, the user’s context can be taken into
account when deciding how much information is to be displayed. Context factors
could be of physical (e.g., stress levels through galvanic skin response (GSR) or
electroencephalography (EEG) data) or of cognitive nature [e.g., attention levels as
measured by mobile devices (Pielot et al. 2015)].

So the idea of peripheral displays is to use information displays in the periphery
of users’ attention in order to convey rich information to the user. When placed at
locations where users pass by occasionally, opportunities for microinteractions
present themselves. These rather brief periods where the user’s mind is not focused
on a particular task can be used as opportune moments for learning: With the goal
of acquiring new or reviewing known information, peripheral displays can be used
in that way to commit such information to long-term memory. In the remains of this
chapter, we will go deeper into the concept of fostering memories and learning.
Thereby, we combine the concepts of priming and retrospection with peripheral
displays.
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Priming describes an implicit memory effect where the exposure to a current
stimulus triggers a response to another stimulus in the future (Baddeley et al. 2009).
Hence, context awareness and anticipation of user states can be used to feed
information to people that will become useful at a certain point in the future.

Retrospection on the other hand is an activity that invites people to reflect on
episodes and memories from the past. Retrospection can be triggered by feeding
relevant memory cues, for example, through peripheral displays. As a tool for
retrospection, they provide users with means to four of what Sellen calls the five
R’s (Sellen and Whittaker 2010): (1) recollecting: thinking back to past experiences
(episodic memory), (2) reminiscing: reliving past experience for sentimental rea-
sons, (3) retrieving: accessing specific information encountered in the past, and
(4) reflecting: reviewing past experiences with the goal to recognize. The fifth R
(remembering) describes the ability to remember prospective events as opposed to
things that happened in the past and falls therefore under what we categorized as a
function of priming.

In the remains of this chapter, we will explain how we relate these concepts to
peripheral displays and adjust content for the purpose of memory augmentation,
thereby coining the term ‘memory displays.’

8.3 Why Is the Peripheral Information Space Interesting?

We perceive and process information from our environment through our five senses
of sight, hearing, smell, taste, and touch. When perceived information makes it to
our attentional focus, we speak of conscious processing. The stages from sensual
perception all the way to focused attention are tightly coupled with the three types
of memory or memory functions: sensory buffers, short-term memory or working
memory, and long-term memory. Each function is discussed in detail by Baddeley
et al. (2009), but for the design of peripheral information displays, it is worth taking
a look at the first two stages: Our sensory buffers throw away most of the incoming
information before the remaining sensations are passed on to the short-term
memory through attention, thereby filtering the stimuli to only those which are of
interest at a given time. Attention is the concentration of the mind on one of the
currently competing stimuli or thoughts. Selective attention allows us to choose to
attend one thing over another. Peripheral displays should be designed in a way
where they allow brief attention switches—or ‘glances’—in situations where the
costs of such switches are minimal. Hence, such displays do not constantly try to
grab people’s attention, which should also account for the content shown. As one
use case focuses on memory augmentation by showing episodes from the past,
content needs to be compiled from previously captured data.

With the rise of the quantified self-movement, there is an increased amount of
personal data available: fitness trackers, such as Fitbit or Jawbone log steps taken
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and sleep phases. Lifelog cameras, such as the Narrative Clip or Autographer,
automatically take pictures from a first person perspective in regular intervals
throughout the day. Most of these systems focus on statistically feeding that
information back to the user with the goal of behavior change. Ajzen (1985) found
that people were more likely to achieve intended behavior if they were reminded of
their (positive) attitudes toward this same behavior. Instead of having to actively
review each dataset, peripheral displays show summaries, goals, and activity rec-
ommendations embedded in people’s homes. Pervasive awareness interfaces, such
as calm and ambient displays, can be used for influencing people to make such
behavior changes by bringing previously inaccessible information to users’ atten-
tion. Consolvo et al. (2009) proposed design strategies for persuasive technologies
for behavior change. They came up with a set of eight strategies: (1) abstract and
reflective, (2) unobtrusive, (3) public, (4) aesthetic, (5) positive, (6) controllable,
(7) trending/historical, and (8) comprehensive. These strategies are not meant to be
mutually exclusive and are able to overlap. Besides the purpose of behavior change,
making activity data retrospectively accessible to users can also be used to foster
their memory. By bringing current goals as well as memories of positive experi-
ences to the front of users’ attention, we may be able to help people overcome
initial motivational obstacles. Therefore, peripheral displays could be used to show
information relevant to prospective events throughout the user’s day. The idea
behind this is based on the previously mentioned priming effect: Users can be
mentally prepared for pending meetings and the people they will meet, thereby
showing, for example, the notes taken during the last meeting of that kind or faces
of the people signed up for it.

Classic ambient information displays, such as the information percolator (Heiner
et al. 1999) or the ambientroom (Ishii et al. 1998), have a limited information
bandwidth, so the question arises just how much information can be conveyed
through peripheral displays. We think that such displays can provide richer infor-
mation by taking advantage of opportune moments where user attention can be
attracted ‘on the go’ and interactions are kept brief, but focused. In order to
occasionally grab the user’s attention, the location of such displays is crucial. To
avoid interruption and distractions, places are preferred where users are rather
unoccupied. Hence, locations, such as hallways or the living room (see Fig. 8.1),
are preferred over, for example, office desks. Taking a more futuristic look at office
and home spaces and the use of displays therein, research suggests the prevalence
of large screen displays as well as interactive display floors (Augsten et al. 2010).
As entire walls become interactive displays, the possibilities for peripheral infor-
mation consumption increase. In opportune moments, such displays can provide a
personalized selection of information and allow users to take a brief glance at
information when they are, for example, passing through the hallway. By making
content accessible in the periphery, we can design systems for both: strengthening
existing memory and preparing the user for future experiences.
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Fig. 8.1 Examples for display locations throughout the home: in the hallway (leff), living room
(middle), and as a fridge display (right)

8.4 Concept: Technologies Are Shaping Our Environment

People adapt and shape their environments to better suit their needs. Creating
effective shelters and storage, easing transport and paving paths, supporting com-
munication, and enabling preservation of memories are central examples that are as
old as human civilizations. Looking at these traditional examples, it becomes clear
that there is an inherent relationship between the technologies available, the way we
use them to shape the environment, and the impact of the created (artificial)
environment on humans.

Motivating Example: A Mountain Path is Manipulating me

Assume there are three villages A, B, and C with a mountain range in between.
Without a path between these villages, exchange or trade is rare since climbing the
mountains is time-consuming and dangerous. Once a donkey path is built over the
mountain area connecting A and B, exchange between these villages will increase.
Later, when village B is connected to village C with a railway link through a
mountain tunnel, exchange between B and C will flourish. This simple example
shows that technologies put in place will impact or manipulate human actions. This
hypothetical example is not far from our everyday experience—did you walk this
morning on the paved path from the car park to the office or did you go through the
bushes?

This example is to highlight that influencing and shaping behavior through
technologies is not a novel phenomenon. It is as old as technological interventions,
and it helps to reduce complexity. Walking along the mountain path reduces
physical and cognitive effort. You do not constantly need to decide which way is
the best to go. In the physical world, we are very much used to being influenced.
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In the digital world, this is still often controversial and considered manipulation.
Examples of search results are one example. The big difference in our view is the
visibility of the technologies and the understandability of how it influences our
behavior for things in the physical world. It does not require much knowledge to
understand how a paved path changes your behavior, but in contrast, most people
would not understand how the sorting algorithm in a search engine impacts what
they will look at.

As more and more things around us become computer controlled and more
information we consume become digital, we have to face the issue that our expe-
riences are strongly determined by software.

For peripheral interaction, it is important to be aware of this fact and to
understand that information presentation will always have an impact on users. In
order for users to accept these systems, it is essential not to trick the user or
manipulate them into actions they would not want to do. The following basic rules
give guidance on designing such systems:

e Empower the user to explore why certain information is presented and why
other information is not presented,;

e Make it apparent to what contextual factors the information is adapting and
enable the user to personalize the adaptation.

It is apparent that any information presented (or not presented) may impact the
user. At the same time, providing information that is contextualized will ease many
cognitive tasks. There is no silver bullet here, but it is central for developers to
consciously make these decisions when creating the system and to make them
explicit in their system design.

Putting information in the periphery makes things easier. Let us consider the
following examples:

e A person is writing software for an interactive Web page. The peripheral dis-
plays in the office examples of similar Web pages are shown together with the
information which frameworks and libraries they use. How this information is
selected and presented can have an influence of how the person will implement
the Web page.

e When entering the kitchen for cooking, the peripheral display in the kitchen
shows pictures of foods and dishes that are related to the things in the fridge.
These pictures with associated recipes can inspire the person, but clearly may
change their behavior.

e When facing the task of designing and creating a wooden chair, peripheral
displays support each step of the task by showing a variety of design styles,
different processes of manufacture, and design patterns. Such inspirational
visualizations can trigger creativity and eventually shape the outcome.

e During a chat with a friend, content about trending topics or common interests
can be displayed in order to trigger or enhance conversations. Pictures of
common activities can be displayed to invite bystanders to reminisce about good
times spent together. How will this affect the depth of the friendship?
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As discussed, enhancing cognition in these ways can offer a range of opportu-
nities from changing behavioral patterns to enhancing creativity. However, there are
potential risks to it, too, such as the risk of exposing sensitive content in the wrong
context. Most peripheral displays are placed in a semipublic environment and
therefore accessible by more than a single person. Ambient media should be able to
sense sensitive contexts and pick the content accordingly. However, sophisticated
context sensing is a challenge and the risk of guessing that context wrong can
render the technology annoying or useless to the user. Here, we need not only
reliable sensing and algorithms, but also a way for users to provide feedback to the
system in order to avoid repetitive mistakes. Such challenges will need to be
addressed by a careful system design which allows users to be in full control of the
content and its sources of aggregation. Another issue of proactively displaying
content arises whenever that content is used to support the user without risking to
patronize creativity. By suggesting content the system seems fit, the user is put into
the jeopardy of receiving a filtered selection imposed by the system. This selection
may differ from what the user really needs in order to fulfill a task or to trigger new
forms of ideas. Last, but not least, the pure presence of peripheral displays seems to
disrupt the current ‘calm’ of the environment. Hence, we propose a context switch
in opportune moments when there is a minimum cost to the user’s current cognitive
capabilities.

8.5 Technologies for Peripheral Interaction

There are two general approaches to place technologies for peripheral interactions:
infrastructure-based and user-worn. Technologies that are fixed in the user’s
environment provide an infrastructure to display information at a certain location.
User-worn devices, on the other hand, are considered to be mobile and in the
immediate proximity of the user. Typical devices in a home environment include
besides computer screens, the TV, tablets, and electronic picture frames. Mobile
technologies comprise the devices carried by a user, such as mobile phones,
watches, glasses, and other wearables. Further, we can distinguish between
semipublic and private displays: Semipublic displays are typically found as part of
environments such as people’s home or office. As opposed to public displays,
which are accessible to the general public, e.g., on public spaces like train station or
market squares, semipublic displays can only be accessed by a limited amount of
people; they can be focused on a specific person or group of people and hence may
contain rather personal context streams. As opposed to private displays, which are
typically accessible to a single user, such as the mobile phone or a smart watch,
semipublic displays are rather deployed in the environment serving as peripheral
displays.

Equipped with sensing capabilities, information displays can become context
aware. For example, proximity sensors can detect the pure presence of a user,
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whereas cameras can identify individual users. Context awareness can enrich a
peripheral display environment by providing flexible screen real estate: Depending
on the user’s position and activity, specific displays can be used to display infor-
mation in the environment or rather on the person. For example, the user’s prox-
imity could be used as a context variable to determine where to display certain
information, e.g., in the hallway rather than in the living room in order to not
interrupt a conversation. Marquardt and Greenberg (2012) coined the term
Proxemic Interaction for describing systems that take people’s and devices’ spatial
relationship into account in order to provide seamless interactions. In previous
work, we explored different interaction zones in front of displays to map func-
tionality across space (Dingler et al. 2015). By using proximity sensors, such as
depth cameras, for example, different interaction zones can span the space in front
of peripheral displays, thereby allowing users to interact with them by their pure
presence or increase interaction granularity by stepping closer to the display (e.g.,
allowing gesture interaction or touch input). However, context awareness can go
beyond solely detecting user proximity. Depending on the current user activity
detected (e.g., in a conversation) and the urgency of the information, a network of
peripheral displays can route information in real time from peripheral locations to
spaces that may more directly grab the user’s attention. Retrospective memory aids
are less time-sensitive than prospective cues. Hence, many systems use notifications
to alert the user about timely issues or required interventions. Notifications can be
delivered to all devices connected to a particular user account. However, often this
does not take into account the user’s current activity, location, or openness to
interruptions, which is why delivery strategies, such as bounded deferral (Horvitz
et al. 2005), have been proposed: If a user is predicted to be busy, alerts are held
back until a more suitable moment is detected. In previous work, we showed that
generally there were enough of such opportune moments sufficiently stacked
together, since people tend to return to an attentive state within only a few minutes
(Dingler and Pielot 2015).

Peripheral displays are not limited to devices with monitors; reminders can be
triggered through various modalities. A classic example is the alarm clock which
uses sound cues to wake up the user, or an egg timer which notifies the user about
the state of the cooking progress. Sound is convenient although rather intrusive.
Brewster et al. looked into smell-based interactions (Brewster et al. 2006) and
showed how scents could be used to evoke connotations. Haptic alarms, on the
other hand, can be designed in more subtle ways when a particular user should be
notified through a smartphone vibration or an actuator in the user’s clothes, for
example.

More recently, large screen displays, projected walls, and floor space are being
explored as ubiquitous and interactive displays throughout home and office envi-
ronments (Augsten et al. 2010). When any space can be used as a display, memory
cues can be placed in locations where they can dynamically move in and out of the
user’s focus of attention.



8 Peripheral Displays to Support Human Cognition 177

8.6 Use Cases and Scenarios

Peripheral displays can be applied in various ways. In Sect. 8.2, we introduced
priming and retrospection as two psychological concepts and described the con-
nection between information, its presentation, and human processing. While ret-
rospection can be used to activate past experiences, priming is used to infer insights
for future experiences. For our peripheral displays, we combine priming with the
notion of Deja vu, which is defined as a feeling of having already experienced the
present situation (Oxford Dictionary) to build proactive systems that prepare peo-
ple’s memory for what is to come. The goal of this technology concept is to make
new situations, and encounters appear more familiar and help building out multiple
association points for people to link new information to.

8.6.1 Deja Vu—Utilizing Peripheral Interaction
Technologies

The basic idea of this concept is to facilitate the coping with new situations:
Visiting new places, getting to know new people, or engaging new tasks is part of
everyday life. Naturally, such situations create a sense of excitement or anxiety
when people face the unknown. The goal of our approach is to utilize peripheral
displays in the home to present small information chunks that potentially have
future relevance for a person and lower the barrier to the unknown. We investigate
whether people are able to learn incidentally and without conscious effort about
new environments and people. By providing visual information on peripheral
displays, we can create a sense of Deja v when people are actually facing new
situations. Such a system should be designed in a way that people firstly value the
aesthetic qualities and only afterward consider the images presented to be general
pointer to future events. Eventually, users would realize that some of the infor-
mation pieces will appear in the real world and thus will create a positive sense of
Deja vu.

For example, one application scenario includes overcoming culture shock. When
migrating for work or spending extended periods of time studying abroad, such
change is potentially challenging. People often experience frustration and difficulty
when adjusting to new cultural situations. Even the most basic daily tasks may
require an unanticipated degree of adaptation and new learning (Geeraert et al.
2014). Making use of a peripheral display showing a Deja vu board, a user can be
warned about potential challenges and solutions offered by fellow travelers or
expatriates who have made similar experiences. Local customs, rules, and regula-
tions can be pointed out in advance by displaying text, images, or even short videos.
Such rich multimedia examples can be used to illustrate what to expect and how to
overcome those challenges.
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So while the scenario of creating Deja vu effects is fueled by the priming effect,
the effects of retrospection can be utilized to strengthen episodic memory. As
described in Sect. 8.5, we can use lifelogging data to create mashups of personal
data inviting people to reflect on their activities: For example, a dashboard view
could show summaries of activities throughout the day (see Fig. display dash-
board); how many steps taken, miles walked, calories burned, places been, and
people met. By showing pictures of recent encounters alongside with people’s
names and context-relevant information, peripheral displays could help strengthen
face recognition memory and help committing details of an encounter to long-term
memory. Further, peripheral displays can support learning tasks by presenting
information relevant to a certain topic: For example, by displaying vocabulary,
language skills could be strengthened.

8.6.2 Learning Environments

As pointed out, peripheral displays can collect activity data from wearables, mobile
devices, and online sources to feed a processed summary of this information back to
the user. This can include places visited, people encountered, or passages read: By
showing pictures of recent encounters alongside with people’s names and
context-relevant information, such displays could help strengthening face recog-
nition memory and help committing details of an encounter to long-term memory.
By repeatedly exposing users in this way to their past activities, our displays aim to
support people’s episodic memory, i.e., the capacity to remember specific events.
They can be further used to enhance semantic memory, which is assumed to store
accumulative knowledge of the world: Displays deployed throughout the user’s
home can support learning tasks by presenting information relevant to a certain
topic. For example, by showing vocabulary, language skills can be strengthened.
Findings in language learning show how spaced exposure (Dempster 1987) and
continued exposure (Webb 2007) to stimuli result in greater learning gains. The
objective is to use memory displays in order to help foster memory by moving
content from people’s short-term to long-term memory. In the case of utilizing the
priming effect to create Deja vu experiences, peripheral displays are used to convey
information about an event in the future. Similarly, the displayed content could
focus on learning goals, e.g., language learning, accumulating facts about a certain
topic, or for preparing students for a specific exam. Each day a specific lesson can
be scheduled to be displayed in easily digestible chunks. Individual learning units
can be spaced out over time and repeatedly tested. Memory benefits have been
found to arise from using distributed study and testing by spacing multiple tests of
information within learning sessions and by distributing tests across multiple review
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Fig. 8.2 Dashboard view of a peripheral display showing upcoming events, related pictures, and
context information

sessions (Cull et al. 2000). Such retrieval practices can easily supported by using
peripheral displays. From a conceptional and technological point of view, it may be
worthwhile to consider adaptions of textbooks to a specific format fit for presen-
tation in the periphery (see Fig. 8.2).

Whether being used for strengthening episodic memory or preparing users for
future events, content displayed on peripheral displays needs to be highly per-
sonalized. Personal data mainly originate from devices and sources collecting
information and activity data of a specific person. This information can include
locations visited, steps taken, sleep patterns, pictures taken, calendar entries, or
communication data. Further, this data can be enriched by external context infor-
mation, such as location-specific weather reports or relevant news articles. The
resulting personal content stream is subject to a number of privacy implications
whose in-depth discussion would go beyond this chapter. Since such displays are
deployed in the privacy of users’ homes, we speak of semipublic displays.
Convenient display locations are those which users pass frequently, such as hall-
ways, living room, or kitchen walls (see Fig. 8.1). However, placement can also
depend on the purpose of and content on the display. The type of information
displayed depends on the memory concept the display implements, of which we
described the two application scenarios above. We think there is great potential for
future work looking at these scenarios and their effects on users in depth: from a
psychological perspective, but also from an interaction, attention, and user expe-
rience point of view.
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8.7 Summary

In this chapter, we argued that people’s capabilities and effectiveness are linked to
the tools they have at their disposal. For physical enhancements, such as tool kits,
this is straightforward. For enhancing cognitive capabilities, we discussed the
feasibility and design space of using peripheral displays to augment the human
intellect. Where the notion of ‘calm’ comes in is where technologies compete for
people’s attention. By embedding displays into home and office environments,
task-related content can be displayed at the periphery of people’s attention. By
using context awareness through sensors, we can design such systems to look for
opportune moments for content delivery in order to keep context switches at
minimum costs. We discussed a number of usage scenarios where peripheral dis-
plays can be used to facilitate a task at hand, enhance creativity, and support human
relations. We based our concepts on human memory effects, such as priming and
retrospection, and introduced the utilization of a controlled Deja vu. With the
ubiquity of wearables, mobile devices, and the emergence of large screen display,
we see a manifold of opportunities for using this growing screen real estate for
ambient media and peripheral interaction.
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Chapter 9

Peripheral Interaction in Desktop
Computing: Why It’s Worth Stepping
Beyond Traditional Mouse and Keyboard

Kathrin Probst

Abstract When computers entered our workplaces and other areas of our everyday
life, many of the opportunities to use our physical abilities diminished. The mac-
romonotony of large movements in, e.g., line production has become the micro-
monotony of small movements in computer-based office work. At the same time,
looking at our everyday activities that do not involve technology, we naturally
make use of our perception and motor abilities and continually interact with our
surroundings. Our research has thus focused on achieving similar fluidness in our
interactions with the digital world. While traditional desktop work usually involves
controlling computers by pressing buttons, dropping menus, and sliding bars, we
invite users to act with their physical surroundings, i.e., furniture embodied as
handles to actions in the digital world. Based on our research on peripheral
embodied interaction through smart furniture and insights from related research, we
provide a conceptual overview of the seemingly minor, yet accumulatively pow-
erful, benefits that this interaction style can provide as additional input dimension in
desktop settings.

Keywords Desktop computing - Physical computing - Embodied interaction -
Gestures - Metaphors

9.1 Motivation

Today, many people find themselves spending a majority of their working day in
front of a computer screen. Computer technology has become an integral part of our
work activities: We use Web browsers to gather information on the Internet, e-mail
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clients, and instant messengers (IMs) for electronic communication, word proces-
sors for writing and reading documents, etc. We deal with multiple applications in
parallel, constantly switching between multiple windows on the screen, reacting to
digital notifications, or communicating with our coworkers. Multitasking and the
parallel management of multiple activities, tasks, and working spheres have become
everyday practice for most of us (Gonzalez and Mark 2004).

9.1.1 The Reality of Everyday Desktop Computing

While doing so, we are surrounded by omnipresent graphical user interfaces, which
have been introduced decades ago with the development of mouse and keyboard,
and the rise of the personal computer (Shneiderman 1998). In fact, aside from a
slightly improved mechanical construction and visual polish, the input and output
devices connected to average desktop computers today are virtually identical to
first-generation computers (see Fig. 9.1). Although there have certainly been several
developments along the way, such as improved graphics, trackpads, flat-panel
displays, and touch screens, we still fundamentally operate our computers with a
single pointing device and a keyboard. In light of other domains such as mobile
computing, wearable computing, or digital entertainment systems increasingly
making use of novel input technologies, many have predicted death of the mouse
and keyboard (Lee 2010). However, the reality of everyday desktop computing
seems to persistently stick with the same “point-and-click™ interaction.

Reflecting upon the evolutionary development of this “traditional” computer
interface, we can identify some of the critical factors for the mouse and keyboard’s
endurance: Typing technology has come a long way over the past centuries, starting

S—

Fig. 9.1 Today’s desktop interface is virtually identical to first-generation personal computers
(images via DigiBarn Computer Museum)
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with the invention of early mechanical typewriters, changing shape over the years,
and finally resulting in the birth of the keyboard as we moved into the age of
computers. Typing speed with minimum effort (two-handed typing allowing visual
focus to stay on the screen, without paying much attention to actual finger move-
ments) was one of the main reasons why it became so successful. The invention of
the computer mouse then brought a major shift toward direct interaction on a
graphical user interface (Smith et al. 1982). Precision with minimum effort (moving
quickly to a specific point on the screen, without needing to move one’s hand very
far) was the main advantage that it added to the desktop interface. Even today, these
features make up for mouse and keyboard as our number-one input devices in
desktop computing—which remains to be the habitat of most productivity tasks,
where it is all about getting things done in a fast and accurate way.

More recently, many innovations for interacting with computers have followed
the invention of the keyboard and mouse. New generations of input technologies
have opened up a whole new space of interactions via gesture control (e.g., Apple
Magic Trackpad, LeapMotion), vision control (e.g., Tobii Eye Tracking), or voice
control (e.g., Siri, Cortana). To date, such solutions have not succeeded in replacing
mouse and keyboard as primary input devices due to various practical limitations
(e.g., speed, recognition reliability, pointing accuracy, physical effort). However,
we believe they provide great potential for peripheral interaction in desktop com-
puting to complement high-precision mouse and keyboard with an additional input
domain that naturally blends into our existing digital workflows. In particular, our
research interest lies in peripheral gestural interaction to extend the traditional
desktop interface with inattentive, bodily actions in the physical world.

9.1.2 Taking the Step Beyond

Comparing our everyday activities on the screen with our activities that do not
involve technology, the physical world often seems so much easier to handle: We
naturally make use of our perception and motor abilities, continually interact with
our surroundings, and deal with numerous parallel activities in the periphery of
attention (e.g., relying on our spatial memory when grabbing a mug from a kitchen
board, coordinating our hands when pouring coffee into the mug, reading a
newspaper while drinking the coffee). In contrast, interactions with computing
technologies usually involve deliberate actions in the focus of attention.

Based on this argument, we identify two main properties of mouse and key-
board, which on the one hand make up for their versatility and on the other hand
come with inherent interaction gaps that are discussed in the remainder of this
section. Addressing these gaps, Sect. 9.2 points out the potential of peripheral
interaction to bridge these gaps by providing a powerful add-on to traditional
desktop settings.
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9.1.2.1 Digital Versus Physical

First, traditional desktop interfaces provide a generic interaction style that is con-
sistent across a wide variety of applications and actions in the digital world. On the
one hand, this allows interactions to be achieved with minimum effort by
employing the same bodily actions, i.e., clicking, scrolling, and typing. Mouse and
keyboard can thus function as general-purpose input devices providing access to a
wide range of functions with a small set of basic operations. On the other hand, this
means that the richness of human skills is exploited only to a limited extent, as the
underlying actions are the same across applications.

From an evolutionary perspective, we have traded the variety of skilled move-
ments that we once used to perform in crafting and agricultural domains against the
macromonotony of large movements in industrial production and later against the
micromonotony of small movements in desktop work. When computers entered our
workplaces and other areas of our everyday life, many of the opportunities to use
our physical abilities diminished. Having an office job today, all too often involves
sitting all day at a computer, making the same small repetitive movements with our
fingers, hands, and eyes over and over again (see Fig. 9.2), while the rest of our
body remains largely unchallenged (O’Sullivan and Igoe 2004). As a result,
work-related disorders have become one of the most common chronic diseases,
often resulting from years of poor posture and sedentariness at the workplace
(Owen et al. 2009; McCrady and Levine 2009).

Fig. 9.2 A limited number of senses are challenged with present-day desktop interfaces: Fingers
are engaged in clicking, scrolling, or typing on mouse and keyboard. Eyes continuously watch the
visual results on the screen. Ears come in from time to time when audio feedback is provided
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From an interaction perspective, we have traded the direct mapping between
form and function that we once found in artisan tools against reduced numbers of
mechanical controls on machines and early computers and later against the basic
operations of point-and-click interaction in desktop computing. The shape, size, and
form of computing technology have reduced the physical actions that are possible to
perform as human—machine interfaces moved from a one-function-per-control
toward a many-functions-per-control approach. In traditional desktop interfaces,
there is no longer a perceptually meaningful link between actions, form, and
feedback. Very different functions are triggered by the same actions, which result in
similar output. As a result, they increasingly challenge users’ cognitive skills to
learn and remember various digital functions and input sequences, while largely
neglecting their perceptual motor skills (Djajadiningrat et al. 2007).

Our five senses are naturally designed for different types of interaction, and
much potential of the parallel architecture of our brains is lost when human—
computer interfaces exploit only few of them. Desktop computing thus faces the
challenge of more effectively matching interfaces to the richness of human capa-
bilities. Novel interaction styles hold great potential to move us toward this goal by
engaging various parts of our body and taking advantage of our perceptual and
motor skills. Moving actions into the physical world, it has been shown that the
bodily, tangible nature of such embodied interaction styles (Dourish 2001) opens up
a parallel interaction channel for parallel processing of multiple resources (Wickens
and McCarley 2007; Olivera et al. 2011). Increased movement diversity can fur-
thermore decrease the monotony of computing tasks (Silva and Bowman 2009), or
improve overall physical activity and mental well-being (Levine 2002).

Thus, similar to our everyday activities that do not involve technology, where we
make use of our perception and motor abilities and continually interact with our
surroundings, peripheral interaction around the desktop holds the potential for
extending interaction from the screen toward the physical world around us.

9.1.2.2 Focused Versus Peripheral

Second, traditional desktop interfaces provide a structured environment, where the
majority of interaction happens visually, on a computer screen. The interface is
usually separated into different workspaces, i.e., a primary workspace that holds the
currently active application, a secondary workspace that holds artifacts related to
the primary space (e.g., tool palettes), and an offscreen workspace that holds the
remaining artifacts (e.g., menus) to be made visible through direct user interaction
(Hausen et al. 2013a). On the one hand, this allows interface designers to make
efficient use of the available screen space by distributing UI elements across all
available workspaces. On the other hand, this causes users to spend too much time
manipulating the interface, all too often ending up frustrated by too many layers of
point-and-click or cluttered screens due to overlapping windows, hierarchical
menus, widely dispersed icons, nested toolbars, etc.
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Fig. 9.3 Possible ways of updating a user’s online status in an instant messenger application: by
a navigating through the menu hierarchy in the messenger window, b accessing a drop-down
menu from the current status icon in the messenger window, ¢ accessing the context menu from the
messenger icon in the system tray, d revealing the hover preview of the messenger window’s
representation in the taskbar, and or e executing a custom-defined hot key combination

Since the actions that we can perform on the on-screen elements are very simple,
they oftentimes need to be repeated or combined to complete a specific operation,
which leads to long sequences of simple actions that require users’ focused atten-
tion to achieve an intended goal. Even very simple tasks often require a context
switch, precise pointing, or exact knowledge about certain key presses. If we
consider the simple task of adjusting one’s status in an IM application for example
(see Fig. 9.3), this can usually be achieved in several ways, which all include
multiple steps of shifting application windows between foreground and background
modes, navigating through menu hierarchies, or revealing hidden controls.
Alternatively, keyboard shortcuts can provide direct access to application functions,
but require users to remember a number of different key combinations. Either way,
people are required to divert attention away from their primary task, which comes at
the cost of increasingly interrupted work.

In the reality of everyday desktop computing, this is especially relevant for
secondary or background tasks, which can take place concurrently with a primary
task (Chewar et al. 2002). When the demands of the secondary task cause it to
become the user’s primary focus, negative performance effects on the primary task
can occur (Czerwinski et al. 2004).
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Fig. 9.4 Seven Stages of Action: The Stages of Execution start at the top with the goal, the state
that is to be achieved. The goal is translated into an intention to do some action. The intention must
be translated into a set of internal commands, an action sequence that can be performed to satisfy
the intention. The action sequence is still a mental event: Nothing happens until it is executed,
performed upon the world. The Stages of Evaluation start with our perception of the world. This
perception must be interpreted according to our expectations and then evaluated with respect to
both our intentions and our goals (reproduced from Norman 2002)

Research has consistently documented the negative consequences of interrup-
tions to ongoing work tasks including context-switching costs such as distraction,
errors, work delay, stress, and frustration (e.g., Finstad et al. 2006; Igbal and
Horvitz 2007; Jin and Dabbish 2009). Considering this problem in light of
Norman’s action cycle (see Fig. 9.4), we can identify that this is especially relevant
for the execution stage, where long sequences of point-and-click interaction lead to
a bottleneck in the action cycle.

Desktop computing thus faces the challenge to bridge this gulf of execution by
removing roadblocks that cause extra thinking and actions that distract the user’s
attention from the task intended, thereby preventing the flow of his or her work and
decreasing the chance of successful completion of the task. Novel interaction styles
hold the potential to move us toward this goal by involving multiple of our senses
and naturally taking advantage of our ability for subconscious perception and
control of bodily actions. Engaging both the center and periphery of attention, it has
been shown (Weiser 1996) that such activity-based approaches (Maclntyre et al.
2001; Bardram 2009) can support common multitasking practices through smooth
transitions between primary and secondary workspaces, or off-loading of infor-
mation into the physical environment.

Thus, similar to our everyday activities that do not involve technology, where we
deal with numerous activities at the same time, peripheral interaction through
bodily actions in the physical world holds the potential for supporting increasingly
subconscious control of secondary tasks in parallel with an ongoing primary task.
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9.2 Peripheral Interaction Around the Desktop

Research in the areas of embodied interaction (Dourish 2001) and tangible user
interfaces (Ullmer and Ishii 2000) has revealed potential benefits of extending the
traditional desktop interface with an additional bodily input domain to for
peripheral interaction in desktop settings (e.g., see Fig. 9.5). Peripheral tangible
interaction has shown as “particularly suitable for the office context, comple-
menting the existing monitor, mouse, and keyboard, and supporting the perfor-
mance of auxiliary work activities in parallel with primary workstation-intensive
tasks” (Edge 2008). Extending this concept, peripheral embodied interaction has
shown to “improve multiple task situations by moving secondary tasks from the
classical computer interface into the physical world around us” (Hausen and Butz
2011). We believe that such physical manipulators are a natural step toward making

Fig. 9.5 Examples of peripheral interaction in desktop scenarios: office-based peripheral TUI
(Edge 2008), StaTube tangible presence indicator (Hausen et al. 2012), peripheral music controller
(Hausen et al. 2013b), and Unadorned Desk extended input canvas on a physical desk (Hausen
et al. 2013a)
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the next UI metaphor the real world itself by providing an interaction modality that
can be controlled in the periphery of attention.

Karam and Schraefel (2005a) were one of the first to consider gestures for the
support of secondary task interactions in multitasking environments, by investi-
gating the use of semaphoric hand gestures for control of an ambient music system.
Edge and Blackwell (2009) offered an alternative perspective on tangibility in
interaction by presenting an office-based TUI that allowed users to manage auxil-
iary work activities (e.g., e-mail management, time sheet completion, information
sharing) by freely arranging digitally augmented physical tokens around the
periphery of their workspace. Cheng et al. (2010) presented the iCon prototyping
platform that employs a novel approach to utilizing everyday objects in the physical
desk environment (e.g., bottles, mugs) as instant tabletop controllers. Hausen et al.
designed an ambient appointment projection that supports peripheral interaction
with upcoming events through freehand gestures (Hausen and Butz 2011), the
StaTube tangible presence indicator that allows users to change their IM state in a
peripheral fashion (Hausen et al. 2012), a peripheral music controller and e-mail
notification system that compared different input modalities for peripheral inter-
action (Hausen et al. 2013b, ¢), and the Unadorned Desk that demonstrates the use
of coarse hand gestures to arrange and retrieve virtual offscreen artifacts on a
physical desk (Hausen et al. 2013a).

Overall, this body of research demonstrates that extending traditional desktop
interfaces with a supplementary input dimension that smoothly shifts interactions
between the focus and periphery of attention is particularly suitable for interaction
with background (secondary) tasks in multitasking scenarios. This can help us to
overcome some of the problems with traditional interfaces, complement our current
interaction vocabulary, and enhance user experience.

In our research, we have extended this concept toward the physical workspace
environment, investigating the potential of body movements on a flexible chair
(Probst et al. 2014a), and other of smart furniture prototypes (Probst et al. 2014b) to
enable quasi-parallel control of primary and secondary tasks. Based on this research
on peripheral interaction through smart furniture, we provide a conceptual overview
of the seemingly minor, yet accumulatively powerful, benefits that this interaction
style can provide as additional input dimension in desktop settings. In the remainder
of this section, we present two themes that we believe are particularly relevant for
taking the mundane reality of everyday desktop computing to the next level. The
first theme, from the screen to the world, describes how our knowledge of our lived
body can allow for subconscious control of bodily actions in the world, in parallel
with an ongoing primary task. The second theme, from the world to the mind,
describes how applying basic concepts from our real-world and bodily experience
can provide meaningful, understandable shortcuts to application commands.
Throughout these themes, we discuss relevant theoretical backgrounds and how
these are put into practice in the related work on peripheral interaction in the
desktop domain and provide concrete examples from our research on peripheral
interaction through smart furniture.
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9.2.1 From the Screen to the World

The richness of human knowledge and understanding is far deeper than we can
explain. To illustrate this assertion, consider the example of riding a bicycle: We
are simultaneously navigating, balancing, steering, and pedaling to smoothly make
our way along the road. We are able to sense, store, and recall our own muscular
effort, body position, and movement to build this skill. Yet, it is not possible for us to
articulate all of the nuances of this activity when we try to teach somebody how to
ride a bicycle (Klemmer et al. 2006).

This kind of procedural (tacit) knowledge is involved in knowing how to ride a
bicycle, how to steer a car, how to swim, and how to perform music. It is largely
subconscious, but reliable and robust. It is best taught by demonstration and best
learned through practice. Even the best teachers usually cannot describe what they
are doing.

The basis of this knowledge is our sensorimotor control, which is the combi-
nation of body movements into intended actions (Weiss and Jeannerod 1998). This
involves the integration of proprioceptive information (detailing the position and
movement of the musculoskeletal system) with the neural processes in the brain and
spinal cord (planning, transmitting, and controlling motor commands). To produce
coordinate movements, our brain holds an internal prediction of the sensory con-
sequences of a movement and compares it with the actual feedback from the joints
and muscles. As a result of this continuous comparison, corrective commands are
issued, and the prediction is adapted accordingly (see Fig. 9.6).

NEURAL CONTROL

maotor cortex (M1)

prefrontal cortex (PF) somatoscnsory cortex (S1)

visual cortex (V1)

reticular formation (RF)
vestibular nuclei (VN)

MOTOR BEHAVIOR

Fig. 9.6 The basic brain circuit for sensorimotor control: At the lowest level, the spinal cord
integrates motor output and sensory input from skin, muscles, and joints to basic movements and
reflexes. At the second level, brain stem regions (RF, VN) improve these patterns with postural
control and locomotion patterns. At the highest level, the cerebral cortex supports a large and
adaptable motor repertoire. The diagram illustrates some of the key regions that are involved in
goal-directed reaching movements: PF for action goals and planning, M1 for motor planning, V1
for visual feedback, and S1 for somatosensory feedback (reproduced after Scott 2004)
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Essential for this sensorimotor control is our kinesthetic sense (proprioception),
which allows our body to keep track of the joint position in the body and their
location in space and regulate the muscular effort that we use to move our bodies.
As a key component for hand—eye coordination and kinesthetic memory, it is how
we can position our hand to catch a ball, or touch our nose with our eyes closed.
Humans are remarkably fast and accurate at using tactile and kinesthetic cues to
locate and recognize objects without vision (Lederman 1987; Huynh et al. 2010).
On keyboard and mouse, users can thus rely on their proprioception to develop a
rough idea of the physical location of keys and buttons (e.g., bumps on the F and J
keys support correct positioning of the hands).

The appropriate integration of proprioceptive input enables us to walk without
watching where we put our feet, or drive a car without watching the pedals and
gearstick. The kinesthetic sense is essential whenever learning a new motor skill
and forms the basis for various forms of procedural knowledge:

o Two-handed (bimanual) coordination and hand—foot coordination allow us to
interact with both hands at the same time (e.g., when tying our shoelaces, or
eating with knife and fork), or move our hands and feet in a coordinated manner
(e.g., when playing football, or swimming). Using keyboard and mouse, this
allows us to interact with both hands in parallel (Buxton and Myers 1986).

e Kinesthetic memory (muscle memory, motor memory) involves consolidating a
specific motor task into memory through repetition. When a movement is
repeated over time, a long-term muscle memory is created for that task. Once an
activity is encoded in muscle memory, it requires little conscious effort to
perform, which allows it to become automated and performed unconsciously in
parallel with other activities (Newell and Rosenbloom 1981; Wickens and
McCarley 2007). Examples can be found in many everyday activities that
require rapid bodily responses for which planning by explicit cognition is
simply too slow, e.g., driving a car, riding a bike, or playing an instrument.

e Spatial memory involves the recording of information about one’s environment
and its spatial orientation. It is a cognitive process that enables a person to
remember different locations as well as spatial relations between objects. This
allows us to remember where an object is in relation to another object, e.g.,
when navigating through a familiar city, or recalling the location of items in a
room. In computer interfaces, users can thus rely on spatial memory to recall the
locations of keys on a keyboard, or on-screen controls in a GUI (Scarr et al.
2012).

Put together, this kind of procedural knowledge is the reason that we can per-
form multiple actions simultaneously, when they are done automatically, with little
or no need for conscious attention:

Doing several things at once is essential even in carrying out a single task. To play the
piano, we must move the fingers properly over the keyboard while reading the music,
manipulating the pedals, and listening to the resulting sounds. But to play the piano well,
we should do these things automatically. Our conscious attention should be focused on the
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higher levels of the music, on style, and on phrasing. So it is with every skill. The
low-level, physical movements should be controlled subconsciously (Norman 2002).

In the context of peripheral interaction around the desktop, the richness of
human skills has been successfully applied for secondary tasks to be controlled in
parallel with an ongoing primary task. Table 9.1 provides an overview of such
actions and their coverage in the related work (e.g., see Fig. 9.5).

For example, StaTube (Hausen et al. 2012) builds on people’s ability to sense
ambient information in the periphery to let them observe the status of their favorite
IM contacts with a tangible presence indicator. Simply turning the topmost layer of
the tangible device, they can also change their own IM state in a peripheral fashion.
Similarly, iCon (Cheng et al. 2010) builds on people’s real-world experience with
everyday objects that can be sensed with our peripheral awareness and provide
inherent affordances due to their tangible, movable, and graspable properties. The
office-based TUI by Edge and Blackwell (2009) leverages users’ kinesthetic sense
to allow for distinction of tangible tokens based on their characteristic engravings
on the edges. Building on people’s bimanual coordination abilities, the system
supports two-handed interaction with coarse-grained manipulation of physical
tokens under the non-dominant hand and fine-grained manipulation of a control
knob under the dominant hand. The Unadorned Desk (Hausen et al. 2013a) extends
this concept toward utilizing the physical desk space around a computer as input
canvas for peripheral interaction with virtual items. Taking advantage of people’s
proprioception and spatial memory, it demonstrates that users have a good under-
standing of where items are located and can easily—even with closed eyes—
retrieve such objects.

Table 9.1 Examples of secondary tasks and their coverage in peripheral interaction

Applications Commands

Application Launch/exit (Edge and Blackwell 2009; Cheng et al. 2010; Hausen et al.

management 2013a), switch (Cheng et al. 2010; Hausen et al. 2013a)

File management Create (Edge and Blackwell 2009), open/close (Edge and Blackwell
2009)

Data manipulation Copy/paste (Cheng et al. 2010), undo/redo (Cheng et al. 2010), save
(Cheng et al. 2010)

Navigation Previous/next (Karam and Schraefel 2005a; Cheng et al. 2010; Hausen
et al. 2013b), zoom, scroll, rotate (Cheng et al. 2010), bookmark (Cheng
et al. 2010)

Task management Schedule (Edge and Blackwell 2009), track progress (Edge and
Blackwell 2009), delegate (Edge and Blackwell 2009)

Music playback Play/pause (Karam and Schraefel 2005a; Cheng et al. 2010; Hausen et al.
2013b), increase/decrease volume (Cheng et al. 2010; Hausen et al.
2013b), mute/unmute (Cheng et al. 2010)

Messaging Set status (Edge and Blackwell 2009; Hausen et al. 2012), view status
(Edge and Blackwell 2009; Hausen et al. 2012), show, tag, delete
message (Hausen et al. 2013c)
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Fig. 9.7 Prototype for peripheral interaction through smart furniture: interactive office chair

Similarly, in our research, we constructed several prototypes that leverage
human’s bodily skills and real-world knowledge for peripheral interaction through
smart furniture (Probst et al. 2014b). In a first prototype (Fig. 9.7), we explored the
potential of gestural chair interaction during desktop computing. By tracking the
movements of a seated person, different chair gestures are identified and directly
translated into input commands to a desktop computer (e.g., tilting to play the next
track in a playlist, bouncing to launch an application, rotating to attend to a noti-
fication on a distant screen). This way, the chair becomes a ubiquitous input device
(Probst et al. 2013, 2014a). In an iterative design process, we elicited user input on
suitable gestures, collected early feedback on the user experience, and evaluated the
performance of our chair-based application control. From the analysis of the col-
lected data and user interviews, we learned several lessons about how users interact
with such an augmented chair interface.

Overall, they agreed that the chair gestures provided a useful add-on to their
daily desktop work, which they would preferably use in an opportunistic, casual
manner whenever they wanted to gain direct access to application functions, or just
break up the monotony of traditional point-and-click routines. In a study comparing
the performance of the chair interface to traditional keyboard and touch input, task
recovery time was significantly shorter with the chair gestures. In line with the
related work, this can be largely contributed to the reduced requirements on the
visual and motor channels (Karam and Schraefel 2005a), i.e., eyes-free interaction
as visual focus remains on the primary task and hands-free interaction as people’s
hands can remain on mouse and keyboard. Based on these unique features, the chair
gestures allowed users to effortlessly interact with an application and rapidly
refocus on other ongoing activities. To support this kind of fluid transitions between
primary and secondary tasks, we thus learned that bodily gestures for peripheral
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Fig. 9.8 Prototypes for peripheral interaction through smart furniture: smart furniture modules for
under-the-desk kicking, rolling, and touching

interaction should be of rather imprecise and inattentive nature, i.e., concise, quick
to issue, avoiding movements over extended periods of time.

In a second prototype (Fig. 9.8), we designed three types of smart furniture
modules for under-the-desk interaction, which include a kick interface on the
underpart of the desk, a roll interface on the floor beneath the desk, and a touch
interface on the underside of the desk surface. Interaction with the modules builds
on people’s preexisting real-world skills and knowledge, such as their under-
standing of naive physics (e.g., friction, velocity), their bodies (e.g., propriocep-
tion), and the environment (e.g., spatial memory). The kick and roll modules
leverage motor capabilities to perform basic gestures with the foot (e.g., tapping,
nudging). The touch module transfers experience with multitouch devices toward
simple touch gestures on the underside of a desk (e.g., swiping).

In a preliminary study, where users were invited to test our prototypes within
their regular work environments, we found that participants assigned the basic hand
and foot gestures to a variety of secondary tasks that we identified as particularly
suitable for peripheral interaction through smart furniture to smoothly blend into
traditional desktop configurations (i.e., music control, status updates, notification
handling, task switching, window handling). In line with the related work, this was
found to “reduce barriers to interaction by facilitating the performance of periodic,
low-attention activities in parallel with workstation-intensive tasks” (Edge 2008).
Over time, participants were increasingly able to perform coordinate hand and foot
movements, and recall the spatial location of the individual modules. Previous
studies on peripheral interaction confirmed that such interaction styles need to be
trained and learned to be effective (e.g., Hausen et al. 2014). This may continually
develop with routinely execution and further practice. Thus, besides being impre-
cise and inattentive in nature, we recommend bodily gestures for peripheral
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interaction to be assigned to frequently used input commands that people would
make use of on a regular basis during their daily routine.

9.2.2 From the World to the Mind

At the very core of meaning—the way we categorize, remember, talk about, and act
in the world—are our experiences as physical beings in the physical world. To
illustrate this assertion, consider the metaphorical concept of time as used in
contemporary English in expressions like spending time, saving time, wasting time,
losing time, or running out of time. Time is money, time is a limited resource, and
time is a valuable commodity are all metaphorical concepts, since we are using our
everyday experiences with money, limited resources, and valuable commodities to
conceptualize time (Lakoff and Johnson 1980).

This human ability to project the structure of physical and cultural experiences
onto a conceptual domain is what is meant by metaphor. The basis for this kind of
metaphor is the assumption that basic physical concepts acquired in early infancy
and childhood (e.g., time, space, distance, temperature) provide meaningful guides
for the development of more abstract, newer concepts (Williams et al. 2009). For
example, the understanding that some objects are able to move themselves through
space (e.g., people, animals) provides the foundation for understanding the concept
of agency. This allows us to understand or experience one concept in terms of
another, which helps us understand complex concepts in a way that appears more
real and tangible to us. When cognitive structures of higher-order thinking emerge
from recurrent patterns of bodily or sensorimotor experience, they are called em-
bodied schemata and embodied metaphors (see Fig. 9.9).

According to (Lakoff and Johnson 1980), metaphor involves four basic
categories:

e An orientational (spatial) metaphor involves explaining a concept in terms of
spatial orientations, which arise from how our bodies function in our physical
environment (e.g., up—down, in—out, near—far, front-back). This allows us to
associate abstract concepts with spatial orientations of up and down (e.g., good
is up, bad is down; more is up, less is down), right and left (e.g., progress is
right, regression is left), or ahead and behind (e.g., future is ahead, past is
behind).!

e An ontological metaphor involves explaining a concept in terms of basic
categories of our physical existence (e.g., entity, substance, container). This
allows us to view abstract concepts as entities (e.g., ideas are entities, “I can’t
put my ideas into words”), substances (e.g., vitality is a substance, “I'm

As metaphor is largely dependent on culture, their underlying meaning may largely vary across
cultures (e.g., progress is right and future is ahead are primarily true for Western countries).
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Bodily Experiences Embodied Schema Embodied Metaphors
real-world experiences that a simple structure consisting of unconscious applications of
share the same pattern a few basic relations the structure of an embodied schema
(e.g., up-down) (e.g., adding leads to increase, when reasoning
removing leads to decrease) about abstract domains
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Fig. 9.9 An example of an embodied schema is the up—down schema. The corresponding more is
up and less is down metaphors are grounded in the common experiences of pouring more fluid into
a container and seeing the level go up or down, or seeing a pile grow higher or lower as we add or
remove things to/from it. These are thoroughly pervasive experiences that we encounter
throughout our daily lives. Such embodied schema are used to reason about abstract domains: e.g.,
when we say “The price is rising” or “Stocks are plummeting,” we (unconsciously) apply the
embodied schema up—down to structure our understanding of the abstract concept of monetary
values (in analogy to Bakker et al. 2011)

overflowing with energy”), or containers (e.g., love is a container, “I 've fallen in
love.”).

e A structural metaphor involves characterizing the structure of one concept in
terms of another (e.g., eating, moving, transferring objects from place to place).
This allows us to structure one kind of experience or activity by comparing it to
another experience or activity (e.g., understanding is seeing, “I see what you are
saying”; life is a gambling game, “I’ll take my chances”).

e A metonymy involves the use of one entity to refer to another that is related to
it. For example, this allows us to structure abstract concepts in terms of “the part
for the whole” (e.g., the face for the person), or “the producer for the product”
(e.g., talking about a Picasso when referring to a painting).

Just as metaphors are omnipresent in our everyday life, so do they occur on
digital systems where they provide meaning by representing computer systems with
objects and events from a non-computer domain (Wozny 1989). User interface
metaphors, for example, incorporate spatial metaphors for quantification and nav-
igation (e.g., vertical sliders increasing toward the top, next buttons pointing to the
right), ontological metaphors for illustrating system elements (e.g., a file is an
object), structural metaphors for explaining system functions (e.g., storage is filing),
or metonymy for iconic representations in menus and toolbars (Barr et al. 2002).

Besides that, novel interaction styles have increasingly made use of metaphors to
simplify human—computer interaction. Tangible user interfaces have, for example,
used the affordances of physical objects (e.g., shape, size, color) to invoke
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metaphorical links (Fishkin 2004). Similarly, different styles of gestures are
implicitly based on underlying metaphorical structures, such as deictic gestures that
involve pointing to establish the identity or spatial location of an object (e.g.,
pointing to interact on a large-scale display), manipulating gestures that apply a
tight relationship of the movement of a gesturing hand/arm with an entity being
manipulated (e.g., mimicking manipulations of physical objects in VR interfaces),
or semaphoric gestures that employ a stylized dictionary of static or dynamic hand
or arm gestures (e.g., joining the thumb and forefinger to represent the OK symbol)
(Karam and Schraefel 2005b).

In the context of peripheral interaction around the desktop, our natural under-
standing for basic metaphors has been successfully leveraged for simple bodily
actions that facilitate learning and recall through meaningful mapping to frequently
used application commands. Table 9.2 provides an overview of such simple
interactions and their coverage in the related work (e.g., see Fig. 9.5).

For example, the semaphoric hand gestures in the ambient music player control
by Karam and Schraefel (2005a) use basic spatial metaphors (e.g., progress is right;
left-to-right-hand wave for the next song) and structural metaphors (e.g., vertical
hand in midair signaling a halt gesture to stop playback). In a study comparing the
gestures against function keys on a keyboard, results showed that the simple hand
gestures were easier to recall than the abstract key assignments. Similarly, Hausen
et al. (2013b) use spatial metaphors to provide the same shared meaning to
peripheral music player commands across different input modalities (e.g., more is
up; upward tilting of a graspable device, upward swiping on a touch surface, or
upward flicking of the hand in midair to increase volume). In a second use case of
peripheral e-mail notifications (Hausen et al. 2013c), they use a combination of
spatial and structural metaphors to provide a consistent mapping of possible actions
along the four canonical directions (e.g., important is up, upward movement to flag
a message; unimportant is down, downward movement to delete a message; pulling

Table 9.2 Examples of simple bodily gestures and their coverage in peripheral interaction

Gestures

Commands

Left-to-right/right-to-left
move, swipe, tilt

Next/previous (Karam and Schraefel 2005a; Hausen et al.
2013b), decline/show (Hausen et al. 2013c)

Upward/downward move,
swipe, tilt

Increase/decrease (Hausen et al. 2013b), bookmark/delete
(Hausen et al. 2013c)

Circular hand motion

Play (Karam and Schraefel 2005a)

Vertical hand in midair

Stop (Karam and Schraefel 2005a), pause/continue (Hausen
et al. 2013b)

Hover above

Preview (Hausen et al. 2013a)

Touch down/tap

Select (Cheng et al. 2010; Hausen et al. 2013a), toggle state
(Cheng et al. 2010; Hausen et al. 2013b)

Clockwise/counterclockwise
object rotation

Increase/decrease (Cheng et al. 2010; Hausen et al. 2013b),
next/previous (Cheng et al. 2010; Hausen et al. 2012),
redo/undo (Cheng et al. 2010)
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is bringing closer, movement toward the user to show a message; pushing is
moving away, movement away from the user to mark message as read). iCon
(Cheng et al. 2010) extends this concept for metaphors to provide meaningful
mappings of computer commands to physical affordances of everyday objects (e.g.,
tap object to play/pause, open/close, and bookmark; drag or rotate object to show
previous/next, zoom-in/out, and undo/redo).

Similarly, in our research, we designed interactions with our prototypes to
leverage people’s natural understanding of metaphors for peripheral interaction
through smart furniture (Probst et al. 2014b). To identify meaningful gestures for
our interactive chair interface (Fig. 9.10), we performed a guessability-style study
where participants were asked to demonstrate movements on a flexible office chair
that they would associate spontaneously with common Web browser commands
(Probst et al. 2013, 2014a). Corresponding to the physical affordances of the
flexible office chair, the proposed chair gestures included tilting, rotating, and
bouncing movements in various combinations. Building primarily on their under-
standing of their bodies and the physical environment, participants suggested
metaphors like simple tilting/rotating of the chair to navigate between Web sites and
tabs (e.g., progress is right, tilt right to navigate to the next Web site, tilt left to
navigate to the previous Web site), or bouncing for single-command operations
(e.g., sitting down is like coming home, bounce to navigate to the home screen;
bouncing is like affixing a stamp, bounce to bookmark).

Studying the defined chair gestures in action, the mapping of gestures to com-
mands was found to provide understandable metaphors that were easy to learn and
remember. Interestingly, when experiencing the gestures in practical use,

Fig. 9.10 Peripheral interaction through smart furniture: rotating, tilting, and bouncing gestures
on an interactive flexible office chair
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participants generally preferred subtle gestures over vigorous ones, as to minimize
physical effort and maximize social acceptability. Designers of bodily gestures for
peripheral interaction may thus carefully consider the trade-off between sensitivity
and robustness of gesture recognition (e.g., by providing appropriate feedback on
command invocations, supporting user-friendly mechanisms to enable/disable
recognition on demand, avoiding the invocation of commands that may cause
unrecoverable results, or providing methods to easily undo falsely activated
actions).

To evaluate our smart furniture modules for under-the-desk kick, roll, and touch
interactions (Fig. 9.11), we bundled a variety of secondary task interactions (i.e.,
music control, status updates, notification handling, task switching, window han-
dling) into a configuration tool, and we let users define custom mappings of basic
hand and foot gestures (e.g., tapping, swiping, nudging) to corresponding input
commands. Although simple and intrinsically limited due to their physical nature,
observations showed that the gestures still covered many common usage scenarios
across varying degrees of freedom. Kicking was, for example, applied to
single-command operations (e.g., kicking is pushing away, kick to decline a noti-
fication). Rolling was used for binary state toggles (e.g., up is active; roll up for IM
status online, roll down for IM status away) or foot-based scrolling. Touching was
associated with directional swiping for finite state transitions, or tapping for rapid
command invocation (e.g., briefly mute sound to talk to a coworker).

Fig. 9.11 Peripheral interaction through smart furniture, under-the-desk foot, and hand gestures
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Overall, the imprecise nature of the gestures seemed to support the habituation
process, as participants would increasingly perform interactions in the periphery of
attention. Interestingly, we observed participants applying a wide range of different
metaphors when defining useful gesture mappings according to their regular
working tasks, working styles, and individual preference. Designers of bodily
gestures for peripheral interaction may thus take into account the highly personal
nature of appropriate input commands and corresponding physical metaphors (e.g.,
by providing mechanisms to customize gesture-to-command mappings).

9.3 Conclusion

In this chapter, we discussed new peripheral interaction paradigms for human—
computer interaction, specific to the domain of desktop computing. After providing
a general review on current desktop computing paradigms, and reflecting on the
evolutionary development of the traditional mouse-and-keyboard interface, we
pointed out two interaction gaps of existing digital interfaces, i.e., the “digital
versus physical” and “focused versus peripheral” divides between simplistic, par-
allel actions in the physical and complex world, and sequential actions in the digital
world.

Reflecting upon existing peripheral interaction prototypes and our research on
embodied peripheral interaction through smart furniture, we presented two themes
that illustrate the huge potential of peripheral interaction to naturally complement
the existing desktop interface, i.e., “from the screen to the world” discussing how to
increasingly acknowledge our capabilities for diverse bodily interactions in the
physical world and “from the world to the mind” discussing how to increasingly
utilize real-world metaphors to improve our understanding of interactions with
human—computer interfaces. Throughout these themes, we provided examples of
peripheral interaction prototypes that engage multiple of our senses and support
interactions to smoothly transition between the focus and periphery of attention.
Traditional desktop interfaces have been shown to benefit from such peripheral
interaction styles in terms of reduced number of interaction steps by providing
direct access to frequently used application functions, reduced physical effort by
supporting simple bodily actions on the physical environment, and reduced mental
effort by translating abstract commands into meaningful metaphors.

We shared the many lessons we learned from the iterative design and evaluation
of our prototypes for peripheral interaction through smart furniture. We hope that
they can act as a starting point for researchers and interaction designers to come up
with more alternative input modalities that increasingly take into account user’s
sensorimotor skills and real-world knowledge in order to bring us one step further
beyond traditional mouse-and-keyboard interaction.
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Chapter 10
Peripheral Interaction with Light

Dzmitry Aliakseyeu, Bernt Meerbeek, Jon Mason,
Remco Magielse and Susanne Seitinger

Abstract Light has a profound impact on the human body. Visually, light deter-
mines what aspects of our surroundings we can perceive and interpret.
Non-visually, light contributes to regulating our physiology and psychology. Light
is thus an unusual medium that can work both in and out of our conscious attention,
and with new lighting technology this aspect is falling within our control. Computer
controllable solid-state lighting has advanced such that they are now a common-
place technology in the world around us. While many of the characteristics of
light-emitting diode (LED) lighting must fulfill the same requirements as lighting in
the past, the ability to readily integrate LED technology into digital control systems
presents exciting new opportunities that were not possible with other artificial light
sources; for example, the potential to integrate the small form factor of an LED into
the very fabric of a material or control them remotely over the Internet are aspects
that set this technology apart from what has gone before. This unprecedented
flexibility presents the opportunity for new functionality and novel interactive
solutions for and with light. In this chapter, we present three categories of inter-
active lighting with many concrete examples: interacting with light at the center of
our attention, interacting with light outside our attentional field, and interacting with
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light in the periphery of our attention. We conclude by considering the factors that
make lighting a special medium for peripheral interaction and the role peripheral
interaction can play in exposing the many new degrees of freedom ubiquitous
digital lighting presents.

Keywords User interaction - Interaction techniques - Connected lighting -
Lighting systems - Ambient display

10.1 Introduction

Long before the invention of the electric light bulb, light played an integral role in
how we experience the world. The Sun, our main source of light, interacts with us
on a physiological and psychological level regulating almost all aspects of our lives.
Light influences our internal circadian clock, the production of vitamin D, our
levels of alertness, and impacts our ability to navigate the world. Light also regu-
lates social interaction in both work and leisure environments. However, the
manner in which the light—dark cycle affects us has inevitably changed with our
ability to harness artificial light. Originally, sources such as fire provided humans
with light after dark. Later, gas lighting and electricity allowed us to fine-tune how
we control our night-time environments. Our conscious interaction with artificial
light has increased with our ability to direct light to our preferred activities.
Nevertheless, like other infrastructures or devices, light is a means to an end;
without light, we struggle to fulfill activities such as working, reading a book, or
cooking food. Thus, lighting is often used unconsciously and it may only enter the
conscious mind when we notice that something is not right. When we strain to read
a menu in a restaurant, we naturally move it to a brighter point on the table. Also,
sudden glare from direct sunlight causes us to shield our eyes and pull down a blind
to decrease the amount of light to comfortable level.

The drive to produce artificial lighting has brought forth different light sources
over the years; however, people’s expectations of light have remained unchanged,
that is until the relatively recent widespread adoption of the light-emitting diode
(LED) for general illumination. Unlike traditional light sources, digitally control-
lable LEDs provide more degrees of freedom such as dynamic spectral control,
instant on/off toggling, and seamless connectivity to other digital devices.
Therefore, lighting has become a digital medium and it is playing an important role
in the transformation to a world of smart and connected products that constitute the
Internet of Things (Porter and Heppelmann 2014).

These digital forms of lighting open up opportunities for designing new ways
people can interact with light that can shift between our conscious and unconscious
awareness so to support a diverse range of needs. From now on our lighting need
not provide only functional illumination of spaces, as it can also be used to transfer
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information, either as a direct carrier (such as Morse code) or in an ambient way
using color codes. A lighting system can be tailored to suit different activities, for
example to enhance a movie, to complement a romantic dinner, or to help reduce
stress. This demonstrates that as customizable and interactive lighting devices
become generally available, users can define the role their light could play in their
lives in more detail than merely on or off. For reasons such as these, the popularity
of integral and connected lighting systems as part of an ecosystem of digital
products is increasing rapidly. Now is the time for exploring and applying how
people will manage and understand these ecosystems of products as they grow to
include more devices.

The pervasiveness of light and its infrastructure in most buildings lends itself
well to this task of supporting people and their ecosystems, especially when using
light’s advantageous property of functioning seamlessly inside or outside of our
attentional fields. In this respect, digital lighting fitted in well with technology
visions of Ubiquitous Computing and Ambient Intelligence (Aarts and Marzano
2003; Weiser and Brown 1997). These visions described technology that would be:
embedded in our environments; aware of people and situational context; person-
alized to individuals’ needs; and adaptive in response to people. It would even be
able to anticipate people’s desires without their conscious mediation. Aspects of
these visions have already become a reality as we are surrounded by smart and
sensing technologies. We live in a digital era and are overloaded with stimuli that
are designed to grab our attention; for instance, on a typical day more than
500 million tweets and more than 200 billion e-mails are sent (Www.
internetlivestats.com, 2015). For generations Y and Z, it is common to receive
several hundred messages per day via social media such as WhatsApp, Instagram,
Facebook, and Pinterest. The “Internet of Things” is expected to expand rapidly in
the next few years and consequently, not only humans but also billions of devices
will try to fight for people’s attention as well. There is an increase in awareness that
this cognitive overload is potentially problematic and that future technologies
should become ‘“calm,” “ambient,” and “peripheral” (Bakker et al. 2015;
McCullough 2013).

We believe that digital lighting could support such calm or peripheral technol-
ogy as a medium for providing feedback and notifying users in an unobtrusive way.
Thus, light could not only be a natural medium for being controlled via peripheral
interaction, but also be a suitable medium for providing feedback in this highly
connected world. In this chapter, we explore both of these directions.

This chapter begins with an overview of how the human visual system works,
touching on light perception and the non-visual effects of light on regulating our
body. We then dive into the realm of how we interact with light both explicitly and
implicitly before highlighting the role of the peripheral interaction. Finally, we
discuss the different frameworks that have been developed to describe interaction
with light and we surmise what role peripheral interaction can play in future
lighting systems.
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10.2 How Light Affects People

The human body has developed an advanced sensor system to collect and process
light into meaningful information on conscious and unconscious levels. Our eye is
our primary visual sensor that consists of a field of photoreceptors on the retina at
the back of the eye: rods and cones (Fig. 10.1). Light' stimulates these receptors
which then transmit electrical signals via the optic nerve to the visual cortex in the
brain. The brain processes the information enabling us to perceive and appraise the
world around us.

The rods and cones are not evenly distributed across the retina, enabling better
responsiveness to the different types of visual experiences we encounter at the
center and on the periphery. The cones are most concentrated at the center of the
retina (the fovea) and this is where our visual perception is the most acute. The rods
are distributed throughout the retina, but are found most densely on the outer edges
and they provide us with our peripheral vision. Due to the optical system of the eye,
light falling on the retina is not uniformly in focus. Our eyes are able to view a cone
of vision that is approximately 110° wide with the fovea at the center. The portion
of in-focus (central) vision is as small as 5° and thereafter the remaining cone is
divided into near, mid-, and far peripheral vision.

Even though the visual system devotes most of its resources to the central part of
our vision which provides us with color and detailed visual information, the rod
cells enable us to respond quickly to motion on the periphery. The electrical signals
that the rods and cones produce are also processed slightly differently. The rods
used for the peripheral vision can detect and process fast movements very quickly,
so to alert us of an impending danger that is outside of our main area of attention,
such as a predator stalking us. Furthermore, the rods’ sensitivity at low-light levels
keeps this system functioning during night-time. During the day, our peripheral
vision is mainly devoted to identifying things that need to be investigated in more
detail by the central vision, requiring a turn of the head.

Visual stimuli are processed further in the brain enabling us to perceive,
appraise, and add meaning. The psychological effects of light are related to
attractiveness, atmosphere, and ambiance of an environment. Atmospheric condi-
tions, of which light is a key contributing element, have been found to influence our
perception of an environment, our mood, and well-being (Flynn 1977; Knez 1995).
This complex relationship partly explains why we feel energized on a sunny day yet
have the opposite feeling when it is dark and rainy outside (Vogels 2008).

Light can also impact behavior, in particular human attention, orientation, and
movement in space. For example, people tend to move toward brighter areas
(Antonakaki 2006) or take a path that is more brightly illuminated (Taylor and
Socov 1974). Retail store designers take advantage of this effect and direct cus-
tomers’ attention to a particular part of the store or influence how they move

1Light as we perceive, it is the part of the electromagnetic spectrum in the region of 380-780 nm
(Boyce 2014).
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Fig. 10.1 Schematic representation of the human eye [source Phillips Lighting (2014)]

through it. The light conditions also affect social behavior, for example, being in the
dark (150 Ix) compared to a well-illuminated (1500 Ix) environment, increase
cooperation, and reduce social distance (Werth et al. 2012). Findings from different
laboratory studies have shown that the eye has a third type of cell (photosensitive
Retinal Ganglion Cells) that is also responsive to light (Berson 2002). This third
photoreceptor plays a central role in regulating the body’s circadian thythm via the
release of the hormone melatonin which is affected by the receptors’ exposure to
blue light frequencies.

Understanding how the eye works can help to determine the types of peripheral
interaction or peripheral perception that are possible when designing new user
interactions and information systems. One example of this is how dynamic light
may be more effective than a colored signal at catching our attention via our
peripheral vision as this is what the rods are more adept at sensing.

10.3 Interacting with Light

In this section, we postulate how peripheral interaction is a suitable mode of
interaction for lighting. It can be an important linking pin between centrally focused
light control, such as light switches and mobile applications, and the use of light for
influencing us outside of our attention, such as the use of light to influence our
behavior or feelings. Peripheral interaction will act as a linking pin since we already
have a peripheral relationship with light, where light acts as a signal or means of
catching our attention. In this section, we first describe the two extremes of inter-
action with light from the explicit to the implicit, before looking into detail of how
peripheral interaction will help to connect these two extremes by providing a
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seamless spectrum of interaction for uses of artificial light. At the end of the section,
we discuss the role of light as a medium to support and provide feedback in
peripheral interactions with other systems.

10.3.1 Functions of Artificial Light

The use of light today has gone beyond its basic function of enabling us to see when
there is insufficient daylight. Artificial lighting encompasses different types of light
for different uses. General lighting, such as diffused ceiling lighting or up-lighting,
allows us to orient ourselves in a space and complete a broad range of tasks. Dedicated
task lighting is used for those moments when we must focus on small details. This is
often a high-intensity, focused beam of white light that is positioned closer to the
subject matter resulting in glare- and shadow-free illumination. Desk lights, hobby
lights, and bedside reading lights can all provide task light when needed.

Ambient lighting is used to create an ambiance or promote a feeling in the
environment. Lighting candles and using dimming controls provide this type of
lighting in the home and are used to make spaces feel more cozy, romantic, or
relaxing. This type of lighting is used extensively in retail to help reinforce the
brand image. In theaters and at concerts ambient lighting is used to emphasize what
is happening on stage. In the past, colored ambient lighting was limited to the
amber glow of candles or to the professionals who had access to special filters to
cover lamps and stage lights. The LED has since opened up the use of colored
ambient lighting to non-professionals and colored lighting effects can now be found
in many more contexts from the domestic to the public.

Decorative lighting refers to products and art installations, where the use of light
is to enhance the appearance or experience without necessarily providing general,
task, or ambient lighting. A common, everyday example are LED strip lights as
these can be used to decorate areas of the home and highlight certain architectural
features of a room (see Fig. 10.2).

Fig. 10.2 Under furniture decorative lighting (source Philips)
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Indicator and warning lights provide the onlooker with precise meaning, feed-
back, and instructional information. These applications are commonplace
throughout our world, from the slow pulsing light on a laptop informing the user
that their device is now sleeping, to traffic lights for guiding motorists, to port and
starboard lights on ships. With more people having connected lighting installed in
their homes, the use of light to inform also increases in the domestic setting. For
example connected lighting can be coupled to weather information, whereby—
depending on the forecast—the lamp changes color informing the user if it is likely
to rain that day.

Finally, with greater scientific understanding of the physiological and psycho-
logical effects of light (as outlined in the previous section) the number of health and
well-being related uses of light is also increasing. Examples include ultra-bright
white light sources that help reduce the onset or effects of seasonal affective dis-
order and special blue light sources that have been designed to help energize the
user and overcome jetlag.

10.3.2 Interacting with Light at the Center of Our Attention

In many situations, our interaction with our lighting systems is one that is focused
and intentional, such as wanting to turn on the lights or setting up an ambient light
scene for an occasion. At the extreme end of this scale is the control panel for a light
designer in a theater, where full attention is given to controlling precisely each light
source or use of illumination. These light control panels allow a designer to change
the position, color, and intensity of the lights as well as beam angle or apply gobo
filters to focus the audience’s attention or provide atmospheric effects. Domestic
lighting rarely required light controls more sophisticated than a dimmer switch;
however, with the popularity of versatile lighting devices increasing, new lighting
situations have arisen for which existing controls are not suitable. This has resulted
in new types of lighting control appearing in the home. Below are a few examples
of dedicated control interfaces to illustrate how we might interact with these new
connected home lighting systems.

Currently, the most common way of controlling connected lighting is via a
smartphone or similar portable device. Notable examples include Lifx (www.lifx.
com), Yeelight (www.yeelight.com), and Philips Hue (www.meethue.com), where
most of the features are only accessible via a smartphone application (an app) (Fig.
10.3 shows screenshots of these three applications). These apps typically offer two
levels of control: one that allows the control of each light individually and another
that controls a group of lights. A common interaction mechanism for controlling a
large group of lights is by using scenes or themes (see Fig. 10.4). A scene would
include multiple light sources and their respective settings and are typically iden-
tified via an image or icon. These images or icons usually illustrate what the scene
would look like, such as sunset or forest. Lucero et al. present a light control for
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All Bulbs

Fig. 10.3 Examples of light app control: Yeelight, Lifx, Hue

Fig. 10.4 Lifx themes and
hue scenes

controlling atmospheric lighting in a bathroom that uses the weather to illustrate the
light effects. They use a device with a small touch screen that can replace a con-
ventional light switch (Lucero et al. 2006).

Offermans et al. (2013) introduced a set of diverse light controls, including
tangible light controls and smartphone-based apps that allow a user to control
lighting in the breakout area of an office. The application allows users to select
lighting scenes based on the activity or manually produce a specific light scene (see
Fig. 10.5). In another publication, Magielse and Offermans (2013) demonstrated a
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Fig. 10.5 [ Initial screen to choose activity type and usage area, 2 screen displayed when activity
and area were chosen, and when lighting is activated, 3 if the user wishes to adapt the lighting;
he/she can manually select from the eight presets (Offermans et al. 2013)

light control application that extends the function of office lighting beyond the
on/off presence detection we know today (see Fig. 10.6).

There are also a few examples of tangible light controls. Ross and Keyson
(2007) introduced a tangible object, carousel, to set an atmosphere in a living room.
In another publication, Mason and Engelen (2010) have described a tangible user
interface for controlling light in a hotel room (see Fig. 10.7). Magielse et al. (2013)
developed a personal light controller that allows users to control the size of the
illuminated area, light intensity, color, and color temperature for of all the light
sources (see Fig. 10.8).

These few examples demonstrate how lighting control systems are becoming
more diverse and application-specific. The variety is a consequence of many factors
such as the different capabilities of the lighting systems, the varying context of use,
and the different uses of light, e.g., functional light, task lighting, ambient light, or a
combination. To assist designers and developers with the task of creating new light
controls, creation tools and prototyping kits are being developed as this area gains

e

Fig. 10.6 Left defining illuminated area; right controlling the color and brightness (Magielse and
Offermans 2013)
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Fig. 10.7 Globe UI (Mason and Engelen 2010)

Fig. 10.8 Personal light control (Magielse et al. 2013)
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in popularity. ThorDMX is an example of a toolkit that enables rapid prototyping of
lighting controllers. It supports the design of new user interfaces in multiple soft-
ware languages and platforms (Bartindale and Olivier 2013). It also allows
development of touch-based, tangible, and sensor-based light controls.

10.3.3 Interacting with Light Outside Our Attentional Field

In contrast with the previous section, we also interact with light unconsciously and
for these situations we consider the light to be outside of our attentional field of
view. Consequently, there is no direct user control of the applications and solutions
described in this section. Enabled by advances in sensing technologies, software,
lighting technologies, and intelligent systems, light can now be controlled (semi)-
automatically. For instance, lighting can be activated based on people’s presence or
the time of day. For these types of interaction solutions, good models of the context
are crucial. Perera et al. (2014) summarize four contextual elements: location,
identity, time, and activity. These elements are used to trigger or modify a scene
with new information, executing scripts, or tagging a scenario. With the advance-
ment of technology, more people are beginning to expect such systems to operate
around them requiring minimal input on their part.

A well-known example of automated light control is switching on or off lights
using presence sensors. In some systems, the artificial light output is also linked to
daylight sensors so to maintain the ideal light conditions while also saving energy
(Galasiu and Veitch 2006). Another example is the gradual control of light intensity
and color temperature throughout the day or season so people subconsciously
associate the artificial light with natural daylight. Several researchers are looking
into the psychological effect of lighting and they have developed electric lighting
solutions that mimic the feeling of daylight by recreating the pleasant feeling of a
blue-sky view and sunshine indoors (Marks 2014; Meerbeek and Seuntiens 2014).
For this type of lighting system that has a direct association with natural light, it is
logical to control the lights automatically based on the time and location, which is
outside of the attentional field of users (Fig. 10.9). In an application of such a virtual
skylight, in hospital patient rooms, the lights are controlled automatically based on
the patients’ daily schedule, taking into account their circadian rhythms and the
functional lighting needs of different stakeholders and the patients’ recovery status
(Daemen et al. 2014).

Pihlajaniemi et al. (2014) investigated implicit interaction with a lighting system
in a retail environment. They tested an adaptive lighting system that controls net-
worked luminaries based on the movement of shoppers on the street and the shop
floor. The shoppers’ movement was translated into various dynamic light patterns
intended to attract customers into the store, to focus their attention on specific
products, and to try and keep them in the store for longer. The study revealed that
most of the participants did not notice the lights changing or that they were a causal
factor. A similar observation was made by Poulsen in a field study with an
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Fig. 10.9 Daylight
mimicking luminaire (source
Philips)

interactive urban lighting installation (Poulsen et al. 2012). The illumination of a
town square was controlled by the location, trajectory, and velocity of the people on
the square. Responsive lighting was tested and, in general, the people did not notice
the light change according to their actions. Interestingly, the observers located on
the edge of the square did notice the interaction and enjoyed the effects. In both of
these cases, the main goal of controlling the light was not necessarily in line with
the objectives of the users who were implicitly controlling the lights.

Particularly in the urban context, municipalities aim to maximize energy savings
in addition to providing safety. Adaptive dimming technology enables infrastruc-
ture providers to offer energy saving solutions. Authorities and technical bodies
such as the Illuminating Engineering Society, or CIE (International Commission on
[lumination), establish different lighting requirements based on the assessment of
a street’s activity levels. It is essential though to ensure consistent and safe
behavior throughout the network to avoid unsafe conditions or erratic behavior
(Gibson 1978).
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The field of interacting with light in a smarter and more automated manner is still
in its infancy and the examples given are found in contexts that are rather stable and
not exceedingly complex with regard to rapidly changing input or output sources.
Until algorithms are able to judge the context and desires of the users more
accurately, these systems may still require some form of conscious input to operate
optimally. Note that complexity is not always related to the number of light sources
being controlled, since street lighting with hundreds of light sources is an example
of automatically controlled lighting that is proving to be quite reliable.

10.3.4 Peripheral Interaction with Light

In many situations, people would rather interact with lighting systems in a more
casual, subconscious way since—as previously described—Ilight is often a means to
an end for achieving other goals. When entering a dark room, a typical person
would not want to spend several minutes setting the light parameters of each light
source. This is one reason why lighting is particularly suited to peripheral
interaction.

The light switch is a universally understood user interface that is often conve-
niently positioned next to the entrance of a space or next to the light fixture. When
entering a room, flicking the light switch is a daily routine that is done almost
automatically by most people. In the introduction chapter, the editors of this volume
classify interaction with a light switch as an example of peripheral interaction. We
do, however, foresee a time when the light switch will not be a sufficient control
means for providing the user with the choice of lighting outputs that LED lighting
systems can provide. The question therefore is how can more advanced control
options be provided to users while maintaining the advantages of the peripheral
interaction of the current light switch? Can we manage and balance the increase in
functionality that LED lighting systems can offer with intuitive user control that can
be understood or operated within the periphery of our attention? This is the point on
the spectrum of light control between full attentional control (and commissioning)
and implicit automatic control. This midway point on the spectrum is not devoid of
interaction examples, some of which utilize the concept of peripheral interaction
and these are described below.

m!QBE is an example of a light controller that supports peripheral interaction
through the use of physical objects. The user can assign different light behaviors to
different sides of the cube and thus when the cube is turned over the light scene in
the environment changes (m-q.be). Offermans et al. (2014) developed similar light
controls for the office environment, where six different scenes where associated
with different sides of the cube controller (Fig. 10.10). Turning the cube to activate
a desired light scene can be as effortless as hitting a light switch, except the cube
offers four more possibilities than a two-state traditional light switch.
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Fig. 10.10 7op m!QBE (C. Herbold, m-q.be), left LightCube for atmosphere selection in the
office environment (Offermans et al. 2014), right office lighting light control (Magielse and
Offermans 2013)

Magielse et al. (2013) explored the use of a touch sensitive pad as a light
controller for the office environment. The intention is that the controller can be used
in an expressive way. Stroking the pad will move the light in the direction of the
stroke. Applying pressure to the pad will increase the light intensity. Hitting the pad
would place the user in a bright spotlight (Magielse et al. 2013). This form of
interaction requires low cognitive effort and low levels of attention.

Offermans and Magielse use the same approach for a touch sensitive light switch
for an office that activates different light scenes based on how the users touched it.
A gentle touch activated relaxing and informal light settings while a firm press
activated a bright formal lighting scene (Magielse and Offermans 2013)
(Fig. 10.11). While this switch can be activated in the same way as a traditional one,
it adds an additional (expressive) level of control, such that when activated the
resulting light scene might reflect current mood of the user.
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Fig. 10.11 Touch-sensitive light switch (Magielse and Offermans 2013)

The Fonckel lamp is an example of a luminaire that offers intuitive touch-based
control of task lighting (Ross 2008). Using touch gestures on the top surface of the
lamp, the user can control direction, beam size, and intensity of the light. This
interaction can be quickly learnt, enabling the user to achieve precise light settings
with minimal effort.

Andersen and Serensen (2014) developed a set of in-air gestures for light
control, some of which require very little effort and attention; for example, they
developed a brightness control gesture based on the simple motion of moving one’s
hand up and down (Fig. 10.12). Curtis (2014) demonstrated gesture-based light
control using the Pebble smartwatch. By rotating the arm to the left or right, the user
could switch the neighboring light on or off. This is an example of where the
simplicity of controlling light is supported by a position-tracking system that
determines the location of the user (Curtis 2014).

Although the interaction via speech is one of the most natural modalities for
human beings (Nass and Brave 2005), it has been rather infamous for many years in

Fig. 10.12 Controlling brightness by moving hand up or down (Andersen and Serensen 2014)
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the Human—Computer Interaction field due to the technical limitations and inaccu-
racies in speech recognition technology. Recent technical developments, for
example Apple’s Siri and Google’s Android speech recognition in mobile phones,
have brought speech recognition to a level that is acceptable for most consumers.
Several apps have been developed to incorporate speech control of the lights,
including HueRemote (http://www.hue-remote.com/) and Speech Hue (Android app
store). Also, dedicated products have been developed to enable the speech control of
lights. Vocca is one example of speech-controlled lighting that consists of an adapter
with a microphone that can be screwed into a light socket to switch standard light
bulbs on and off with voice commands (http://voccalight.com/). Another example is
Amazon’s Echo, a voice-controlled connected speaker, which can also be used for
controlling connected lights (http://www.amazon.com/oc/echo/).

The Responsive Environments group at the MIT Media Laboratory experi-
mented with perception-based lighting controls that hid the individual degrees of
freedom, which might have traditionally been represented by sliders on the wall
(Aldrich et al. 2013). Instead, the users could move a slider across two dimensions
in a single motion. One axis represented light distribution, such as focal light in the
center of the room or indirect lighting on the walls, and the other axis was color
temperature. The users were asked to create scenes that were described in everyday
language rather than technical language: “turn on the three spotlights” versus
“create a restorative light scene.” In all of the cases, the users were able to produce
their preferred final scene faster with this interface than with a typical slider-based
system. Approaches such as these permit a more fluid and peripheral interaction
with artificial lighting. These interfaces also enable users to explore the potential of
a complex-lighting system available to them in a simple and enjoyable manner.

The aforementioned examples show how a variety of interaction technologies
from tangible to speech can be used to support peripheral interaction. The concept
of peripheral interaction can be used to inspire new ways of thinking for how users
might customize the behaviors of their devices. If natural language interfaces or
gesture interfaces enable a more intuitive connection with the lighting infrastruc-
ture, then users are still lacking the necessary rules of thumb to access all of their
lighting system’s capabilities. These more contextually based systems are linked
with a desire to create technological experiences that are “enchanted” (Rose 2014).
Enchanted objects enable users to navigate the boundaries between center and
periphery in a more intuitive and satisfying way than traditional lighting control
technologies.

An extreme illustration of this can be found in the realm of robotic and aug-
mented objects. A robotic lamp created by robotics researcher Hoffman was
designed to respond to gesture and sound interactions in everyday scenarios and in
a theatrical manner (Hoffman et al. 2008). It is through the reorientation of a
conversation or the generation of a focal point that the communication or action of
the play is moved forward. Unlike other ubiquitous technologies, light can pow-
erfully shift people’s attention and behavior.

Illuminated robotic theatrical performances are of course unlikely to become
widespread, everyday experiences in the short term; however, the ability to present
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information and draw attention to a particular area of a large, complex data visu-
alization can easily be driven by shifts in brightness. Though this moth-to-flame
effect or perceptual tropism has not been conclusively shown by perception
researchers, technologists have explored its role in interface design. Pioneering
work by Heun et al. (2012) explored our sensitivity to motion at the periphery of
our perceptual field and findings that directly contribute to this interaction domain.
As we enter into an era of increasingly rich and complex data, these types of
peripheral interactions will only increase in importance.

10.3.5 Light as Feedback in Peripheral Interaction

Light can also be a useful medium for providing feedback on the state of systems
that surround us. Light can be tuned to provide subtle feedback as well as
attention-grabbing effects, making it a suitable medium for providing peripheral
information.

A particular field of research in the domains of Ubiquitous Computing and
Ambient intelligence is the area of Ambient Information Systems. These are defined
as systems that (1) display information which is important but not critical, (2) can
move between the periphery and the focus of attention, (3) have tangible repre-
sentations in the environment, (4) provide subtle changes, and (5) are aesthetically
pleasing (Pousman and Stasko 2006).

Many implementations of ambient information systems have been developed
using displays, sounds, mobile devices, everyday objects, or art pieces to inform the
user (Pousman and Stasko 2006; Tomitsch et al. 2007). Pintus (2010) describes a
single-pixel device language that we have grown accustomed to in all our electronic
devices. Compared to audio, which is typically omnidirectional, light is a medium
that can be directed and moved inside or outside people’s field of view. Therefore, it
can easily move from the center of our attention to the periphery and back again.
A single color-changing light bulb can provide very abstract information, but more
advanced and multi-pixel LED lighting systems such as Large Luminous Surfaces
(www.largeluminoussurfaces.com) can provide more detailed information in an
aesthetically pleasing way (Offenhuber and Seitinger 2014). Moreover, lighting can
be used to present concrete information based on the existing associations that
people have (e.g., blue is cold and red is warm, or red is stop and green is go). Light
also has an abstract quality where its meaning can be highly personal; it can be used
to present personal information in public spaces better than explicit information
displays with text, numbers or images.

Research into the use of light as peripheral sources of information is slowly
increasing and current examples show potential for this type of information.
Gustafsson and Gyllenswérd (2005) designed the Power-Aware Cord. This cord
visualizes the electricity used by the product via glowing pulses. The light feedback
uses meaningful colors that are “glanceable” because it is situated at the location
where the energy is consumed.
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Miiller et al. (2012) developed the AmbiPower concept. This uses an ambient
light display that visualizes power consumption using pulsating light and color: The
faster the pulses, the greater the power consumption and the color represents the
status of the daily power quota. They found that the brightness of the light was not
effective in communicating information, due to the influence of daylight and
ambient lighting, while color changes and pulsating effects were effective but had
the potential to be irritating.

Maan et al. (2011) conducted a study comparing numerical feedback with
ambient light feedback for monitoring energy consumption. Ambient lighting was
found to be more persuasive than numerical feedback for encouraging energy
saving. The ambient light feedback was also easier to process than the numerical
due to the lower cognitive load. Kuznetsov et al. (2011) explored the presentation
of air quality information publicly via color-changing balloons over public spaces
such as city parks.

Locken et al. (2014) embraced the idea that light can be used in peripheral
displays to address information overload in stressful situations. They designed a
peripheral light display for cars to inform drivers about the position of other cars to
assist during overtaking situations (see Fig. 10.13).

Freeman et al. (2014) also used light as an unobtrusive feedback means for
household thermostats. The color around the thermostat would indicate the state of
the heating and the light provided the user with feedback when controlling the
thermostat via gesture commands (Freeman et al. 2014).

Using light in our periphery as an information source is not as futuristic as we
may think as several ambient light information products are already available on the
market. Ambient Devices offers the Energy Orb, a light-emitting ball that provides

Fig. 10.13 Peripheral light display in vehicles to inform drivers (Locken et al. 2014)
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real-time data about energy consumption (Rose 2014). The Orb glows green if the
demand for energy and pricing is low, while it glows red to indicate that demand
and pricing is high.

In combination with the Web service IFTTT (ifttt.com), connected lighting
systems, i.e., Lifx, Philips Hue, Lutron Caseta (www.lutron.com), Belkin Wemo
(www.belkin.com), can be set up to change their light output based on information
from the Internet. Some of the most popular links are changing the lamps’ color to
indicate the weather forecast, blinking the lights if a new e-mail message is
received, and making a light flash if a favorite sports team scores. For those who are
deaf or hard of hearing, an app has been developed that provides users with light
cues when they get an incoming phone call or message, which they may ordinarily
miss (Convo lights app).

While products are entering the marketplace that includes forms of peripheral
interaction, there are still many unanswered research questions that need to be
addressed. More knowledge is needed on how lighting affects our cognition and
understanding of products, environments and ecosystems. What type of information
and how much can be meaningfully communicated? A key research question for
peripheral interaction is almost paradoxical in nature, as how can lighting be used to
unobtrusively catch our attention? A study carried out by Arroyo and Selker (2003),
for example, showed that light as an interruption modality results in a lower
decrease in performance when compared to heat.

10.4 Discussion

There is no doubt that the environments around us, such as our homes, our offices,
and our cities are becoming more interactive and responsive to our needs, desires
and actions. Despite this increase in smart technologies, designed to make our lives
more efficient, simpler, or exciting, they compete for our attention all the time.
Since our attention is a limited resource, with our ability to make sensible decisions
suffering fatigue over the course of a typical day, the benefits of these technologies
may not be fully realized when operating in the real-world alongside each other.
The connected lighting systems were some of the first smart home and home
automation systems available; while they may have contributed to this modern issue
of fighting for our attention, they may also be a key part of the solution due to the
advantageous properties of light. Peripheral interaction using light as its medium
could be adopted in multiple locations to provide users with relevant and mean-
ingful information that can blend between the obtrusive and the unobtrusive as
necessary. The guidelines for designing for peripheral interaction can also inspire
designers, by showing that complex systems can be controlled using simple
interactions that require less than our full attention to operate. In this discussion
section, we explore frameworks for how peripheral interaction can support lighting
interaction followed by design guidelines for its application.
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10.4.1 Frameworks for (Peripheral) Interaction with Light

To provide some perspective on how digital lighting might evolve toward
peripheral interaction, we review three frameworks that have been proposed in the
literature. van Essen et al. (2012) describe a form of hybrid interaction for lighting
systems. They argue that due to the increased interaction complexity, neither fully
manual nor fully automatic control is desirable. If we take the example of the light
switch, a hybrid interaction system would divide the manual and automatic aspects.
The user would still be able to switch the light on by pressing the light switch;
however, the automated system would define what light scene would be activated as
a result of this user action. The automated system may determine the light scene
based on the user’s preferences which it has learned (van Essen et al. 2012).

Offermans et al. (2014) present an initial model for interaction with light, but at
the time of writing this model has not been validated and is based on their pre-
liminary findings from a single study. Nevertheless, one of the main findings of the
study is worth noting, which is that while people consider lighting to be important it
is not often translated into action to adjust the current light condition. This means
that a typical user’s threshold to make the effort to adjust the lighting and make it
more optimal for their current activity is higher than we may first assume.
Participants noted that it often happens due to the light condition being acceptable,
and even if the light condition might be improved, it is perceived as requiring too
much effort for too little gain. Another factor is awareness, with one participant
commenting that they would not even notice that the light condition had changed or
would not know that the lighting could be improved. The model highlights how
different factors, such as context or knowledge of the light controls, may influence
the motivation of a user to interact with lights in an environment (Interaction
Motivation) (Offermans et al. 2014) (Fig. 10.14).

Andersen and Sorensen (2014) proposed a framework to describe in-air gestural
interaction with light. This framework consists of: acceptable interaction effort;

User in Context

Jhting nee
Levels: Visibility,

Fig. 10.14 Initial model to describe interaction with light (Offermans et al. 2014)



10  Peripheral Interaction with Light 227
contextual lighting needs; details of control; mapping schemes; required interaction
effort (see Fig. 10.15).

In this framework, peripheral interaction can be classified as interactions that
require low effort. For example, one of the gestures they describe is for controlling
the brightness by moving the hand up or down (Serensen et al. 2015). Akin to the
conventional dimmer switch, this action in some situations can be classified as
peripheral interaction. All other interaction techniques proposed by the authors,
even when classified in the framework as requiring little effort, are examples of
conscious and intentional control.

The existing literature and thinking in this area of controlling smart lighting
systems is still very much work in progress. There are no clear guidelines or rules
on which type of interaction to apply for any given situation, since most installa-
tions tend to be unique. When a lighting system is installed the type, location and
fixtures of the light sources are likely to vary from one location to the other. Even in
small domestic environments, with only a few connected light points, people will
set up their lighting in many different ways. Another factor is commissioning the
lighting system so that it responds as the end users would want. This may include
designing light scenes, such as cozy or energizing, setting any automatic inputs
such as presence sensors or defining what each switch or control point will activate.
An upcoming installation stage is that of applying rules to a lighting system, such
as using IFTTT to set the lights based on the weather forecast. At each stage of this

Acceptable e Detail of control .
o Lighting Available Number = i Mapping
(typically) needs features of lights 137 scheme
; On/Off
Basic
Law Visibility One . Low
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g Movable Direct
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Fig. 10.15 Framework for in-air gestural interaction with home control (Andersen and Serensen

2014)
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installation process, factors may arise that may support or detract from the potential
to use peripheral interaction as a control means. However, one aspect is becoming
apparent and that is its ability to bridge the gap between full and zero attentional
interaction. This means that for any installation there is likely to be a sweet spot
where peripheral interaction would work most optimally. Frameworks or guidelines
may be most applicable with assisting designers in defining where this sweet spot
may reside for their particular installation.

Analyzing the key characteristics of the installed lighting system can help
to determine the suitability of employing peripheral interaction over other inter-
action modes that requires zero interaction (implicit automatic) or full attentional
interaction (explicit user control). We found seven key aspects of a lighting system
that could be used to question the suitability of different Ul modes. We do not claim
this to be a comprehensive list, but it is a starting point for exploration and dis-
cussion in this emerging domain. One reason for this lack of clarity is that modern
lighting systems are evolving rapidly in smartness and intelligence which allows for
new interaction options that are currently unprecedented. As smart algorithm de-
velopment matures, it will enable us to interact with our lighting system in a more
fluid or less precise manner and yet still obtain desired outcomes. Below are our
seven aspects of lighting systems that could be used to assess the suitablity of a UI:

— Context, in what context is the interaction with light happening, e.g., envi-
ronment, social settings, activity. Table 10.1 summarizes different aspects of the
context [adapted from (Magielse 2014)].

— Temporality, interaction with a system can change over time, e.g., from
commissioning to daily control.

— Consequence of action, this refers to the objective/subjective seriousness of the
outcome of the interaction, e.g., the control of city lighting would affect millions
of people.

— Function, what is the function of light in a specific situation, e.g., general
lighting, ambiance, task lighting, info lighting, and decorative/artistic.

— Scale, related to the context but describes the complexity of the lighting system,
e.g., number and density of light points.

Table 10.1 Factors that influence context when interacting with lighting systems

Environmental Physical What type of environment is this (e.g., personal,

factors environment public), size and scale, temperature and noise
Setup of the What type of lighting is used, what is the
lighting system directionality and location of the lights, what are the

degrees of freedom

Human factors User’s activity General viewing, focused activity, relaxing
Emotion and How does the user feel? Is she tired, stressed, happy,
mood angry?

Social factors Presence and Are there other people? Is the user familiar with
relationship to them? What are the others doing?

others
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— Degree of control, how much control does the user have over the lighting
system, e.g., a user might have control over a single-task light in the open office,
but the other light sources are out of his control, contrary to a user that has full
control of all light points in his or her home.

— Granularity of control, what parameters of the lighting system can be con-
trolled: ranging from single light sources to a group of light sources that can be
controlled. What parameters of each light source can be controlled: on/off,
dimming, color, scene, dynamic effects, etc.

To show how the above factors may be applied, we can use the traditional light
switch as an example interaction case:

e The context is the home environment and this would determine the number and
perhaps type of users who may interact with the light switch and lighting.

e Temporality of a traditional switch would imply that the electrician is the
commissioner as they would have wired the switch to the light point. The main
controllers of the light would be the household members.

e The consequence of action of interacting with the light switch is perhaps low,
increasing slightly if its location was near a stairway or in a room with tools and
equipment.

e The function of the light may be general illumination.

The scale of the lighting system may be a single light point.
Degree of control may be 100 %, as the user can turn the whole system on or
off using the switch.

¢ Granularity of control may increase if a dimmer switch is also part of the
switches mechanism.

These seven factors help to break down the lighting system and reveals aspects
that may support or hinder the application of peripheral interaction. In this case, if
the light point was for a stairway, peripheral interaction may not be as optimal as a
fully automatic control which would ensure the light is on when it is needed.
Whereas if it were located in a study room, peripheral interaction may be ideal, as
the user can adjust the light without disturbing their study.

The applicability and the need of supporting peripheral interaction can be
defined by these factors. Designers may use these seven factors to help guide their
thinking with regard to what type of Ul may be best suited for any given
installation.

To illustrate this, let us use the factor scale as an example. The scale of a lighting
system infers its complexity as each light point (or group of light points) in a system
requires some degree of control. With an increase in the number of light points,
there is a subsequent increase in the time and effort required to control them
individually and this eventually becomes inefficient and undesirable. Figure 10.16
shows an approximation of the current distribution of existing lighting controls
based on the scale of a lighting system. It demonstrates that larger, and thus
potentially more complex, systems (such as those on a city scale) are often con-
trolled using automated systems, whereas the majority of in-home lighting systems
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Fig. 10.16 Scale and interaction continuum (see Chap. 1 of this book). Approximate distribution
of current city and home lighting systems based on scale and type of interaction supported

are controlled using direct or peripheral interactions. Scale is one of the factors that
we believe describes a modern lighting system, but these factors should not be
considered in isolation as systems are rarely that simplistic.

Note that even on the large-scale lighting systems, there may still be a role for
peripheral interactions, but these are located toward the lower attentional part of the
spectrum and so may take the form of peripheral information to inform the controllers
that the lighting system is working or that the lights have switched on as intended
under the automatic control. However, as more intelligence is applied to lighting
systems, we may surmise that the dip in the middle of the graph may move upward as
new types of (peripheral) interaction may become applicable. As the number of light
points decreases, the option for other types of peripheral interaction may present
itself. The figure also highlights one of the recent changes that is happening in the
home domain: since the introduction of connected lighting, the complexity of
lighting systems as well as number of light points has started to increase, leading to
more systems being either controlled automatically (e.g., after being commissioned
by the user) or shifting much more toward the center of attention. In a similar fashion
to the more complex systems, as the home systems become more intelligent, we
might see the return of peripheral interaction where the complexity of the system will
become more hidden and so could be handled by the system itself.

The presented guidelines provide a first step toward a more systematic approach
for investigating and designing interaction techniques for future lighting systems.
Future lighting systems might become more versatile, where one lighting system
may be used in a variety of contexts for multiple functions, or in small-scale or
large-scale systems. Users may also have preferences with respect to the degree of
control and decide on how they want to interact with their home systems them-
selves. The question is, will there be one superior interaction paradigm or seamless
transitions between different interaction paradigms, with each catering for a par-
ticular context, function, scale, degree of control, and granularity of control?
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One future approach is the provision of detailed control when the user requires
it; otherwise, the system blends into the background of the environment and offers
peripheral interaction for the day-to-day interactions and information provision. The
Nest thermostat is currently experimenting with this kind of alternating approach.

10.4.2 Toward Design Guidelines for Peripheral Interaction
with Light

Peripheral interaction appears to have the potential to bridge the gap between fully
automated systems on one side and direct user control interface solutions on the
other side of the attention spectrum. Based on our experience from researching and
developing lighting control solutions, we have outlined a preliminary set of
guidelines for designing peripheral interaction with lighting systems. These
guidelines are not complete or validated by research, but are a starting point for
future work on this topic. In the future, we will also consider that peripheral
interaction solutions for lighting systems may also need to include the following
points:

e support a hybrid (mix of automatic and user) control solution providing
increasing amount of functionality without increasing complexity for the user
(Aliakseyeu et al. 2014);

e use artificial intelligence techniques to learn user preferences for specific con-
texts and activities;

e support interactions on the go, such as passing by a light switch;

e have fast and accurate feedback mechanisms that enable users to control the
light in a split second and return attention to the task at hand;

e use tactile, haptic, and audible feedback to support the visual feedback from the
light system;

e be effective in guiding users’ attention from periphery to focused;

e provide a degree of pleasure while using them.

Some of the key challenges for developing validated guidelines will be around
striking the right balance between automation and user control: the sweet spot. The
optimal balance is likely to differ between individuals, contexts, and activities,
hence our recommendation for using the seven factors to guide thinking in this area.
Another important challenge is to design peripheral interactions for multiuser sit-
uations. Optimal solutions will be needed to accommodate users that are in the
same physical environment but have different interaction needs and levels of
attention. A third challenge is to understand better the semantics of light relating to
color, intensity, or dynamic patterns (like Harrison et al. (2012) who discusses the
need for more emphasis on content development). This will particularly be relevant
when light is used as a feedback modality in peripheral interactions with connected
devices.
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10.4.3 Future Challenges

Since light plays such a key role in modulating our attentional field, peripheral
interaction with light is at the core of switching between tasks during everyday
interactions. With numerous degrees of freedom, digital lighting and its associated
embedded computing power could help to bridge the future gap between increas-
ingly complex user interfaces. It is both a medium for peripheral interaction and a
tool users can fine-tune in new ways that should not be burdensome. It can be a key
element in sculpting and curating the seams between different types of
context-aware systems that are still emerging, for example, the need to determine or
redirect the behavior of different home automation tools that may or may not be
responding as required by the user. The visceral and intuitive nature of light can be
a playful and effective element in these interactions. Importantly, light can play a
role in shaping what our vision for future smart environments should be. Will they
perform entirely autonomously or are we just in a transitional phase? Alternatively,
will smart environments evolve with a more variegated and layered set of practices
and performances that will always require interaction with light? With a growing
number of smart devices, we can offer people so much more from their environ-
ments. However, these tools may prove to be a burden. Electric light especially has
always been easy to control—it was not advanced but it still served the purpose.
Now we can use it as a much more diverse tool but with the added burden of
configuration and commissioning. The right level of interaction (and peripheral
interaction is central here) will play a significant role. The lighting industry is only
just beginning to scratch the surface of what may be possible.

10.5 Conclusion and Outlook

Light is a remarkable medium that facilitates most of our interactions with the
world. Due to the unique nature of our visual-cognitive system, most light signals
provide an intuitive and fluid method for interaction. In the meantime, our artificial
lighting systems have increased in complexity such that simple tangible interac-
tions— like moving a task light closer to an activity—is no longer enough to access
all the capabilities of an intelligent lighting system. Some of the intelligence resides
in the system’s ability to provide feedback, respond to behavior, or even react to
biological cues. We need new paradigms for attention shifting between center and
periphery much like tangible media researchers and ubiquitous computing experts
predicted (Dourish 2001). With light’s ability to bridge media and contexts, more
interdisciplinary engineering and design approaches will challenge the status quo
for lighting controls and create a more fluid spectrum of engagement through and
with light.
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