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Introduction
Leslie P. Willcocks, Chris Sauer and Mary C. Lacity

Overview

Research methods is a term open to multiple construals. For graduate 
programmes of study it often means one or more core courses that 
introduce the student to different research tools and their likely appli-
cability. Often there is an implicit linearity: identify an important and 
not fully understood topic, formulate your research question, and then 
decide which methods to apply. There is little discussion of what to do 
if you find that there are no adequate methods to answer the research 
question other than go back to the start and find a new topic and ques-
tion. Yet, in practice there can be an interplay as methods and question 
are iteratively adjusted and refined.

There can also be fashions in research (Baskerville and Myers 2009). 
Structural equation modelling and meta-analysis are two methods much 
in vogue. When new techniques are invented and promoted, it is rea-
sonable that researchers should try them out and stretch them to their 
limits and, when those limits are discovered, move on to something new 
if that takes us nearer to answering the big questions. In this volume, we 
see researchers engaging with the Design Science approach – they kick 
the tyres and road test it to see how robust it is. But we also see other 
 researchers, Yasmin Merali and Melanie Wilson, exploring other avenues – 
complexity theory and gendered approaches respectively.

Five of the articles that follow explore the possibilities of Design 
Science. While often seen as less scientifically reputable than more 
traditional hypothesis testing based on surveys or experiments, Design 
Science seeks to develop knowledge through doing something practi-
cal. It is the design work that is the contribution to knowledge, and the 
evaluation of the design in practice helps validate that knowledge. 
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Of course, it is not radically new in the Information Systems field to 
seek knowledge through practice. As we have seen in the first two vol-
umes, Action Research aims to do just that (Wood-Harper et al. 1985). 
While in this they are similar, there are other differences. In what we 
might describe as its high church form Design Science mines existing 
knowledge to synthesise for a new idea in the form of a product or sys-
tem design. The knowledge base provides a justification for the design 
that is on a par with a literature review motivating a research question 
and hypotheses. The idea is validated through practice. By contrast, 
Action Research will use a knowledge base to formulate an interven-
tion which may take the form of an IT artefact or of a social/organisa-
tional intervention related to a technology artefact. So, in this its scope 
extends beyond Design Science. Where it differs more obviously is in its 
focus on what happens when academic knowledge in the form of the 
proposed intervention meets practice in a given context. Then Action 
Research encourages reflective modification to improve the efficacy 
of the intervention and revise our understanding. So Design Science 
is different while pursuing the theme of building knowledge through 
practice. In Section VI, we see what happens when a variety of researchers 
kick its tyres.

Introduction to Section VI: Design Science

Section VI includes five chapters on the Design Science approach to 
research.

Chapter 19 sees McKay, Marshall, and Hirschheim start with the 
question of what is design such that it can form the basis of a research 
method. They turn to other disciplines which have accorded design 
greater respect – engineering, architecture, and management. They 
argue that these disciplines have a more liberal interpretation of design 
than those who promote high church Design Science in Information 
Systems. For them, the outputs of a design process can be more than a 
product or a blueprint. In addition, design can be plans, models, and 
intentions. Not surprisingly, therefore, with such a liberal interpretation 
they charge Hevner and other proponents of Design Science (Hevner 
et al. 2004) with promoting a dysfunctional separation between design 
research and behavioural research. Surely, they argue, behavioural 
theory needs to be integrated with design if practice is to be effective. 
Supposing that a product can be designed and then behavioural knowl-
edge be applied as a separate layer unrealistically simplifies the relation-
ship between design and use.
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In Chapter 20, we hear from Arnott and Pervan who have worked in 
and tracked developments in Decision Support Systems (DSS) research 
for decades. The term DSS is somewhat dated as other terms such as 
Business Intelligence (BI) and Business Analytics have grown in cur-
rency, but for simplicity we follow the usage of the authors of this chap-
ter. They detect a growing trend to Design Science-based research in 
DSS. They see it as improving in quality slowly but having the potential 
to influence the whole field of IS. For the academic purist, one of the 
potential strengths of Design Science in DSS is that system functionality 
could in principle be designed according to academic decision theory 
and the results evaluated in neat and constrained ways. This would be 
closer to the high church view that McKay and colleagues challenged, 
and would be very different from the enterprise systems applications 
where the technology is highly complex and the use and outcomes dif-
fuse. However, Arnott and Pervan stop short of making this argument. 
Why? This is a question for debate. If they were of the view that even 
DSS is not sufficiently constrained to permit the ready application of 
academic theory in practice, then what limitations does this imply for 
the application of Design Science to the rest of the field.

In Chapter 21 Hanseth and Lyytinen identify problems in the design 
of what they define as information infrastructures and develop a design 
theory to fit. They focus on the tension between the bootstrap prob-
lem and the adaptability problem as a distinctive design problem. The 
bootstrap problem is that an information infrastructure has to deliver 
early value otherwise it will not retain and grow its user base. The adapt-
ability problem is that as time passes, as needs develop, as technology 
enables new capabilities so the infrastructure must adapt accordingly. 
The core tension that these authors identify is that the solution to the 
bootstrap problem is adopted without knowledge of the adaptability 
needs. This may well hamstring the designers of solutions to the adapt-
ability problem. Conversely, if the early design focuses on adaptability 
for unknown needs it may fail to address the bootstrap problem. You 
can think of Hanseth and Lyytinen as designing a design theory thereby 
exemplifying a way of doing so in a systematic way. They also surface 
an issue for Design Science which is that technology designs are not 
static. They evolve. So testing may not be readily undertaken just at the 
moment of immediate application of the technology. It may be years 
before facets of a design show their worth. Here the authors make a 
distinctive methodological choice. They examine their design theory 
against historical observations, that is, ex post facto rather than in the 
moment, thus sidestepping the problem of not being able to observe 
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lagged effects. On a final note for the aficionado of good research prac-
tice, their comments on the insufficiency/limitations of their theory are 
a salutary example.

Chapter 22 follows a route of examining intellectual history to try 
to understand the place of design-based research in the broader, aca-
demic, intellectual context. Heinrich and Riedl examine the design 
roots and current flowering of research in German-speaking countries. 
They provide a story that is plausible but they duck the question of why 
German-speaking research has gone the design route and US research 
the behavioural route (only recently re-discovering design). Implicitly, 
they suggest that the norms of academia have been different with top 
journals being influential. At their most challenging, they speculate 
on whether there is any evidence to support the practical value of 
behavioural research allied with design or whether we might not do 
better leaving design to the instincts and intuition of designers, a view 
quite contrary to that expressed by McKay et al. in Chapter 19. If this 
speculation were correct, it would open up some interesting questions 
as to what the purpose of IS research is and should be, and then what 
its topics of interest would be.

Finally, in Chapter 23, Salmela uses action research to design and 
evaluate a process for an under-considered problem – analysis of the 
business cost of risks. This article could readily have fitted under the 
action research section, but its approach to action research is not 
novel. Rather it illustrates the relationship between action research as a 
method and Design Science research. It highlights the distinction that 
action research can be about design but is not necessarily so. In this case 
it is a means to achieving and examining a design with the benefit of 
learning about the designed process at the same time, that is, it surfaces 
the sensitisation of technical staff to the business impact of risks atten-
dant on their work/mistakes.

Introduction to Section VII: Alternative Approaches

In Chapter 24 Price and Shanks report on an approach to framework 
development that is driven by theory. Academic authors often find it 
convenient to encapsulate their contribution to knowledge in a frame-
work. We shall see this in the final article in this collection by Melanie 
Wilson. A conceptual framework can be a genuine contribution, but can 
also be somewhat ad hoc as a means of summarising a set of findings. 
Here, the potential value of Price and Shanks’ work is its applicability 
beyond its immediate target which is information quality. 
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Their approach to framework development has five parts: definition 
of the theoretical concepts or categories, stipulation of the derivation 
method for assessment criteria based on the definitions in the first part, 
criteria for objective assessment, criteria for subjective assessment, and 
refinement through feedback. It is noteworthy that their use of theory 
only extends so far and that they take a more pragmatic literature 
based view as they extend into what they term subjective assessments 
of quality.

So they offer a systematic approach to framework development based 
on theory. But, they alert the reader to the fact that it is not so simple. 
There is a question as to whether the semiotic theory they use really is a 
theory or whether it is merely a commonsense set of interrelated defini-
tions. Then, we are stimulated to ask, “can you trust a theoretically derived 
framework especially if some of it is not theoretical?” Price and Shanks 
seek to get around this through empirical study using focus groups.

They conclude that some aspects of their framework need develop-
ment and it does not meet every need. In fact, it is an interesting 
indication of why we cannot rely on theory alone for framework devel-
opment. Where theory meets practice, practice should dominate – this 
returns to the earlier discussion of behavioural theory versus design. If 
any theory does not contribute to better design then practitioners are 
going to question its worth.

In Chapter 25 Merali makes the case for and offers a tutorial about 
the application of complexity theory to Information Systems research. 
Complexity theory is a set of concepts drawn from physics and math-
ematics that seek to render tractable highly complex phenomena, 
often based upon network structures and dynamics. She uses interest 
in the application of complexity theory to organisational studies as 
a bridge to the legitimising of its application to Information Systems 
(Anderson et al. 1999, McKelvey 1997). At the heart of her approach 
to Information Systems research, as too to its application more gener-
ally to organisations, is a fundamental problem. The phenomena that 
make up Information Systems and their use in context are highly com-
plex (i.e. interrelated) and they interact dynamically. We have seen this 
graphically in developments such as the internet and social networking. 
Consequently, no linear theorising nor research methods that seek to test 
linear ideas can adequately represent and cast light on the phenomena in 
which IS researchers are interested. What is needed she argues is a toolkit 
that uses different language and can be applied to inherently complex 
phenomena. She talks us through the concepts of chaos and complexity, 
of self-organisation, of emergence, of co-evolution and co-adaptation 
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and introduces us to a variety of attractors. The methods question is 
how usable these concepts are. One answer is to be found in agent-based 
modelling in Merali’s own paper. Another is to be found in Hanseth and 
Lyytinen’s paper in Chapter 21 where they employ concepts drawn from 
complexity theory to describe and elucidate the development of the 
internet as a major information infrastructure.

Chapter 26 has Wilson considering how to research gender questions 
in IS and what kinds of questions should be studied. She doubly embod-
ies alternativeness by seeking inspiration in social studies of science and 
in taking a gendered approach to research questions. Her analysis focuses 
principally on the world of work and to that extent is a product of the 
time at which it was written. Most of the questions she asks remain 
relevant. Where the paper would be different if written today is that it 
would reflect the advent of social networking systems. An important 
element of her work is the recognition that gender and IS cannot be 
studied separately from the gendered nature of organisation.  Nor indeed 
can any focus on feminist analysis progress without the counterpoint 
of an analysis of the masculine. Where Wilson contributes to the study 
of methods is in highlighting the importance of adopting methods that 
recognise the issue of power and gender. In particular she notes that 
social constructionist and Actor-Network approaches are deficient in 
this regard. This is particularly challenging as they are typically viewed 
as some of the more advanced/progressive approaches to researching IS.

Concluding remarks

There is no one right way to study IS phenomena. There are many ways. 
The art is to select the methods most appropriate to the research question. 
If their use will contribute to getting us closer to understanding a problem 
because it will deliver valid results then that should be enough. What we 
have seen in this volume in particular, but in the preceding two volumes 
also, is experienced researchers reflecting on their attempts to advance 
our ability to use new and established research methods. They usually 
identify promise but recognise limitations. If the articles in these three 
volumes help the reader understand the balance to be struck between 
the promise and the limitations then they will have served their purpose.
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The Design Construct in 
Information Systems 
Design Science
Judy McKay
Faculty of Information & Communication Technologies, Swinburne University 
of Technology, Australia

Peter Marshall
School of Computing and Information Systems, Faculty of Science, Engineering 
and Technology, University of Tasmania, Australia

Rudy Hirschheim
Department of Information Systems and Decision Sciences, E.J. Ourso College 
of Business, Louisiana State University, USA

Introduction

The concept of what constitutes design is in fl ux, and constantly expand-
ing (Stewart, 2011: 515). The industrial revolution is argued to have 
given rise to design-based disciplines, such as engineering and architec-
ture, and during the 19th and 20th centuries, design emerged as being 
concerned with the conceptualization and actualization of material 
things and the shaping of material and artificial environments. The 21st 
century has, however, seen the proliferation of new design contexts and 
practices, largely driven by digital information technologies and the 
globalization that such technologies support. Information systems (IS) 
design and organizational design are but two examples, important as 
they represent a fundamental shift from design of the material to the 
immaterial, with more concern for abstract and animate entities than 
were the interest of engineering and architectural designers of previous 
centuries (van Aken et al., 2007). Thus, emerging areas of design are not 
just focusing on traditional notions of production and functionality, 

 Reprinted from “The design construct in information systems design science,” by 
J. McKay, P. Marshall and R. Hirschheim in Journal of Information Technology, 27, 
2012, pp. 125–139. With kind permission from the Association for Information 
Technology Trust. All rights reserved.
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but on more immaterial notions such as systems, processes, organiza-
tions, user experiences, on-going interactions, relationships and the sit-
uated meaning of things (Stewart, 2011), all important concepts in the 
broad spectrum of IS research. The concept of design is thus critical in 
IS, with IS design research needing to accommodate both the material 
and immaterial foci of design. Given these developments, reconceptual-
izing design becomes important, as does developing a science of design 
that encompasses the new notions and perspectives.

The concept of design, and of design science (DS), has gained promi-
nence in IS as evidenced by the attention to the work of Hevner et al. 
(2004).1 Building from earlier work of Walls et al. (1992), March and 
Smith (1995) and Markus et al. (2002), Hevner and colleagues estab-
lished a basis for DS in IS (Kuechler and Vaishnavi, 2008). However, 
Carlsson (2006, 2007), McKay and Marshall (2005, 2007), Niehaves and 
Becker (2006), and Niehaves (2007a, b) have questioned some of the 
perspectives adopted and promoted by Hevner and others, and offer 
alternative views. Thus emerge two DS communities: the mainstream, 
organized around the Hevner et al. (2004) perspective, and a more plu-
ralistic community. The mainstream DS community adopts a prescrip-
tive, rather constrained definition of design, DS and DS research. The 
pluralistic community promotes a variety of perspectives around design 
(e.g., Carlsson, 2007; McKay and Marshall, 2007; Niehaves, 2007a,b; 
Avital et al., 2009).

The argument advanced here builds from Jones (2003) and Campbell 
(1977) (writing about organizational studies and organizational effec-
tiveness), to articulate why it is neither possible nor wise to have a sin-
gle all-encompassing definition of either IS or of design in IS. Particular 
conceptualizations of design in IS may only be useful in certain circum-
stances, and thus must be located within a theoretical framework or 
context which reveals a perspective of IS in which we make sense of that 
conceptualization of design. This builds on the notions articulated by 
El Sawy (2003) who noted that any single perspective is just that: a sin-
gle view among many possible views of ‘reality.’ El Sawy (2003) noted 
that each perspective both highlights and backgrounds different ele-
ments: different perspectives are not right or wrong: they offer differing 
views and insights. Building from this, we assert the different design 
communities in IS focus on different aspects of DS and that multiple 
 perspectives are important for building a broader-based DS in IS.

We argue for multiple conceptualizations of design to be accepted 
within the field of IS, and thus the production of new knowledge of 
design in IS, the very basis of building a science of design in IS, can 
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progress along a much broader front. Research needs to progress our 
understanding of both the material and the immaterial facets of design. 
Further, we argue that in addition to the important work already under-
taken by Hevner et al. (2004), Walls et al. (1992), Markus et al. (2002), 
Peffers et al. (2008) and many others in starting to articulate what we 
here label as a construction-centered DS in IS, knowledge needs also to 
be built in a human-centered DS in IS (Roth, 1999; Avital et al., 2009).

This paper is a conceptual study based on a substantial review of the 
design literature in both IS and non-IS disciplines, and is advanced 
in five main sections. In the next section, the Hevner view on DS is 
discussed, and from that we argue that this view of DS stems from a 
particular view of IS. The paper then examines the ways in which design 
is framed and conceptualized in many non-IS disciplines, and reveals a 
number of different conceptualizations of the design construct. In the 
section that then follows, these conceptualizations are compared with 
and contrasted with the narrower ways in which design is conceptual-
ized in the current IS DS literature. This is important for if we accept 
Campbell’s (1977) argument, the science of design that is built will be 
constrained by the conceptualizations we have of design. A number of 
important issues and concerns arising from the ways in which design 
in IS is currently conceptualized are then discussed, and other ways of 
thinking about design in IS are then proposed. The paper concludes by 
arguing that this inclusiveness is instrumental to build an overarching 
theory of design embracing all aspects of design relevant to IS. The con-
clusion also considers some of the theoretical and practical implications 
of rethinking the design construct in IS.

An exploration of the Hevner position

In drawing on the work of Hevner et al. (2004) as the basis of our dis-
cussion, we are not implying that this is the only view of DS in IS. We 
support Kuechler and Vaishnavi (2008), who suggest that despite other 
somewhat different positions being articulated most notably by scholars 
from Europe, the Hevner perspective has been widely promulgated to the 
entire academic IS design community (p. 7). Kuechler and Vaishnavi (2008) 
add that it has become so widely adopted by design researchers in IS that it 
dominates the fi eld (p. 4), and is the view which they argue is currently 
held by the majority of those practicising in the fi eld (p. 5). Thus, we use 
the Hevner position as one widely accepted and adopted within the IS 
academic community and one which typifies most research on IS DS at 
the current time.
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Hevner et al. (2004) delineate IS knowledge as falling within two 
paradigms: the behavioral science and the DS paradigms. Essentially, 
they argue that DS in IS is about the design of new and innovative arti-
facts (p. 75), IT artifacts, which are then implemented or instantiated in 
particular situations to solve problems identified within organizational 
contexts. In contrast, the behavioral paradigm is seen as seeking to 
explain and predict organizational and human phenomena surrounding 
[bold added] the analysis, design, implementation, management, and the use 
of information systems (p. 76). In Figure 19.1 from Hevner et al. (2004: 79), 
the relationships between business and IT strategies and infrastructures 
are depicted, and the interplay between these four elements is seen as 
rightly falling within the interests of IS researchers. However, while 
Hevner et al. (2004) recognize that there are many design activities 
involved in realizing alignment between IS and organizational strate-
gies, their interest in DS in IS is limited to the design activities associ-
ated with the building of an IS infrastructure (circled in Figure 19.1). To 
quote, Hevner et al. (2004: 78) write that: Our subsequent discussion of 
design science will be limited to the activities of building the IS infrastructure 
within the business organization. Issues of strategy, alignment, and organiza-
tional infrastructure are outside the scope of this paper. This, and subsequent 
statements in their paper, such as we do not include people or elements of 
organization in our defi nition [of the IT artifact], nor do we explicitly include 
the process by which such artifacts evolve (Hevner et al., 2004: 82) and arti-
facts constructed in design science research are rarely full-grown information 

Figure 19.1 The focus of design interest in IS according to Hevner et al. 
(2004: 79)
Copyright © 2004, Regents of the University of Minnesota. Used with permission.
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systems that are used in practice (Hevner et al., 2004: 83) seem to reveal 
worldviews on both ‘design’ within an IS context and ‘information 
systems’ which serve to delimit their subsequent argumentation.

Carlsson (2007) argues that in the writings of Hevner et al. (2004), 
and other key authors, design and the DS paradigm in IS are arguably 
presented as being about the IT artifact. That is, about elements of the 
innovative combination of hardware and software, and the means by 
which these may be developed and realized. Hevner et al. (2004: 78) 
note the dichotomy that design is about both the product, the artifact 
itself and attendant methods and models, for example, and the process, 
the set of activities by which such innovative products are produced. 
They argue that other interests fall within the behavioral science para-
digm in IS – the social, cultural, political and human dimensions asso-
ciated with the implementation, use, acceptance and exploitation of 
the technical artifact in an organizational context. This then suggests a 
particular view of design and IS, as illustrated in Figure 19.2.

The DS interest in the IT artifact in Figure 19.2 is viewed as consisting 
of the new innovations described by Hevner et al. (2004), which may be 
combinations of innovative software and hardware (instantiations), or 
constructs, models and methods, and the like. This IT artifact is of inter-
est to the DS researcher who, through building and evaluating such arti-
facts builds knowledge in the DS paradigm. The knowledge, insights and 
skills revealed by a DS researcher collectively build a science of design, 
a construction-centered DS. The IT artifact may then be implemented into 
an organizational (socio-technical) context, and hence these artifacts in 
the organization may become of interest to the IS researcher working 

Figure 19.2 The IT artifact ‘surrounded’ by the organizational context

IT Artifact
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in the behavioral science paradigm. Note that such artifacts are seen as 
‘surrounded’ by human and organizational phenomena, as being able 
to be split out from the organizational context in which they are imple-
mented. The Hevner et al. (2004) conception of IS thus would seem to 
embrace a bounding of the IT artifact from other constituent elements 
of an organizational context. There appear to be similarities between 
this and what El Sawy (2003: 591) described as the connection view of 
IS, in which IT is a separate artifact that can be connected to people’s work 
actions and behaviors. The effect of this, however, is to paradigmatically 
separate the building and developing activities from the social, cultural 
and political aspects in organizational contexts.

Separating design activities into two paradigms potentially causes 
fragmentation: the recognition of the building of a science of design 
in IS is shared broadly across the IS academic community, but the 
position adopted by Hevner et al. (2004) would appear to result in a 
split between two different spheres of design knowledge.2 We argue 
that such a view is not held in non-IS disciplines in which design is 
of considerable interest. We thus support the views of Kuechler and 
Vaishnavi (2008: 8), who express concern that the pressure for (short-term) 
relevance and the understandable desire for defi nitional closure for the area 
are prematurely narrowing the perception of ISDR; focusing it exclusively on 
the constructivist methodology and on prescriptive design theories (models) 
for low level artifacts (IT mechanisms) rather than allowing it to have the 
breadth it has achieved in other design fi elds. By focusing on the IT artifact, 
and conceptualizing IS as separable from the organizational context, it 
is inevitable DS in IS is limited to design of the IT artifact. The question 
to be considered is whether a different and broader conceptualization of 
design in IS might be helpful in building new and insightful knowledge 
and practices about design as it impacts IS.

Perspectives on design

In this section, the conceptualization of design in disciplines other than 
IS will be considered to see if there are insights to be gained from the 
way others construe, and thus understand and research the construct of 
design. These different perspectives on design are briefly summarized in 
Table 19.1 and then discussed in the following section.

Design as problem solving

Across many disciplines, design is commonly referred to as problem solv-
ing, a way of defining problems (Buchanan, 1992; Boland et al., 2008), 
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Table 19.1 Differing perspectives of design from non-IS disciplines

Design as … Brief description

Problem solving Transforming and improving the material environment, 
solution-oriented, finding solutions to field problems 
and implementing those solutions

Product Objects, entities, artifacts that arise and are imbued 
with meaning within those contexts, designer 
inextricably linked to the designed product

Process Processes and actions that lead to the realization and 
implementation of an artifact in a particular context, 
design involves action taking and change

Intention Deliberate thought processes that enable the designer 
and user to see connections between problem and 
possible solutions, the intent driving the design activity 
and the impacts this has on the realized artifact

Planning Working hypothesis (or plan, model, etc.) that captures 
and formalizes the designer’s intentions

Communication Conceptual characteristics (form and content) of 
artifacts that resonate with users, the ways meaning is 
reconstructed by users

User experience The range of experiences (both manifest and latent) 
created for and received by the user of an artifact, the 
meanings and experiences a user constructs with an 
artifact over time

Value The value (often symbolic and/or social) placed on the 
artifact and the experiences of that artifact by a user, 
and how this changes over time

Professional practice The broad responsibilities and activities of designers 
who inevitably change the world through their actions, 
an attitude towards a ‘problem,’ consideration of the 
knowledge and skills required by designers

Service Day-to-day problem solving, ability to understand and 
help others resolve or ameliorate problems, mindful of 
contextual forces and constraints

and it is argued that this rational problem solving view of design has 
become dominant and normalized in conceptualizing design in many 
disciplines (Dorst, 2006). When viewed as problem solving, design is 
often characterized as a means of ordering the world (Dilnot, 1982: 144), 
of meeting needs, making desired improvements, of transforming and 
improving the material environment (Willem, 1990; Friedman, 2003). 
Emphasis is often placed on design involving careful analysis and defini-
tion of the problem, and on gathering adequate information about the 
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problem before seeking solutions (Kruger and Cross, 2006). However, in 
some conceptualizations of design as problem solving, the emphasis is 
placed on design as being the solution to the problem. In this way, the 
conceptualization of design shifts slightly to generating solutions, and to 
redefining the problem in light of these emerging solutions (Kruger and 
Cross, 2006). Design is thus argued to solve problems by being solution-
oriented, as designing or developing solutions to situations regarded as 
problematic by stakeholders (Romme, 2003; Keys, 2007; van Aken, 2007). 
These problems are of certain types, however, with van Aken (2007) distin-
guishing between knowledge problems (which arise through limitations 
in knowledge) and field problems (which arise from a recognition or 
desire to realize a better social reality). Design is seen as solving field 
problems, and the problem solving activity involves not only design-
ing a solution but also realizing or implementing that  solution in some 
material or social reality (van Aken and Romme, 2009).

Design as problem solving can be understood as the obscurity that 
surrounds requirements or goals, the practicality of envisageable ‘provi-
sions’ (a term used by Archer, 1979 to refer to possible emergent solu-
tions or designs), and the misfit that may occur between requirements 
as perceived and articulated provisions. The solution that emerges is ulti-
mately the provision that offers an acceptably small residual misfit, and 
an acceptably small degree of residual obscurity of requirements. Thus, 
design as problem solvsing is conceptualized as an oscillating conceptual 
and practical activity, with thinking and activity swinging between clari-
fying requirements (reducing obscurity) and articulating provisions that 
match the requirements to varying degrees, until a solution that satisfies 
the problem owner emerges (Archer, 1979) (see Figure 19.3). In viewing 
design as problem solving, activities involved are people- and solution-
oriented, and the implemented solution is to a problem experienced 
within a particular context (a field problem) (van Aken, 2007).

Design as product

In conceptualizing design as product, artifacts arise within particular 
social and historical contexts and are imbued with meaning within 
those contexts (Dilnot, 1982). There is often reference to the impor-
tance of design’s involvement in giving material form to a problem 
solution, of the artifact meeting some perceived need, or solving some 
sort of organizational, technical or human problem (Willem, 1990). 
The role of the designer is often mentioned and always assumed, in the 
sense that the designer is seen as adding characteristics of desirability 
and/or utility to the object of interest (Dilnot, 1984a).
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Design as process

The limitations of the product view of design arguably stem from the 
fact that the activity or process involved in materializing a problem 
solution is marginalized, and thus definitions of the product view of 
design cause angst in some circles, where there is a tension perceived 
between the product of creation and the activity of creation. For example, 
Miller (2004) asserts that the product or result of creation is an entity, 
an output of design, but is not design itself. In contradistinction to the 
product view is the process view of design: design is a series of thoughts 
and activities by which an artifact is created and realized (Andreasen 
et al., 2002). The concept of problem solving is often retained in defi-
nitions of these types, where design is seen as the activity involved in 
moving from a vague, possibly ill-defined problem to a clear and crea-
tive response, and in these activities shaped by context lies the essence 
of design (Ryan, 1997). The goal of design from this perspective is thus 
to take action and to produce change in human contexts (Willem, 
1990). Galle (1999) further expands this notion of design such that it 
embraces all human activities dedicated to both realizing an artifact and 
in embedding that artifact in a context of use in which it is met with 
approval and use (or not).

Design as intention

In the philosophy literature, the aspect of design that is emphasized is 
the fact that it results from intentional activity (Dipert, 1995; Hilpinen, 

Figure 19.3 The oscillating nature of design problem solving

Provisions
(Ideas)

DESIGN
PROBLEM

DESIGN
SOLUTION

Design activity oscillates between
clarifying obscurity in requirements and reducing
misfit between provisions (solution conjectures)
and requirements until a ‘satisficing’
solution emerges

Requirements
(ideas)
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1995). Thus, an extension of the notion of design as process is the view 
of design as intention or intentional activity. Miller (2004) empha-
sizes the importance of intentional thought processes in design activ-
ity, including insight by which a designer is able to see connections 
between problem (challenge) and possibilities, intuition and hunches, 
and reasoned problem solving, which are synthesized throughout the 
design process. Willem (1990: 45) argues that design occurs when the 
intention to design is present, suggesting that it is an intentional creative 
response to external events. Galle (1999) notes the potential complexity 
when, not only the designer’s intentions but also those of the problem 
owners and solution users become enmeshed in the design activity. 
Designers shape artifacts intentionally to elicit a certain response in 
an audience or consumer of the artifact, but as consumers … encounter 
artifacts, their interpretations may correspond with those that were intended, 
but might also differ from those intentions in many varied ways (Crilly 
et al., 2008a: 15). In constructing meanings, the consumer may not 
have access to or knowledge of design intentions. Thus, the designed 
artifact that is experienced by the user may or may not align well with 
the intentions of the designer (Crilly et al., 2008b).

Design as planning

Furthering the view of design as intention, Buchanan (1992: 8) argues 
that design can be regarded as a plan or working hypothesis which con-
stitutes or formalizes the designer’s intention. Similarly, Dilnot (1984b) 
suggests that design can be thought of as a conscious attempt to plan 
and build patterns, which will then shape the emergence of an artifact 
from a conceptualization of the designer. The task of a designer could be 
argued to involve the planning and representation of forms, which aim 
to reconcile the many competing and possibly conflicting views and 
constraints with the intention of the designer, those of the intended 
user(s), and organizational factors viewed as constraints on the plan-
ning and representational activity (Crilly et al., 2009). Wieringa and 
Heerkens (2007) agree, arguing that design involves specifying what 
you intend to do before you actually do it, and thus is fundamentally 
concerned with conceiving and planning something in one’s mind. 
Galle (1999: 65) refers to this as the problem of the absent artifact, the 
challenge of conceptualizing, planning and realizing something that 
does not currently exist.

Dilnot (1984a) notes that before the Industrial Revolution, design-
ing, planning and making artifacts were conceived of as one construct, 
whereas afterwards, the planning and designing of artifacts has typically 
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been separated from the making of artifacts. Galle (1999) is sympathetic 
to this view, as he argues there are several stages of planning involved 
in the process of realizing an artifact and embedding it in its context of 
use. Thus, in moving from conception of a solution to realized artifact, 
there are stages of design representation or plans. Van Aken (2005a) 
argues that such plans are themselves designs: the plans and sketches 
of a house, for example, are the design of the house. According to the 
conceptualization of van Aken (2005a), following the design is another 
stage of planning, constituted by the plans of action and activities 
involved in the realization of the physical artifact, in which the design 
representations are transformed into an artifact of utility.

Design as communication

Designers either knowingly or unknowingly enshrine human values 
and opinions in their designs, based on their own worldview, and on 
their understanding of the audience for which the design is intended. 
A design resonates with an audience when it appeals to their interests, 
values and attitudes, for example, and in this way communicates with 
its audience (Buchanan, 1989; Lunenfeld, 2003). Kazmierczak (2003) 
argues that design is the process by which the meanings intended 
by the designer are communicated to an audience, and received as 
intended, or as reconstructed by the audience given their context, 
values and the like. This perspective of design is thus quite different 
from many of those presented above. It moves from notions of objects 
or artifacts, and the processes by which the artifact is realized, and 
focuses on the conceptual characteristics embodied in objects that 
serve to communicate with an audience. Kazmierczak (2003: 45) writes 
that it redefi nes designs from fi nite, fi xed objects of aesthetic and practical 
consideration to semiotic interfaces enabling the reconstruction of meaning 
by receivers. Design thus becomes associated with form and content, 
with emphasis placed not just on the role of the designer in shaping 
form, but also on an essential role of the designer in shaping com-
municative content with the aim of encouraging particular interpreta-
tions, which is evidenced through the meaning or interpretations or 
thoughts design induces in an audience (Redstrom, 2008; Crilly, 2011). 
The role of the artifact as mediating communication between designer 
and audience thus becomes paramount (Crilly et al., 2008b). Design, 
thus conceived, becomes linked to a designer using the ‘right’ language 
to express his/her intentions in a way that can be accurately compre-
hended and responded to by the recipient audience (Krippendorff, 
1996; Redstrom, 2006). The success of a design is thus dependent on 
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the successful comprehension of the design by its intended audience 
(Kazmierczak, 2003).

Design as user experience

The notion of design as communication is extended by Redstrom 
(2006), who suggests that design is better conceived of as the user’s 
experience of an object. The focus shifts from communicative elements 
to the experiences, which the design creates and enables for its audi-
ence. The audience thus becomes the subject of design, through their 
dynamic and multisensory experiences of an artifact (Redstrom, 2006: 
126). This represents a substantial shift away from the material object 
or artifact, and the processes surrounding the conceptualization of the 
object and its physical realization. Design thus becomes concerned with 
the immaterial, how one designs user experiences, not just in terms of 
utility or usability, but also in terms of communication, interpretation, 
understanding and experience (Kazmierczak, 2003; Redstrom, 2006; 
Boztepe, 2007). Norman (2009) argues that a product is better viewed 
as a cohesive, integrated set of experiences (p. 54), and views design as con-
cerned with thinking systemically about the full gamut of user experi-
ences, ranging from discovery, purchase, anticipation … fi rst usage … continued 
usage, learning, the need for assistance, updating, maintenance, supplies, and 
eventual renewal … (p. 52).3 This focus on user experience in design seeks 
to appreciate and understand both manifest functions of artifacts (that 
the artifact satisfies the needs and objectives for which it was designed), 
and also potential latent functions (the uses to which an artifact is actu-
ally put, or the purposes it actually serves). Further, user experience is 
argued to be shaped by the users’ anticipation and perceptions of the 
designers’ intentions and actions, impacting both the user experience 
of, and on-going interactions with the artifact (Crilly, 2011). In this 
way, the creativity and innovation associated with design are shared 
among designers and individual and collective agency arising from user 
experience.

Design as value

The value of design is linked to the value a consumer (user) places on 
the range of user experiences noted above (Norman, 2009). Other writ-
ers note that design itself has become associated with value, often not 
an intrinsic part of the artifact itself, but as some sort of iconic status 
that becomes associated with a particular object. In this sense, we get 
expressions such as ‘designer jeans,’ designer labels’ and the like, where 
value becomes associated with the significance attached to an object 
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rather than the object itself (Dilnot, 1984a,b). Thus, design becomes 
associated with heightened social status, or reaffirmation of belong-
ing to a particular sub-culture, for example (Almquist and Lupton, 
2010). In this sense, design achieves something akin to cult status for 
the consumption of the general public in which value, sentiment and 
enjoyment is attached to that status as much as to the product or object 
itself (Schneider, 2007). Boztepe (2007) furthers the social and cultural 
aspects of value, arguing that design can be ascribed symbolic and social 
value. Value is added (or not) as designs communicate messages inde-
pendent of their use, thus taking on a symbolic and signaling value. 
Understanding how designs are made sense of … what range of social 
ends they provide to users (Boztepe, 2007: 57) thus becomes an important 
consideration when considering design as value. The value concept is 
a dynamic one: value may change pre- and post-acquisition, from first-
time to short-term to long-term use and so on, suggesting that value 
changes as user experiences change (Boztepe, 2007).

An alternative position is to consider the value(s) that are both 
designed into artifacts and services, and that may emerge through the 
implementation and use of such artifacts. These emergent values may 
or may not reflect the designer’s intentions, and may have impacts 
(positive and negative) both on direct consumers of the artifact and 
indirect stakeholders (Friedman, 2008). Being mindful and proactive 
regarding the values embedded in artifacts, and of potential impacts of 
these designs through intended use and also possible unintended uses 
is emphasized from this perspective.

Design as professional practice

Many definitions of design include close consideration of the designer, 
and some come to argue that design is what designers do (Dilnot, 
1984b). Thus, design starts to be seen more as professional practice, 
with identified responsibilities to clients, fellow designers, the public, 
and broader social and environmental responsibilities (http://www.
aiga.org). Wolford-Ulrich (2004: 2) argues that framing design as practice 
recognizes the interactive and iterative pattern of designers acting in the 
world, changing the world, being changed by the world, and experiencing 
change in themselves through the process of changing the world. Design 
as a professional practice can be viewed as a way of thinking and an 
attitude toward a design task (Wangelin, 2007), as a practice delimited 
by the design task (Hooker, 2004), or engagement directly in a spe-
cific design activity (Fallman, 2003). This view of design emphasizes 
the situatedness of the designer in a real-world context involving 
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uncertainty, ambiguity and value conflict (Fallman, 2003). Louridas 
(1999) and Wangelin (2007) argue that design is bricolage, an attitude 
toward a problem in which previous knowledge and experiences, tools 
and resources, can be intuitively adapted and applied to a current chal-
lenge. This view of design serves to emphasize the subjective nature of 
interpretation and value judgments made about the problem at hand, 
the intended audience and so on. Considering design as a professional 
practice implies a need to think much more closely about the knowl-
edge, skills and attributes required of designers as they conceptualize 
and realize artifacts intended to improve problem situations (Friedman, 
2003; Keys, 2007). Hence, there is a need to retain a sense of design as a 
pluralistic and multiple activity, a synthesis of heterogeneous activities defi ned 
not by the separate activities, but by their integration (Dilnot, 1982: 141).

Design as service

In post-industrial societies, most design activity is centered on service 
provision, described as non-esthetically motivated service (Dilnot, 1984b: 4), 
rather than heroism, the highly creative, innovative and bold heroic 
individual, who manages to turn design of a product with various aes-
thetic values into an outlet for personal expression (Lundgren, 1978). 
Design as service arguably needs more attention than has historically 
been the case in much of the design discourse (Secomandi and Snelders, 
2011). Lundgren (1978: 20) writes that design activity … has so much 
more to do with sustained service, an anonymously methodical day-in, day-
out solving of problems, than with the constant ferment of creative choices 
exercised by the loner hero-artist. The design as a service view encapsulates 
the ability to understand the problem as experienced by these problem 
owners and their objectives in seeking a resolution of that problem. The 
context in which the problem is embedded is thus critical to successful 
design, with service in this sense being enacted in the relations between 
diverse actors, rather than as a specifi c kind of object to be designed (Kimbell, 
2011: 42).

This list of differing conceptualizations of and nuances associated 
with the design construct from non-IS fields is not intended to be 
exhaustive, nor are these mutually exclusive. There are clearly overlaps 
and close relationships between the differing perspectives of design 
discussed here. However, it illustrates some of the ways in which design 
is understood and researched in a range of non-IS fields. Willem (1990) 
notes that it may be ‘disconcerting’ to take such a broad view of a range 
of possible activities and entities that are considered under the rubric of 
design. However, to not do so, is to arbitrarily assign the label of design 
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to a subset of these activities, which Willem (1990) argues may seem 
somewhat capricious. Willem (1990: 45) goes on to note that the recogni-
tion of a large host of coherent activities as design may provide a richness of 
experience that is presently missing. He notes that science accommodates 
a large range of disciplines and activities within its fold without having 
a detrimental effect on any of them: design can do likewise. Further, 
this broader conceptualization of design helps make sense of a state-
ment made in the introduction, based on the arguments of Campbell 
(1977), where it was argued that no single all-encompassing definition 
of design could be established. Rather, any particular definition of 
design delimits a worldview of design, and thus locates design within a 
particular frame or context. Knowledge production is then also located 
within that context, and offers important insights about that particular 
worldview, but is also limited in not offering insights into the many 
other possible worldviews that may be entertained.

The conceptualization of design in IS

The tables below offer a comparison of the ways in which design is con-
ceptualized in non-IS areas (Table 19.2) as opposed to IS (Table 19.3), 
and thus offer insights into the ways in which design in IS may be 
thought of. To construct Table 19.2, the authors independently read 
the papers listed, identifying the ways in which design was conceptu-
alized. These independent assessments were then discussed and con-
solidated. Where there were disagreements, each individual identified 
those parts of the paper that had led to a particular classification. This 
was discussed, compared with other instances of similar classification, 
and a consensus reached. In nearly all cases, this led to agreement that 
additional conceptualizations were evident in a particular paper. A cross 
(x) in any particular column means that the authors agreed that in the 
paper of interest, there had been substantive discussion of design from 
a particular perspective and that a discussion, justification and/or com-
pelling argument of some length was built around the view of design 
adopted and promoted. In disciplines other than IS, we see a very broad 
understanding of design. When compared with IS publications, the 
contrast is quite stark. There are currently four predominant concep-
tualizations in IS: design as problem solving, as product or artifact, as 
process (often referred to as building and evaluating), and as planning, 
modeling and representing.

The narrower conceptualization of design in IS DS research limits what 
gets legitimized as a researchable conception of design, what might fall 
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under the rubric of design research, and what might constitute design 
knowledge or a science of design. We support the view of Hatchuel 
(2001) that a theory of design should not be limited to problem solving, 
product and process. This narrow conceptualization raises a number of 
important issues, which will be explored in the following section.

Issues in current conceptualizations of DS in IS

Thinking about the notion of design in IS requires us to be mindful of 
the reasons why we design. There are obviously economic imperatives, 
for greater efficiency and remaining competitive in a complex and 
uncertain global marketplace. A design imperative in IS must surely be 
to help organizations manage these forces and to achieve sustainability 
in such environments. But there are also cultural, social and ethical 
imperatives that revolve around thinking about designing ISs that uti-
lize IT to help humans enrich their experience of organization, of work, 
of society, of education, to add meaning and value to what they do 
(Buchanan, 1996). If we accept both sociocultural as well as economic 
imperatives, then it could be argued that we need to build a DS in IS 
that, in addition to the construction-centered design knowledge, builds 
knowledge in our designers (and so creates knowledge, capabilities and 
a culture among our IS professionals) so that they know how to achieve 
both imperatives through their range of design activities in organiza-
tions. What they know will limit and shape what they can do – thus 
a construction-centered conceptualization of design will potentially 
perpetuate construction-centered solutions being proffered as solutions 
to design problems.

The worldview that apparently underpins Hevner et al.’s conceptual-
ization of IS is well suited to the articulation of design knowledge relat-
ing to the IT artifact as they define it. It is, however, not sufficient to 
support the breadth of research activity that could take place under the 
rubric of design within an IS context if some of the conceptualizations 
of design from non-IS disciplines were adopted within IS. Opponents 
to this stance may assert that in the Hevner et al. (2004) view, many 
of the broader conceptualizations of design and the associated research 
problems would certainly remain within the interests of IS research, but 
would be seen as belonging to the behavioral science paradigm. That is 
certainly one way of dealing with this problem. However, we know of 
no other discipline where such a separation has been made. In engineer-
ing (Marxt and Hacklin, 2005), management (Friedman, 2003; Boland, 
2004; Boland et al., 2008), organizational development (Romme, 2003; 
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van Aken, 2004, 2005a, b; van Aken and Romme, 2009), industrial 
design (Cross, 2001; Crilly et al., 2008a,b, 2009), education (Brown, 
1992; Edelson, 2002), and in the arts and humanities (Lunenfeld, 2003), 
for example, design and design knowledge are not viewed as being split 
across two paradigms, but multiple conceptualizations embraced within 
a DS. Other worldviews are possible and important, and need to be con-
sidered in gaining a new perspective of what the construct design might 
mean in IS. Figure 19.4 depicts one other possibility.

The worldview captured in Figure 19.4 takes a socio-technical view 
of IS, adopting a philosophical position of trying for joint optimization 
between technology and the individuals who must use that technol-
ogy. According to Mumford (1983: 10), socio-technical systems design 
involves ‘making the best use of people … the best use of technology.’ 
This view emphasizes the ‘situatedness’ of the technology within an 
organizational context. An IS emerges from the relationships and behav-
iors that result in organizational contexts that involve people, activities, 
information, technology, culture, politics, history and the like (Mumford, 
2000). It is not divisible. Viewed in this way, IS are not surrounded by 
organizational and human phenomena as suggested by Hevner et al. 
(2004) but are part of that phenomena, are socially constructed by 
designers (IS practitioners and users) and society shaping (Hughes, 
1987), and hence shape and are shaped by the context of use. In this 
regard, we support the view of Kroes (2001) who argues that technical 
objects cannot be separated from the context of their intended use, 

Figure 19.4 A socio-technical view of IS situated in context: the IS artifact as the 
‘ultimate particular’
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and that it is within this context that the function of the IT artifact 
is socially constructed. Thus, IT artifacts are components of IS, as are 
people, activities, communication, information and so on. But the 
IS artifact emerges from the interactions and interdependencies that 
result from looking at the whole, rather than constituent elements. 
This view seems more in harmony with the fusion view defined by 
El Sawy (2003), where IS design occurs in shaping organizational con-
texts by changing the way information is communicated, stored, cre-
ated, shared and used, the way work is done, the way people interact, 
the way organizations are structured, the way in which cultural and 
power relationships are played out (Boland et al., 2008; Avital et al., 
2009), and in reshaping the technology over time. Stolterman (2008: 59) 
argues that the IS artifact thus conceived is an example of the ultimate 
particular, the unique outcome of an intentional design process which 
evokes particular emergent properties through the interactions between 
technical, human and organizational elements. Such design activity 
must be cognizant of the culture, politics, sociology and history of 
that context. Thus, the IS artifact, its utilization and evolution over 
time within a particular wider socio-technical organizational context 
becomes the object of both design activity and research interest. These 
designed IS artifacts form part of the improvement of the problem 
space or situation. For IS researchers and practitioners, this emphasizes 
the need for broad conceptualization and interest in design, and the 
need also to recognize, understand and elucidate practices with respect 
to transforming situations (by the responsible application of IT artifacts) 
into more desired states, taking account of context and the uses for 
which people may appropriate such systems. Human-centered design 
knowledge and construction-centered design knowledge should both be 
recognized as falling legitimately within a DS in IS.

Considering the differences between worldviews, a much more 
complex view of design starts to emerge (see Figure 19.5). Taking the 
construction-centered view of design, the focus is on the IT artifact 
(Purao, 2002; Carlsson, 2007) and the resultant form that it is given as 
a result of design activity. Through research and reflection, the body of 
knowledge about construction-centered design is built and accumulated 
over time. When that artifact is implemented within an organizational 
context, users interact with that artifact, and endow it with mean-
ing within that particular context of use. Knowledge of design within 
organizational contexts (human-centered design knowledge) is likewise 
built and accumulated over time. Such knowledge bases form part of our 
knowledge of design, and hence our knowledge of the world. Designers 
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are inevitably shaped and limited by their knowledge of design in both 
senses. The Hevner perspective, widely adopted in IS (Kuechler and 
Vaishnavi, 2008), focuses primarily on construction-centered design and 
building a DS based on the knowledge accumulated in the construc-
tion of the artifact. The additional worldview articulated in this paper 
focuses primarily on human-centered design and has argued that a DS 
can be built from knowledge accumulated in the context of use. The 
various perspectives of design can also be interpreted against this dia-
gram, and an argument put forward to suggest that broadening our cur-
rent conceptualization of design can lead to much richer and broader 
understanding of design in IS, and hence of the types of research into 
design that can, indeed should, be pursued. It is also the contention of 
this paper that IS as a discipline is better served and greater coherence 
in the discipline achieved if these potentially two DSs are seen as one.

Implications for IS research

Table 19.4 provides an outline of how our view of DS could be applied 
to the IS domain. In addition to the research activity currently being 
undertaken in the construction-centered DS space, we have argued 
for a broader conceptualization of the design construct, opening the 

Figure 19.5 Components of IS design science
Source: Based on Krippendorff (1996) and Galle (1999).
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Table 19.4 Developing a research agenda for human-centered design science in IS

Design as … Potential research interests

Problem solving How does a design solution emerge from the multiple 
perspectives of what constitutes the field problem? 
How do designers and users co-construct a new (changed) 
social–technical reality to resolve this problem?
How does a generic solution to a problem type encapsulated 
in a software package morph into a designed and 
 implemented solution that has the characteristics of utility 
and desirability and meets a range of economic, social, 
cultural, political and organizational objectives?

Product How do stakeholders seek alignment between the problem 
and solution as evidenced in the package software and 
the problem(s) and possible solutions as perceived by 
organizational members?
How does the social, cultural, political and historic 
 organizational context shape and influence the imple-
mented realization of the previously designed packaged 
software?

Process, action How does co-design evolve? Are there particular practices 
and processes that are more conducive to ‘good’ co-design?
If analysts adopt a design attitude rather than a decision 
attitude throughout the process of both realizing and 
implementing a solution, can better outcomes be achieved? 
How might a design attitude change the processes and activ-
ities involved in managing an IS implementation process?

Intention How do IS designers’ intentions become evident to relevant 
stakeholders, through discourse, models, plans and other 
representations (design artifacts)? 
How do the intentions and requirements of the users 
become evident to IS designer? 
How do these then shape and impact the work of the IS 
designer? 
Will an IS be used as intended if the meanings ascribed 
to the IT artifact are in accordance with the intentions of 
the designers and the relevant stakeholders?

Planning What is the process by that ideas generated can be 
captured as plans, models, sketches, and how does the 
design of the desired future state emerge and co-evolve 
from these interactions? 
How well do emergent plans and models align with the 
intentions of IS designers and relevant stakeholders, and 
how might it be possible to achieve and ensure greater 
shared understanding and alignment of those models?

Communication How can IS designers ensure that the realized artifact 
communicates with stakeholders as intended? How do 
stakeholders reconstruct meanings, and how can an IS 
designer ensure that these reconstructed meanings are in 
accordance with their intentions?

(continued)
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Design as … Potential research interests

Do claims from stakeholders that an IS does not meet 
their requirements result from a lack of correspondence 
between the IS designers’ intentions, and constructed 
meanings of stakeholders as mediated via the IT artifact? 
How do IS designers influence the interpretations of 
stakeholders? How are their intentions communicated via 
IT and IS artifacts to stakeholders?

User experience How can we explicate notions of user experience in the 
context of an IS, before, throughout and following the 
organizational implementation of this software and 
attendant organizational changes? 
In what ways could IS designers ensure that the user 
experience becomes more satisfying, intelligent and 
meaningful through their design activity? 
How do stakeholders respond to cues, features and 
functionality embedded in a software system, and thus 
how close is the match between the manifest functions, 
the appropriation of the software, and hence the latent 
meanings ascribed by users within a particular context?

Value What contextual factors might contribute to different 
perceptions of value being ascribed to an IT artifact? 
Are there predictive events, triggers or trajectories that 
lead to positive or negative value being ascribed to the 
implemented IT artifact? 
Is there symmetry between the value ascribed by the 
designers and project team, and that ascribed by the 
users, and stakeholders? 
How does the value ascribed by users change over time as 
their experience of using the IT artifact increases?

Professional 
practice

How do good designers engage both with the perceived 
problem or need? How do they engage successfully with 
users; how do they come to appreciate the perceptions and 
experiences of users; and how do they come to appreciate 
the economic, cultural, political and ethical aspects of 
social forces operating in the design context? How do 
they manage the resultant value conflicts and ambiguity? 
What changes to professional practice would ensue if IS 
designers were to view relevant stakeholder groups as 
co-designers of their organizational contexts?

Service How do support teams go about understanding the 
problems as experienced by users and their objectives in 
seeking resolutions so that the service desired by users can 
effectively be designed and delivered? How are on-going 
modifications and enhancements consonant with the 
original intentions of IS designers and stakeholders and 
with perceptions of the value associated with the IS 
implementation?

Table 19.4 Continued
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possibility for knowledge creation in a unified broad science of design 
in IS. DSs (such as engineering, medicine, law) are geared toward 
improving the human condition through finding solutions to field 
problems (Jelinek et al., 2008). Design is ultimately seen as involving 
both the design of a solution and the realization and implementation 
of a solution in material or social reality (Van Aken, 2007). DS is thus 
geared more toward intervening in contexts to make improvements and 
ensuring that change works well. It is thus oriented toward the future, 
not just describing and understanding what is. There is a clear prec-
edence in other fields to view DS as falling within one paradigm where 
the unifying feature is providing solutions to problems or challenges/
opportunities of interest, and particularizing the implementation of those 
solutions and innovations. This is relevant also in IS. ‘Problems’ in the 
IS discipline can arise in the technology space, and finding solutions to 
those essentially technical challenges/opportunities is thus catered for 
well already in the construction-centered DS articulated by the follow-
ers of the Hevner perspective. But IS academics and practitioners also 
face problems and opportunities in the field, within organizations and 
communities, where a raft of behavioral, social, cultural and political 
elements interact and are interlocked with the technical. Designing 
solutions in these contexts requires the human-centered DS as pro-
posed in this paper, in addition to the construction-centered view. 
Design is not just about process, product and problem solving, but can 
be construed from much broader lenses, resulting in increased, deep-
ened understandings of how to intervene in general in design-related 
problems. This knowledge could then be particularized by IS practition-
ers, cognizant of the context in which they are intervening. A broad, 
encompassing and integrated IS DS is required for our socio-technical 
discipline (see Figure 19.6).

Conclusion

In the context of the emergence of new design fields and practices, 
we have demonstrated that it is both possible and important in IS to 
broaden our conceptualization of what constitutes design. Doing so 
brings a much richer and broader understanding of design, and hence 
of the types of research into design that should be pursued. Given the 
many possible lenses on design, we argue that IS DS would be enhanced 
if, as IS researchers, we developed research agendas, and hence 
knowledge, about all facets of design and design thinking. A DS that 
incorporates the human-centered perspective, and hence expands its 
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perspective and vision to include the above types of knowledge, would 
be richer and more generally applicable than one that is restricted to 
the construction-centered perspective of the dominant view in the 
extant IS literature. Building on Bayazit (2004), design research in IS 
could be conducted, and hence knowledge of design in IS accumulated 
through:

• Conducting research, not only into both IT artifacts and how they 
work, but into IS artifacts, how they enable the performance of 
tasks in work systems (Alter, 2006), how they improve management 
systems in organizational contexts, how they solve perceived field 
problems (or take advantage of opportunities), and the effects they 
have on the contexts of use;

• Conducting research into the processes of realizing and deploying IT 
and IS artifacts in organizational contexts, the nature of IS design as 
intentional human activity, how IS designers think and work, how 
they carry out design activity, the impact of the designer on realized 
IT and IS artifacts and on the contexts in which they  operate; and

• Conducting research into the artifact resulting from purposeful 
design activity, how IT and IS artifacts appear to users, what they 

Figure 19.6 Embracing multiple conceptualizations of design
Source: Based on Crilly and Clarkson (2007).
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mean to users, how they communicate to users, the nature of the user 
experience with the artifact, the value ascribed to designed artifacts 
within contexts of use by users.

IS DS would be better served if both the construction-centered and the 
human-centered approaches were adopted, and the conceptualization 
of the design construct broadened.
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Notes

1. For brevity hereafter, we will simply refer to this perspective as the Hevner 
view or perspective.

2. The position adopted by Hevner et al. (2004) regarding the IT artifact seems 
consistent with the Benbasat and Zmud (2003) call for making the IT artifact 
the core of IS research. This position is not necessarily shared by the rest of 
the IS community, however (Hirschheim and Klein, 2003).

3. This view is commonly shared by the ACM HCI community, some of whom 
are actively engaged in research of this type that would be of interest to 
design researchers. See http://www.sigchi.org.
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Introduction

Decision support systems (DSS) is the area of the information systems 
(IS) discipline that is focused on supporting and improving manage-
rial decision making. In 2005 the Journal of Information Technology (JIT) 
published our paper that critically analyzed DSS research from 1990 
to 2003 (Arnott and Pervan, 2005). That paper used bibliometric con-
tent analysis as its method and analyzed 1020 articles in 14 journals. 
The analysis illuminated a vibrant and important part of IS research. 
Personal DSS and group support systems (GSS) dominated DSS research 
and  two-thirds of DSS research was empirical, a higher proportion than 
general IS research. Interpretive DSS research was growing from a low base 
while design-science research (DSR) and laboratory experiments were 
major research categories. Unfortunately, it was found that DSS research 
to 2003 was relatively poorly founded on judgment and decision-making 
theory and faced what was described as ‘a crisis of relevance.’

It is now opportune to revisit published DSS research to examine 
the progress of the field. Since 2005 management support practice has 
seen the rise of business intelligence (BI) and business analytics (BA). 

Reprinted from “A critical analysis of decision support systems research revisited: 
the rise of design science,” by D. Arnott and G. Pervan in Journal of Information 
Technology, 29, 2014, pp. 269–293. With kind permission from the Association 
for Information Technology Trust. All rights reserved.
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The much-hyped phenomena of big data will also affect large-scale DSS. 
The information technology (IT)-based support of managers is now a 
visible and significant part of enterprise-level IT and this fundamental 
21st century change in DSS practice heightens the need to revisit the 
DSS literature analysis. In this paper, 7 years of publication have been 
added to the article sample, as have two new significant journals. The 
updated article sample in this paper now contains 1466 articles in 16 
journals, representing 21 years of DSS research history.

The paper is structured as follows: first, the general trends that have 
occurred in DSS practice and research since the end of the previous article 
sample are outlined. This is followed by the codification of a number 
of expectations about the improvement of DSS research that focus the 
updated bibliometric analysis. These expectations arise from the recom-
mendations of previous literature analyses. The research method and 
design is then outlined, followed by the results of the bibliometric con-
tent analysis. The discussion of the results is framed by the expectations 
identified in previous reviews. Speculations are then made about the likely 
future directions of the field in the form of forecasts for future analysis.

The evolution of the DSS field 2003–2010

This section discusses the major changes in DSS theory and practice that 
have occurred since the 2003 end of the original article sample. To help 
frame this discussion Figure 20.1 shows an update of Figure 20.1 in the 
2005 JIT Critical Analysis paper. It now shows the genealogy of the DSS 
field over the last 50 years. The items in a genealogy are discrete individ-
uals that share a common ancestry. Although they are unique entities 
they can exhibit a ‘family resemblance.’ Figure 20.1 does not address 
application areas (for example, corporate performance management) 
or technologies (for example, WWW and mobile devices). It focuses on 
DSS types and their theoretical foundations. The additions to the figure 
since 2005 are BI and BA. Hosack et al. (2012) extended the 2005 ver-
sion of Figure 20.1 to include social and mobile computing. It is clear 
that social and mobile computing must be considered a core element of 
contemporary DSS but they are not DSS types.

BI and BA

Howard Dresner coined the BI term in 1989 and after joining Gartner 
Inc. popularized it through their industry publications (Power, 2012). 
However, the BI label did not gain widespread traction as a DSS move-
ment until the early 2000s. The change in title of large-scale DSS from 
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executive information systems (EIS) and data warehousing (DW) to 
BI is warranted as the BI systems of the 2000s use different presenta-
tion technology and are deployed across organizations on a variety of 
platforms, including staff-owned mobile devices. The first academic 
article that explicitly addressed BI in the elite basket-of-eight journals 
was Rouibah and Ould-ali (2002). This century BI has been consistently 
rated as one of the top priorities of CIOs worldwide and is currently the 
top CIO technology priority (Gartner, 2007, 2012a, 2013a); it is fore-
cast to remain at number one until 2017. BI has become a significant 
proportion of business IT budgets, as well as vendor and consultant 
revenues. A full analysis of global BI spending would include hardware, 
software licenses, and in-house IT and consultant salaries, as well as 
BI training. Unfortunately, this data is not available. The only reliable 
proxy of industry BI spending in the period after the 2005 JIT paper is a 
data series on BI software platform licenses from Gartner (Gartner, 2008, 
2009, 2010, 2011, 2012b, 2013b). This data is shown in Figure 20.2 
where the industry trend is for a slight softening of the market after a 
number of years of compound growth (Gartner, 2013a).

Figure 20.2 Worldwide BI platform revenue, 2006–2012
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The term BA has also risen in prominence in the analysis period. A 
widely read professional article in the Harvard Business Review, Davenport 
(2006), was important in popularizing the term, as was the follow-on 
book (Davenport and Harris, 2007). Davenport and Harris’s definition 
of BA is ‘the extensive use of data, statistical and quantitative analysis, 
explanatory and predictive models, and fact-based management to 
drive decisions and actions.’ This definition is similar, if not identi-
cal to BI. Most IT practitioners and managers do not see a significant 
difference between BA and BI although both terms are widely used 
by software vendors and consultants. Most contemporary large-scale 
DSS implementations are a complex combination of reporting and 
 analysis-based applications.

Big data

Big data is currently an industry movement that is arguably the most 
hyped IT movement related to DSS in the field’s history. There is no 
accepted definition of big data, but the essence of the concept is that 
data other than the traditional transactional data held in enterprise 
systems is now available for analysis in ever increasing volumes and 
velocities (McAfee and Brynjolfsson, 2012). The big data concept has 
largely been developed by consulting companies, especially McKinsey 
and Company (Brown et al., 2013). How much value there is in the 
exabytes of big data available to organizations is yet to be determined 
but the importance for DSS is clear. The shared decision-making activity 
between a manager and a computer that is fundamental to DSS is highly 
compatible with the big data concept. As McAfee and Brynjolfsson 
(2012) relate, ‘big data’s power does not erase the need for vision or 
human insight.’

The actual implementation of big data applications by organizations 
does not mirror the marketing campaigns and its likely impact on large-
scale DSS practice is unclear. Industry sources are beginning to question 
aspects of the big data hype. Gartner (2013a) found that only 8% of 
organizations have big data systems in production. Further, they note a 
negative influence of big data on the large-scale decision support area: 
‘Paradoxically, the confusion that surrounds the term “big data” and the 
uncertainty about the tangible benefits of big data are partly to blame 
for the soft BI and analytics market.’ Ross et al. (2013) argue that ‘you 
may not need big data after all’ and that the priority for organizations 
should be to develop an evidence-based culture before investing heav-
ily in big data applications. Industry bloggers such as Shander (2013) 
support this view and believe that big data and associated analytics 
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are suitable for a certain type of company – those that are character-
ized by extreme complexity. Shander asserts ‘the rest should avoid the 
 bandwagon altogether.’

While big data is certainly an important industry movement, it is 
yet to be reflected in the academic DSS publication sample that is the 
basis of this study. IS researchers are beginning to address big data: Chen 
et al. (2012) have developed a big data research agenda while Chiang et al. 
(2012) have analyzed the educational requirements for big data. Big data 
would be likely to feature strongly in any future update of this paper’s 
analysis.

DSS industry changes

Another major development in the 2004–2010 period of the revisited 
DSS research sample was what has become known as ‘the BI merger and 
acquisition year.’ In 2007 three major enterprise systems and services 
companies acquired the major BI vendors. SAP AG acquired Business 
Objects SA for US$6.8 billion, IBM Corporation acquired Cognos 
Incorporated for $5 billion, and Oracle Corporation acquired Hyperion 
Solutions Corporation for $3.3 billion. These acquisitions fundamen-
tally changed the structure of the DSS/BI industry, leaving SAS Institute 
Incorporated as the largest BI-only vendor. The acquisitions do empha-
size the maturity of the large-scale DSS market and the place of BI in 
enterprise IT plans and budgets.

Advances in decision theory

Parallel to the rise of BI and BA in practice, there were also important 
developments in theory and research that concern all types of DSS. Two 
Nobel Prizes in Economics define the first of these developments. In 1978 
Herbert Simon won the Nobel Prize for his theory of decision making. 
The seminal work for this theory is Simon (1960). Simon made the 
major advance of defining bounded rationality, a concept that recog-
nized the limits of human information processing and the consequent 
inability of managers to make optimal decisions in an economically 
rational way. Further to bounded rationality, Simon’s decision-making 
model is the most cited conceptualization of the phase theorem of deci-
sion making. The iterative and recursive phases he identified were the 
famous intelligence, design, and choice phases. Simon’s further concept 
of decision structuredness was one of the key constructs in DSS’s semi-
nal paper (Gorry and Scott Morton, 1971). The influence of the theory 
remains evident, as the ‘intelligence’ in BI is from Simon’s first decision-
making phase. Simon’s theory of decision making is so embedded in 
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management and IS research and practice that it has attained axiomatic 
status. Unfortunately, as Lipshitz and Bar-Ilan (1996) relate, ‘this con-
tinuing popularity has not been based on empirical evidence.’ In the 
significant time since the 1978 Prize there has been no experimental or 
field study that provides any support for the predictive validity of the 
phase theorem. Further, there is only modest support for the theory’s 
descriptive validity. This means that although the phase theorem of 
Simon has widespread acceptance in research and practice it is actually 
based on little or no scientific evidence.

The decision-making theory of the second Nobel Prize for Economics 
in this discussion does not suffer like Simon’s phase theory for lack 
of empirical evidence. It is based on the findings of hundreds of high 
quality laboratory and field experiments. It is also based on Simon’s 
theory of bounded rationality. The 2002 Nobel Prize was awarded to 
Daniel Kahneman for the decision-making theory he developed with 
Amos Tversky (who unfortunately died before the Prize’s award). Their 
theory is actually a set of theories that explains the cognitive processes 
of human decision making, and in particular its systematic failures. 
Knowing these systematic failures is the first step in designing corrective 
actions, that is, improving decision making. The Nobel Prize validated 
the Kahneman and Tversky approach and signaled a major shift in 
decision theory toward a post-Simon orthodoxy. Kahneman’s 2011 
best selling book, Thinking Fast and Slow, is aimed at the general public, 
including managers and IT professionals. It may be the vehicle for the 
Kahneman and Tversky approach to significantly affect practice.

The mainstreaming of DSR

In IS research and scholarship since the 2005 JIT paper the major 
metho dological development has been the codification and  acceptance of 
DSR as a research strategy. Although there were landmark DSR method 
articles in premier journals before 2004 (for example, Walls et al., 1992; 
March and Smith, 1995) it was the publication of Hevner et al. (2004) 
in MIS Quarterly that legitimized and popularized the approach. This 
paper provided a set of guidelines for the execution of high quality 
DSR in IS. Following this, Hevner (2007) provided a three-cycle frame-
work that can act as a context for detailed DSR methods. Kuechler 
and Vaishnavi (2012) is an important contribution to DSR methods, 
especially for theory development. Unlike the situation at the end of 
the original article sample in 2003, there now exists a critical mass 
of DSR method articles to direct and advise researchers on how to 
 conduct quality DSR.



50 David Arnott and Graham Pervan

DSS theory and scholarship

During the new analysis period (2004–2010) there has been a number 
of reviews and analyses of DSS research. Jourdan et al. (2008) conducted 
a review of BI research from 1997–2006. It is difficult to compare their 
review with this paper (or previous analyses of DSS) as their definition of 
BI is more akin to competitive intelligence, and could also be interpreted 
to cover all of the DSS types in this paper. Only 22 of their 167 articles are 
in our sample (i.e. what is defined as DSS) and only 10 of them are in the 
BI category. This small sample size makes it difficult to use the Jourdan 
et al. results to inform BI and other DSS research agendas. Nevertheless, 
they called for a greater diversity of research methods in BI research.

A major contribution to scholarship in the analysis period is Hosack 
et al.’s (2012) conceptual article on the status and future of the DSS field. 
Their general theme is that ‘decision support systems research is alive 
and well.’ While their argumentation is strong, the empirical approach of 
bibliometric content analysis, while very time consuming, is needed to 
test the various expectations about the future of the field. Interestingly, 
Hosack et al. emphasize social media and mobility as the most  important, 
even transformative, issues for DSS research in the near future.

Perhaps the most important general theoretical contribution to the 
DSS area in the analysis period is Clark et al.’s (2007) MISQ article that 
described a dynamic model of what they termed management support 
systems (MSS). Their MSS definition is essentially the same as our DSS 
definition. They subdivided MSS into DSS (our personal DSS), EIS, BI, 
and knowledge management systems. Their analysis was based on rep-
resentative empirical and non-empirical papers in each grouping. They 
identified the key research constructs that cross all MSS groups and built 
a convincing causal model of the field. One of their most important 
findings is that the theory developed in one part of management sup-
port can be used in others, that is, MSS/DSS is a coherent academic field. 
This is particularly important for DSS researchers who want to shift their 
research agendas to the professionally important BI.

Summary of academic and industry change

In summary, the major professional development in DSS since the 2005 
JIT paper is the rise of BI and, to a lesser extent, BA. Big data is a much-
hyped area that may have a future impact on decision support. The 
vendor landscape was fundamentally reshaped by the acquisition of 
the major BI vendors by general IS vendors in 2007. In academic DSS, 
the major developments have been the Nobel Prize of Daniel Kahneman 
and the change in decision-making reference theory to a theory base 
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that is scientifically validated. In research methodology, the codification 
and acceptance of DSR has been the significant development.

Expectations about the progress of the DSS field

This section identifies 15 major expectations and 4 corollary expecta-
tions that provide a structure for the analysis of the DSS field from 
2004 to 2010. The expectations were developed from the conclusions 
of previous literature analyses of the 1990–2003 sample (Arnott and 
Pervan, 2005; Arnott et al., 2005), of the 1990–2004 sample (Arnott 
and Pervan, 2008), and of the 1990–2005 sample (Arnott and Pervan, 
2012). While the expectations are grouped in logical sets, they are not 
independent and the processes that determine the outcome of one 
expectation can affect others. The expectations do not have equal 
importance to the field nor equal impact on practice.

The first set of seven expectations considers the overall nature of 
the DSS field. BI is now a major part of any organization’s IT spending 
and BI vendor revenue is consistently growing. This should make BI an 
attractive area for IS researchers to study. It could also be expected that 
non-DSS IS researchers would change their research agendas to study BI 
(Arnott and Pervan, 2008). This leads to Expectation 1:

Expectation 1: In parallel with the rise of BI in IT practice, overall 
DSS publication will increase.

Arnott and Pervan (2005, 2008) argued strongly that DSS researchers 
should shift their agendas to BI. As discussed above, BI is the dominant 
decision support practice and its importance has grown significantly 
over the last decade. Also as argued by Clark et al. (2007), the theories, 
methods, and knowledge that have been used for PDSS and GSS are rel-
evant to BI. It was expected that a phenomenon of researchers shifting 
topic to BI should have gained momentum in the 2004–2010 analysis 
period. This expectation is expressed as:

Expectation 2: BI will become an increasing share of DSS research.

Both Arnott and Pervan (2005, 2008) identified a significant conserva-
tism in DSS research agendas. In the 2005 paper GSS occupied 29% of 
DSS publication. The 2008 paper criticized this situation, noting that 
DSS researchers seem to maintain research programs despite major shifts 
in industry practice. GSS is a DSS type that does not seem to warrant 
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such a high presence in publishing and this allocation of research effort 
may be constraining research in more professionally relevant areas. This 
is not to say that GSS is not an important area of scholarship, quite the 
reverse; GSS research has much to offer research into the use of col-
laborative systems and social media for decision support. This situation 
leads to the expectation:

Expectation 3: GSS will decline in DSS publishing.

In both Arnott and Pervan (2005, 2008) concern was expressed about 
the low overall relevance evaluation of DSS research. It was found that 
case studies were the article type with the highest relevance scores. 
The previous literature analyses also showed that DSS researchers used 
case studies significantly less than general IS researchers. A strong rec-
ommendation from these earlier analyses was for DSS researchers to 
increase the use of the case study method in their projects. This leads 
to the next expectation:

Expectation 4: DSS research will have more case studies.

As a corollary to Expectation 4, Arnott and Pervan (2005) made 
further arguments for an increase in case studies using an interpretive 
approach. The high relevance scores of articles that used interpre-
tive case studies was notable as was the obvious close ties that these 
researchers formed with their professional subjects. The corollary expec-
tation is therefore:

Expectation 4a: DSS research will have more interpretive case 
studies.

Arnott and Pervan (2005, 2008) noted that DSR was a gradually 
increasing presence in DSS research. It was claimed in those reviews 
that experience with DSR could be the DSS field’s most significant con-
tribution to general IS research. The previous literature analyses argued 
for a further increase in DSS DSR. This was argued to be a factor in 
improving the relevance of DSS research as field-based DSR involves a 
close relationship with professionals and organizations. Expressed as an 
expectation this argument is:

Expectation 5: Design-science research will increase in DSS 
publication.
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In addition to suggesting an increase in DSS DSR publishing, Arnott 
and Pervan (2005) also suggested that DSS DSR needed to improve in 
quality. This was also a central theme in Arnott and Pervan (2012) that 
analyzed DSS DSR from 1990 to 2005. Since 2005 it is possible that 
the quality of DSS DSR has significantly increased with the adoption 
of the Hevner et al. (2004) guidelines and the other methodological 
 contributions that have been trigged by that paper. This leads to:

Expectation 6: DSS design-science research will increase in quality.

Arnott et al. (2005) provided a detailed analysis of how DSS research 
was funded between 1990 and 2003. A recommendation of that analysis 
was for DSS researchers to seek more external funding from both indus-
try and competitive grant bodies (for example, the US National Science 
Foundation, Australian Research Council, Research Councils UK, and 
the Canadian National Research Council). This  recommendation 
implies the following expectation:

Expectation 7: The external funding of DSS research will increase.

In addition to the 2005 recommendation on external funding, Arnott 
and Pervan (2008) argued that DSS researchers should seek more indus-
try funding than they have in the past. Industry funding is important in 
ensuring the relevance of DSS research projects. This recommendation 
provides a corollary to Expectation 7:

Expectation 7a: The industry funding of DSS research will increase.

The next set of four major and two corollary expectations concern the 
quality of DSS research. Some of the previous expectations, especially 
Expectation 6, also address research quality. Arnott and Pervan (2008) 
identified the theoretical foundations of DSS research as one of the field’s 
key issues. Unfortunately the 2005 and 2008 literature analyses did not 
code the quality of general theoretical foundations, only judgment and 
decision making. Arnott and Pervan (2012) did code general theoretical 
foundations as part of the assessment of research rigor. This coding was 
only for DSS DSR to 2005. The theoretical foundations of all DSS research 
needs assessment. This will be assessed using the following expectation:

Expectation 8: The theoretical foundations of DSS research will 
improve in quality.
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A key finding of Arnott and Pervan (2005) was that DSS research was 
relatively poorly grounded in theories of judgment and decision mak-
ing. The analysis argued for greater use of decision-making theory as well 
as a broader theoretical foundation. The first of these  recommendations 
can be tested using the following expectation:

Expectation 9: DSS research will have better grounding in 
 decision-making theory.

As mentioned in the previous section there are two important 
schools of behavioral decision-making; one associated with Simon 
and the other with Kahneman and Tversky. If DSS researchers are 
utilizing more recent and more scientifically valid decision-making 
theory, they will shift their foundation theory from Simon to 
Kahneman and Tversky. This leads to the two corollary expectations 
for Expectation 9:

Expectation 9a: DSS research will be more grounded in Kahneman 
and Tversky’s theory of decision-making.

Expectation 9b: DSS research will be less grounded in Simon’s 
theory of decision-making.

Arnott and Pervan (2008) argued that academic rigor in research 
articles is highly valued by IT professionals. This is what mainly sepa-
rates academic articles from industry white papers, ‘research reports,’ 
and blogs. The 2008 literature analysis strongly recommended a much 
greater attention on the rigor of DSS research designs leading to the 
next expectation:

Expectation 10: DSS research designs will be more rigorous.

As part of increasing research rigor, Arnott and Pervan (2008) sug-
gested that DSS researchers should aim to publish more in ‘A’ journals, 
especially the basket-of-six journals. In December 2011 the Association 
for Information Systems (AIS) Senior Scholars updated their journal 
ranking and expanded the basket-of-six to a  basket-of-eight with 
the inclusion of JIT and JSIS. As a result, this literature analysis uses 
the AIS basket-of-eight rather than the basket-of-six. These journals 
are regarded as the pinnacle of IS publishing and any increase in 
the number of DSS articles in the basket-of-eight would indicate an 
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increase in DSS research quality and impact. Accordingly, the next 
expectation is:

Expectation 11: DSS publication will increase in the basket-of-eight 
journals.

The final set of four expectations relate to what was identified as 
the most important issue in DSS research in the 2005 JIT paper, ‘the 
crisis of relevance.’ It was also identified as the first ‘key issue’ in 
Arnott and Pervan (2008). Both literature analyses viewed relevance 
as  multifactorial and argued that a greater use of DSR and case stud-
ies, and greater attention to BI research would improve relevance. In 
the 2005 study the practical relevance of an article was judged in one 
question on a scale of very high to none. Hevner et al.’s (2004) discus-
sion of relevance is useful for all DSS research, not just DSR. Unlike 
Arnott and Pervan (2005, 2008) Hevner et al. divided relevance into 
two types: relevance to IT professionals and relevance to managers. 
IT professionals are responsible for planning, developing, and main-
taining the various types of DSS, whereas managers are the major 
sponsors and users of the systems, an important distinction for con-
sidering relevance. Hevner et al.’s approach leads to the following two 
expectations:

Expectation 12: DSS research will increase in relevance to IT 
professionals.

Expectation 13: DSS research will increase in relevance to 
managers.

Arnott and Pervan (2012), although only addressing DSS DSR to 2005, 
argued that in order to have increased organizational importance and 
impact, DSS projects should focus on more strategic problems than they 
have in the past. Refocused to the whole of DSS research this argument 
leads to the expectation:

Expectation 14: DSS will address more strategic decision tasks.

The final expectation about DSS research from 2003 to 2010 con-
cerns the much discussed and debated tradeoff between research rigor 
and relevance for practice. Arnott and Pervan (2008) argued that there 
should be no tradeoff between rigor and relevance in DSS research. If the 
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situation has improved since 2003 then the following expectation should 
be supported.

Expectation 15: DSS research will have less tradeoff between rigor 
and relevance.

Research method and design

General approach

There are two fundamental strategies for literature analysis. The first, 
thematic analysis, involves classifying and analyzing papers according 
to themes that are relevant to the theory and practice goals of a research 
project (Webster and Watson, 2002). Thematic analysis is the most com-
mon form of literature review in journal papers and doctoral theses. 
The second strategy is bibliometrics, which involves the measurement 
of publication patterns. The two most common bibliometric methods 
are citation analysis (Osareh, 1996) and content analysis (Weber, 1990). 
A third, and newer, bibliometric method is to use text-mining tech-
niques to study a very large sample, even a population, of journal and 
conference papers in a field. Delen and Crossland (2008) performed 
this style of analysis on MISQ, ISR, and JMIS articles from 1994 to 2005.

Content analysis involves the coding and analysis of a representative 
sample of research articles. In this approach, data capture is driven by 
a protocol that can have both quantitative and qualitative aspects. This 
form of data capture is very labor intensive but it has the advantage 
that it can illuminate the deep structure of the field in a way that is 
impossible to achieve with other literature analysis approaches includ-
ing text mining. To evaluate the expectations about the progress of 
the DSS field that were identified in the previous section, bibliometric 
content analysis of representative DSS research from 2004 to 2010 was 
undertaken. This was compared with existing bibliometric data on DSS 
research from 1990 to 2003.

The sample

The sample has a similar structure to that used in previous reviews of 
DSS research. A large set of quality journals was adopted as the basis 
of the sample because this best represents the invisible college of DSS 
research. Previous analyses of IS research have used a similar sampling 
approach (Benbasat and Nault, 1990; Alavi and Carlson, 1992; Chen 
and Hirschheim, 2004). Further, Webster and Watson (2002) have 
criticized the over emphasis on North American journals in review 
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papers. In response we included five European IS journals (ISJ, EJIS, 
I&O, JIT, and JSIS) in the sample. Following Chen and Hirschheim 
(2004), the classification of a journal as US or European is largely based 
on the location of the publisher. Analyses of IS publishing have found 
significant differences between the nature of research published in 
North American and European journals (Cavaye, 1996; Galliers and 
Meadows, 2003). Two journals have been added to the 1990–2003 
sample: CAIS from 1999, JAIS from 2000. These are the major journals 
of the premier academic association concerning IS. JAIS is particularly 
important for our study, as it is one of the basket-of-eight journals. At 
the time of the 2005 JIT paper JAIS was a relatively new journal and 
its status had not been established. The proposed journal sample was 
circulated to a number of  editors-in-chief of major journals for com-
ment and confirmation. Table 20.1 shows the article sample of DSS 
research from 1990 to 2010.

Table 20.1 shows that DSS is an important part of IS scholarship 
comprising 12% of articles published in the journals in the sample. 
When only general IS journals are analyzed, DSS comprises 18.7% of IS 
research. This significance is consistent with the citation-based analysis 
of Taylor et al. (2010) who identified ‘group work and decision support’ 
as one of the three core subfields of the IS discipline. They also identi-
fied DSS as persistently important to IS research since the 1980s.

Coding protocol and procedures

An amended coding protocol was used to collect data for the analysis 
in this paper; the new protocol appears in Appendix A. The two coding 
protocols that were used in previous work, the general DSS protocol 
of Arnott and Pervan (2005) and the DSS design-science protocol of 
Arnott and Pervan (2012) were amended and combined. Three signifi-
cant changes have been made to the general section of the protocol. 
These changes relate to the article type classification, DSS types, and the 
relevance and rigor of the research. Details of the conversion and recod-
ing of the original sample, in order to align it with the new protocol, are 
provided in Appendix B.

The first change to the protocol, and the subsequent analysis, is to 
abandon the Alavi and Carlson (1992) classification of article types. The 
Alavi and Carlson approach is a three-level taxonomy with 20 article 
types at the lowest level. We adopted a one-layer 10-item article typol-
ogy that better characterizes contemporary DSS research, is easier to 
understand, and is more parsimonious for data coding decision making. 
Further, this classification allows better comparison with other IS review 
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studies (for example, Chen and Hirschheim, 2004; Guo and Sheffield, 
2008). The new article types are:

• Conceptual study: ‘Conceptual articles describe frameworks, models, 
and theories and offer explanations and reasons’ (Alavi and Carlson, 
1992);

• Descriptive research: ‘Research in which one “paints a picture” with 
words or numbers, presents a profile, outlines stages, or classifies 
types’ (Neuman, 2000: 508);

• Experimental: ‘The experimenter manipulates one or more independ-
ent variables and holds constant all other possible independent 
variables while observing effects on dependent variables’ (Zikmund 
et al., 2010: 257);

• Field study: Has ‘no manipulation of independent variables, involves 
experimental design but no experimental controls, (and) is carried 
out in the natural settings of the phenomenon of interest’ (Alavi and 
Carlson, 1992);

• Case study: ‘An empirical enquiry that investigates a contemporary 
phenomenon within its real-life context, especially when the bound-
aries between the phenomenon and context are not clearly evident’ 
(Yin, 1994: 13);

• Survey: ‘“Snapshots” of practices, situations or views at a particular 
point in time, undertaken using questionnaires or (structured) inter-
views from which inferences may be made’ (Galliers, 1991);

• Literature review: ‘A directed search of published works ... that dis-
cusses theory and presents empirical results that are relevant to the 
topic at hand’ (Zikmund et al., 2010: 65);

• Secondary data: ‘The reanalysis of previously collected survey or other 
data that were originally gathered by others’ (Neuman, 2000: 305);

• Action research: ‘Is focused on problem solving through social and 
organizational change’ (Baskerville, 2008);

• Design-science research: The researcher ‘creates and evaluates IT arti-
facts intended to solve identified organizational problems’ (Hevner 
et al., 2004: 77).

A major change to the categorization of types of DSS has also been 
made for this paper. The 2005 JIT paper included the DSS type ‘execu-
tive information systems and business intelligence.’ This category also 
included online analytical processing (OLAP) systems and reporting 
systems (e.g. corporate performance management systems) while DW 
was categorized as a separate DSS type. For this paper a DSS type ‘BI’ has 
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been used. This new category includes the old BI, BA, OLAP, EIS, DW, 
and reporting systems. We believe that this categorization more clearly 
expresses the actual use of enterprise-scale DSS in practice and creates 
a large-scale DSS category that is clearly differentiated from the smaller 
scale and pervasive, personal DSS. The DSS types used in this paper are:

• Personal Decision Support Systems (PDSS): usually small-scale  systems 
that are developed for one manager, or a small number of  independent 
managers, to support a decision task;

• Business intelligence (BI): Large-scale systems that use data and ana-
lytics to support decision making at all levels of an organization. BI 
systems are often based on a data warehouse or data mart.

• Group Support Systems (GSS): The use of a combination of commu-
nication and DSS technologies to facilitate the effective working of 
groups;

• Negotiation Support Systems (NSS): DSS where the primary focus of the 
group work is negotiation between opposing parties;

• Intelligent Decision Support Systems (IDSS): The application of artificial 
intelligence techniques to decision support;

• Knowledge Management-Based DSS (KMDSS): Systems that support 
decision making by aiding knowledge storage, retrieval, transfer, and 
application by supporting individual and organizational memory 
and inter-group knowledge access.

The third major change to the coding protocol concerns a related set 
of questions: the importance of the business problem addressed by the 
article, the practice relevance of the article, and the rigor of theoretical 
foundations and the research methods used in the articles. These items 
were taken from the DSS design-science protocol used in Arnott and 
Pervan (2012). The importance of the business problem in an article was 
judged using Anthony’s well-accepted typology of strategic, tactical, 
and operational problems (Anthony, 1965). By definition, a strategic 
task can have significantly more impact on an organization than tacti-
cal or operational tasks. Theoretical foundations and research methods 
were judged on a 3-point scale of strong, adequate, weak. Practical 
relevance to IT professionals and managers was judged on a 3-point 
scale of high, medium, low. These scales are ordinal and were analyzed 
accordingly.

The same coding procedures and practices that were used in previous 
DSS literature analyses were used for the coding of the updated sample 
and the recoding of the original sample. The coding was performed in 
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intensive week-long retreats where the coders were able to challenge or 
confirm any question or issue as they arose. The ability to easily discuss 
interpretations improved the consistency of the coding. If after these 
discussions the coding could not be agreed on, a relevant expert in the 
specialist area was consulted by email. An important aspect of coding 
validity is that the two researchers have decades of experience in the 
DSS area, are experienced journal editors and reviewers, and have pub-
lished DSS research in leading journals using DSR, experiments, case 
studies, and surveys. The coders have also worked in the IT industry 
mainly in the DSS area and are still involved at the highest levels of IT 
practice and formal IT professional bodies. The coders have also had 
significant senior management experience including divisional manage-
ment and executive positions. This is important for judgments about 
the relevance of DSS research. The time taken to code each article varied 
considerably, ranging from over an hour for large, complex papers, to 
15 min for the straightforward coding of a known paper.

In coding each paper the emphasis was on the dominant attribute 
of each factor for each paper. For identifying DSR articles we use the 
approach of Arnott and Pervan (2012) by considering whether the pri-
mary objective of the research was the development and evaluation of 
an important and novel IT artifact. Two passes through the 1466 articles 
were made to confirm the DSR article classification. Of the 529 articles 
coded as DSR only 17 (3.2%) explicitly defined their work as DSR, while 
464 DSR articles (87.7%) did not define their research method in any 
way. Other popular terms for DSS DSR were ‘description’ (10 articles) 
and ‘development’ (10 articles). In coding relevance, consideration was 
given to the extent that a manager would be able to use the research 
in their work or the work of their organization, the extent that an IS 
professional could use the research in their work, and the extent that 
they would be likely to promote the research to a colleague. Each expec-
tation was assessed on a 3-item scale of the expectation being strongly 
met, partly met, or not met all. These assessments were debated in a 
 workshop/seminar of general IS academics who were provided with the 
data and the assessments of the coders. Two assessments were changed 
as a result of this structured critique.

The coded protocols were entered into an SPSS database for analysis 
by the second author, who also performed data-validity checks on the 
coding. Where possible the data was analyzed using cross-tabulation, 
Spearman’s rank correlation, and ANOVA. When the word ‘signifi-
cant’ is used in the text below it refers to test results that yielded a 
significance level of at least 0.05. The sample has been divided for 
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analysis purposes into three 7-year eras: 1990–1996, 1997–2003, and 
2004–2010. The third era is the addition to the article sample of the 
2005 JIT paper.

Results and discussion

This section presents the quantitative results of the bibliometric con-
tent analysis of DSS research from 1990 to 2010. The discussion of the 
results is structured around the examination of the expectations for the 
progress of the field since 2003.

Expectations about the nature of the DSS field

Expectation 1: In parallel with the rise of BI in IT practice, overall 
DSS publication will increase.

Table 20.2 shows the share over time that DSS publishing occupies 
in the general IS journals that were identified in Table 20.1. The table 
shows that IS publication has grown 23.2% from the first to the sec-
ond era, and 53.3% from the second to the third era. Overall, from 
1990 to 2010 general IS publication has grown an impressive 89%. 
Unfortunately, in the same period DSS publication declined 21.6%. 
Table 20.2 shows that Expectation 1 has not been met.

To provide further detail to the results in Table 20.2, Figure 20.3 
shows a year-by-year graph of DSS publishing from 1990 to 2010. The 
linear trend line shows a consistent reduction in publishing over the 
analysis period. There were fewer articles published in 2010 (36) than at 
the start of the sample in 1990 (42). Overall DSS publishing peaked in 
1994 with 105 articles. Although the general trend is declining publica-
tion, there are periods of decline and growth: namely 1993–1997 and 
1997–2006. It could be that this pattern will be repeated with significant 
growth in DSS publishing after 2010.

Figure 20.3 shows a significant decline in DSS publishing in the 
sample after 2007. This invites the question: What happened around 
and after 2007 for DSS researchers to change their research agendas to 
study other IS fields and phenomena? A particular concern for the field 
is that doctoral candidates and new faculty may have been part of this 
agenda shifting. One possible influence on researchers could be the rise 
in popularity of the technology acceptance model (TAM) (Davis, 1989). 
TAM became prominent in the late 1990s and early  2000s. Part of its 
appeal was that it offered a parsimonious model that was easy to use 
for surveys and field studies. Importantly, by 2007 TAM was a popular 
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theory for IS doctoral students. By the mid-2000s many IS academics 
had the feeling that TAM was swamping IS research. Hirschheim (2007: 
205) lamented, ‘TAM publications have been estimated to take up about 
10% of our precious journal space.’ It is likely that TAM was even more 
popular in the major IS conferences. TAM has not been as prominent 
in DSS research as it has in general IS. Benbasat and Barki (2007) argue 
that DSS research has produced important insights into IS usefulness 
that are more nuanced and detailed than that yielded by TAM research. 
As a result DSS researchers have been slow to embrace TAM.

Expectation 2: BI will become an increasing share of DSS research.

Figure 20.4 shows year-by-year publishing by three key DSS types: 
personal DSS, GSS, and BI. As shown in the figure, BI publishing 
increased steadily from 1999 but like the rest of DSS declined after 2007. 
The linear trend line for BI publishing shows absolute BI publishing is 
increasing over time. Table 20.3 provides data for the relative publish-
ing increase or decrease of each DSS type. On a positive note, Table 20.3 

0

19
90

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20

40

60

80

100

120

Figure 20.3 DSS articles published 1990–2010



66 David Arnott and Graham Pervan

shows that BI’s share of DSS publishing has risen steadily from 8.4% of 
articles in 1990–1996 to 11.8% of 2004–2010. BI has been almost 10% 
of DSS publishing over time. Table 20.3 shows that Expectation 2 has 
been partly met. Importantly, there has been a significant increase in 
aggregate BI publishing from the second to the third analysis periods. 
An example of high quality BI research in the sample is Watson et al. 
(2002) who developed a framework for DW benefits and tested it with 
three case studies.

Expectation 3: GSS will decline in DSS publishing.

Table 20.3 shows that GSS publishing has significantly reduced in the 
last analysis era. GSS reduced from 30.3% of DSS research in 1997–2003 
to 19.3% in 2004–2010, a drop of 11%. On the other hand, three DSS 
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types have had significant increases; PDSS up 6.6%, BI up 2.6%, and NSS 
up 4.3%. This means that Expectation 3 has been strongly met.

Over time the primary focus of GSS research on face-to-face settings, 
using university-developed software on artificial problems with stu-
dents as subjects, has had little impact on practice. However, there has 
been an explosion in commercial collaboration ITs for conferencing (for 
example, GoToMeetings, WebEx, MS Office Live Meeting, CU-SEEME, 
Skype), online communities (for example, Intranets, listservers, news-
groups, blogs), and proprietary groupware (IBM Lotus Notes, Novell 
GroupWise, Oracle Collaboration Suite). These products that support 
group work in a variety of time and place settings have the potential 
to redirect and rebuild GSS research, particularly in the field. A high 
quality example of this style of GSS research is Dennis et al. (2003) who 
studied the success and failure of groupware supported business process 
reengineering in two different armies, a food service company, and an 
IT company. Another very promising example is collaboration engineer-
ing, where GSS researchers have developed ‘repeatable collaborative 
processes’ (Briggs et al., 2003: 32) that can be implemented by practi-
tioners for the support of groups using modern project management 
platforms and social intranets.

Expectation 4: DSS research will have more case studies.

Table 20.4 shows an analysis of DSS publishing by article type. The 
table shows that case studies as a research type has reduced significantly 
in the period since 2003. This decline has been both absolute and rela-
tive; case studies now only occupy 6.6% of DSS articles. This means that 
Expectation 4 has not been met.

The expectation was developed because the 2005 JIT paper argued 
that more case studies would improve the relevance of DSS research 
without reducing research rigor. In fact, it is the rigor of academic case 
studies that professionals and managers value. The reduction of case study 
articles in the last analysis era would be a strong negative for the field 
except for the increase in DSR articles under Expectation 5 below. These 
changes combined may be beneficial for the relevance of DSS research.

Case studies can also be used as an evaluation method in DSR articles. 
They are the fourth most popular evaluation approach at 10.6% of DSS 
DSR articles. Their popularity in DSR has varied over the sample period 
with 10% of DSS DSR evaluation in the last analysis era being case stud-
ies. If these secondary case studies are added to the major case study 
article type they, unfortunately, do not affect the negative assessment 
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of Expectation 4. On a positive note, an exemplar of DSS DSR that uses 
case study as an evaluation method is Salo and Kakola (2005) who 
developed a design theory for a groupware-based requirements manage-
ment system. They tested their theory by analyzing instantiations of 
product lines at Nokia.

Expectation 4a: DSS research will have more interpretive case 
studies.

Further examination of the epistemology underlying the case studies 
in Table 20.4 revealed that 35.6% of case studies were interpretivist in 
1990–1996, 42.9% in 1997–2003, and 37.9% in 2004–2010. This means 
that Expectation 4a has not been met. It may be that the long-running 
positivism–interpretivism debate by IS scholars has matured and, in DSS 
research at least, the proportion of case studies in each epistemology is 
fairly stable. An example of a high quality DSS interpretive case study 
is Nandhakumar (1996) who investigated the critical success factors of 
EIS. He found important relationships between factors and important 
dynamic behaviors of factors. These insights would have been unlikely 
to emerge if quantitative methods had been used in his study.

Expectation 5: Design-science research will increase in DSS 
publication.

Table 20.4 shows that this expectation has been strongly met with 
DSR increasing from 29.2% of DSS research in 1997–2003 to 47.7% 
in 2004–2010; a rise of 18.5%. Figure 20.5 shows the data in different 
format, a histogram of DSS research by article type. This graph clearly 
shows the importance of design science as a research strategy for DSS 
researchers. If this trend continues DSR will be the majority of DSS 
research.

Expectation 6: DSS design-science research will increase in quality.

In assessing the quality of DSS DSR, two related constructs are avail-
able from the coding: the theoretical foundations of the research and 
the rigor of research methods. These two constructs can collectively 
indicate research quality. Table 20.5 shows the rigor of the theoretical 
foundations of DSS DSR from 1990–2010. These theoretical founda-
tions are not restricted to judgment and decision making and include 
theories like TAM, task-technology fit (Goodhue and Thompson, 1995), 
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Figure 20.5 DSS articles by article type

and IS success (DeLone and McLean, 2003). Theory foundation rigor 
was judged on a 3-item scale of strong, adequate, and weak. Coding 
was performed with a generosity bias so when an article was near an 
item boundary (for example, weak/adequate) it was coded as the higher 
item (adequate in the example). Table 20.5 shows a virtually unchang-
ing coding result for DSR quality over the 21 years of the sample. There 
has been a small shift of around 3% of articles from weak to adequate 
theoretical rigor, which is an improvement (although not significant).

Table 20.6 shows the analysis of the rigor of DSS DSR research 
methods. A similar coding scale and process to the rigor of theory 
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foundations was used. Table 20.6 shows a reasonable improvement in 
the strong category (up 5.6% in the last era) and a 3.4% reduction in 
the weak category. This small shift from weak to adequate and from 
adequate to strong is positive.

Taken together, Tables 20.5 and 20.6 show that Expectation 6 has 
been partly met, in that DSS DSR has had a modest improvement 
in quality. The most disappointing result was that only 8.5% of DSR 
articles in the final analysis era were judged as having strong rigor in 
their research methods. It could have been that the DSR guidelines of 
Hevner et al. (2004) would have had a greater positive impact in the 
2004–2010 period. Perhaps the lag in quality improvement is longer 
than anticipated and could be because of the long publishing cycle of 
many journals in the sample. It is hoped that the DSR theory guidelines 
of Kuechler and Vaishnavi (2012) will also have a positive impact in 
time. As mentioned above, 87.7% of DSS DSR papers did not identify 
their research method in any way. It was clear during the coding process 
that many of the pre-2005 DSR papers were fitting their artifact develop-
ment and evaluation work into the rubric of other methods (e.g. case 
studies). In the last analysis era there are examples of high quality DSS 
DSR in the sample like Shanks et al. (2009) where the artifact is a frame-
work for the benefits of customer relationship management (CRM) 
systems. The framework is not only useful for DSS researchers but also 
for professionals who are building a business case for CRM, or who are 
conducting system evaluations.

Expectation 7: The external funding of DSS research will increase.

The Arnott et al. (2005) analysis of how DSS research was funded 
between 1990 and 2003 recommended that DSS researchers should seek 
more external funding from both grant funding bodies and industry. 
The 2005 analysis showed that DSS as a field relied excessively on inter-
nal university funding, mainly through faculty salaries. This was termed 
implicit funding, as it is part of the researcher’s employment contract. 
Since the end of the 2003 sample the developed world has suffered the 
global financial crisis (GFC) and university budgets have been signifi-
cantly constrained. Table 20.7 shows that in the 2004–2010 period the 
number of articles with competitive grant funding almost doubled over 
the previous era. As a result, Expectation 7 is strongly met. The increase 
suggests that DSS researchers have been able to secure funding from 
external grant sources to offset the internal effect of the GFC. Still, as 
Table 20.7 also shows, nearly two-thirds of DSS articles in 2004–2010 
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did not report any grant or industry funding. This means that implicit 
funding remains the dominant source of support for DSS research. 
Further analysis of competitive grant funding by DSS types shows that 
PDSS accounts for the greatest share of articles with competitive grants; 
around 40% in the last analysis era.

Expectation 7a: The industry funding of DSS research will increase.

Table 20.7 also shows that the number of articles with some industry 
funding fell sharply in the first two analysis eras and then stabilized 
in the last era. This means that Expectation 7a has not been met. 
This is unfortunate as the industry funding of DSS research moves 
research agendas toward highly relevant topics. It can build lasting 
relationships between researchers and professionals. An explanation 
of why major competitive grants have grown while industry funding 
has stabilized could lie in the effects of the 2007/2008 GFC. Since the 
GFC organizations are likely to have significantly less scope to fund 
university research and are likely to have shifted their priorities toward 
organizational survival, especially in the United States and Europe. 
A post-GFC world may be more receptive to DSS industry-based 
research funding.

Expectations about the quality of DSS research

Expectation 8: The theoretical foundations of DSS research will 
improve in quality.

Expectation 6 has already examined the quality of the theoretical 
foundations of DSS DSR and found a modest improvement in the 2004–
2010 analysis period. Expectation 8 expands this analysis to the whole 
of the DSS sample. Table 20.8 shows that the assessment of the quality 
of theoretical foundations of articles has had a moderate improvement 
in the last analysis era. The coding as weak has declined 4.4% and the 
coding as strong has increased by 4.9%. This means that Expectation 8 
has been partly met; this is a positive sign for the field.

Expectation 9: DSS research will have better grounding in decision-
making theory.

As DSS by definition involves supporting decision making, it follows 
that a significant prop ortion of DSS research should be grounded in 
appropriate theories of decision making. Table 20.9 shows the modest 
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decline in articles that use appropriate judgment and decision-making 
theory from 1990 to 2003 and the decline has accelerated in 2004–2010, 
dropping a serious 11.9% in the last era. Expectation 9 has not been met.

Table 20.10 builds on Table 20.17 from Arnott and Pervan (2005) and 
addresses Expectation 9 from another perspective. It shows the average 
number of judgment and decision-making citations per article from 1990 
to 2010. Unfortunately, Table 20.10 confirms the analysis in Table 20.9. 
Mean citation was stable from 1990 to 2003 at 2.1 citations per article 
and then dropped to 1.2 in the last period. The decline is across most 
DSS types with only KMDSS showing an increased citation rate. This is 
a disappointing outcome for the field.

Expectation 9a: DSS research will be more grounded in Kahneman 
and Tversky’s theory of decision-making.

Expectation 9b: DSS research will be less grounded in Simon’s 
theory of decision-making.

Table 20.11 provides a citation analysis in the sample of works by 
Herbert Simon as one school of decision-making theory and by Daniel 
Kahneman and Amos Tversky as another school. The citations counted 
for Table 20.11 are those reference articles where Simon, Kahneman, or 
Tversky were authors or co-authors. This approach provides only a sam-
ple of the two schools’ impact as it excludes the disciples of the found-
ing researchers. It can also underestimate the impact of Simon’s theory 
as, as discussed above, it has become axiomatic in business research 
and can be used in a research study without citation. Nevertheless, the 

Table 20.10 Mean judgment and decision-making citation by DSS type

DSS type 1990–1996 1997–2003 2004–2010 Total

Personal DSS 2.3 2.1 1.3 2.0
Business intelligence 1.7 0.8 0.4 1.0
Group support systems 2.3 3.0 1.8 2.5
Intelligent DSS 0.8 0.7 0.4 0.7
Knowledge 
management-based DSS

1.3 1.3 2.1 1.7

Negotiation support 
Systems

2.8 2.1 1.4 1.9

Many 2.8 2.4 0.7 2.2
All articles in sample 2.1 2.1 1.2 1.8
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citation number of each school’s founding fathers is an adequate proxy 
for the purpose of evaluating Expectations 9a and 9b.

The data in Table 20.11 shows that Expectations 9a and 9b have 
both been strongly met. Citations to Simon have declined from 
72.7% of citations in the first era to 59.7% of citations in the final 
era. Conversely, citations to Kahneman and/or Tversky have increased 
from 27.3% of the first period to 40.3% of the final period. Figure 20.6 
shows trend lines for the citations to each decision-making school. The 
data shows that DSS researchers are gradually and persistently moving 
from the Simon school to the Kahneman and Tversky school of deci-
sion making. If the literature analysis is updated in another 7 years, 
Kahneman and Tversky’s theory may dominate DSS decision-making 
reference citation.

Expectation 10: DSS research designs will be more rigorous.
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 o
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Simon Kahneman & Tversky

Figure 20.6 Citations to the major schools of decision-making reference theory
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Table 20.12 shows the coding of the rigor of the research designs for 
DSS research from 1990 to 2010. As with other questions in the protocol 
the rigor of research designs was coded with a generosity bias at category 
boundaries. The table shows significant improvement in research rigor 
in the first two periods but shows virtually no change in the period from 
2004 to 2010 that the expectat ion refers to. This means that Expectation 
10 has not been met. Having 48.9% of articles coded as weak is a dis-
appointing outcome for the field. Many articles did not even address 
research design at all. In 2005 it was noted that this was surprising given 
the journals in the sample, unfortunately the situation has not changed.

A cross-tab of research method rigor and journals showed that the 
most rigorous articles are published in JAIS and MISQ, while the least 
rigorous were found in CAIS, DSS, and JOCEC. Another cross-tab of the 
rigor of research methods and judgment and decision-making citation 
shows that papers that cite decision-making foundation theory are also 
significantly more rigorous. A final cross-tab using research methods 
rigor showed that the DSS types with the strongest rigor were GSS and 
KMDSS. An example of this highly rigorous DSS research is Dennis et al. 
(1997) who studied the use of GSS to support strategic planning in 30 
organizations. This paper was based on sound theory foundations and 
the development of their research model was convincing. They used 
two types of data collection: case reports and interviews. This allowed 
effective triangulation in data analysis.

Expectation 11: DSS publication will increase in the basket-of-eight 
journals.

As discussed above, publication in the AIS basket-of-eight is the pin-
nacle of IS scholarship. Table 20.13 shows DSS articles in the basket-of-
eight from 1990 to 2010. Disappointingly, the table shows a collapse 
of DSS presence, declining from 11.6% of publishing in 1990–1996 to 
only 2.7% of 2004–2010. This is despite DSS being 18.6% of general IS 
publishing (Table 20.2). It is also inconsistent with the overall decline 
of DSS publishing from 1990 to 2004; an overall decline of 21.6% com-
pared with the basket-of-eight decline of 64%. This means that DSS arti-
cles are increasingly being published in lower status and lower impact 
journals. Expectation 11 has not been met.

Expectations about the relevance of DSS research

Expectation 12: DSS research will increase in relevance to IT 
professionals.
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Relevance to IT professionals and managers was judged on a 3-item 
scale (high medium, low) with the usual generosity bias. Table 20.14, 
which shows the article sample by relevance to IT professionals, is 
disappointing for the DSS field. What was a positive increase in high 
and medium relevance from the first to the second era has been more 
than reversed in the last analysis era. Unfortunately, in the last analy-
sis period the decline in medium relevance has been added to the low 
category rather than to the strong. This means that Expectation 12 has 
not been met. One strategy to increase the relevance to IT professionals 
is to engage in more fieldwork. Arnott and Pervan (2010) found that in 
DSS DSR only 13.6% of design artifacts were actually used in the field. 
This indicates a significant scope for improvement.

A cross-tab of relevance to IS practitioners with DSS type shows that 
the DSS type that is performing far above the other types in terms of rel-
evance is BI. Half of the BI articles in the sample scored high relevance. 
This is an impressive result as the next performing DSS type only had 
10.5% of articles with high relevance. This supports the arguments in 
the 2005 JIT paper for researchers to shift DSS research agendas toward 
BI. An example of a DSS article with high relevance for IT professionals 
is Hwang et al. (2004) who studied the factors affecting the adoption of 
DW in the banking industry in Taiwan.

Expectation 13: DSS research will increase in relevance to managers.

Unlike the analysis of relevance to IT professionals under the last 
expectation, the analysis of the relevance of DSS research to managers is 
more positive. Table 20.15 shows that although there was a 2% decline 
of articles with high managerial relevance in the last era, the coding 
of medium relevance has been consistently growing over the sample 
period, with a growth of 7.7% in the last era mainly at the expense of 
low relevance articles. This means that Expectation 13 has been partly 
met and this is a healthy sign for the DSS field. An example of DSS 
research that is highly relevant to managers is Watson et al. (2004) who 
studied the governance of DW at a large health insurer. Their  article 
provides guidance for a senior executive team that is designing IT gov-
ernance structures and processes.

Expectation 14: DSS will address more strategic decision tasks.

To assess whether DSS research has increased in organizational 
importance and impact, articles were coded according to the nature 
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of tasks that they support using the widely used strategic/tactical/
operational classification (Anthony, 1965). It was hoped that DSS would 
address more strategic tasks. Table 20.16 shows the result of the coding. 
Unfortunately, Expectation 14 has not been met.

Although Expectation 14 has not been met, Table 20.16 gives some 
hope for the future. While strategic tasks have declined by 2.8%, tactical 
tasks have increased by 4%. Operational tasks remain at 67.3% overall, 
but the strong presence of tactical decision support is healthy for the 
field. A major constraint of research on strategic tasks, especially DSR, is 
access to participants and problems. There is no data on the strategic/
tactical/operational breakdown of all IS publishing so it may be that 
DSS research at 8.2% strategic support in the last analysis period is an 
excellent result.

To further highlight the difficulties of strategic research in a field that 
is almost 50% DSR, Table 20.17 shows the coding for the primary user 
of the DSS in the article. Articles aimed at executive users have halved 
over the three analysis eras. Managers have been a steady proportion 
over time, while professionals have increased in attention.

A cross-tab of problem importance by DSS type showed that only BI, 
with 22.5% of articles coded as strategic, had a significant presence in 
strategic decision support. A further cross-tab of problem importance 
with article type showed that the types that had more strategic and less 
operational decision support were field study, case study, and action 
research. Significantly, all of these article types involve research in the 
field. An example of high quality DSS research that addresses strategic 
tasks is Leidner et al. (1999) who undertook survey research to investi-
gate the role of culture in EIS use. They studied organizations in Mexico, 
Sweden, and the United States and found significant cultural differences 
in the use of EIS for strategic decision making.

Expectation 15: DSS research will have less tradeoff between rigor 
and relevance.

In Expectations 12 and 13, relevance was assessed in two dimensions, 
one that addressed relevance to IT professionals and one related to man-
agers. Relevance was coded on the ordinal scale: high, medium, low. 
Under Expectation 6 rigor was assessed using two related constructs: the 
theoretical foundations of the researc h and the rigor of research meth-
ods. Both were coded on a 3-point ordinal scale: strong, adequate, weak. 
Spearman’s rank correlations were performed on the two relevance and 
the two rigor constructs. The R2 for the four correlations were all less 
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than or equal to 0.01. This means that there is no relationship between 
rigor and relevance in the article sample and that Expectation 15 has 
not been met.

This is not to say that DSS research cannot be both rigorous and 
relevant. Inspecting the four measures of rigor and relevance for indi-
vidual articles identified seven articles (of the total 1466) with perfect 
scores, that is, they are strongly rigorous and highly relevant to both 
IT professionals and managers. Examples of this research excellence 
are Marginson et al. (2000) who compared the executive use of email 
and accounting IS to investigate why executives use IT, and Gottschalk 
(2000) who investigated the use of knowledge management to support 
senior professionals in Norwegian law firms.

Overall assessment of the expectations about DSS research

Table 20.18 summarizes the assessment of the expectations about the 
development of the DSS field since the 2003 end of the sample in 
the 2005 JIT Critical Analysis article. Five of the 19 expectations were 
judged as having being strongly met, 4 partly met, and 10 were not 
met at all. That 9 of the 19 expectations about the development of DSS 
research in the 7 years to 2010 were in some way realized is positive for 
the field, the 10 other unmet expectations are a cause for concern.

The assessment of the expectations shows a field that is undergoing 
a major transition. Some of the activities of the field are pushing DSS 
research in a positive direction, others in a negative direction. This situ-
ation is visualized in Figure 20.7 where, as an alternative to Table 20.18, 
the forces determining the health of the DSS field are shown as strong, 
medium, or weak effects according to the discussion around the assess-
ment of the expectations. Figure 20.7 is inspired by force-field analysis 
(Lewin, 1943). Force-field analysis is used by clinical psychologists and 
psychiatrists to develop an overall impression of the mental health of 
a patient. The interpretation of Figure 20.7 is by definition subjective 
but it can provide an overall impression of the health of the DSS field. 
Importantly, it is based on empirical data obtained through bibliometric 
analysis, as detailed above, rather than being based on non-empirical 
argumentation and opinion.

In terms of negative effects, or Lewin’s hindering forces, the analysis 
shows that DSS research addressed fewer strategic problems after 2003 
than it had before. It also shows that DSS has had a significant reduc-
tion in aggregate publishing from 2004 to 2010, and that its presence 
in the elite basket-of-eight journals has declined at an even faster 
rate than the overall DSS publishing decline. The relevance of DSS 
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 Table 20.18 Expectations about the progress of DSS research since 2003

Number Expectation Level of meeting 
expectation

The nature of the DSS fi eld
1 In parallel with the rise of BI in IT practice, 

overall DSS publication will increase
None

2 BI will become an increasing share of DSS 
research

Partly

3 GSS will decline in DSS publishing Strong
4 DSS research will have more case studies None
4a DSS research will have more interpretive case 

studies
None

5 Design-science research will increase in DSS 
publication

Strong

6 DSS design-science research will increase in 
quality

Part

7 The external funding of DSS research will 
increase

Strong

7a The industry funding of DSS research will 
increase

None

The quality of DSS research
8 The theoretical foundations of DSS research 

will improve in quality
Part

9 DSS research will have better grounding in 
decision-making theory

None

9a DSS research will be more grounded in 
Kahneman and Tversky’s theory of decision-
making

Strong

9b DSS research will be less grounded in Simon’s 
theory of decision-making

Strong

10 DSS research designs will be more rigorous None
11 DSS publication will increase in the basket-

of-eight journals
None

The relevance of DSS research
12 DSS research will increase in relevance to IT 

professionals
None

13 DSS research will increase in relevance to 
managers

Part

14 DSS will address more strategic decision tasks None
 15 DSS research will have less tradeoff between 

rigor and relevance
None

research to IT professionals has declined and DSS research design rigor 
has not improved from its low previous assessment. Industry funding 
of DSS research has reduced significantly. The use of judgment and 
decision-making foundation theory in DSS research has declined, but 
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on a positive note what theory that is used is trending toward the more 
recent decision-making theory of Kahneman and Tversky.

In terms of positive forces, or Lewin’s helping forces, on DSS research, 
an important finding is that design science has significantly increased 
as a DSS research strategy. Unlike the situation for IT professionals, the 
relevance of DSS research to managers is improving. There has also 
been some improvement in the rigor of DSS DSR. In addition, there 
has been a major increase in DSS grant funding, an increase that is 
particularly important after the GFC. GSS publication has declined sig-
nificantly and now occupies a more balanced fraction of DSS research. 
Unfortunately, this GSS reduction has mainly shifted toward personal 
DSS, the oldest part of the field, rather than to BI. There has, however, 
been a significant increase in BI publishing in the last 7 years. The shift 
of research designs toward design science should be positive for the 
DSS field. Importantly, DSS DSR is significantly better than the remain-
der of DSS research in terms of relevance to managers and quality of 
research methods (one-way ANOVA, P<0.01). The theory foundations 
of DSR have improved significantly over the analysis period. Further, 
DSR naturally involves greater engagement with the IT industry and 
organizations.

The assessment of a number of the expectations has identified exem-
plary DSS research articles. These articles show that DSS researchers are 
capable of the highest quality IS research.

Helping Forces

Health
of the

DSS Field

Increase in DSR Decline in DSS publishing

Stable low research rigor

Decline in basket-of-8 publishing

Decline in use of judgment &
decision making research

Decrease in industry funding

Decrease in strategic problems

Decrease in IT professional relevance

Improvement in DSR quality

Increase in BI research

Increase in grant funding

Improvement in theory foundations

Move to contemporary decision theory

Increase in manager relevance

Strong effect Medium effect Weak effect

Reduction in GSS research

Hindering Forces

Figure 20.7 Forces acting on the DSS field
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Limitations

Before speculating on the implications of the bibliometric content 
analysis, it is important to consider the limitations of the study. There 
are unfortunately few studies that can be compared with the quantum 
of data analyzed in this study. It would be interesting to compare the 
results of this paper with a text-mining study of all DSS journals and 
conferences in the style of the analysis of multiple criteria decision-
making research by Bragge et al. (2012). This content analysis study has 
similar limitations to previous literature analyses (Arnott and Pervan, 
2005, 2008, 2012). These limitations are the nature of the sample and 
the subjective aspects of some coding. The sample of DSS articles in 16 
journals is only one possible sample. The sample could have included 
only the basket-of-eight, it could have included more than 16 journals, 
and it could have included book chapters and conference papers. Given 
this, the basket-of-eight plus eight other journals does provide a reliable 
sample of DSS research. The large size of the sample (1466 articles) and 
the 21-year time period also adds to the strength of the sample. In terms 
of coding limitations, four of the protocol items (R7, R8, R10, R11 in 
Appendix A) involve a subjective judgment by the coder on a 3-point 
ordinal scale. The procedures used in coding aimed at ensuring the reli-
ability of this coding. The judgment of how well each expectation was 
met also used a subjective 3-item scale and judgment of the strength of 
each force in the force-field diagram was also subjective. Both these sets 
of judgments were tested in a seminar environment. It is highly likely 
that other experienced DSS researchers and professionals using the same 
protocol and procedures would yield similar results. Importantly, and 
as described above, a generosity bias was used in coding to mitigate 
any negative framing effect (Tversky and Kahneman, 1981). Keeping in 
mind the limitations of the study, the analysis of the expectations does 
provide a foundation for speculating about the future directions of the 
DSS field and its importance to IS in general.

Speculations about the future of the DSS field

The depiction of positive and negative forces on DSS research in 
Figure 20.7 invites the questions: What is the net effect of the various 
forces? Has DSS as a field improved over the 7 years of the updated sam-
ple? Unfortunately, there is no quantitative score that can summarize 
these effects, because as mentioned, force-field analysis is subjective 
in nature and the various forces are of varying strength. What is clear 
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from the data analysis is that the DSS field has a very different feel to 
the field that was analyzed in the 2005 JIT Critical Analysis paper. This 
section speculates on trends from the analysis and identifies a number 
of forecasts about the likely development of the DSS field in the next 7 
years (the interval of analysis in this paper). These forecasts are similar 
in nature to the expectations that guided the research in this paper; they 
are based on bibliometric content analysis as seen through the lens of the 
researchers’ experiences. There are 10 forecasts provided below, a smaller 
set than the 15 expectations that guided the analysis in this paper. The 
forecasts for DSS’s future do cover the most important trends and issues 
that arose from the analysis and discussion of the context of the field.

Forecast 1: Design science will dominate DSS research

In the first analysis era statistical hypothesis testing and conceptual 
studies comprised 48.3% of articles, in the last era their proportion 
reduced to 36.8%. DSR grew to 48% of DSS research in the last era. The 
linear trend analysis shows that DSR will be the majority of DSS research 
during the forecast period. The transition from a field dominated by 
what can be termed orthodox IS research methods, to one dominated 
by DSR, is a major finding of this paper.

Forecast 2: DSS DSR will increase in quality

Since the 2005 JIT paper there has been a number of significant pub-
lications that DSS DSR researchers can use to inform their work. These 
include Hevner et al. (2004), Hevner (2007), Iivari (2007), Gregor and 
Jones (2007), Vaishnavi and Kuechler (2008), Kuechler and Vaishnavi 
(2012), Germonprez et al. (2011), and Venable et al. (2012). The lack of 
consensus about what constitutes quality DSR before the 2003 end of 
the previous article sample has hampered DSS DSR quality and accept-
ance. High quality DSR may provide DSS researchers with the oppor-
tunity to progress the DSS field to a situation where it is respected and 
influential with DSS users and developers.

Forecast 3: DSS DSR will increase in relevance

DSS DSR has a higher relevance to managers than other parts of DSS 
research. It does lag with relevance to IT professionals. DSS DSR has been 
slow to embrace a techne conceptualization of relevance (Lee, 2010). 
In this form of relevance a DSS DSR project can argue a significant 
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contribution to relevance when it effectively shows professionals and 
managers how to accomplish a decision support task in a new or novel 
way. With greater academic acceptance of this form of contribution 
we expect that DSS researchers will naturally increase their attention 
on relevance to IT professionals while maintaining their managerial 
relevance.

Forecast 4: The rise in DSS DSR will lead to greater research on 
 tactical and strategic decision support

Although around two-thirds of DSS papers currently address opera-
tional tasks, DSS researchers have the opportunity to lift their atten-
tion to more tactical and strategic tasks. DSS through its support of 
managerial work is the part of the IS discipline that arguably is the most 
exposed to tactical and strategic decision making. By definition these 
tasks have the greatest impact on an organization and by supporting 
strategic decisions in a DSR context, DSS will increase its importance to 
practitioners and organizations.

Forecast 5: Information Systems DSR will learn from, and be guided 
by, DSS DSR

As predicted in Arnott and Pervan (2005) and confirmed in Arnott 
and Pervan (2012), experience with design science could be one the 
most important contributions that DSS research can make to the IS dis-
cipline. The only guidance through literature analysis regarding the size 
of DSR in IS research is the study by Indulska and Recker (2008). They 
analyzed DSR articles in the five main AIS-sponsored conferences (ICIS, 
ECIS, PACIS, AMCIS, ACIS) from 2005 to 2007 and found that DSR 
only comprised 3% of IS research. If their 3-year sample was extended 
to 2010, the percentage of IS DSR may have increased. Indulska and 
Recker noticed that an overproportional share of DSR was published by 
European authors, which is understandable as European IS has had a long 
design-science tradition (Winter, 2008). It could be that these European 
researchers were not restricted by the statistical  hypothesis-testing 
research that is the orthodoxy in North American business schools. The 
current study has found that DSS research was 12.3% of IS research in 
the 2004–2010 period. It also found that DSR was 48% of DSS research 
in that period. This means that 5.9% of IS research from 2004 to 2010 
was DSS DSR, a very significant fraction of total IS research. Unlike the 
situation with TAM where IS researchers ignored the progress that DSS 
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research had made on understanding usability and usefulness (Benbasat 
and Barki, 2007), IS design-science researchers may improve their work 
by familiarizing themselves with quality DSS DSR. It is no accident that 
when Hevner et al. (2004) analyzed three exemplars of DSR they chose 
two DSS articles or when Kuechler and Vaishnavi (2012) analyzed DSR 
articles for theorizing they only chose DSS studies.

Forecast 6: DSS research will be largely based on the decision theory 
of Kahneman and Tversky

DSS should make better use of the current orthodoxy of behavioral 
decision theory, the theories typified by the work of Kahneman and 
Tversky. As the testing of Expectation 9a found, the move in foundation 
theory away from Simon’s phase model is well underway. Simon’s the-
ory of bounded rationality is still valid and useful. However, given the 
lack of empirical validation of the phase model, and the availability of 
alternative scientifically tested theory, there is simply no reason to use 
Simon’s phase model in DSS research. Kahneman and Tversky’s theories 
have the potential to transform DSS research and practice.

Forecast 7: BI publishing will increase in the sample’s journals

There is also a concerning trend in BI research, the most strategic and 
most relevant type of DSS research. Despite some improvement from 
2004 to 2010, there is still inadequate attention being given to BI, the 
major DSS movement in industry. It could be that a significant amount 
of BI research is being published in journals outside the sample espe-
cially as there has been a number of DSS- and BI-titled journals created 
in this century (for example, International Journal of Business Intelligence 
Research, International Journal of Business Intelligence and Data Mining, 
and the International Journal of Decision Support System Technology). If BI 
publishing has shifted to these new outlets, the impact of DSS research 
will reduce because new journals, by their nature, have limited reader-
ship and library availability. Articles in newer journals are therefore less 
likely to be cited and less likely to influence other researchers’ agendas.

Forecast 8: Big data, social media, and mobile computing will figure 
significantly in DSS research

These three areas did not figure significantly in the sample used for 
the analysis in this paper. Hosack et al. (2012) have argued strongly for 



94 David Arnott and Graham Pervan

social media and mobile computing as potentially transformative tech-
nologies for DSS. In a similar way Chen et al. (2012) have argued for big 
data as a major new area for DSS research. These conceptual articles may 
be followed by empirical research papers in the near future.

Forecast 9: The level of DSS publishing will stabilize

One of the most marked trends in the analysis is the overall decline 
in DSS publication, a decline that indicates that IS scholars are shifting 
their research agendas away from DSS. On the other hand, at 12.3% of 
IS research it could be that DSS has reached a more balanced proportion 
of the discipline. With increased publishing on BI, emergence of social 
media, big data, mobile computing, and increased interest in DSR, it 
could be that the long term declining trend for publishing will stabilize 
in the next analysis era.

Forecast 10: DSS publishing will increase in the Basket-of-Eight journals

The analysis of Expectation 11 showed a significant shift of DSS publi-
cation away from the basket-of-eight journals – the pinnacle of IS schol-
arship. This is a disappointing situation, as there is nothing intrinsic to 
DSS or BI research that precludes publication in the basket-of-eight. The 
direction that DSS research will likely take in the immediate future is 
toward even more BI research and toward more articles being published 
in higher impact journals (particularly the basket-of-eight). The 2011 
move by the AIS from a basket-of-six to a basket-of-eight set of elite 
journals could help the DSR push of DSS as half of the basket-of-eight 
are European in origin, half are North American in origin, only one-
third of the basket-of-six was European. As Indulska and Recker (2008) 
have found, non-North American researchers have tended to dominate 
DSR publishing. The greater acceptance of DSR in North America  that 
has followed the publication of Hevner et al. (2004) should also assist 
DSS DSR authors publishing in the best journals.

C onclusion

I n c o n c lusion, using IT-based systems to support the decision-making 
activities of managers and other senior personnel has been a key aspect 
of IS research and practice since the IS discipline emerged in the 1960s 
and 1970s. There is no reason to suggest that this situation will change 
in the future, especially as BI is currently rated as the most important IT 
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issue for CIOs worldwide and DSS research is currently over 10% of the 
IS discipline. Despite some disappointing outcomes with the assessment 
in this paper of expectations about the development of the field, there is 
considerable scope for improvement and greater impact in the future of 
the DSS field. We believe that that future will be based on high quality, 
highly relevant DSS DSR. Through the rise of design science the future 
of DSS research is taking a very interesting path.
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Appendix A

Coding protocol

RESEARCH FACTORS

R1. Dominant 1 Theory 2 Theory 3 Theory 4 Unclear
Research Stage: Building Testing Refinement

R2. Epistemology: 1 Positivist 2 Interpretivist 3 Critical 5 N/A

R3. Article Type

1 Conceptual study 2 Descriptive research 3 Experimental
4 Field study 5 Case study 6 Survey
7 Literature review 8 Secondary data 9 Action research 
10 Design science
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 R5. Did the paper acknowledge the support of a formal grant? 1 Yes 2 No
 R6.  If yes: 1 Major Competitive 2 University 3 Industry 4 MCandU 5 MCandI 

6 UandI 7 All 3

Research Rigor

 R7. Theoretical Foundations       1 Strong            2 Adequate     3 Weak
 R8. Research Methodologies       1 Strong           2 Adequate     3 Weak

Problem Relevance

 R9. Importance of business problem 1 Strategic 2 Tactical  3 Operational
R10. Relevance to IS practitioners       1 High       2 Medium     3 Low
R11. Relevance to managerial users   1 High       2 Medium     3 Low

DSS FACTORS

D1. What type of DSS is the paper addressing?
  1 Personal DSS  2 Group support system 3 Business Intelligence
  5 Intelligent DSS 6 KM-based DSS       8 Negotiation-based DSS
  7 Many

D2. What organizational level is addressed?
  1 Individual       2 Small no. of ind.managers 3 Group
  4 Department 5 Division            6 Organization 7 Unclear

D3. What is the decision support focus of the paper?
  1 Development   2 Technology 3  Decision outcome/organization impact
  4 Decision process 5 Many            6 Unclear

JUDGMENT and DECISION MAKING FACTORS

J1. Who is the primary client?
     1 Executive 2 Manger 3 Professional 4 Other 5 Unclear

J2. What is the primary user’s functional area?          Unclear

J3. Who is the primary user?
1 Executive 2 Manager 3 Professional 4 Other 5 Unclear 6 Many

J4. Is judgment and decision-making reference research cited? Yes No
J5. If cited what reference theories? (author/date citations)

What general approach to decision-making is used?
J6.      1 Descriptive 2 Prescriptive 3 Unclear
J7.      1 Economic  2 Behavioral  3 Both   4 Unclear

J8. Is a phase model of decision-making used?   Yes   No
J9.      If yes, then which?

Design Science Section (completed if R3=10)

Guideline 1 – The Design Artifact
1.1 Type of Artifact    1 Construct 2 Model 3 Method 4 Instantiation
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1.2 What was the artifact?
1.3 Was the artifact actually used in a field environment?  Yes  No

(Guideline 2 is covered by R7 through R11)

Guideline 3 – Design Evaluation
3.1 Type of evaluation
 Observational  1 Case study 2 Field study
 Analytical      3 Static       4 Architecture 5 Optimization 6 Dynamic
 Experimental    7 Controlled experiment    8 Simulation
 Testing       9 Functional (black box)   10 Structural (white box)
 Descriptive      11 Informed argument     12 Scenarios

13 None

3.2 Choice of evaluation method 1 Highly Appropriate 2 Adequate
 3 Poor Choice
3.3 Quality of execution of evaluation   1 High  2 Medium 3 Low

Guideline 4 – Research Contributions
4.1 Contribution Area       1 The design artifact      2 Foundations
 3 Evaluation Methodologies

Guideline 6 – Design as a Search Process
6.1 Decomposition into sub-problems                   Yes No
6.2 Iteration from sub-problem solution to overall problem solution Yes No
6.3 Satisficing used to decide on solution convergence point        Yes No

Guideline 7 – Communication of Research
7.1 Effectiveness of tech-oriented presentation 1 High 2 Medium 3 Low
7.2 Effectiveness of mgt-oriented presentation     1 High 2 Medium 3 Low

8.1 Did the paper mention “design science”? Yes No
8.2 If “No” what did it call it?         or “Nothing”

 9. Design Science Reference Citations

Appendix B

Appendix B Converting and recoding the 1990–2003 sample
The original protocol appears as an appendix in Arnott and Pervan (2005). The 
original sample’s article types were based on Alavi and Carlson (1992). The pro-
cess of converting article types from the original to the new protocol appears in 
Table 20.B1.

Articles were assigned to the new article type 10 DSR using the process 
adopted by Arnott and Pervan (2012). In that paper, articles coded as the 
original article types 7, 8, 10, and 16 were inspected to see if they satisfied the 
Hevner et al. (2004) DSR definition. This sampling approach was identified as a 
potential limitation in Arnott and Pervan (2012). To overcome this in this study 
the remaining 957 articles were inspected for recoding as type 10 DSR; 8 were 
recoded as type 10.
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For DSS Type conversion, the old ‘3. EIS (includes BI, OLAP, and enterprise 
wide reporting)’ and ‘4. DW’ were combined into a new type ‘3. BI’. This new 
category also includes BA.

For the rigor and relevance items (R7 through R11) in the new protocol, the 
coding of the 521 DSR articles was transferred to the new fields. For the remain-
ing 957 articles a special recoding protocol was developed. This recoding took 
98 person-hours.
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Complexity in Information 
Infrastructures: The Case 
of Building Internet
Ole Hanseth
Department of Informatics, University of Oslo, Norway

Kalle Lyytinen
Department of Information Systems, Weatherhead School of Management, Case 
Western Reserve University, USA

Introduction

Increased processing power and higher transmission and storage capac-
ity have made it possible to build increasingly integrated and versatile 
Information Technology (IT) solutions whose complexity has grown 
dramatically (BCS/RAE, 2004; Hanseth and Ciborra, 2007; Kallinikos, 
2007). Complexity can be defined here as the dramatic increase in the 
number and heterogeneity of included components, relations, and their 
dynamic and unexpected interactions in IT solutions. Unfortunately, 
software engineering principles and design methodologies have not 
scaled up creating a demand for new approaches to better cope with 
this increased complexity (BCS/RAE, 2004). The growth in complexity 
has brought to researchers’ attention novel mechanisms to cope with it 
like architectures, modularity or standards (Parnas, 1972; Schmidt and 
Werle, 1998; Baldwin and Clark, 2000). Another, more recent stream 
of research has adopted a more holistic, socio-technical and evolution-
ary approach putting the growth in the combined social and technical 
complexity at the center of an empirical scrutiny (see, e.g., Edwards 
et al., 2007). These scholars view these complex systems as new types 

Reprinted from “Design theory for dynamic complexity in information infra-
structures: the case of building internet,” by O. Hanseth and K. Lyytinen in 
Journal of Information Technology, 25, 2010, pp. 1–19. With kind permission from 
the Association for Information Technology Trust. All rights reserved.
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of IT artifacts and denote them with a generic label of Information 
Infrastructures (IIs). So far, empirical studies have garnered significant 
insights into the evolution of IIs of varying scale, functionality and 
scope including Internet (Abbate, 1999; Tuomi, 2002), electronic market 
places and EDI networks (Damsgaard and Lyytinen, 2001; Wigand et al., 
2006), wireless service infrastructures (Funk, 2002; Yoo et al., 2005) or 
ERP systems (Ciborra et al., 2000). At the same time effective design of 
IIs holds considerable benefits for individuals, businesses and society at 
large as testified, for example, by the success of Internet. Yet, failures to 
design IIs are more common incurring huge losses in foregone invest-
ments, opportunity costs, and political and social problems. A case in 
point is current the difficulty to implement a nation wide e-health 
system in the UK (Sauer and Willcocks, 2007; Greenhalgh et al., 2008).

One challenge in the II research has been in the difficulty of trans-
lating vivid empirical descriptions of IIs evolution into effective socio-
technical design principles that promote their evolution, growth and 
complexity coordination. In this paper we make some steps in address-
ing this challenge by formulating a new design approach to address the 
dynamic complexity of IIs. From a technical view point designing an II 
involves discovery, implementation, integration, control and coordina-
tion of increasingly heterogeneous IT capabilities. Socially, it requires 
organizing and connecting heterogeneous actors with diverging inter-
ests in ways that allow for II growth and evolution. In the proposed 
approach we posit that the growing complexity of IIs originates from 
local, persistent and limitless shaping of II’s IT capabilities due to the 
enrollment of diverse communities with new learning and technical 
opportunities. We argue that one common reason for the experienced II 
design culprits is that designers cannot design IIs effectively by follow-
ing traditional top-down design. In particular, the dynamic complexity 
poses a chicken-egg problem for the would-be II designer that has been 
largely ignored in the traditional approaches. On one hand, IT capabili-
ties embedded in II gain their value by being used by a large number 
of users demanding rapid growth in the user base (Shapiro and Varian, 
1999). Therefore, II designers have to come up early on with solutions 
that persuade users to adopt while the user community is non-existent 
or small. This requires II designers to address head on the needs of the 
very first users before addressing completeness of their design, or scal-
ability. This can be difficult, however, because II designers must also 
anticipate the completeness of their designs. This defines the bootstrap 
problem of II design. On the other hand, when the II starts to expand by 
benefitting from the network effects, it will switch to a period of rapid 
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growth. During this growth, designers need to heed for unforeseen and 
diverse demands and produce designs that cope technically and socially 
with these increasingly varying needs. This demands infrastructural 
flexibility in that the II adapts technically and socially. This defines the 
adaptability problem of II design (Edwards et al., 2007). Clearly, these two 
demands contradict and generate tensions at any point of time in II 
design (Edwards et al., 2007).

In this paper we will address this tension by examining emergent 
properties of IIs as adaptive complex systems. As IIs exhibit high levels of 
dynamic complexity, they cannot be designed in the traditional way 
starting with a ‘complete’ set of requirements. II designers cannot design 
IIs just based on the ‘local’ knowledge, but they can increase the likeli-
hood for successful emergence and growth of IIs by involving elements 
in their designs that take into account socio-technical features of IIs gen-
erated by their dynamic complexity. We call this engagement design for 
IIs.1 While designing for IIs, the designers need to ask how they can gen-
erate designs that promote continued growth and adaptation of IIs. To 
this end we outline a socio-technical II design theory (Walls et al., 1992, 
2004) consisting of design principles and rules (Walls et al., 1992, 2004; 
Baldwin and Clark, 2000; Markus et al., 2002). This theory can guide 
design behaviors in ways that allow IIs grow and adapt as self-organizing 
systems. It is a socio-technical theory, because its design domain involves 
both technical and social elements and their relationships. It is a design 
theory, because it consists of ‘how to’ design principles and rules (Walls 
et al., 1992, 2004; Markus et al., 2002) backed by ‘because of’ justifica-
tions derived from a kernel theory – Complex Adaptive Systems (CAS) 
theory (Holland, 1995). We illustrate the validity of these design principles 
and rules by following the exegesis of Internet.

The remainder of this essay is organized as follows. In the next section 
we define IIs and characterize their dynamic complexity. The following 
section formulates the design theory based on CAS to address dynamic 
complexity by deriving design principles. In the subsequent section we 
detail the design rules to address dynamic complexity and illustrate 
their use during the design of the Internet. In the final section we offer 
concluding remarks and note some avenues for future research.

Information infrastructures

IT capabilities, applications and platforms

As noted, IIs form a different ‘unit’2 of design when compared with 
traditional classes of IT solutions. These design classes can be defined 
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in their order of increasing complexity as: (1) IT capabilities, (2) appli-
cations, (3) platforms, and (4) IIs. The main differences between these 
classes lie in their overall complexity, how they relate to their design 
and use environments, and how they behave over time in relation to 
those environments. They pose different challenges during the design, 
are organized differently, controlled differently and obtain distinct 
emergent properties. The main features of each class are depicted in 
Table 21.1.

We denote an IT capability as the possibility and/or right of the user or 
a user community to perform a set of actions on a computational object 
or process. An example of such capability would be a text editor. An IT 
capability is defined and managed locally by single or a small group of 
designers. They typically control its evolution locally. IT capabilities are 
viewed here solely as engineered artifacts.

Applications consist of suites of IT capabilities. They are developed to 
meet a set of specified user needs within a select set of communities. 
They can grow amazingly complex in terms of effort and scope, but 
despite this, they still can be viewed as applications, if governed by a set 
of specifications3 through which their design scope remains bounded. 
An application is a priori determined by choice of design context, user 
groups and functional goals. Consequently, the application can be 
developed, and preferably should be done so, by a hierarchy assuming 
centralized control.4 Therefore, most proposed design theories address 
the design of applications by promoting ways of generating effectively 
a closure in the included IT capabilities as to meet user’s needs (Boehm, 
1976; Ross and Schoman, 1977; DeMarco, 1978; Olle et al., 1983; 
Agresti, 1986; Walls et al., 1992; Freeman, 2007).

Platforms differ from applications due to their heterogeneous and 
growing user base, that is their design context is not fixed due to 
the constant generification of included IT capabilities (Williams and 
Pollock, 2008). Platforms include, for example, office software plat-
forms (MS Office, Officestar), operating system platforms (Windows, 
Unix), application frameworks like ERP or CRM packages (SAP, Oracle, 
SalesForge) or application development platforms (e.g. Service Oriented 
Architecture). Platform designs draw upon architectural principles 
that organize IT capabilities into frameworks allowing the software to 
address a family of generic functional specifications that meet the needs 
of multiple, heterogeneous and growing user communities (Evans et al., 
2006; Williams and Pollock, 2008). Platforms are composed by formu-
lating a design framework (architecture) that allows organizing a grow-
ing set of IT capabilities into a relatively well-bounded and controlled 
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system. The platforms provide thus a (semi)-closed, and highly complex 
suite of IT capabilities, which, thanks to the original architecting, can be 
extended. A platform’s initial design starts with a set of closed specifica-
tions determining included IT capabilities and anticipated requirements 
for their extensions and combinations. Their evolution is also governed 
and constrained by these initial specifications. Therefore, the design 
context remains controlled and the relationships between the user and 
design communities do not change significantly during the platform’s 
lifetime. Platforms typically grow in complexity as designers take into 
account heterogeneous user needs while maintaining backward com-
patibility and horizontal compatibility across different combinations of 
capabilities. Therefore, many platforms, originally conceived as limited 
sets of IT capabilities, obtain later emergent features; they start growing 
in seemingly unlimited fashion and serve unexpected user communi-
ties generating exponentially growing technical and social complexity. 
Consider, for example, the growth of the MS Office platform, or Linux 
operating system due to the increasingly distributed and open character 
of their design and user communities (Scacchi, 2009).

Defining II

Based on an extensive literature review we will define next II. Hughes 
(1987) recognized early on heterogeneity, socio-technical nature and 
unbounded growth as essential features of infrastructures. Kling (1992) 
and Kling and Scacchi (1982) drew attention to additional material 
requirements of infrastructures like connectivity. Porra (1999) and Star 
and Ruhleder (1996) have recently emphasized the criticality of shar-
ing and learning within and across communities, while Kayworth and 
Sambamurthy (2000), Weill and Broadbent (1998) and Chung et al. 
(2003) have pinpointed the possibility to shape infrastructures by local 
choice. Finally, recent definitions of IIs recognize tensions between the 
local and the global, their recursive nature, their unique coordination 
challenges due to the lack of global control (Star and Ruhleder, 1996; 
Edwards et al., 2007; Freeman, 2007; Zimmerman, 2007) (Table 21.1).

Accordingly, we will define an II as a shared, open (and unbounded), 
heterogeneous and evolving socio-technical system (which we call installed 
base) consisting of a set of IT capabilities and their user, operations 
and design communities. This definition highlights both the structural 
properties and the emergent properties of IIs that distinguish IIs from 
their constituent elements (Table 21.1).

Structurally an II is recursively composed of other infrastructures, plat-
forms, application and IT capabilities. Recursion forms the organizing 
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principle implying that IIs return ‘onto’ themselves by being composed 
of similar elements (Lee et al., 2006). Socially, IIs are also recursively 
organized in that they are both outcomes and conditions of design 
action and involve rule-following and rule-shaping activity (Giddens, 
1984). The control of II is distributed and episodic and an outcome of 
negotiation and shared agreements. Distributed forms of control form 
often the only way to coordinate II evolution and thus IIs are never 
changed from above (Star and Ruhleder, 1996). Therefore, they cannot 
be truly ‘designed’ in a traditional sense as in traditional approaches a 
designer assumes control over the design space (Edwards et al., 2007; 
Freeman, 2007). Episodic forms of control determine which groups of 
designers control which parts or elements of the II; what IT capabilities 
become integrated and how; who has access to the capabilities and so 
on (Tuomi, 2002; Edwards et al., 2007).

IIs become shared across multiple communities in a myriad and unex-
pected ways. In principle, they exhibit unbounded openness: new com-
ponents can be added and integrated with them in unexpected ways 
and contexts. In addition, there are no clear boundaries between those 
that can use an II and those that cannot; and there are no clear bounda-
ries between those that can design the II and those that may not. As a 
result, II designs need to be approached as if no closure, in principle, is 
assumed in their form or content, capability, form or scope of access.

The openness of IIs implies that during their lifetime the social and 
technical diversity and heterogeneity of IIs will increase (Edwards et al., 
2007). IIs become increasingly heterogeneous as the number of different 
kinds of technological components are included, but first of all because 
IIs include (an increasing number of) components of very different 
nature: user communities, operators, standardization and governance 
bodies, design communities, etc.

Finally, because IIs are open, they evolve, seemingly, ad infi nitum. IIs 
are never built in a green field, nor do they die – though they may 
wither to rise in new forms (Edwards et al., 2007). IIs are often boot-
strapped by experimenting and thereby enrolling new communities. 
For example, Berners-Lee designed the first web service to meet infor-
mation sharing needs among high energy physicists (Berners-Lee and 
Fischetti, 1999). As this design unfolded, designers and users discovered 
additional IT capabilities, or transformed the existing ones to new 
uses, or to other design contexts thereby expanding the web (Ciborra 
et al., 2000) generating its fractal evolution. Hence, the evolution of 
‘Infrastructure is fixed in modular increments, not all at once or globally’ 
(Star and Ruhleder, 1996).
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Overall, the evolution of infrastructures is both enabled and con-
strained by the installed base,5 that is the existing configuration of II 
components (Hughes, 1987; Star and Ruhleder, 1996; Porra, 1999). 
Whatever is added needs to be integrated and made compatible with this 
base. This sets up demands for horizontal and/or backwards compat-
ibility and imposes constraints on what can be designed at any time. 
Accordingly, II evolution is path dependent and shaped by neighboring 
infrastructures, existing IT capabilities, user and designer learning, cog-
nitive inertia, etc. (Hughes, 1987; Kling, 1992; Star and Ruhleder, 1996; 
Hanseth and Monteiro, 1997; Porra, 1999).

Related research

Most II research has aimed at identifying the main features and char-
acteristics of IIs – their ‘nature’ as they evolve and developers and users 
are struggling to make them work (Star and Ruhleder, 1996; Ciborra 
et al., 2000; Kallinikos, 2004, 2006, 2007; Edwards et al., 2007; Contini 
and Lanzara, 2009).

Standards are core elements of IIs; hence standards research con-
stitutes a major part of II research (Star and Ruhleder, 1996; Edwards 
et al., 2007). A large part of this research has focused on and disclosed a 
very dense and complex web of relations between technical and social 
(or non-technical) issues and elements of the standards (Hanseth and 
Monteiro, 1997; Bowker and Star, 1999; Lyytinen and Fomin, 2002) 
Another key part of the research has focused on the creation and role 
of network effects, that is self-reinforcing processes leading to lock-ins 
(Shapiro and Varian, 1999; Hanseth, 2000).

A minor part of II research has focused explicitly on strategies for 
developing standards and infrastructures. Cordella (2004), Hanseth and 
Lundberg (2001), Grisot (2008) and Pipek and Wulf (2009) describe 
how infrastructures emerge in use while users appropriate a variety of 
IT capabilities and bring them together in novel ways by making them 
components of IIs. Even without technically integrating the capabili-
ties, they are de facto becoming integrated and interdependent in work 
practices (Pipek and Wulf, 2009).

A few researchers have addressed design strategies for infrastructure 
development. Hanseth et al. (1996) recognize the need to manage the 
tension between standardization and flexibility (see also Egyedi, 2002). 
Hanseth and Aanestad (2003) argue, using telemedicine as an illustra-
tion, that II design needs to be seen as a bootstrapping process, which 
utilizes network effects and spillovers within a growing user base by 
using simple solutions as a sort of ‘stunts,’ which offer ‘detours’ on the 
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road toward infrastructures (Aanestad and Hanseth, 2002). Hanseth 
(2001) also demonstrates the importance of gateways in flexible II 
design by reviewing the history of the Internet design in Scandinavia. 
Lessig (2001) and David (2001) note the criticality of Internet’s archi-
tectural features – especially its end-to-end architecture – in supporting 
adaptability at the ‘edge of chaos’ (Saltzer et al., 1984). Benkler (2006) 
emphasizes the importance of the local ‘programmability’ of terminals, 
and its mutual dependency on the end-to-end architecture. Finally, 
Zittrain (2006) recently combined these features into an encompass-
ing concept of a generative technology – a notion close to our idea of 
dynamic complexity. We add next to Zittrain’s concept a more coherent 
design framework formulated as a design theory.

Design theory for addressing adaptive complexity 
in II evolution 

IT design theories

Since the publication of Walls et al.’s (1992) article, the term ‘IS design 
theory’ has denoted a set of concepts, beliefs and ‘laws’ – either natu-
ral or social – which help designers map a class of design problems to 
effective solutions that meet design goals. Design theories are about 
‘how to’ principles and rules of form and function, and justificatory 
‘because of’ explanatory knowledge that can be mobilized during the 
design (Gregor, 2006). They encapsulate three elements: (1) a set of 
design goals shared by a family of design problems; (2) a set of system 
features that meet those goals; and (3) a set of design principles and 
rules to guide the design so that a set of system features is selected to 
meet chosen design goals. Design principles state broad guidelines how 
the design can be carried out and where the designer can focus his or 
her attention during function and form shaping. They can be further 
detailed into design rules that formulate in concrete terms how to gen-
erate and select desired system features as to achieve stated system goals.

The crux of a design theory is its ‘kernel theory’ (Walls et al., 1992). 
It postulates falsifiable predictions for a class of design solutions (i.e. 
product theories), or design processes (i.e. process theories) in relation 
to system goals. They vary significantly in their generality, structure and 
predictive power (Gregor, 2006). Each design theory applies in a certain 
design context in which a specifi c set of system goals have been selected, 
and apply to a specifi c class of systems and associated design processes. The 
design context is determined by the nature of the system, its size, the 
design phase, the type of technology, the type of users or designers 
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(Walls et al., 1992, 2004). Next we will focus on II design theory for 
dynamic complexity. Our main interest is in generating technical and 
social components of the IIs in ways that address the tensions between 
the bootstrap and the adaptability problems.

CAS as a design theory about dynamic complexity in II

We draw upon CAS theory as our kernel theory (Holland, 1995; Benbya 
and McKelvey, 2006). CAS addresses nonlinear phenomena within 
physics and biology, but also in social domains including financial 
markets (Arthur, 1994). CAS investigates systems that adapt and evolve 
while they self-organize. The systems are made up of autonomous agents 
with the ability to adapt according to a set of rules in response to other 
agent’s behaviors and changes in the environment (Holland, 1995). Key 
characteristics of CAS are: (1) nonlinearity, that is small changes in the 
input or the initial state can lead to order of magnitude differences in 
the output or the final state; (2) order emerges from complex interac-
tions; (3) irreversibility of system states, that is, that change is path 
dependent; and (4) unpredictability of system outcomes (Dooley, 1996).

We chose CAS as our kernel theory as it recognizes factors that gener-
ate the dynamics associated with the II bootstrap and adaptability prob-
lems and helps describe II evolution as an example of path-dependent 
and nonlinear change. CAS brings theoretical rigor to generate insights 
to these two design challenges. In addition, these challenges are not 
highlighted in two pet theories among II scholars: the social shaping of 
technology (Edwards et al., 2007), and Bateson’s ecological theory (Star 
and Ruhleder, 1996). Next, the design principles are deductively derived 
from CAS. In the section ‘Design rules to manage dynamic complexity – 
the Internet case’ we instantiate these principles with a set of 19 design 
rules whose application is illustrated with concrete episodes from the 
design history of Internet.6

CAS categories and design principles 
for dynamic complexity in IIs

CAS helps characterize how the IIs can be initiated and how they grow 
and evolve while they self-organize. This is addressed by following 
the two principles: (1) create an attractor that feeds system growth 
to address the bootstrap problem; and: (2) assure that the emerging 
system will remain adaptable at ‘the edge of chaos’ while it grows to 
address the adaptability problem. We surmise that these principles can 
promote design for IIs in ways that lead them to self-organize and to 
grow. We will next describe key categories of CAS theory and the logic 



114 Ole Hanseth and Kalle Lyytinen

that underpins these design principles and their ‘because of reasons’ as 
suggested in Table 21.2.

Addressing growth in II

A central claim in CAS is that order emerges – it is not designed by an 
omnipotent ‘designer.’ Typical example is the dynamic arrangements 
among cells and the establishment of standards without anyone ever 
intending to design them as such (e.g. QWERTY, TCP/IP). According 

Table 21.2 CAS-based design theory for dynamic complexity in Information 
Infrastructures (IIs)

Design goals Bootstrap the IT capability into an installed base so that 
it gains momentum Manage and allow for maximum II 
adaptability.

A set of system 
features

II as an unbounded, evolving, shared, heterogeneous 
and open recursively organized system of IT capabilities 
whose evolution is enabled and constrained by its 
installed base and the nature and content of its 
components and connections.

Kernel theory of 
flexible IIs

CAS informs how to address bootstrap problem in II 
designs by suggesting that
•  Designer can gain momentum in the growth of II 

through attracting a critical mass of users
•  Designer can enable nonlinear growth by new 

combinations of the installed base
CAS informs how to address the adaptability problem 
in II designs by suggesting that
•  Designer needs to recognize path dependencies 

within the installed base
•  Designer needs to create lock-in through network 

externalities that exclude alternative pathways
•  Designer need to achieve modularity to accommodate 

the growing need for openness and heterogeneity in 
future

Design principles For the II bootstrap problem:
1. Design initially for usefulness
2. Draw upon existing installed base
3. Expand installed base by persuasive tactics
For the II adaptability problem:
4. Make each IT capability simple
5.  Modularize the II by building separately its principal 

functions and sub-infrastructures using layering and 
gateways
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to CAS, such orders emerge around attractors, that is a limited range of 
states within which the system growth can stabilize, and which allow 
the system to bootstrap (Holland, 1995). The simplest attractor is a 
single point in the system state space. Attractors can also come in other 
forms, which are called ‘strange attractors’ (Carpa, 1996) that stabilizes 
the system into a specific region (David, 1986). De-facto standards 
(e.g. MS Windows, QWERTY, Internet standards) are examples of such 
attractors. Attractors stabilize a system through feed-back loops (also 
called network effects or ‘increasing returns’). In case of standards 
this happens because the value of a standard defining an IT capabil-
ity depends on the number of users having adopted it. So when a user 
adopts a standard its value increases. This again makes it more likely 
that another user will adopt it, which further increases its value and so 
on (Arthur, 1994; Shapiro and Varian, 1999). A large installed base will 
also attract complementary IT capabilities thereby making the original 
capability increasingly attractive (Shapiro and Varian, 1999). A larger 
installed base increases also the credibility associated with the capability 
and reduces user risks of foregone investments. Together these features 
make an IT capability more attractive leading to increased adoption that 
further increases its installed base (Grindley, 1995). Some describe this 
process of getting ‘the bandwagon moving.’

Positive network effects lead to self-reinforcing path-dependent processes. 
Overall, the involved path dependency suggests that past events – for 
example a serendipitous adoption, or correctly timed designs – can change 
history by generating irreversible effects – called butterfly effects. Such 
path-dependent growth will eventually lead to a lock-in when the adop-
tion rates cross a certain threshold (David, 1986). Such a lock-in happens 
when a system’s growth reaches what Hughes (1987) calls a momentum. 
This creates a new lasting order with irreversible effects (Arthur, 1994).

We distinguish two facets of path dependence in IIs: cumulative 
adoption and technology traps. Cumulative adoption takes place when 
an II designer builds up an installed base ahead of its alternatives and 
accordingly becomes cumulatively attractive, and starts growing in an 
unbounded manner. Bootstrapping for cumulative growth is possible 
when the timing is right and users can still be persuaded (Edwards et al., 
2007; Zimmerman, 2007). Design choices for II thereby become path 
dependent, as conditions for cumulative adoption are created during 
the early stages of growth (Grindley, 1995; Shapiro and Varian, 1999). 
Technology traps suggest that many times blind early design decisions 
later constrain the further expansion of II and become reverse salients 
(Hughes, 1987). Design for expansion is typically carried out technically 
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and socially in ways that is compatible with the early installed base and 
its predicted trajectory. Thereby, early design decisions can later block 
the expansion as new communities join, or technological trajectories 
change, and create adverse constraints for growth. Such adverse con-
straints we call technology traps. Examples of technology traps are, for 
example, the need to support archaic computer architectures (e.g. IBM 
9010, IBM360 or Intel 8086), operating systems (DOS, Windows95) 
(Mashey, 2009) or the effects of architecture choices for the growth of 
the French Minitel system (Cats-Baril and Jelassi, 1994).

Addressing adaptability in II

All systems evolve, but all systems do not adapt equally well. Systems 
that reach early on lock-in, or exhibit a large number of ‘reverse salients’ 
(Hughes, 1987) will fail to do so. According to CAS, highly adaptable 
systems are characterized by the increased variety achieved through 
high modularity: ‘variation is the raw material for adaptation’ (Axelrod 
and Cohen, 1999: 32). In other words, the larger the variety of agents 
and pathways for evolution, the more design alternatives can be tried 
out, and the more agents learn (Holland, 1995; Benbya and McKelvey, 
2006). Accordingly, the larger the variety of IT capabilities and the larger 
the number of II designers the larger is II adaptability. At the same time 
a certain level of order is necessary in order to maintain stability in the 
design context. This stability is achieved through modularity. According 
to CAS, modularity creates a balance between variety and order by local-
izing the change and permitting fast and deep change in parts of the 
system. Engineered as well as living systems must thus be modular to 
remain robust and at the same time to generate variety (Simon, 1969; 
Baldwin and Clark, 2000; Wagner, 2007). Adaptation becomes optimal 
at ‘the edge of chaos’ (Stacey, 1996), where variety generation and 
modularity are balanced.7 To wit, traditional application design theory 
assumes the complete order of stasis as designers are assumed to con-
trol all the system states during the design. In contrast, random order 
excludes the possibility for any design as no order can be detected in 
the context. Hence, in designing for II, designers need to establish a self-
organization, where the II will remain ‘at the edge of chaos.’

Design rules to manage dynamic 
complexity – the Internet case

The design principles listed in Table 21.2 guide II designers to conceive 
their designs in ways where they can generate ‘natural’ order at the edge 
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of chaos. To carry out effectively designs that conform to these princi-
ples we need to break down the five design principles into design rules 
that govern designer’s behaviors influencing specific II components or 
their environments. In this section we will articulate such design rules. 
The next section introduces some modularity concepts necessary in 
stating design rules. The following section offers a summary of their 
content and reports how we used Internet design to illustrate them. The 
section after that introduces each design rule with illustrative examples 
from Internet design.

Modularization of II

In formulating the design rules we need to distinguish properties of IIs 
that help modularize them. We therefore next define analytical types of 
(sub) IIs that allow – when composed together – the generation of modular IIs. 
We apply recursively de-composition, that is identify separate subsets of 
IT capabilities within any II, which also are IIs, but which share either 
a set of common functions and/ or internal or external connections 
without having strong dependencies with the remaining IIs (Baldwin 
and Clark, 2000; Kozlowski and Klein, 2000).

We will first split IIs into vertical application IIs and of horizontal support 
IIs. The former will deliver functional capabilities, which are deployable 
directly by one or more user communities. An example of application 
capability would be e-mail. The latter – support infrastructures – offer 
generic services often defined in terms of protocols or interfaces neces-
sary in delivering most, if not all application services. They are primarily 
deployed by designer communities while building application capabili-
ties8 and include capabilities for data access and identification (address-
ing), transportation (moving) and presentation (formatting). They also 
constitute part of the installed base, which II designers need to take into 
account when bootstrapping an application infrastructure or making 
changes in support IIs.

We can further recursively decompose both application and support 
IIs. Thus, any II can be split into its application and support infrastruc-
tures until a set of ‘atomic’ IT capabilities are reached (per recursive 
definition of II). In addition, any support infrastructure can be split into 
transport and service IIs. This split is justified as transport infrastructure 
is necessary to make any service infrastructure work. The transport IIs 
offer data or message transportation services like the UDP/TCP/IP proto-
col stack (Leiner et al., 1997). On the other hand service infrastructures 
support, for example, direct addressing, service identification, service 
property discovery, access and invocation, or security capabilities. 
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They become useful when IIs start to grow in complexity and scale, 
and designers need more powerful capabilities to configure application 
capabilities. A classic example of a service II is the Domain Name Service 
(DNS) in the Internet, which maps mnemonic identifiers like amazon.
com to varying length bit representations, that is IP addresses. Both 
application and service IIs can be finally linked together horizontally 
through gateways. These offer flexible pathways for II expansion and 
navigation (Hanseth, 2001; Edwards et al., 2007). An example of a gate-
way would be an IT capability, which supports multiple e-mail services 
running on different e-mail protocols.

Design rules for dynamic complexity in II’s 

Derivation and summary of the design rules

In total, we propose 19 design rules for II dynamic complexity shown in 
Table 21.3. Overall, the design rules characterize: (1) appropriate ways 
to organize and relate II components technically and socially (modular 
design, organize recursively) that address dynamic complexity similar to 
Baldwin and Clark’s (2000) design rules; (2) desirable properties of speci-
fications of II components (e.g. simplicity), (3) desirable sequences for 
design (e.g. design one-to-many IT capabilities before many-to-many IT 
capabilities) (4) desirable ways to relate II specifications and associated 
components to one another (modularity, recursive application).

Illustrating II design rules- the case of Internet

Below we illustrate the deployment of each design rule by referring to 
episodes of Internet design. We chose Internet design as an illustration 
as its design history offers rich insights into the situated application of 
the proposed design theory ‘in use.’ We chose to illustrate the theory 
with the design of Internet, because it qualifies as a grand ‘success’ story 
about II design par excellence (Table 21.4). By any criterion its design 
involved cultivating an II, which is shared, open and heterogeneous, 
organized recursively and operates without centralized control. We also 
content that the success of Internet testifies to the plausibility of the 
design rules discussed below.

We gleaned the design rules by content analyzing design episodes, 
that is, moments when new IT capabilities were added, modified, 
expanded or purged in the Internet regime. A review of these design 
situations permit us generalize identified design rules by triangulating 
data with the emerging theory (Eisenhardt, 1989). Documents like the 
Internet Engineering Task Force (IETF) rules for Requests For Change, 
but also the credo coined in Clark’s famous speech in 1992: ‘We reject: 
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Table 21.4 Internet as an II

Internet as an II

Structural properties
Organizing 
principles

Internet is composed of multiple layers of distinct IT 
capabilities that carry out similar functions at different 
layers (e.g. transport and application layer). It consists 
of or draws upon multiple platforms, IT capabilities and 
social groups that design, implement and maintain its 
functionality.

Control The control of Internet design is distributed among a 
large set of designers, user communities and forms of 
governance. The control of different capabilities is 
separated and distributed and the control forms are 
loosely coupled through architectural principles. Control 
forms vary among different communities (IETF, W3C or 
OASIS) as well as governance structures (Nickerson and 
Zur Muehlen, 2006; Russell, 2006).

Emergent properties
Shared Shared by an increasingly growing number of 

heterogeneous user communities, designers, regulators 
and other social actors.

Open Any new IT capability, designer or user group can be 
added as long as it conforms to the architectural 
principles of Internet and thus abstracts data transfer 
into a transfer of data streams to a specified set of IP 
addresses.

Heterogeneous Internet has grown immensely in heterogeneity both 
socially and technically since its inception and during 
its exponential growth.

Evolving Evolving set communication and distributed computing 
capabilities C´For any set of users at any time Internet 
is seen as a distinct set of capabilities (telnet, ftp, smtp, 
http, etc.) that are available. Internet evolves because 
this set has grown significantly during its evolution 
integrating new users and design communities.

kings, presidents, and voting. We believe in rough consensus and 
running code’ (Russell, 2006), and personal biographies all exemplify 
the behaviors of the Internet designers and consequently their design 
theories-in-use. To this end we probed Internet standardization archives 
and primary secondary sources on Internet history – especially Abbate’s 
(1999) excellent narrative. We also examined personal accounts of 
Internet design (Leiner et al., 1997; Berners-Lee and Fischetti, 1999), and 
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recent scholarly analyses of the Internet growth (Tuomi, 2002). Finally, 
we interviewed Robert Kahn, one of the original developers and spon-
sors of Internet protocols. As a result we were able to solicit 19 design 
rules as summarized in Table 21.5 founded on CAS that had ‘worked’ 
during Internet design.

For sure, not all designers at all times and consciously followed these 
rules. But many of them acted consistent with these rules. For example, 
they underpin many common ‘interaction rules’ in the Internet design 
ecology. Many key figures have also openly embraced proposed design 
principles. For instance, throughout Internet’s history, from Kahn’s and 
Cerf’s initial design to the creation of BitTorrent, the Internet designers 
have favored bottom-up, experimental design and utilization of net-
work effects. At the core was also the recognition of high uncertainty 
related to desired IT capabilities. Bob Kahn noted vividly this:

They (DoD) didn’t have a problem. And that’s why it’s so hard for 
those kinds of things to actually get in motion. If you’re saying, ‘Can 
I imagine a problem that somebody might have at some unspecified 
point in the future?’ Absolutely, that was what was driving it. And, 
so you had to really trust what was in your mind’s eye. And that was 
the basis on which the internal justifications were eventually made. 
But it took a while to get there. (Kahn, 2006)

Therefore, he argued that the only way to design was experimental:

But when you’re dealing with something as really state of the art, 
it’s hard to know what to build upfront because a lot of what makes 
it what it is a function of, you know, iterating with users and feed-
back and allowing the system to evolve and grow and to see how it 
would work. This is not something that most people, who are, you 
know, in management chain, are very uncomfortable with because 
they don’t exactly know what to expect. So it’s very hard for those 
people, you know, to deal with those kinds of creative processes. 
(Kahn, 2006)

Design rules for dynamic complexity in the design for II

We next discuss in detail how the 19 design rules in Table 21.3 were 
inferred from the CAS theory offering a ‘because of’ justification for 
the design principles. To wit, each design rules offers a falsifiable state-
ment of design outcomes to validate the theory. By analyzing whether 
the designer followed the rule and related design outcomes, we can 
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determine whether the rule following did not lead to the predicted out-
come thus falsifying (partly) the proposed design theory.

Design rules for the bootstrap problem

Often new IT capabilities are not adopted despite their novelty, because 
users wait others to adopt first: early adopters face high risks and costs, 
but few benefits. In light of CAS, an II designer must generate attractors 
to propel users to adopt the IT capability so that its growth will reach 
a momentum (Hanseth and Aanestad, 2003). We observe three design 
principles decomposed into 12 design rules that help generate and 
 manage such attractors (see Tables 21.3 and 21.5).

Design rules for principle #1: Design initially for direct usefulness: Early 
users cannot be attracted to IT capabilities reasons like the size of their 
installed base. Therefore, we need design rules that foster relationships 
between the proposed IT capability and user adoption. Therefore, a 
small user population needs to be identified and targeted (Design Rule 1 
(DR19)). The proposed IT capability has to offer the group immediate 
and direct benefits (DR2). Because first adopters accrue high adoption 
costs and confront high risks, the IT capability to-be-adopted must be 
simple, cheap and easy to learn (DR3). Here cheap is defined in relation 
to both design and learning costs. Simple means that the design covers 
only the essential functionality expected and the capability is designed 
so that it is easy to integrate the IT capability with the installed base. 
Significant user investments cannot be expected because a small user 
base does not contribute either to the demand or the supply side 
economies of scale.

IT capabilities have varying impacts on the scale of increasing returns 
and the amount of positive feedback. They vary significantly between 
capabilities where every user interacts symmetrically with every user 
(like e-mail) and capabilities where one user interacts uni-directionally 
with the rest. Capabilities can also have multiple possible implemen-
tation sequences. In general, IT capabilities supporting asymmetrical 
interactions (one-to-many) and thus less dependent on network effects 
should be implemented first as the growth can be promoted locally 
(DR4). These capabilities have lower adoption barriers as they do not 
need to reach a critical mass to generate fast adoption.

The Internet’s success has been widely attributed to its successful bot-
tom-up bootstrapping (Leiner et al., 1997; Abbate, 1999; Tuomi, 2002; 
Kahn, 2006). Though early on Internet designers built bold scenarios of 
how the future of telecommunications would unfold (Tuomi, 2002), the 
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early uses of packet switching were targeted to small groups of research-
ers, who were interested in accessing powerful and expensive computers 
(DR1). The aim was to provide a limited range of directly useful IT capa-
bilities: remote login and file transfer (DR1). Among these capabilities, 
remote login was a perfect choice, because each user could adopt it 
independently from others and users had the skills and motivation to 
do so (DR3, DR4). While the number of users grew, they could start 
share data through file transfer. Later on, new capabilities have been 
introduced in the same way (DR2). E-mail, for instance, was originally 
developed to support communications between persons responsible for 
maintaining the network when only four computers were connected to 
it (Abbate, 1999) (DR1 and DR2). The design of transportation services 
(TCP) followed also an evolutionary approach as multiple versions of 
increasingly complete protocols for TCP and IP were implemented in 
the early 1980s (DR3).

Design rules for principle #2: build on installed bases: The second principle 
promotes connections with the existing installed base during design 
time. The II designer should thus design toward existing support infra-
structures that the targeted user groups use (DR5). If an IT capability is 
designed so that it requires a new support infrastructure, this will erect 
heightened adoption barriers as, per our definition, the support infra-
structure will be sui generis an II, which then needs to be bootstrapped 
with high learning barriers (Attewell, 1992). As noted, transport infra-
structures form the base for implementing II while the need for service 
infrastructures depends on the size and sophistication of application 
capabilities, or the size of installed base. While the installed base 
remains small, the II does not need advanced service infrastructures. 
The II designer should therefore design toward the simplest possible 
service infrastructure (DR6). Next, capabilities associated with separate 
service and application infrastructures should be connected, when pos-
sible, through gateways increasing connections between isolated user 
communities and benefitting adopters with larger positive network 
effects (DR7). As the designers link the new IT capabilities to the exist-
ing IIs, they need to take into account the speed and direction of the 
adoption of IT capabilities in neighboring infrastructures, and capitalize 
on their bandwagon effects (DR8).

The Internet’s early success resulted from exploiting established 
infrastructures as transport infrastructures (DR5) when TCP/IP was first 
implemented using modems over the telephone lines (Abbate, 1999). 
In addition, each adopted capability has served to develop more 
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advanced capabilities (Abbate, 1999) (DR6). Currently, the Internet 
provides, for example, capabilities for electronic commerce including 
transaction support (e.g. EbXML10), identification support (e.g. digital 
certificates) or security (e.g. SET) built as separate capabilities on top of 
TCP/IP and http (Faraj et al., 2004; Nickerson and Zur Muehlen, 2006). 
Another example is the initial growth of Internet’s service infrastruc-
tures (DR6). In the beginning there was none and their need was discov-
ered later when new service capabilities started to grow. Yet, the scale 
of Internet was still relatively small so that it was easy to design DNS 
capabilities and link it to a (now) stable transportation infrastructure. 
Later on DNS became critical as it increased flexibility of use through 
the management of dynamic IP addresses (DHCP). The Internet design-
ers have also increased the installed base through gateways (DR7). The 
expansion of the Web functionality is a case in point. The Web was 
originally thought to be useful for static information provisioning so 
that HTML tagged files could be downloaded using the http protocol 
(Tuomi, 2002). A significant added value for Web was created by build-
ing gateways that leveraged upon data residing in organizational data-
bases. This added dynamic or ‘deep’ web features: a call to data base 
could be now embedded in HTML as defined by Common Gateway 
Interface (CGI) specifications,11 and later expanded with Java standards 
(RMI12).

Design rules for principle #3: expand installed base with persuasive enroll-
ment tactics: After establishing the first attractor (usefulness), the II 
designers have to sustain growth. Therefore, when a simple version 
of the IT capability is available, the II designer needs to seek as many 
users as possible (DR9). This principle is captured well in a slogan: 
‘users before functionality’ emphasizing the criticality of generating 
positive network effects: the IT capability derives its value from the size 
of its user base – not from its superior functionality. New functionality 
should be added only when it is truly needed, and the original capa-
bility obtains new adoption levels so that the proposed capability will 
have enough users willing to cover the extra cost of design and learn-
ing (DR10). Many times useful new functionality emerges when users 
start deploy the IT capability in unexpected ways through learning by 
doing and trying, or re-organizing the connections between the user 
communities and the IT capability (DR11). A growing installed base 
urges II designers to find means to align heterogeneous user interests 
and persuade them to continue to participate in the II. One approach is 
to use the installed base as a source of useful learning by creating user 
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communities that offer feedback. This helps introduce new capabilities 
based on feedback and unexpected actor interactions (DR12) (Tuomi, 
2002; Zimmerman, 2007).

Many capabilities during Internet design were established at times 
when the capabilities could be expected to work satisfactorily and 
serve a useful purpose (DR9). As a result increasingly sophisticated 
application capabilities emerged including Gopher (Minnesota), WAIS 
(Cambridge, Mass) and irc (University of Oulu) (Rheingold, 1993). 
As a result Internet has grown over the years enormously in terms of 
new services and protocols. Typically these capabilities emerged as 
local community responses to an identified local need (DR10), and 
only a tiny fraction of the Internet’s current protocol stack was part 
of the initial specifications (DR10). Main reason for this was that most 
innovations took place at the ‘edge’ as design capability and applica-
tion functionality were early on moved to the network boundary. New 
capabilities could be conceived and tried out whenever a user with a 
‘problem’ and enough transportation capability could leverage upon 
the new functionality (Tuomi, 2002). Internet was also widely adopted 
by computer science and associated engineering communities as their 
research-computing infrastructure (DR11 and DR12). The open packet 
switching standards turned out to be perfectly suited for the research 
vision shared by this movement (Kahn, 2006).

Design rules for the adaptation problem

When the bandwagon starts rolling, the II designers need to guarantee 
that the II will grow adaptively and re-organize constantly with new con-
nections between II components. Ad hoc designs, which were originally 
created for early users will now threaten to create technology traps. 
If designers continue to generate highly interdependent and local IT 
capabilities, the whole system will become inflexible and reach a stasis. 
In contrast, if IT capabilities are organized modularly through loosely 
coupled ‘layers,’ which can change independently, this will generate 
higher component variation for successful adaptation. The following 
two design principles decomposed into seven rules offer guidance to 
promote modularity.

Design rules for principle #4: make the organization of IT capabilities simple: 
The first principle asks for the use of simple architectural principles 
during the initial design of the IT capabilities (DR13). It is easier to 
change something that is simple than something that is complex. What 
makes a collection of IT capabilities simple or complex is a function 
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of its technical complexity as defined by the number of its technical 
elements, their connections and rate of change (Edwards et al., 2007). 
Therefore following information hiding, simple interface protocols and 
functional abstraction can help make the design simple. But, just as 
important is it to recognize the socio-technical complexity of the design 
space: the number and type of connections between technical and the 
social elements. In the lingo of Actor Network Theory (Latour, 1999) the 
actor network constituted by the II, that is its data elements, use prac-
tices, specifications and their discovery and enforcement practices, the 
relationships to other infrastructures, the multiplicity of developers, the 
role of organizations, the variety of users, the regulatory bodies etc. – 
and a myriad of links between all affect what can be changed and how 
(Star and Ruhleder, 1996; Latour, 1999). Simpler actor networks can be 
created by making them initially as small as possible, and keeping them 
loosely connected, and avoiding confrontations with competing net-
works. This is achieved by pursuing separate specifications for distinct 
domains and separating the concerns of different social and technical 
actors through functional abstraction (Tilson, 2008). Limiting the 
functional scope of application infrastructures to a minimum keeps 
the related infrastructures separate. Decomposing service IIs into a set 
of layers and separating their governance achieves the same goal. These 
principles decrease the technical complexity of specifications but, more 
importantly, reduce their social complexity. Finally, designs should 
promote partly overlapping IT capabilities instead of all-inclusive ones. 
This increases variance and stimulates innovation at different pockets 
by making it operate at ‘the edge of chaos’ (DR14).

The principles of early Internet design promoted simplicity (DR13). 
Its protocols were lean and simple, and therefore had less ambiguity and 
errors. As a result the implementations were simpler, and easier to test 
and change. Origins of this approach date back to early designs, which 
confronted early on the challenge of how to promote change, but at the 
same time to avoid technology traps. This was expressed early in the 
Internet’s specification approach:

From its conception, the Internet has been, and is expected to 
remain, an evolving system whose participants regularly factor new 
requirements and technology into its design and implementation. 
(RFC, 1994: 6)

This vision was opposite to traditional design strategies in the tel-
ecommunication industry followed in the design of the ISO/OSI pro-
tocol stack where designers assumed one homogeneous, complete and 
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controllable network, which had to be completely specified (Abbate, 
1999; Russell, 2006). This difference was later at the center of the con-
troversy between the Internet community and the ISO/OSI committee 
(Schmidt and Werle, 1998; Russell, 2006). The OSI standardizers argued 
that Internet lacked critical functions; in contrast, the Internet com-
munity advocated technical simplicity and pragmatic value. As Kahn 
observed:

So the only way that you could ever get anything to be a standard 
was: you had to have built it first; it had to be deployed; and basi-
cally, people would speak by adoption. So the things that became 
standard … were the things that were starting to become in wide-
spread use and they would eventually become standards when they 
were already used. This is the equivalent of ratification after the fact, 
the standard is simply a means of ratifying what has become in wide-
spread use … a very different approach than specifying upfront and 
hoping people will build it. (Kahn, 2006)

Many scholars have attributed the demise of the OSI to its disregard to 
this pragmatic approach (Rose, 1992; Stefferud, 1994). Finally, Internet 
always promoted designs that were partly overlapping increasing 
variety. For example it has generated several transportation protocols, 
e-mail protocols, information distribution protocols and so on (DR14).

Design rules for principle #5: modularize the II: As noted, II designers need 
to organize modularly capabilities into loosely coupled sub-infrastruc-
tures (Parnas, 1972; Baldwin and Clark, 2000). Therefore, IIs should be 
decomposed recursively into separate application, transport and service 
sub-infrastructures (DR15). Each II interface must hide mechanisms that 
implement these capabilities as to maintain loose couplings between 
the connected IIs. IIs need to be also decomposed vertically into inde-
pendent neighboring application infrastructures, and II designers need 
to build gateways to connect them. Consequently, gateways must con-
nect regions of II that run different versions of the same IT capabilities 
(DR16), or between different IT capability layers, for example, transport 
or service (DR17), or between several dedicated application infrastruc-
tures (DR18) (Edwards et al., 2007). Finally, transitions between incom-
patible IT capabilities need to be supported by navigation strategies that 
allow local changes in different versions of the IT capability that run on 
the current installed base (DR19).

One reason for the speed of innovation in Internet was its initial 
modular design (DR15) (Tuomi, 2002). The Internet’s simple end-to-end 
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architecture, which puts the ‘intelligence’ into the end nodes, has 
proven to be a critical for its adaptive growth (DR15, DR16, DR17) 
(Abbate, 1999; David, 2001). The design stimulated continued local 
application or service infrastructure innovation laid on top of separate 
transportation infrastructure of TCP/IP or UDP (DR15) (Rheingold, 
1993; Tuomi, 2002). Each of these capabilities was designed indepen-
dently and its design decisions were insulated from potential changes 
in the underlying transport infrastructures. They were also governed 
separately.13 The erection of the W3C and governance of the web 
service community forms a case in point (Berners-Lee and Fischetti, 
1999). Gateways continue to play a critical role in the evolution of 
Internet and extensive use of gateways has prevented designers to act 
like ‘blind giants,’ and made early decisions easier to reverse (Hanseth, 
2001). Multiple gateways prevail, for instance, between the Internet’s 
e-mail service and proprietary e-mail protocols (DR17). Another impor-
tant family of gateways has been built between the Internet’s access 
services and organization’s applications and databases through web 
servers (DR18). Over the years Internet protocols have been revised 
and extended (DR16, DR19). One example is the revision of the trans-
portation protocol from IPv4 to IPv6. The need to add new capabilities 
while attempting to overcome installed base inertia has been a major 
design challenge (RFC, 1994; Monteiro, 1998; Hovav and Schuff, 2005). 
Between 1974 and 1978, four versions of the IP protocol were developed 
in fast experimental cycles until IPv4 was released (Kahn, 1994). For the 
next 15 years IPv4 remained stable. In the early 1990s Internet’s address 
space was expected to run out due to the Internet’s exponential growth. 
Moreover, the addressing scheme in IPv4 did not support multicasting 
and mobility. This triggered a new round of designs to deliver a new IP 
version called IP version 6.14 The final version, however, fulfilled only few 
of the original requirements – the most important one being the exten-
sion of the reverse salient – address space – to awesome 2128 addresses.15 
The most important criterion in accepting the final specifications was 
in determining mechanisms that would introduce the new version in 
a stepwise manner (DR19), though initially this was not at all in the 
requirements (RFC, 1995; Steinberg, 1995; Hovav and Schuff, 2005).16

Concluding remarks

Today’s IT systems involve complexity that extends beyond what can 
be addressed by traditional design approaches. Accordingly, we need to 
theorize in fresh ways how to design complex IT systems. To this end 
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we have formulated a design theory based on CAS theory that tackles 
IIs’ dynamic complexity. The theory was derived by scrutinizing design 
histories of large infrastructures, a review of CAS theory principles and 
illustrated by the analysis of Internet exegesis. The theory formulation 
follows an approach similar to Lindgren et al. (2004), and Markus et al. 
(2002). By formulating this design theory we make a contribution to IS 
Design and Software Engineering research on how to develop large and 
complex ICT solutions viewed as IIs. We do so by drawing extensively 
on prior research on II evolution and soliciting the empirical insights 
into a coherent design theory.

The proposed theory defines its unit of analysis, its essential proper-
ties and related kernel theory – CAS – as to derive five design principles, 
and19 design rules. It recognizes and draws upon earlier research on IIs 
(Kling, 1992; Star and Ruhleder, 1996) by observing pivotal relation-
ships between technical and social elements, and their dynamic inter-
actions. In contrast to earlier II research (Freeman, 2007; Zimmerman, 
2007), the proposed theory adopts the viewpoint of designers: how to 
‘cultivate’ an installed base and promote its dynamic growth by propos-
ing design rules for II bootstrapping and adaptive growth. Opposed to 
other design theories and methodologies, which are all ‘design from 
scratch’ approaches, our design theory puts the installed base at the 
center: II development is about how to create a self-reinforcing installed 
base by drawing upon existing ones, and how to avoid being trapped by 
the force of the installed base.

All theories are incomplete (Weick, 1989) and so is our proposed the-
ory. Hence, the key question is not to ask whether the proposed theory 
is incomplete (as it will be), but rather: what are the implications of its 
limits? We will address this in two ways: (1) how to address incomplete-
ness in the scope of our theoretical formulation, (2) and how to improve 
consequently its external validity. We drew upon CAS as to account for 
the feedback-based growth within complex socio-technical systems. 
The principles that underlie CAS are widely accepted as illustrating 
how complex systems evolve. Our contribution has been to revise CAS 
into a form that can be utilized in design thinking in the context of IIs. 
In doing so we drew upon extant II and other literatures to propose a set 
of falsifiable design rules (Baldwin and Clark, 2000). Unfortunately, our 
theory refinement still does not offer detailed recommendations of how 
to decide in specific contingencies about II designs. We are confident 
that in some situations the theory has limited applicability. For exam-
ple, the design of IIs that necessitate single ‘point’ coordination through 
significant early investments like the design of wireless systems may 
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follow a more centralized specification driven approach. Likewise, the 
theory does not help estimate the economic consequences of choosing 
between infrastructural alternatives (Fichman, 2004). The theory is also 
limited in its scope. It says nothing about the politics during II design 
and how a designer can cope with the power. To do so, we would have 
to integrate the theory with theories that recognize power like actor net-
work theory (Latour, 1999), or institutional theory (Scott, 2001). Finally, 
it cannot account for all critical features of II design like security.

The proposed theory was kept simple as we preferred generality over 
accuracy (Weick, 1989). Consequently, it is composed of a small set 
of concepts offering design abstractions across a set of IT capabilities 
and their growth patterns. These concepts hide differences by applying 
abstraction and composition (Kozlowski and Klein, 2000). Therefore, the 
simplicity of the theory comes at a cost: its design rules offer no silver 
bullet for prediction, and it has at most a pragmatic legitimacy (Robey, 
2003). Its knowledge claims can thus improve II designs instead of sug-
gesting the ‘optimal’ design. One use of the theory is in explaining post 
hoc to what extent design processes with observed outcomes followed or 
did not follow principles derived from the CAS theory. Another use is to 
guide designs through enacting rules that promote increased II adapt-
ability by stating what ‘thou shall not,’ that is: (1) what not to assume 
(e.g. complete control), or (2) what not to do (keep it simple stupid!).

We illustrated the theory through an investigation of successful 
design episodes around Internet. In this application we viewed the 
theory through its use utility – that is did the enactment of the design 
rules lead to stated design goals? These principles and rules have also 
been applied during the successful design of national IIs for health care 
in developing countries including South Africa, Ethiopia, Tanzania, 
Nigeria, India and Vietnam (Braa et al., 2007). These programs empha-
sized bottom-up and iterative development and relied on simple solu-
tions using flexible standards. Our question for all these experiences is: 
did the theory make a difference and how would we evaluate it under 
counter-factual conditions? Had it made a difference in the Internet 
case had the designers not pursued the design rules?17 Naturally, we can 
never be completely certain about this as we cannot carry out a new 
‘experiment’ under the same conditions. We content, however, that, 
had designers followed alternative design rules, the Internet would not 
have been bootstrapped as effectively. Many other II designs with simi-
lar goals followed different rules, but failed despite huge institutional 
backing and deep resource commitments (like ISO/OSI). We have nei-
ther examined situation where not following the design rules led to suc-
cessful outcomes, or where following the design rules led to failures.18
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In future, we will expand the proposed theory by analyzing other 
II design episodes. Some candidates are: the digital transformation in 
industries including architecture and construction (Boland et al., 2006), 
health care (Hanseth and Monteiro, 1997) or financial services (Markus 
et al., 2006). Another route is the creation of service infrastructures 
for web services (Nickerson and zur Muehlen, 2006), and broadband 
mobile services (Yoo et al., 2005; Tilson and Lyytinen, 2006).

Our theory has significant practical implications. If its design rules 
were widely adopted, the II designers would have to prefer continuous, 
local innovation, to increase chaos, and to apply simple designs and 
crude abstractions. This change is not likely, as design communities 
are often locked into institutional patterns that reinforce design styles 
assuming vertical control and complete specifications. The best example 
of this is perhaps Tim Berners-Lee’s legacy. He successfully introduced 
the Web by following design rules that address dynamic complexity, but 
later changed into a specification-driven approach during the develop-
ment of the semantic web. This process, however, has been more oner-
ous. The lesson learned is: designers learn often superstitiously (March, 
1991). We hope, however, that this essay highlights why changing such 
superstitions makes a lot of sense in today’s design.
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Notes

 1. In one sense infrastructures just evolve, if we rely on biological metaphor 
and the idea of ‘blind’ mutation. But, because infrastructures are artifacts 
created by intentional action, we prefer to use the term ‘design for’ instead 
of ‘design of’ as designer’s behaviors matter how, and to what extent the 
infrastructure can evolve. We have elsewhere proposed the term ‘cultivate’ 
for this type of design activity.

 2. We use the term information infrastructure as a symmetrical con-
cept to that of an application, that is an information system. Both are 
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socio-technical artifacts, and thus ‘designed.’ Both consist of elements of 
hardware, software and data that are integrated into a suite of IT capabili-
ties and designed, used and regulated by social groups. But their behav-
ior, design parameters and characteristics that define good ‘designs’ are 
 different as argued below.

 3. Consider, for example, the design of the aviation application embedded 
in a modern airplane like Airbus A380. Its specifications are derived from 
a host of avionics engineers, regulators, airline managers and so on, and 
developed and controlled by a group of developers who are organized into 
a hierarchy. The Airbus 380 software is therefore also useful immediately. 
It will, however, gradually obtain new features that differentiate it from its 
initial specification. For example, the navigation systems of A380 may have 
to communicate with new air-traffic control systems and be integrated with 
new media and communication software, or airplane maintenance and con-
trol systems. During its use Airbus380 avionics software will thus evolve in 
unanticipated ways based on user learning, regulatory demands and innova-
tion around IT that support new avionic tasks. Accordingly, the Airbus A380 
applications, when used over time, become connected with multiple exter-
nal IT capabilities that expand in unanticipated ways. As a result the applica-
tions become a critical component in a complex web of interlocked set of IT 
capabilities in the modern avionics acquiring infrastructural features.

 4. This is an idealized view as many times user needs are unknowable, poorly 
expressed or change too fast to truly address them.

 5. II specifications are often called standards and regarded essential in building 
IIs (Star and Ruhleder, 1996; Edwards et al., 2007). Standards are shared and 
agreed upon specifications among a set of communities. We deem them not 
analytically necessary for II design. They are, however, one of the most effec-
tive means to coordinate the distributed design of IIs, and they play a promi-
nent role to expand, coordinate and deploy IT capabilities in a distributed 
manner.

 6. The theory has also been influenced by our experiences in designing other 
types of IIs. These include mobile infrastructures, ERP implementations in 
large organizations and electronic patient record infrastructures.

 7. For example, Google follows 70-20-10 rule to maintain a balance between 
order and chaos. They use 70% of their resources and attention to improve 
the current order of the core businesses, 20% to work on related and incre-
mental adaptations and 10% in other, non-related new ‘permutations.’

 8. This principle is similar to decomposition of dedicated IT applications if we 
distinguish between user defined computational functions (e.g. computing 
a salary), and generic horizontal system functions (e.g. retrieving or storing 
an employee record).

 9. This refers to the rule label in Table 21.3.
10. See http://www.ebxml.org/.
11. See http://hoohoo.ncsa.uiuc.edu/cgi/overview.html.
12. See http://java.sun.com/products/jdk/rmi/.
13. This was not always done without friction (see, e.g., Nickerson and Zur 

Muehlen, 2006).
14. For a definition see http://playground.sun.com/pub/ipng/html/ipng-main.

html.
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15. It has been later observed that other ‘workarounds’ like DHCP and NAT 
actually could circumvent the address space problem and the value of IPv6 
in this solving the original requirement has been questionable.

16. See, e.g., http://www.ipv6.org/.
17. Falsification principle followed is contingent in the sense that we can never 

be sure that the strategy would work successfully in all future cases, that is, 
the theory remains always falsifiable.

18. We have no such evidence after analyzing multiple cases.
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Advocacy of the  Design-Oriented 
Research Approach in the Business 
Informatics Community: 
A History-Based Examination
Lutz J. Heinrich and René Riedl
Department of Business Informatics – Information Engineering, Johannes Kepler 
University Linz, Austria

Introduction

Information Systems (IS) is a scientific discipline with global reach 
that investigates the development, use, and impact of information and 
communication technologies (IT). In this article, we focus on historical 
investigation of one major scientific community within the larger IS 
discipline, namely that of Wirtschaftsinformatik (Business Informatics or 
BI). Business Informatics, which had its genesis in the 1960s, is now the 
dominant IS community in the German-speaking countries (Austria, 
Germany, Switzerland). This community is best characterized by its 
strong connections to industry and its concentration on engineering 
(e.g., Heinrich, 2005; Frank et al., 2008; Buhl et al., 2012). Thus, even 
though most BI scholars acknowledge that both research and develop-
ment are equally important objectives of scientific enquiry, the focus 
of BI has been on the development of IT artefacts, and not on the 
 theoretical investigation of IS behaviour.

In the beginning, the genesis of BI and its early development were 
significantly influenced by the implementation and rapid expansion 
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of IS in industrial organizations, as well as by the resulting demand 
for qualified IT personnel. Later, as a consequence of these early devel-
opments, increasingly more academic BI institutes and departments 
were founded, contributing to the successful institutionalization of 
the community (Heinrich, 2002; Heinrich et al., 2011). Today, BI is an 
established field of study. Yet, discussions on the identity of the com-
munity have become more intensive, mainly as a consequence of the 
increasing influence of other IS communities, particularly that of North 
American IS research, which has its focus on behavioural research, and 
hence is substantially different from BI (e.g., Frank et al., 2008; Heinrich 
et al., 2011; Buhl et al., 2012). Today, even though BI seems to be well 
prepared for the future challenges in the scientific landscape, the funda-
mental question of BI’s future strategic focus needs to be discussed. This 
article seeks to contribute to this discussion, based on the investigation 
of the community’s history.

Specifically, this article is based on an ongoing research project that 
investigates the history of BI. This project has been initiated and con-
ducted by Lutz J. Heinrich, a well-known BI scholar who has helped 
to shape the field from its beginning (Frank et al., 2008: 396), with 
the collaboration of historian Rudolf G. Ardelt at Johannes Kepler 
University Linz, Austria. A project documentation summarizing the 
project’s motivation, methodology, data, and findings from the begin-
ning of the project in February 2009 until March 2011 was published 
in a German-speaking monograph (Heinrich, 2011). The objective of 
this project is to study the genesis and development of BI – in short, to 
create a documentation of BI history that represents the first systematic 
investigation on this topic.

Despite the omission of a systematic enquiry into the history of BI in 
the research literature that is as comprehensive as the present project, a 
number of papers have addressed different aspects of BI’s history (e.g., 
Resch and Schlögl, 2004; Heinrich, 2005; Heilmann and Heinrich, 2006; 
Wilde and Hess, 2007; Frank et al., 2008; Steininger et al., 2009; Buhl 
et al., 2012). For example, a study by Heilmann and Heinrich (2006) 
illuminates the topics conventionally addressed in BI research, while 
the investigation by Wilde and Hess (2007) sheds light on the research 
methods used.

What is likely the most extensive investigation into important facets 
of BI’s history was conducted by Frank and colleagues (Frank et al., 2008), 
who interviewed eight scholars from the North American IS community 
and six scholars from the German-speaking BI community in order to 
identify differences in the communities’ paths of development. Also, a 
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recent paper by Buhl et al. (2012), which is organized along the history 
of BI’s main publication outlet, the journal WIRTSCHAFTSINFORMATIK, 
outlines developments of BI history. However, though these works have 
made valuable contributions to the literature, the authors did not have 
an explicit intent to systematically reconstruct the community’s history 
in its entirety, nor was that the result.1

This article, however, reports on an investigation that does have this 
explicit goal. In contrast to the ongoing research project, which is focused 
on BI’s history in its entirety, this study targets historical events and devel-
opments that contribute to a better understanding of one specific yet 
highly important facet of contemporary IS research, namely the debate 
on the superiority of one of two research approaches – behaviouristic 
research and design-oriented research. While the former approach is 
focused on the development and testing of theories on IS behaviour of 
individuals, groups, and organizations, the latter concentrates on the 
development of artefacts (e.g., software prototypes or process models).

Recently, 10 well-known scholars from the BI field have published 
a ‘memorandum on design-oriented information systems research’, a 
document intended to ‘propose principles’ of this approach (Österle 
et al., 2011: 7). The response by a group of prominent editors-in-chief 
of mainstream IS journals (EJIS, JAIS, ISR, MISQ), which ‘disputes and 
expands several premises used to justify the main argument in the 
memorandum’ (Baskerville et al., 2011: 11), may serve as an example 
reflecting important positions in this debate.

In essence, Baskerville et al. ‘welcome the intention behind the mem-
orandum to emphasize relevancy in IS research and the quest to focus 
on the innovative and transformative role of information technology 
(IT) artifacts’ (p. 11), but also stress that the characterization of Anglo-
Saxon IS research as being based on a behaviouristic approach ‘badly 
over-simplifies and stereotypes Anglo-American IS research’ (p. 12). 
Importantly, because Österle et al. write that ‘European IS research is in 
danger of shifting from a design-oriented discipline into a descriptive 
one’, and further describe this shift as a ‘quite questionable trend’ (p. 8), 
there is reason to assume that the authors of the memorandum and, 
likely, a large number of the 111 supporters (all full professors) prefer 
the design-oriented research approach over the behaviouristic one, 
despite the fact that the memorandum states that ‘while the memo-
randum’s initiators and signers advocate the idea of design-oriented IS 
research, they also explicitly welcome behavioural research’ (p. 8).2

Against the background of this debate, on which a number of relevant 
arguments have already been exchanged (i) in publications in related 
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disciplines such as computer science (e.g., Newell and Simon, 1976; 
Wulf, 1995; Denning, 2005) and organization science (e.g., Simon, 1996); 
(ii) in discussions on rigour vs relevance in IS research (e.g., Benbasat 
and Zmud, 1999; Davenport and Markus, 1999; Lee, 1999); and (iii) in 
essays on the identity of the IS discipline (e.g., Benbasat and Zmud, 
2003; Argarwal and Lucas, 2005; Lyytinen and King, 2006; Weber, 
2006), this article seeks to contribute to a better understanding of the 
following research question:

What major historical events and developments have contributed to 
the dominance and advocacy of the design-oriented research approach 
in BI?

The main theoretical contribution is our intent to explain the 
dependent variable ‘dominance and advocacy of the design-oriented 
research approach in BI’ based on ‘historical events and developments’, 
the independent variables. Moreover, the research presented in this 
article is methodologically distinct from the existing literature. We 
applied an approach similar to written autobiography, of a kind pursued, 
for example, by the Mass Observation Archive, University of Sussex 
(for details, see www. massobs.org.uk). In an autobiography, typically, a 
person provides information about his or her own life, and in doing so 
often reveals details of specific aspects of the profession or field of study. 
In the application as used by the Mass Observation Archive, and as is 
similarly applied in this study, those data from the autobiographies are 
used to construct an anthropology of a society or community that looks 
not only to the past, but also to the future. This approach is established 
in history (e.g., Lejeune, 1989; Barros, 1998), and has been applied in 
such areas as research on the history of computing (e.g., Hall, 2000) and 
on the history of management (e.g., Chandler, 2009).

To address the research question at hand, in order to use autobi-
ographies as data sources, an interpretive approach (e.g., Carr, 1961; 
Walsham, 1995, 2006) is applied in order to analyse the content of the 
autobiographies (Krippendorff, 2004). Because this approach is novel 
in BI, and different from the methods on which the existing stud-
ies are based (e.g., the interview in the case of Frank et al., 2008; the 
analysis of published journal articles in the case of Heinrich, 2005), 
this research was designed to reveal new insights into the history of BI, 
thereby not only helping to create an understanding of the dominance 
and advocacy of the design-oriented research approach, but also pro-
viding insights into the successful future development of BI, because 
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‘[s]eeing the past can help one envision the future’ (Neustadt and May, 
1986: xv).

In line with this statement, Land (2010) argues that ‘[h] istory 
provides a richness in understanding which its neglect denies the IS 
researcher a vision of the whole story. And it is only with this under-
standing that we can learn lessons from past and current events’ 
(p. 390). Similarly, Mason et al. (1997a: 307) write in their pioneering 
article on the significance of the historical method for IS research that 
‘[h]istory helps one understand the sources of contemporary problems, 
how they arose and how their characteristics unfolded through time. It 
also identifies the solutions that worked in the past and those that did 
not’. Thus, studying the history of a scientific community, here BI, may 
serve the purpose of critical self-refl ection, which makes possible a more 
informed preparation for future challenges (Ardelt, 2011).

Josef Schumpeter (1883–1950), the great Austrian-American econo-
mist, even argues that for a field of enquiry to earn the designation of 
‘scientific discipline’, it is necessary to provide information about its his-
tory, because otherwise it is not possible to understand the field’s para-
digms, theories, data, and ethics (Mason et al., 1997b). Consequently, 
any field of enquiry that does not investigate its own history is not only 
incomplete but, based on Schumpeter’s notion, it is under-developed and 
premature, without any right to consider itself as a scientific discipline.

The remainder of this article is structured as follows: In the next sec-
tion, we briefly outline background information on history research in 
BI, as well as the major characteristics of the research project. A discus-
sion of our methodology follows, and this part also includes a description 
of the characteristics of the sample. Afterward, we present the results. The 
descriptive results (i.e., the major topics addressed in the personal nar-
ratives) are structured along 12 categories. The explanatory results (i.e., 
those that help to explain the dominance and advocacy of the design-ori-
ented research approach in BI) are structured along a chronology of his-
torical events and developments, and they are summarized in a sequence 
of phases. This is followed by a reflection on the results, which may, 
particularly for BI scholars, help in future decisions and actions to cope 
with upcoming challenges, thereby sustaining a competitive position in 
the scientific landscape. Finally, we provide concluding comments.

Background and research project characteristics

Introductory BI textbooks (e.g., Stahlknecht and Hasenkamp, 2010), as 
well as encyclopaedias, both in print (e.g., Back, 2001) and online 
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(e.g., www.enzyklopaedie-der-wirtschaftsinformatik.de), sometimes give 
an account of chronologically sorted events with relevance for BI. 
However, because these accounts typically comprise only a small num-
ber of exemplary events (see also Frank et al., 2008: 393), even their 
descriptive value is limited. More complete lists of events relevant for 
the genesis and development of BI are based on data collected and pub-
lished by Heinrich (1988, 1992, 1996, 1999, 2002). One comprehensive 
chronology drawing upon these data, for example, has been published 
recently in a textbook (Heinrich et al., 2011: 36–45).

Despite the fact that valuable work has been carried out in document-
ing events relevant for the history of BI, the nature of these studies is 
purely descriptive, and therefore their explanatory power is limited. 
History research, however, should not end up merely with lists of his-
torical events, because history is ‘more than a mere chronology and 
body of facts’ and ‘[t]he assemblage of admissible and ordered facts 
must … be interpreted and its meaning comprehended’ (Mason et al., 
1997a: 315). Consequently, the study of history is a study of causes. 
The historian Carr (1961) writes: ‘The historian … continuously asks 
the question: Why?; and, so long as he hopes for an answer, he cannot 
rest’ (p. 113).

Considering that (i) most of the research on the history of BI is descrip-
tive rather than explanatory, and (ii) an established student’s guide on 
the study of BI has eliminated a chapter on history in its most recent 
edition (Kurbel et al., 2009), there is reason to assume that a consider-
able number of BI scholars have a poorly developed sense of history. 
Among the reasons for this situation are, first, that meta-research (i.e., 
research about research) does not play a significant role in BI, despite 
the few notable exceptions (e.g., König et al., 1995; Resch and Schlögl, 
2004; Heinrich, 2005; Frank et al., 2008), and second, that the potential 
benefits of history research for the scientific community, such as the 
formation of a strong identity (Hirschheim and Klein, 2003; Klein and 
Hirschheim, 2008) and the ability to better cope with future challenges 
(Mason et al., 1997a), are widely unknown.3

As a foundation for the discussion of our methodology in the section 
to follow, we briefly summarize here the major characteristics of this 
research project:

• The database consists of primary sources in the form of written 
 autobiographies authored by 16 BI scholars.

• The perceptions and observations reported in the autobiographies 
are systemized and analysed along a set of 12 categories.
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• Events significant for the history of BI are integrated into the most 
recent version of the chronology of BI history, namely that of 
Heinrich (2011).

• The entire history is described in the form of a sequence of phases.
• This sequence of phases enables the identification of possible causes 

for the dominance and advocacy of the design-oriented research 
approach in BI, because causality implies a difference in the temporal 
order of variables.

Methodology

Approach and procedure

Autobiography makes possible the collection and investigation of data 
about significant events in the past (e.g., Lejeune, 1989; Barros, 1998). 
Among the groups of people who contribute to the development of 
historical knowledge, contemporary witnesses (i.e., individuals who 
have made observations with respect to relevant events) are among 
the most valuable informants. Obviously, this method can only be 
applied in investigations on topics that are not too far in the past, but 
the history of BI is such a topic. The task is often that of the researcher 
to prompt written statements by informants, allowing the researchers 
to then generate documents that serve as a database for subsequent 
analyses. Specifically, the content of autobiographies can be analyzed 
by the investigator(s) to find an answer to the research question at 
hand. The approach of generating data on the basis of statements 
by contemporary witnesses has been appreciated in the IS literature. 
Mason et al. (1997a: 313), for example, write: ‘[M]any of the pioneers … 
are still alive. They are sources of eye witness rather than hearsay evi-
dence’. Access to such information may positively affect data reliability, 
because knowledge derived from the direct experience of these inform-
ants can provide a level of detail not otherwise available – particularly 
when gathered with respect to a specific object of study, as is done here 
for the history of BI.

In the context of this research project, a career autobiography is 
defined as a document in which an individual describes his or her per-
ceptions of, and observations about, (i) historical events, (ii) artefacts 
such as institutions, curricula, and research projects, and (iii) persons 
with whom there had been personal involvement. Importantly, the 
description is developed and recorded at a later date. Thus, it is not 
simply a diary or journal written at the time of the experiences; rather, 
it is a documentation of current thoughts and reflections about past 
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perceptions and observations (Krusenstjern, 1994).4 To the best of our 
knowledge, at the beginning of this research project no such autobiog-
raphies were available. Consequently, we had to initiate the generation 
of such documents.

A decision had to be made about the group of people to be invited 
as informants. Instead of selectively picking potential informants, 
we invited all 18 persons on the editorial board of the journal 
WIRTSCHAFTSINFORMATIK at the time of its inaugural publication in 
1990, all of whom were full professors in BI at a German, Austrian, or 
Swiss university.5

In March 2009, we invited the 18 scholars to contribute to the 
investigation of the history of BI. Specifically, we asked them to write 
autobiographies. The letter of invitation contained a brief description 
of what an autobiography is. Each informant received detailed informa-
tion on the investigators’ expectations regarding the autobiographies, 
particularly that their documents should conform to the following 
major criteria. First, each informant was to write the autobiography 
independently (i.e., co-authorships were discouraged). Second, inform-
ants were not to make enquiries in order to write the autobiographies. 
Rather, they were instructed to write the autobiographies ‘from mem-
ory’. Third, informants were instructed to avoid the citation of related 
work, because it was the goal to reconstruct what knowledge inform-
ants carry in their minds, rather than what they are able to reconstruct 
based on additional enquiries into the literature. Although we did 
not provide guidelines for the formal creation of the documents, we 
suggested considering the style rules for essay writing (e.g., perform a 
Google search for ‘essay writing’). We expected deliberate, yet smoothly 
formulated texts to result from these instructions.6 As of 30 June 2010, 
we had obtained 16 autobiographies (in German), for a total of 150 
pages (for details, see Table 22.2). Thus, the sample size of the present 
 investigation is N = 16.

Because it was possible to rule out a belief that the genesis of BI took 
place before 1950, particularly due to the aftermath of the Nazi Era and 
World War II, we analysed the contents of 10 volumes of four German 
management journals, beginning with 1950 publications, and based 
on keywords that (i) are related to socio-technical systems and (ii) are 
typical for the scientific terminology during that time period; the term 
‘electronic data processing’ may serve as an example.7 Because we could 
not identify scientific BI articles in the four management journals, we 
dated the genesis of BI to 1961, when the first scientific monograph on 
the subject of BI was published (Hartmann, 1961).
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Characteristics of the sample

The birth years of the 16 informants range from 1931 to 1951 (mean 
age: 70 years); 10 persons were born in the 1930s, five in the 1940s, and 
one in 1951. Eleven informants were emeritus professors in 2010.

With respect to the academic backgrounds of the informants (i.e., 
their fields of study, Ph.D., and postdoctoral lecturer qualifications), 
we found a significant dominance of business administration (nine 
persons studied this subject, 13 held a corresponding Ph.D., and six had 
obtained their post-doctoral lecturer qualification). Altogether, the 16 
informants made 45 statements about their academic origins, of which 
28 pertained to business administration (62%).

Moreover, we also analysed the location and focus of the universi-
ties at which the informants completed their degree studies, and their 
Ph.D. and postdoctoral lecturer qualifications. Altogether, 18 universi-
ties were mentioned, of which 16 are located in Germany as well as one 
in Austria and one in Switzerland. Thirteen of the 18 universities are 
institutions with a focus on social and economic sciences (mainly man-
agement), while the remaining five are technical universities.

Results 

Descriptive results

The perceptions and observations reported in the autobiographies were 
systemized and analysed along a set of 12 categories. Four of these catego-
ries are well-known characteristics of scientific disciplines (Wohlgenannt, 
1969; Khazanchi and Munkvold, 2000; Wilson, 2000), namely subject 
matter, objectives of scientific enquiry, research and development 
methods, and professional organization (e.g., association or society). 
We selected an additional eight categories, because they were men-
tioned in at least two of the 16 autobiographies – namely, pioneers and 
founders, development facilitators and barriers, core areas in research 
and development, curricula and programmes of study, textbooks and 
journals, conferences, science and practice, and reference disciplines. 
Table 22.1 shows descriptive results that are structured along the 12 
categories; the order is oriented towards the genesis and development 
of the community.8

Each autobiography was analysed by the first author of this article, 
based on the terms listed in Table 22.1 (e.g., research and development 
methods), as well as corresponding keywords (e. g., case study, labora-
tory experiment, modelling, prototyping) to identify corresponding 
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statements. To this end, the search function of a word processing pro-
gram was used. Because four categories already existed before data 
analysis started, while eight categories were developed during analysis, 
we applied a mixed approach to derive the categories. This approach 
includes deductive elements (four categories were derived based on exist-
ing literature) and inductive elements (eight categories were derived 
based on the data) (Krippendorff, 2004).

Importantly, data analysis was not solely based on keyword searches. 
Rather, the keywords were used in order to quickly identify text passages 
that are likely to be related to the four categories that we had defined ex 
ante. Because eight out of 12 categories emerged during the study of the 
autobiographies, the primary technique of investigation was qualitative 
content analysis. Accordingly, the informants’ narrative statements were 
used to draw conclusions about the history of BI.

We employed the following schema to determine the intensity with 
which each category is discussed in the autobiographies (see Table 22.1):

• The category is discussed explicitly, either based on the terms listed 
in Table 22.1 or on corresponding keywords (denoted as Explicitly 
discussed).

• The category is not discussed explicitly, but is touched on in the 
context of an explicitly discussed category (Mentioned).

Table 22.1 Descriptive results structured along twelve categories

Explicitly 
discussed

Mentioned Not 
mentioned

Intensity of 
discussion

Pioneers and founders 3 2 11 5
Development facilitators 
and barriers

10 0 6 10

Subject matter 6 4 6 10
Objectives of scientific enquiry 5 5 6 10
Research and development 
methods

6 3 7 9

Core areas in research and 
development

5 6 5 11

Curricula and programmes 
of study

6 4 6 10

Textbooks and journals 2 6 8 8
Conferences 5 4 7 9
Professional organizations 4 4 8 8
Science and practice 8 5 3 13
Reference disciplines 3 7 6 10

Note: Intensity of discussion is the sum of ‘Explicitly discussed’ and ‘Mentioned.’
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• Neither the category nor a corresponding keyword is mentioned, nor 
is the category touched on in the context of an explicitly discussed 
category (Not mentioned).

In order to determine the intensity of discussion, we combined the 
frequencies of the categories ‘Explicitly discussed’ and ‘Mentioned’. 
Based on this metric, we identify ‘Science and practice’ (Σ 13) and ‘Core 
areas in research and development’ (Σ 11) as the two categories which 
were discussed most extensively, followed by five categories with Σ 10 
(e.g., ‘Subject matter’). In contrast, the category ‘Pioneers and founders’ 
was discussed least extensively (Σ 5).

Table 22.2 exhibits descriptive results structured along the 16 auto-
biographies; three documents (numbers 5, 10, and 16) explicitly dis-
cuss six of the 12 categories. In contrast, Autobiography 2 explicitly 
discusses one category. In order to determine the intensity of discus-
sion, we again computed the sum of the frequencies of the categories 
‘Explicitly discussed’ and ‘Mentioned’. Using this metric, we find that 
Autobiography 16 discusses 11 out of 12 categories (the highest value), 
while Autobiography 4 discusses four categories (the lowest value). 
Altogether, we observe a moderate degree of variance across the 16 
documents with respect to intensity of discussion, SD = 1.9 (M: 7.1, score 
range: 0 to 12). Moreover, the table shows the number of pages of each 

Table 22.2 Descriptive results structured along the sixteen autobiographies

Number 
of pages

Explicitly 
discussed

Mentioned Not 
mentioned

Intensity of 
discussion

Autobiography 1 8 3 2 7 5
Autobiography 2 4 1 5 6 6
Autobiography 3 8 2 4 6 6
Autobiography 4 4 3 1 8 4
Autobiography 5 11 6 3 3 9
Autobiography 6 12 5 1 6 6
Autobiography 7 9 4 3 5 7
Autobiography 8 9 5 4 3 9
Autobiography 9 7 3 2 7 5
Autobiography 10 15 6 3 3 9
Autobiography 11 6 2 4 6 6
Autobiography 12 12 5 3 4 8
Autobiography 13 15 4 4 4 8
Autobiography 14 15 4 2 6 6
Autobiography 15 7 4 4 4 8
Autobiography 16 8 6 5 1 11

Note: Intensity of discussion is the sum of ‘Explicitly discussed’ and ‘Mentioned.’
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autobiography. We observe a medium degree of variance, SD = 3.6 
(M: 9.4/MIN: 4/MAX: 15).

In the following, we discuss the descriptive findings along the 12 cat-
egories. We include example evidence from the informants, in the form 
of narrative statements that we extracted from the autobiographies.9 The 
full-text autobiographies are published in Heinrich (2011, see chapter B). 
All page numbers indicated with the excerpts refer to this source.10

Pioneers and founders

Three informants explicitly discussed the topic of pioneers and founders, 
and two further persons touched on this. Business administration profes-
sors played the most significant role, as indicated by the statement below. 
The next level of importance was that of scholars from applied mathe-
matics, particularly from operations research, and from computer science:

At the end of the 1960s, there existed no more than 40 to 50 business 
administration professors in the German-speaking region who were 
interested in electronic data processing, and typically these academics 
were ‘lone fighters’ and their scholarly work was a ‘foreign body’ in 
institutes with completely different scientific foci. In the beginning, 
there actually were only two institutes with an explicit focus on the 
design of management information systems, the one in Linz founded 
by Peter Mertens and later in Erlangen-Nürnberg, as well as the 
Business Administration Institute for Organization and Automation 
at the University of Cologne … which was the first institute with 
several professorships related to electronic data processing …. 
(Autobiography 3, p. 73)

Moreover, the development of artefacts such as methods, concepts, or 
strategies (e.g., costing methods), rather than empirical research, was 
a core activity in the academic work of the pioneers and founders. As a 
consequence, their works were seldom published in top journals. Also, 
we found that management consulting has been a significant activity 
for business administration professors since the 1950s. Altogether, the 
impact of the business administration community on the genesis and 
development of BI was significant. Subjects like industrial management, 
organization theory, and accounting were of paramount importance.

Development facilitators and barriers

Ten informants explicitly discussed facilitators and barriers, reporting on 
organizations and individuals that positively affected the history of BI. 
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The genesis and development of BI was significantly supported by 
computer companies (e.g., IBM Germany), software houses (e.g., mbp, 
Europe’s first software house), as well as the top management of large 
companies with a need to operate IT systems (e.g., Siemens, DSL Bank, 
Kaufhof).11 The strongest influence was exerted by IBM via trainee pro-
grammes, research fellowships for young scholars (e.g., IBM University, 
New York), postdoc programmes (e.g., in Yorktown Heights and San 
Jose), endowments of hardware and software, as well as funding of IT 
institutes and departments. Altogether, the computer industry had a 
significant impact on the history of BI.

Four out of the 10 autobiographies contain explicit statements about 
institutions and persons that impeded the genesis and development of 
BI. The Society for Informatics (Gesellschaft für Informatik, www.gi.de), 
as well as individual computer science professors, are mentioned as 
barriers. A major motivation for this behaviour was the intention to 
incorporate BI into informatics, as one specific form of applied infor-
matics. The same goal, although to a lesser extent, was pursued by 
the German Academic Association for Business Research (Verband der 
Hochschullehrer für Betriebswirtschaft, www.vhbonline.org), which 
had the intention to incorporate BI as a specific management disci-
pline. Both organizations made these attempts in order to incorporate 
the increasing teaching and research potential (e.g., new institutes and 
departments) into their own institutions. Also, these two organizations 
sought to avoid the reallocation of resources to BI institutes; particu-
larly, they worked against the reduction of business administration and 
operations research resources. One informant tellingly described BI’s 
fight against barriers, and also stated important reasons for the exist-
ence of these barriers:

Despite the success of BI, especially during the last 25 years, a num-
ber of barriers had to be overcome in order to, first, introduce data 
processing on a grand scale in the early stages, and second, to estab-
lish BI as an autonomous discipline. These barriers were based on 
lack of knowledge and lack of understanding, inaccurate evaluations, 
skepticism and reservation, or intentional rejection. (Autobiography 
13, p. 165)

Subject matter

Six informants explicitly discussed the topic of subject matter. In two of 
the six autobiographies the subject matter is not distinguished from the 
contents of curricula, indicating that BI legitimizes itself primarily via 
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curricula. Hence, supplying practice with well-educated staff, rather than 
scientific research, was a major objective of scientific activity. Four further 
autobiographies touch on this topic (e.g., by stating objects that pertain to 
the subject matter of BI). The prevailing opinion among the informants is 
that the subject matter of BI is ‘information and communication systems 
in business and administration’. One informant, for example, wrote:

The organization [as a whole] has always been at the core of research 
interest in the BI discipline. As in any other research domain, diverse 
perspectives emerged in the field, all of which addressed existing 
questions from their own points of view. (Autobiography 7, p. 107)

The finding that organizational information and communication 
systems are at the core of BI research is in line with a position paper 
on the nature of BI published in the 1990s (WKWI, 1994). Moreover, 
three informants discussed the importance of an ongoing discourse on 
the subject matter. Specifically, these persons indicated the necessity 
to enlarge the subject matter in the future, for example, by addressing 
topics pertaining to various levels of analysis, and not only those on the 
organizational level.

Objectives of scientifi c enquiry

Five informants explicitly discussed the objectives of scientific enquiry, 
and five others touched on it. Most important, no autobiography deals 
with a theory of BI or with explanatory models related to IS theoriz-
ing. In contrast, several informants explained BI’s strong design and 
 engineering focus, as exemplified in the following statement:

In the beginning, most BI scholars were design-oriented. The appar-
ent success of BI research was based on an engineering approach … 
From my point of view, the majority of BI scholars are still 
 engineering-oriented today. (Autobiography 8, p. 122)

However, two autobiographies contain information about the use of 
theories from reference disciplines, and specifically mention systems 
theory and organization theory. This lack of awareness of the impor-
tance of theoretical research (i.e., the identification and test of cause-
effect relationships) characterizes the founding generation of BI, as well 
as their successors.

Another major finding of the analysis is the ‘glorification’ of past 
achievements, with respect to design and action; a significant strength 
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of BI has always been the distinct orientation towards the development 
of IT artefacts. Importantly, complementing the design and engineer-
ing focus by an emphasis on theory is considered a threat for the future 
development of the community (e.g., because this may result in a reduc-
tion of the community’s success potential). However, this prevailing 
opinion stands in contradiction to the previously mentioned position 
paper (WKWI, 1994), because this document explicitly indicates theo-
retical research and design science research as objectives of scientific 
enquiry. According to one informant, contribution to theory had long 
been an important factor in BI research:

In the midst of the 1990s, the theoretical foundation of articles 
was introduced as an explicit evaluation criterion: What is the 
 state-of-the-art with respect to a specific object of research, and 
how does the paper at hand make a theoretical contribution? 
(Autobiography 6, p. 99)

A review of the overall group of commentaries, however, reveals that 
only two informants considered a theoretical focus to be an essential 
complement to the design-oriented research approach.

Research and development methods

Six informants explicitly discussed research and development methods, 
and three others touched on these topics (e. g., by stating specific 
research methods such as the case study). Such remarks notwithstand-
ing, a detailed look at the data makes clear that most of the methods 
mentioned are not empirical research methods; rather, they are tech-
niques for modelling business processes or development methods (e.g., 
prototyping), as is specifically noted by one of the informants:

It became clear that not only is value added to a firm’s products or 
services by activities that are directly related to those products or 
services, but supporting communication and information structures 
add value, also, to an organization. Based on this insight, an approach 
for communication structure analysis emerged. This approach is 
part of BONAPART, a tool for graphical modeling, documentation, 
and analysis of business processes, organizations, and information 
 systems. (Autobiography 7, pp. 108–109)

Interestingly, the term ‘development method’ was not mentioned 
in any of the autobiographies, although BI has its primary focus on 
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design-oriented research. Moreover, the method of ‘research by devel-
opment’ (e.g., Szyperski and Müller-Böling, 1981), which thwarts an 
approach that considers findings of theoretical research in the develop-
ment of artefacts (in other words: research first, development second), 
is mentioned in only two autobiographies. The following statement is 
a clear example:

Our research efforts were based on the explicit belief that we can-
not investigate our objects of study in the laboratory. Rather, we 
believed in investigations in the real world of existing organizations; 
that is, we pursued the strategy we preached – ‘research by develop-
ment,’ thwarting the sequence ‘research first, development second’. 
(Autobiography 16, p. 294)

Core areas in research and development

Five autobiographies include explicit discussions about research projects 
funded by the German Federal Ministry of Research and Technology or 
the German Research Foundation. Almost all of the mentioned projects 
are development projects, for which the outcome was the develop-
ment of prototype software systems, as exemplified in the following 
statement:

The apparent achievements of BI research were based on a con-
struction-oriented approach. The above-mentioned program of 
the German Research Foundation in the period from 1985 to 1990 
[Interactive Corporate Information and Controlling Systems] was 
characterized by modeling, development, and software prototype 
construction projects. In my view, the majority of BI scholars 
working today remain construction-oriented in their approach. 
(Autobiography 8, p. 122)

Thus, the explicit goal was the design and implementation of IT arte-
facts, and not theory development and testing, respectively. Most 
autobiographies do not contain discussions about specific themes 
addressed in the projects. However, six informants mentioned topics, 
particularly query-reply systems, executive IS, and computer integrated 
manufacturing. Basic research, as a significant and enduring source of 
technological innovation, is not mentioned in any of the autobiogra-
phies. Two informants discussed the tendency of BI to dwell on recent 
topics, so-called fads (Mertens, 1995; Steininger et al., 2009). Such a 
focus may negatively affect a cumulative research tradition, as well as 
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direct comparisons of research quality, as is effectively exemplified in 
the following remark:

In fact, a strategy could be observed which aimed at the establishment 
of local and small research domains and publication markets that are 
virtually unconnected, thereby impeding national and global quality 
comparisons in a putative intelligent way. (Autobiography 6, p. 101)

Also, it is discussed that BI should continuously scrutinize its core areas 
in research and development, thereby identifying promising new areas 
of enquiry. One informant, however, indicated that despite the large 
variety of possible topics, the fundamental question in BI is how IT 
systems can be effectively and efficiently designed, implemented, used, 
maintained, and renewed.

Curricula and programmes of study

Six informants explicitly addressed the topic of curricula and pro-
grammes of study, and another four autobiographies touch on the sub-
ject. The informants’ narratives mention that the first BI courses were 
instituted in the mid-1960s, remaining part of business administration 
programmes until the 1970s. After that time, an increasing number of 
autonomous BI programmes have been established. The first specifica-
tion of requirements for education in BI was developed in 1984, and this 
document was later continually updated. Importantly, not only academ-
ics but also practitioners contributed significantly to these  specifications, 
particularly in the 1980s, as is explained by one informant:

After I had expressed interest in this topic [participation in a cur-
riculum committee], I was assigned the task of forming and chairing 
the next committee … Then, I have repeatedly worked out curricu-
lum recommendations together with colleagues and practitioners 
since 1988, in which the major BI topics were documented, at least 
those topics that were considered to have useful teaching content. 
(Autobiography 8, p. 121)

The predominant group of contributors from practice were computer 
companies (e.g., Honeywell Bull, IBM), as well as large firms with a 
need to run IT systems (e.g., Hoesch, Siemens). The development of the 
specifications came about in the hope of implementation at all univer-
sities in the German-speaking countries. However, this hope was not 
always fulfilled, due to varying situational preferences (e.g., as a result 
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of budget restrictions). It is also important to note that two informants 
mentioned that the specifications reflected BI’s self-conception as aca-
demic field of study, and not as science.

Textbooks and journals

Two informants explicitly discussed textbooks and journals, and six other 
persons touched on this. One informant stressed that textbooks are 
a manifestation of an emerging discipline, and this person explicitly 
mentioned examples (Hartmann, 1961; Grochla, 1966; Mertens, 1966). 
The moment of the genesis of BI was dated to 1961, when a substan-
tial monograph on the subject of BI was published by Hartmann, even 
though the publication was descriptive in nature (thereby making no 
claim to be a theoretical contribution) (Hartmann, 1961). With respect 
to BI journals, only WIRTSCHAFTSINFORMATIK, which published its 
inaugural issue in 1990, was mentioned (in seven autobiographies). One 
informant clearly expressed the significance of this journal:

The most important German-language journal is 
WIRTSCHAFTSINFORMATIK. It is based on a tradition over 50 years 
long, at first under the name of elektronische datenverarbeitung [electronic 
data processing] … later Angewandte Informatik [Applied Informatics] … 
the renaming to WIRTSCHAFTSINFORMATIK in the 1990 volume 
constitutes a milestone in the history of BI. (Autobiography 4, p. 81)

Conferences

Nine informants either explicitly discussed or mentioned confer-
ences attended by BI scholars and IT practitioners, such as the 
1978 event ‘Computer-Based Information Systems and Organization’ 
(‘Rechnergestützte Informationssysteme und Organisation’). Most of 
these conferences were focused on the description and design of sys-
tems. Consequently, theoretical research was rarely made the subject of 
discussion. From the early 1960s, many conferences were initiated and 
supported by practitioners, mainly by associations that were founded by 
computer companies. Examples include conferences organized by the 
Consortium Data Processing, which was founded in 1959 in Vienna 
(ADV – Arbeitsgemeinschaft Datenverarbeitung, www.adv.at) and whose 
first congress in 1966 attracted more than 700 participants, as well as BI 
symposia organized by IBM Germany starting in 1972.

The breakthrough for the community occurred in 1993 when the 
International Conference on Business Informatics was organized for the 
first time (Internationale Tagung Wirtschaftsinformatik); the conference 
attracted 560 participants, including both academics and practitioners 
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(Kurbel, 1993). One informant tellingly described his motivation to 
help establish this conference:

Annual conferences such as the International Conference on Information 
Systems (ICIS) or the Hawaii International Conference on System 
Sciences (HICSS) serve the purpose of discussing scientific progress. As 
well, based on corresponding doctoral consortiums, the conferences 
contribute to the qualification of young academics. This prompted me 
to assist in the establishment of similar competitive mechanisms in the 
German-speaking and European regions. (Autobiography 2, p. 68)

Since 1993, the conference has been organized every 2 years, and is 
now the largest and most prestigious scientific gathering in BI, thereby 
contributing significantly to BI’s identity.

Professional organizations

The institutional integration of BI into the German Academic Association 
for Business Research, in the form of the designation as a specialized area, 
as well as the integration into the Society for Informatics as an interest 
group, was mentioned positively in three autobiographies. In a fourth 
document, however, this is viewed more sceptically. Four other inform-
ants mentioned both organizations, and one of those also referred to 
the German Society for Operations Research (Deutsche Gesellschaft für 
Operations Research, https://gor. uni-paderborn.de), which founded a 
BI working group in the 1970s. Importantly, one informant put forth 
the view that BI’s lack of an independent professional organization is 
evidence of the weak scientific identity of the community:

A remarkable detail … is the unsuccessful attempt of the establish-
ment … of a BI association or society. In the early 1990s, criticism 
on the German Academic Association for Business Research and the 
Society for Informatics emerged in the scientific community … BI 
scholars expected an adequate representation, based on the disci-
pline’s gained significance. (Autobiography 5, p. 89)

Another informant argued that the goal of becoming perceived as an 
independent discipline, and of being accepted in that role, was a major 
motive for the establishment of an own association:

Given the attempts of several computer scientists to deny the 
autonomy of BI in the 1980s, and to define it as a part of computer 
science, serious attempts were made to found an association for BI, 
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in parallel and to compete with the Society for Informatics. As soon 
as influential computer scientists acknowledged the autonomy of BI, 
these plans were stopped. (Autobiography 4, p. 80)

However, there is agreement among most informants that BI’s integra-
tion into the German Academic Association for Business Research and 
the Society for Informatics is adequate, with the implication that the 
development of an independent professional organization comparable 
to the Association for IS is hardly worth pursuing.12

Science and practice

The topic of science and practice is explicitly discussed in eight autobi-
ographies, and five further informants mentioned it. In general, most 
informants indicated that there have always been close and fruitful 
relationships with practice, as exemplified in the following statement:

As a consequence of the joint responsibility for the success in 
research by development, faithful and competent relationships with 
organizations and their executives have emerged during these times. 
As well, successful technological and organizational implementa-
tions and the stable use of the created systems contributed to the 
establishment of these relationships, which were effective much 
longer than the project duration …. (Autobiography 16, p. 204)

There is agreement among the informants that the demand for aca-
demically educated and trained staff was a major driver of the develop-
ment of BI as a programme of study, and that the demand has positively 
affected the scientific development of the community. Moreover, the 
autobiographies indicate that time-consuming consulting activities in 
practice not only served the purpose of knowledge transfer, but also 
contributed significantly to a scholar’s income:

Another phenomenon also became visible, one which occurs in all 
scientific disciplines that have practical relevance … some peers did 
not overcome the temptation of time-consuming and financially 
alluring additional activities in practice …. (Autobiography 2, p. 67)

A majority of the informants hold the opinion that both research and 
teaching benefited from consulting activities; only one informant did 
not explicitly agree. This sceptical view is shared by stakeholders from 
outside the community (e.g., professors from other disciplines).
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Knowledge transfer from science to practice started early. For exam-
ple, many master and doctoral theses were written in collaboration 
with the computer industry (e.g., SAP). This form of liaison typically 
entails close relationships between practitioners and students, thereby 
stimulating mutual learning processes. Moreover, knowledge transfer 
from practice to science also occurred by way of lectureships, through 
which practitioners shared their experiences with faculty and students. 
As well, practitioners were appointed as professors, thereby ensuring 
transfer of knowledge from practice to academia. Such professors were 
typically former personnel from IT companies, management consul-
tancies, or software houses, who had experience in academic teaching 
through lectureships (e.g., IBM staff members).

Reference disciplines

Reference disciplines were discussed directly by three informants, while 
another seven acknowledged the topic by mentioning specific dis-
ciplines. Two informants considered business administration as the 
‘mother’ discipline, and one referred to the field as a ‘sister’ discipline. 
In two autobiographies the IS discipline is mentioned as a ‘sister’ disci-
pline. Altogether, business administration is discussed more intensively 
in the autobiographies than is applied informatics and the IS discipline. 
There is, notably, general agreement among the informants that BI has 
its origins in business administration, from the standpoint that in the 
beginning business administration was BI’s ‘mother’:

Because the pioneers and supporters of BI – like most members of the 
successive founding generations – have been scholars from business 
administration, particularly management researchers and indus-
trial engineers who were active in academic teaching and research, 
the question of the mother discipline is answered. It is business 
a dministration. (Autobiography 5, p. 86)

However, as time progressed and BI became increasingly more inde-
pendent, this relationship with business administration changed, 
leading to the view, today, that business administration is BI’s ‘sister’. 
Applied informatics, in contrast, has always been a ‘sister’. With respect 
to BI’s relationship with the IS discipline, there is agreement among 
the informants that both are ‘sisters’, despite the insightful observation 
that they are perceived to be ‘dissimilar sisters’ because, although their 
subject matters are similar, their research approaches are significantly 
different, as is reflected by actual journal publications rather than 
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journal policy statements (e.g., Chen and Hirschheim, 2004; Wilde and 
Hess, 2007).

Identification of patterns

Despite occasional disagreements with respect to specific facets, the 
prevailing opinion among the informants is that BI has gone through 
a successful development during the past five decades. Specifically, BI 
became independent from other disciplines, especially from business 
administration, and is now established in the scientific arena as well 
as in the broader society. The specific subject matter of BI developed 
primarily as a consequence of the increasing adoption of IT systems 
in organizations. This, in turn, created problems associated with IT 
design, implementation, use, and maintenance, as well as renewal. 
Consequently, the need for academically educated and trained person-
nel emerged – personnel who conceived that the effective and efficient 
design and management of IT systems implies a socio-technical perspec-
tive. With respect to the focus of scientific activity, design and imple-
mentation of IT artefacts, rather than theory-based explanation of IS 
behaviour, has dominated in BI. This fact, however, conflicts with the 
community’s explicit commitment (WKWI, 1994) to consider theoreti-
cal and design science research as equal objectives.

Against this background, in the following section we seek to explain 
the dominance and advocacy of the design-oriented research approach 
in BI. Events important in the history of BI are integrated into the most 
recent version of the chronology of BI history, namely that of Heinrich 
(2011). Moreover, the historical development is described in a sequence 
of phases (see Figure 22.1). Because the phases reveal the temporal order 
of important events during the past five decades, both within each 
phase and among them, this concept is designed to ‘determine pat-
terns’ (Mason et al., 1997a: 315) that may explain the dominance and 
advocacy of the design-oriented research approach in BI. Importantly, 
the phases of the history have been generated inductively, based on the 
evidence provided by the informants, while the identification of pat-
terns is based on the authors’ deliberations. In the following section, we 
again include exemplary evidence from the autobiographies in the form 
of narrative statements.

1950s–1960s: becoming aware of a specifi c problem area

A specific configuration of circumstances, at a particular point of time, 
may result in the perception of a new problem area by scholars in 
existing disciplines. In the 1950s, business administration professors 
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Figure 22.1 Sequence of phases on the history of BI
Note: International Organization for Standardization (ISO) country codes: AT (Austria), DE 
(Germany), CH (Switzerland); BIFOA = Betriebswirtschaftliches Institut für Organisation und 
Automation an der Universität zu Köln (Business Administration Institute for Organization 
and Automation at the University of Cologne), IS = information systems.

perceived the adoption of computers in organizations as significant – as 
a new and complex problem. As specific manifestations of this prob-
lem, the alignment of the organization to computer technology, as well 
as the customization of technology to organizational requirements, 
constituted a major challenge. Moreover, the significant differences in 
thinking and action between computer companies and client firms were 
another challenge. Hence, the exploration of the potential of computer 
system adoption in organizations was fuelled by interaction and coop-
eration among computer companies, client firms, and academics. These 
interactions were successfully established. One informant, for example, 
explained the situation as follows:

Education and advanced training of clients became both a signifi-
cant cost factor and bottleneck in the 1960s, which increasingly 
negatively affected tapping of market potential related to electronic 
data processing. As a consequence, computer firms developed a 
strategy that aimed to convince universities and technical colleges 
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of the importance of teaching and research related to electronic 
data processing. As well, these firms supported the establishment 
of computer science professorships and corresponding curricula. 
(Autobiography 3, p. 71)

Also, the publication of significant works such as Automation: The Advent 
of the Automatic Factory by John Diebold (1952), which became a best-
seller and had considerable impact on the scientific discourse (particu-
larly among German business administration scholars), accelerated the 
fruitful genesis and development of BI.

At the end of this phase, the second BIFOA memorandum (BIFOA, 
1969) was published.13 This was the first document to systematically 
describe ‘Organization and Data Processing’ as a subject of academic 
teaching and research. Moreover, increasing public notice of the method 
‘research by development’ advanced the design-oriented approach. 
Hence, in addition to the description of phenomena, the design of 
 artefacts became an important objective of scientific enquiry.

1970s: becoming independent and expansion

Neither epistemological discourse, particularly discourse on the nature 
of BI, nor its establishment as an accepted scientific field, increased 
noticeably (Heinrich, 1975). Despite this, however, public funding to uni-
versities increased, leading to the introduction of more BI programmes, 
and thereby positively affecting the independence of the community. 
Moreover, the rapid and prosperous development of the computer 
industry (e.g., IBM), as well as aspired improvements in organizational 
productivity, had a positive influence on the development of BI. One 
informant unequivocally described the significant influence of IBM on 
the BI community:

A factor that should not to be sneezed at was the impact of the IBM post-
doc program on the emerging discipline of BI in the 1970s and 1980s. 
Several of today’s BI professors were involved in  one-year-long funda-
mental research projects in Yorktown Heights or San Jose,  providing a 
basis for their habilitation treatises. (Autobiography 4, p. 81)

Altogether, there was a notable growth of BI (in terms of the number of 
students and of institutes). As a result of the creation of an independent 
section in the German Academic Association for Business Research, and 
an interest group in the Society for Informatics, initiation of the commu-
nity’s institutionalization outside of universities took place. By the end 
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of the 1970s, the first conferences were organized, mainly by computer 
companies, resulting in a higher degree of proliferation of the design-
oriented research approach.

1980s–1990s: becoming a brand

By the late 20th century, computers had become pervasive in almost all 
organizations, and IS were increasingly considered to be socio-technical 
systems (e.g., Heinrich, 1986). Therefore, the demand for teaching and 
research increased. In particular, the development of artefacts played 
a significant role. In this era, BI experienced its heyday, and the term 
Wirtschaftsinformatik became a brand, both at universities and in prac-
tice. At this stage, most BI institutes were part of schools of business 
and social science.

As a consequence of the rapid expansion of BI, however, the commu-
nity became increasingly more fragmented, and this, in turn, was often 
perceived as a threat to the community’s identity (see, for example, 
Benbasat and Zmud, 2003; Hirschheim and Klein, 2003). One inform-
ant, for example, tellingly described the situation:

There was too little concentration on a few primary streams, as well 
as partial divergence from the approaches of German-language BI 
research and international IS research. Against this background, 
I welcome the slow, yet permanently progressing development 
towards a reduction of interdisciplinary domains, which may be 
 characterized best by ‘nice to have’. (Autobiography 6, p. 103)

Also, an increasing degree of specialization in teaching and research 
impeded a holistic research approach, so that theoretical research and 
the design of IT artefacts were seldom combined. Some researchers 
began to investigate the community’s self-conception. Specifically, the 
objectives of scientific enquiry, especially the questions of whether 
there should be a theory or engineering focus, and what research and 
development methods would be appropriate, became the subject of 
discussion (a Delphi study conducted in the 1990s by König, Heinzl, 
and colleagues may serve as an example; König et al., 1995). This 
development indicated the necessity to discuss the community’s aca-
demic legitimation, which was further substantiated by an increasing 
internationalization. Consequently, influences from the IS discipline, 
particularly from the North American community, increasingly affected 
the work of BI scholars. In 1997, five prominent BI scholars presented 
and discussed the ‘German perspective on information systems’ at the 
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International Conference on Information Systems (ICIS panel; Frank et 
al., 1997), signifying the increasing awareness within BI of the influ-
ences of other IS communities.

2000 – today: in the age of globalization

The increasing internationalization of the current era has become a 
major challenge, because research standards, in particular those from 
North America, differ significantly from established norms in BI. The BI 
community recognizes the influence of other regions, but it is now clear 
that BI itself has begun to affect other research communities. Notably, 
BI has been exerting influence on communities in the former Eastern 
Bloc, in Asia, and in Australia, ‘exporting’ the design-oriented research 
approach into these regions. Despite this development, however, the 
continuous decrease in public funding has necessitated that BI institutes 
keep their focus on applied research projects for which, in many cases, 
the theoretical bases are often not well-developed (e.g., Heinrich, 2005). 
Furthermore, new performance indicators have been instituted (e.g., 
requirements for numbers of publications in highly ranked journals).

Within BI, young scientists have increasingly sought opportunities to 
apply a behaviouristic research approach, with the result that ever more 
BI scholars have become socialized by other IS communities, especially by 
North America. A major reason for this development is the increasing pres-
sure within academia to publish in top-tier journals, many of which are 
deeply rooted in the North American research tradition (e.g., ISR, MISQ). In 
combination with an emphasis on quantitative research methods, that tra-
dition has been characterized as being based on behaviourism (e.g., Chen 
and Hirschheim, 2004).14 One informant remarked pointedly on this issue:

Most notably, the domain that is now referred to as an ‘engineering-
oriented approach’ … is eclipsed unfairly. Because scholars in this 
domain have few counterparts in the US sister discipline Information 
Systems (IS), which pursues a strong behaviouristic approach, it is 
difficult for engineering-oriented scholars to publish papers in highly 
ranked US journals. The anonymous reviewers have dubious objec-
tions against the solution of practical IT tasks during various phases. 
(Autobiography 9, p. 129)

This development has led to an ‘importing’ of different views on the con-
cept of science which, in turn, raises major questions: What is science, and 
what is it not? What research approach is best suited to BI? Established 
BI scholars, who are themselves proponents of the design-oriented 
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research approach, have been forced into a defensive posture by these 
and similar questions. The major strategy these scholars perceive 
for resisting this trend is the development of the existing strength – 
the design-oriented research approach (Österle et al., 2011). In line with 
this development, a paper was recently published in JAIS in which BI 
scholars ‘give recommendations on how the NAIS [North American 
Information Systems] community can mitigate some of its weaknesses … 
[by providing] insights into the traditional strength of the [BI] com-
munity’ (Buhl et al., 2012: 236). This response confirms that BI scholars 
are not passive observers of the development towards a behaviouristic 
research paradigm. Rather, they seek to actively inform those IS scholars 
who are not design-oriented about (i) the opportunities associated with 
design orientation (e.g., practical utility) and (ii) the risks related to a 
purely behaviouristic orientation (e.g., decreasing student numbers).

From the past to the future

History research should not only describe historical facts and patterns of 
development, but should also provide ‘wisdom that can be used effec-
tively by leaders and decision makers’ (Mason et al., 1997b: 259). Thus, 
history research should outline, at least to some degree, insights into 
possible future developments. One pivotal question for BI is whether 
the community should continue in its current direction, and if so, 
whether there are specific forms it should take.

Should BI continue the design-oriented research approach?

Although more than one hundred BI scholars, several of them ranked 
among the most established academics in the community, have signed 
the ‘memorandum on design-oriented information systems research’, 
many prominent BI scholars do not support the memorandum.15 
However, we do not believe that the lack of support for the document 
is because the scholars consider design-oriented research to be unimpor-
tant. Rather, evidence based on personal communication reveals that at 
least some of these scholars are of the opinion that the explicit accen-
tuation of the design component is not necessary, because IS research 
consists expressis verbis (see, e.g., WKWI, 1994) of both theoretical and 
design-science research. We are not aware of well-founded arguments 
why one approach should dominate the other.

The genesis of BI has been driven by the practical problem of han-
dling the complexity of computer systems in organizations. Afterward, 
throughout the history of BI, there has always been a close relationship 
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with practice, so that the major stakeholder group to which BI has 
felt obliged was practice rather than other groups (e.g., researchers in 
or outside BI’s own community). As a consequence, addressing ‘How’ 
questions has traditionally been more important than addressing ‘Why’ 
questions; the former is mainly associated with the design-science 
approach, while the latter is primarily related to theoretical research 
(König et al., 1996).

Developments during the past two decades, taking place outside the 
community, have both promoted and impeded the design-oriented 
research approach. On the one hand, decreases in public funding of 
scientific research necessitated an orientation towards practice in order 
to increase funding from this stakeholder group; BI’s performance in 
acquiring funds from practice in order to conduct applied research 
has always been excellent. On the other hand, internationalization 
and new performance indicators (e.g., publications in highly ranked 
journals) have changed the behaviour of BI scholars, especially those 
of the younger generation. They are moving towards a behaviouristic 
and more theory-focused approach, because this is expected to provide 
a better chance for publishing in mainstream IS journals.

However, considering BI’s significant past achievements in design-
oriented IS research, as signified, for example, by the innovations of 
software companies developing enterprise-wide systems (e.g., SAP), as 
well as contributions to the development of modelling notations (e.g., 
ARIS, Architecture of Integrated Information Systems), it is unlikely that 
the community will weaken its design focus. This appraisal is based 
on predictions of path dependence theory, which explains that cur-
rent decision and action alternatives are dependent on past decisions 
and developments, even though past circumstances may no longer be 
 relevant (Liebowitz and Margolis, 1995; Mahoney, 2000).

Should BI choose another form of its current approach?

Considering BI’s historical development, it appears almost impossible 
for the community to give up the design focus for a concentration on 
theoretical research. At the very least, such a shift could take many years 
or even decades before the community’s productivity would be compa-
rable to the current status.16

But is the explicit preference for design-oriented research in the cur-
rent form the only option for BI? We think not. One major alternative, 
or complement, would be to consequently pursue a theory-driven design 
approach. Although pioneering work on this approach was carried out 
in the 1980s and 1990s (e.g., Weber, 1987; Walls et al., 1992; March and 
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Smith, 1995), renewed calls for theory-driven IS design were made in 
the recent past, both within the IS discipline (e.g., Markus et al., 2002; 
Gregor and Jones, 2007; Arazy et al., 2010) and in other fields such as 
psychology (e.g., Carroll, 1997) and human-computer interaction (e.g., 
Briggs, 2006).17

One fundamental assumption underlying the utility of this approach, 
however, is that the design of high-quality artefacts requires the explicit 
consideration of theoretical findings from behavioural research.18 
Although this assumption seems to be intuitively plausible, we are 
not aware of scientific research reporting empirical evidence that con-
firms such a notion. Thus, the provision of empirical evidence for this 
assumption should be a major endeavour in future IS research. A look at 
the possible outcome of such enquiries reveals two scenarios.

If empirical evidence was found (scenario 1), a ‘theory-driven design 
approach’ would constitute a fruitful direction for future BI research, 
because a historical strength would be further developed, and a tradi-
tional deficit, the theory focus (e.g., Heinrich, 2005), would be miti-
gated or even eliminated. The mentioned articles (e.g., Walls et al., 1992; 
Markus et al., 2002; Briggs, 2006; Gregor and Jones, 2007; Arazy et al., 
2010) are promising starting points to establish a cumulative tradition 
in this field. Also, a chapter in the most recent edition of an established 
BI textbook illustrates, based on the example of the development of 
online shops and theories from cognitive decision making, how behav-
ioural theories can be applied to design user-friendly systems (Heinrich 
et al., 2011: 395–403). In general, if this scenario was proven, the practi-
cal design value of behavioural IS research would be confirmed.

A major decision in scenario 1 is whether BI should focus on the 
application of theories, or on theory development and application. A 
pure application strategy would imply that BI scholars draw their design 
works upon theories developed by other IS communities (e.g., the North 
American or Scandinavian communities) or disciplines (e. g., psychol-
ogy). This could be advantageous from a division of labour viewpoint, 
due to specialization effects. Also, increasing differentiation in a disci-
pline indicates a rising degree of maturity (e.g., in physics various com-
munities such as theoretical or applied physics coexist). However, it is 
also possible that BI not only applies theories on IS behaviour, but also 
contributes to their development, a strategy that has been touched on 
recently in the BI literature (Winter et al., 2009). Importantly, the journal 
WIRTSCHAFTSINFORMATIK, as well as the English-speaking equivalent 
Business & Information Systems Engineering (BISE), has recently established 
a department entitled ‘Theories for BISE’, signifying the increasing 
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importance of theoretical research in BI, as well as the fact that BI seeks 
to contribute to both theoretical and design-science research.19

If no empirical evidence was found (scenario 2), however, the ques-
tion arises of whether theoretical research based on behaviourism has 
more to offer than predictive value. Specifically, doubts will emerge 
about whether theories focused on IS behaviour at the individual, 
group, and organizational level are actually necessary for the design 
and implementation of artefacts. Because the identification of relevant 
theories and their goal-oriented application in a specific engineering 
context may be associated with significant investments, design and 
implementation could be managed more effectively and efficiently 
based on intuition, speculation, and an engineer’s implicit know-how. 
Therefore, if evidence was found for this scenario, the current approach 
in BI is likely to result in a prosperous future. In contrast to scenario 1, 
no significant changes would be necessary.

Concluding comments

The objective of this article was to explain, on the basis of history 
research, the dominance and advocacy of the design-oriented research 
approach in BI, one of the largest IS communities worldwide. To this 
end, we applied an innovative research approach, namely autobiog-
raphy, in order to explain what happened (see the descriptive results) 
and why (see the patterns, Figure 22.1). Because history research should 
also provide insight into possible future developments, we discussed 
whether BI should continue the current orientation towards the design 
of artefacts, and if so, whether there are specific forms of this orienta-
tion. Considering BI’s achievements in design-oriented IS research dur-
ing the past five decades, we argued, based on path dependence theory, 
that it is unlikely that the community will weaken its design orienta-
tion. Moreover, we explained that a focus on a ‘theory-driven design 
approach’ could constitute a viable direction for future BI research, 
because it makes possible the combination of scientific rigor and practi-
cal relevance. First, however, replicable empirical evidence must be found 
for a fundamental, yet hardly explored, assumption – namely that the 
design of high-quality artefacts requires the explicit consideration of 
theoretical findings from behavioural research. This research call is 
directed towards the entire IS community.

This investigation systematically reconstructs an important aspect 
of BI’s history. However, we do not yet see this work as complete, nor 
do we consider it to be without limitations. First, it is possible that 
future history research will reveal further descriptive facts about BI.20 
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Obviously, new facts may lead to the identification of new patterns. 
Second, the presented interpretation of the facts and the resulting pat-
terns cannot be free from our own, sometimes even unconscious, beliefs. 
In this context, the Hungarian-British polymath Michael Polanyi 
(1891–1976) argues in his book Personal Knowledge that objectivity is a 
false ideal, because all knowledge claims rely, at least to some extent, 
on personal judgments (Polanyi, 1958). Similar notions can be found 
in the IS literature. Mason et al. (1997a), for example, write that ‘[s]ome-
times a history serves as a mirror of the researcher’s beliefs’ (p. 310), and 
Walsham (2006), citing the American anthropologist Clifford Geertz 
(1926–2006), writes: ‘What we call our data are really our own construc-
tions of other people’s constructions of what they and their compatriots 
are up to’ (p. 320).

History research is typically deeply rooted in a hermeneutic tradition, 
thereby being of a fundamentally idiographic nature. Such research, 
therefore, has the objective of providing ‘richness in reality’, and not 
‘tightness of control’ (Mason et al. 1997a: 308). The entirety of the 
database underlying our analyses and interpretations (i.e., the sixteen 
autobiographies) is published in Heinrich (2011, chapter B). Other 
BI scholars may use this database to conduct their own analyses and 
develop their own interpretations. It will be rewarding to see what 
insights these potential studies will reveal.
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Notes

 1. This fact is confirmed in the papers themselves. Frank et al. (2008), for 
example, write that ‘[w]e do not intend to provide a complete description 
of important historical events’ (p. 393). The paper by Buhl and colleagues 
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makes reference to the Ardelt and Heinrich project described in this article; 
Buhl et al. (2012) write that ‘[r]eaders who are interested in more compre-
hensive information about the … community’s history and are familiar with 
the German language are referred to Ardelt and Heinrich’ (p. 239).

 2. Note that Österle et al. (2011) use the word ‘descriptive’ in a broad sense. 
Thus, their definition includes both the description of phenomena and theo-
retical research (i.e., the identification and testing of cause-effect relation-
ships). According to a survey by Frank et al. (2008, p. 391), BI comprises 208 
full professors.

 3. It is important to note that contributors to the history of computing include 
historians (e.g., Mahoney, 2005; Schlombs, 2010), computing and IS research-
ers (e.g., Land, 2000; Cortada, 2004, 2008; Campbell-Kelly, 2009) and, occa-
sionally, BI practitioners (e.g., Leimbach, 2008). These contributions, along 
with many related publications that appear in specialized journals such as 
IEEE Annals of the History of Computing, are a valuable base for future studies 
on the history of BI.

 4. The German translation of autobiography is Selbstzeugnis.
 5. The names of the 18 persons are indicated on page 1 of the inaugural issue. 

Given the listing of the 18 people, it was not possible to hide the names of 
those we approached, nor were we able to preclude some or add others.

 6. The original German-language instructions may be obtained in electronic 
form by request from the corresponding author.

 7. The four journals are: Zeitschrift für handelswissenschaftliche Forschung 
(ZfhF), Zeitschrift für Betriebswirtschaft (ZfB), Zeitschrift Betriebswirtschaftliche 
Forschung und Praxis (BFuP), and Zeitschrift Organisation und Betrieb.

 8. Despite the fact that we do not claim that the 12 categories are completely 
disjointed, a requirement that is virtually impossible to meet because several 
of the categories are interrelated (e.g., perceptions regarding research and 
development methods might present implications of perceptions concern-
ing objectives of scientific enquiry, such as explanation or design), we 
believe that the 12 categories have a level of abstraction that is appropriate 
for the analysis of the data, as well as for the presentation of the results.

 9. The narrative statements are literal translations of the original German-
language statements.

10. The autobiographies may be obtained in electronic form by request from the 
corresponding author.

11. mpb denotes Mathematischer Beratungs und Programmierungsdienst 
(Mathematical Consulting and Programming Service), a software house 
founded in Dortmund (Germany) in 1957 by 14 companies; mpb was bought 
by EDS (Electronic Data Systems) in 1992 (Source: www.wikipedia.org).

12. The Business Informatics Association for Academia and Practice in Europe 
(Wirtschaftsinformatik-Verband für Hochschule und Praxis in Europa e. V.), 
which was founded in 1994, could not be established successfully and was 
therefore closed in 1995 (Heinrich, 2011: 268).

13. BIFOA = Betriebswirtschaftliches Institut für Organisation und Automation an 
der Universität zu Köln (Business Administration Institute for Organization 
and Automation at the University of Cologne).

14. It is important to note, as we have done in the introduction through argu-
ments provided in Baskerville et al. (2011), that characterizing Anglo-Saxon 
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IS research as being based on a behaviouristic approach over-simplifies 
the current situation. In particular, it is important to stress that policies of 
 journals from this region do not dismiss research simply due to its approach.

15. For example, among the scholars who have not signed the memo-
randum are the current and a former editors-in-chief of the journal 
WIRTSCHAFTSINFORMATIK, as well as former spokespersons of the BI 
 section in the German Academic Association for Business Research.

16. Metrics to measure productivity in a community with a focus on theoretical 
research are, for example, the number of publications in highly ranked jour-
nals or citations. In a community with a focus on design-oriented research, 
the number of patents or innovations adopted in practice may serve as 
examples for productivity measures.

17. See also a special issue on design science research (MISQ, Vol. 32, Issue 4, 
December 2008), as well as an article by King and Lyytinen (2004).

18. High quality could be measured, for example, based on technology 
 acceptance or user satisfaction, as well as productivity parameters.

19. The current department editors are Armin Heinzl and Dorothy E. Leidner 
(September 2012, see www.wirtschaftsinformatik.de).

20. One promising avenue for future research is to select different samples; pos-
sibilities are choosing (i) other BI scholars of the founding generation, and/
or (ii) scholars of younger generations. Another avenue is to select samples 
that provide insights from outside the community (e.g., scholars from other 
disciplines such as business administration or computer science). Moreover, 
it could be a fruitful avenue for future research to extend the focus of the 
investigation from ‘who says what’ to ‘who says what, and why.’ Because the 
entire data set underlying this article is published in Heinrich (2011), future 
research could draw directly upon these data to address this ‘why’ question.
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Analysing Business Losses 
Caused by Information 
Systems Risk: A Business 
Process Analysis Approach
Hannu Salmela
Turku School of Economics, Information Systems Science, Finland

Introduction

The widespread use of computers has enabled both private and public 
organisations to streamline their operative and managerial processes. 
Simultaneously, the new processes have become critically dependent on 
information systems (IS) and IS have become a significant operational 
risk to these organisations. Increased complexity of systems themselves, 
combined with increased penetration of computers in user organisa-
tions, means that the nature of threats and consequences is more 
diverse than ever. Systematic analysis of IS risk has become both more 
significant and more difficult.

Because the phenomenon as such is not new, well-established meth-
ods for investigating IS risks exist. The traditional approach to analysis 
begins with a systematic review of threats, vulnerabilities and risks in the 
computerised information systems (Stewart, 2004). Auditing provides 
methods to assess whether the organisation has sufficiently protected 
its systems against these threats (Eloff and von Solms, 2000; Nearon, 
2000; Stevenson-Smith, 2004). Sophisticated methods can be employed 
to calculate probabilities for individual systems risks and potential 
business losses (Pate-Cornell, 1996; Baskerville and Portougal, 2003). 
Return on Security Investments techniques assist in comparing the cost 
of investing in additional protection with the savings that are achieved 

Reprinted from “Analysing business losses caused by information systems risk: 
a business process analysis approach,” by H. Salmela in Journal of Information 
Technology, 23, 2008, pp. 185–202. With kind permission from the Association 
for Information Technology Trust. All rights reserved.
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through such investments (Gordon and Loeb, 2002; Baskerville and 
Portougal, 2003; Cavusoglu et al., 2004). These methods constitute 
the primary means through which IS professionals and auditors have 
 identified and reduced IS risks.

The focus in this paper is on the methods that can be used to ana-
lyse potential business losses in the user organisation resulting from IS 
risk. It is argued that in addition to the traditional technology-centred 
analyses, companies need to employ business analysis methods to pro-
vide a more comprehensive view about potential business losses in the 
user organisations. Reports from these analyses can support traditional 
analysis in identifying potential consequences in the user organisation. 
Perhaps more importantly, such reports can be used to inform business 
managers and owners about the potential business losses that IS risks 
can cause for their company.

This paper reviewed prior literature in order to identify methods that 
can be used to systematically analyse losses in the user organisation. 
Methods such as Labour Cost Analysis (Toigo, 1989; Stevenson-Smith, 
2004), Lost Profit Analysis (Stevenson-Smith, 2004), Information Asset 
Value Analysis (Palmer et al., 2001), Business Process Analysis (Mooney 
et al., 1996; Kettinger et al., 1997; Macfarlane and Rudd, 2005) and Stock 
Market Reaction Analysis (Garg et al., 2003a, b) all provide estimates of 
potential business losses resulting from information availability, integ-
rity, confidentiality and/or authenticity problems. The methods are, 
however, usually published in practitioner-oriented computer or infor-
mation security journals. In particular, if compared to the vast amount 
of literature on the causes for IS risks, the attention to the analysis of 
potential losses is very limited.

One reason for limited attention to the analysis of losses may be that 
the background theories required in traditional vs business loss-oriented 
analyses are fundamentally different. The research on threats, vulner-
abilities and security methods is based on the traditions and theories 
of computer science and rigorous mathematical models. The analysis 
of diverse adverse consequences in the user organisations, however, 
requires organisational and business analysis skills and the employ-
ment of methods and theories drawn from social sciences. Hence, the 
latter topic would be better positioned in IS research than in computer 
science-oriented IS security research. IS science has, however, been slow 
in recognising the analysis of potential business losses as a legitimate 
research topic (Ciborra, 2004).

In this study, action research was applied to examine the potential of 
using business process analysis as a method to associate information 
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availability risk with adverse business consequences and losses. The 
analysis was carried out in two different companies, one operating in 
the forest industry and the other one in the finance sector. In both 
cases, key business processes were identified and described. These busi-
ness process descriptions were used for interviewing users and assess-
ing the business consequences of computer breakdowns. Both studies 
produced a risk report that identified and described the adverse conse-
quences of IS risks in the client company’s core business processes. The 
results from these two studies suggest that business process analysis 
assisted in making business managers more aware of part of the business 
risks caused by systems risks.

This paper begins with a review of IS risks and the traditional methods 
used in managing these risks. It then continues to review prior literature 
on methods that can be employed to systematically evaluate potential 
business losses. The uses of reports from both traditional and business 
loss-oriented analyses are discussed in order to illustrate ways how 
analyses in the user organisation complement traditional analyses. The 
paper then continues to describe the method used in this study, the 
nature of risk findings in the two empirical cases, and the immediate 
feedback that was received. The contribution of business loss centred 
methods to prior methods is discussed in the contributions for research 
section. In addition, contributions for practice and suggestions for 
 further research are presented.

From systems risk to business losses

Systems risk has been defined as the uncertainty related to using com-
puter-based systems for delivering information (Straub and Welke, 
1998). It can be broadly construed to mean modification, destruction, 
theft or lack of availability of computer assets, such as hardware, soft-
ware, data, records and files. Causes for systems risk can vary from natu-
ral disasters to intentional abuse of computers by own employees or 
external parties. Like the definitions of risk in general, also systems risk 
comprises two dimensions: (1) the probability associated with an unde-
sirable event, and (2) the adverse consequences (usually financial) of the 
occurrence of this event (Barki et al., 1993; Straub and Welke, 1998). In 
this article, the latter dimension is also referred to as business loss.

Systems security risk has been defined as ‘the risk that the firm’s infor-
mation and/or IS are not sufficiently protected against certain kind of 
damage or loss’ (Straub and Welke, 1998). Technology itself provides 
solutions to prevent, detect, respond to and support recovery from 
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systems risk. Passwords, media backup and virus protection software 
are examples of commonly used technical measures (Whitman, 2003). 
Administrative security measures can be used to restrict the behaviour 
of IS professionals and users so that sufficient level of IS security can be 
guaranteed (Straub and Welke, 1998; Tryfonas et al., 2001).

Information risk refers to the threat for the authenticity, confidential-
ity, integrity and availability of business information and documents 
(Gordon and Loeb, 2002). The pervasive role of computers in current 
enterprises has made the technology itself a major threat for business 
information and documents. Ensuring reliable processing of informa-
tion in computerised systems is naturally essential for reducing these 
risks. Information risks do, however, comprise also traditional risks 
related to how employees discuss corporate affairs and manage printed 
documents (Dhillon, 2004; Stewart, 2004).

Business loss, as used in this article, refers to the negative business 
consequences that follow from a realised system risk. While some of the 
losses are easily expressed in monetary terms, there are also losses that 
are difficult to quantify. The exact content of potential business losses 
has not been a primary interest in prior research. Some researchers have, 
however, considered the nature of business losses in more detail as a 
secondary task in their research when formulating questionnaires or 
checklists for managers. Table 23.1 lists typical business losses that prior 
research has associated with systems risks (Moulton and Moulton, 1996; 
Straub and Welke, 1998; Stevenson-Smith, 2004).

The categories listed in Table 23.1 are not necessarily exhaustive. 
Still, even these nine categories reflect the diverse nature of potential 
negative consequences. In principle, a single realised systems risk, for 
example, a mistake in the IS service provider side, can result to losses 
in all categories.

Table 23.1 Categories of business losses

#1 Operative business losses (additional labour, material or capital cost)
#2 Lost revenues due to problems in operative or customer service processes
#3 Opportunity losses or costs resulting from wrong management decisions
#4 Competitive losses resulting from theft of confidential information
#5 Business losses resulting from theft of money or goods
#6 Company image losses: losses resulting from negative media exposure
#7 Shareholder losses: negative impact on company’s share price
#8 Losses resulting from legal processes and punishments against the company
#9 IT losses: lost value of IT assets or significant unbudgeted IT costs
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Analysis of systems risks

The traditional approach to the analysis of IS risk begins with a system-
atic analysis of vulnerabilities and threats. Literature provides several 
exhaustive lists of typical threats and vulnerabilities related to the use 
of computers (Loch et al., 1992; Neumann, 1995; Whitman, 2003). In 
order to cover all threats and vulnerabilities, the analysis typically com-
prises both the technical infrastructure and the IS service, development 
and use processes (Toigo, 1989; Loch et al., 1992; Collins and Mathews, 
1993; DeMaio, 1995; Fitzgerald, 1995; Kokolakis et al., 2000; Im and 
Baskerville, 2005).

The analysis of whether the company has built sufficient protection 
against threats is typically made in audits. To ensure completeness of 
audits, the internal auditors and IS managers can not only draw from 
well-established codes of practice (Royal Canadian Mounted Police, 
1981; British Standard Institution, 1993) but also from information 
security policy frameworks, baselines and checklists suggested in research 
(Fitzgerald, 1995; Moulton and Moulton, 1996; Palmer et al., 2001; 
Vermeulen and von Solms, 2002). IS managers can also invite external 
IT auditors, certification professionals or rating agents from insurance 
companies to critically assess their security policies and measures (Eloff 
and von Solms, 2000; Nearon, 2000; Stevenson-Smith, 2004).

In order to estimate the likelihood of risk, the analysis can employ 
mathematical models of risk probabilities (Pate-Cornell, 1996). Analysts 
can choose from different treatments of risk (e.g. probabilistic or deter-
ministic methods) depending on the completeness of historical infor-
mation that exist for estimating uncertainties (Pate-Cornell, 1996). They 
may also choose between different levels of sophistication of uncertain-
ties (Pate-Cornell, 1996). The use of possibility measures instead of 
probabilistic expressions may provide a more sensible method for cases 
where historical data is very limited (Baskerville and Portougal, 2003).

Finally, the analysis may comprise economic modelling, which also 
addresses the problem of estimating losses. The idea behind economic 
modelling is to identify the potential risks, expected losses and their 
likelihoods and to compute the expected loss (Cavusoglu et al., 2004). 
Decision trees can provide a framework for analysing the role of 
risk factors and the sensitivity of final outcomes. Return on Security 
Investment (ROSI) analysis provides rigorous methods for making 
comparisons in situations when additional security investments are 
considered (Gordon and Loeb, 2002; Baskerville and Portougal, 2003; 
Cavusoglu et al., 2004). ROSI analysis requires estimates about the 
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reduced probability for systems risk and business loss if a security invest-
ment is made. Accounting techniques, such as internal rate of return and 
net present value, can be used to compare initial security investments 
with the reduction in expected business losses in future years (Gordon 
and Loeb, 2002).

These methods provide sound principles for chief information offic-
er’s (CIOs), IS professionals and IT auditors to manage IS risks. Growing 
awareness of both risks related to complex IT infrastructures and to the 
significance of potential business losses has resulted in the increased 
use of these methods. The main response to mandatory requirements 
stated by Sarbanes–Oxley and Basel documents in the banking sector 
has been a more intensified use of traditional risk analysis methods 
(Damianides, 2005).

The ability of traditional methods to establish an overall view of poten-
tial consequences in the user organisation is, however, limited (Ciborra, 
2004; Stewart, 2004). Increased complexity of IT infrastructures means 
that even in a medium-sized organisation the number of potential vul-
nerabilities and threats is often calculated in hundreds (Stewart, 2004). 
Developing an overall view of potential adverse consequences in the 
user organisation by projecting the consequences of each identified risk 
is usually not a feasible option. Limiting the analysis to high-probability 
risks hides low–probability–high-impact risks (Renn, 1998; Ciborra, 
2004). Hence, prior research has called for holistic methods that analyse 
risks from the perspective of business operations instead of technology 
(Olson, 2005).

Analysis of business losses

The interest in this paper is in methods that assist systematic analysis 
of potential losses in the user organisation. Rather than looking at 
specific risks in computerised environment and in security measures, 
such analysis starts from the level of information risks. The point of 
departure in the analysis is that the availability, integrity, confidential-
ity or authenticity of information can be violated. The objective and the 
challenge for the analyst is to identify the diverse business losses (e.g. 
operative, competitive, legal and managerial consequences and losses) 
that such violation can cause in the user organisation.

Even the traditional methods assume some analysis of potential losses. 
This is, however, the part that is generally perceived as difficult. In 
methods like ROSI, the challenge is not only the estimation of loss prob-
abilities, or the correct use of accounting techniques and metrics, but 
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also the identification of the actual losses. One article summarises the 
problems of economic models by saying that they can only be imper-
fectly applied to computer security because one has to wrestle with 
defining what is meant by the notion of ‘return’.

In research, systematic analysis of potential business losses has, how-
ever, received only modest attention. Prior research has created a rich 
picture about potential vulnerabilities and threats. In comparison to 
this, the other side of risk – the estimation of financial consequences 
of risks – has received very limited attention. The methods described 
below, published usually in practitioner-oriented computer or infor-
mation security journals, illustrate typical approaches that have been 
employed in different settings.

Labour cost analysis provides a simple and widely used method for 
analysing business losses associated with systems risks (Stevenson-
Smith, 2004). The analysis comprises both the extra time needed from 
IT employees in recovering the systems (e.g. after a hack attack) and 
the lost worker productivity during the time when company operations 
were diminished or shut down. The business loss is evaluated by calcu-
lating the average overtime salary of all IS employees and users (Toigo, 
1989). While such calculations are simple to make and they produce 
compelling figures, business managers may question the logic used. 
The relationship between systems shutdown and labour cost is rarely as 
straightforward as the formula assumes. Furthermore, managers might 
believe the potential indirect costs – for example, customer dissatisfac-
tion and missed sales inquiries – to be more significant. Nevertheless, 
labour cost analysis provides the primary means to evaluate additional 
labour costs, which often represents a significant proportion of total loss.

Lost profi ts analysis can be used to estimate part of the intangible 
losses resulting from systems risk (Stevenson-Smith, 2004). A crash of 
a web-site or problems in point-of-sale systems can lead to a situation 
where customers cannot place new orders or make purchases. By using 
statistics from marketing and sales databases it is possible to provide an 
estimate of lost sales and profits associated with the incident. However, 
the long-term losses resulting from negative media exposure and 
 customer inconvenience are usually impossible to quantify.

Information asset value analysis aims to classify information assets 
relative to their criticality, sensitivity and value to the organisation. 
A typical result is the classification of information according to a prede-
fined typology, for example, restricted, confidential, internal use only 
and public (Palmer et al., 2001). The classification is normally based 
on an analysis of consequences of confidentiality violations for each 
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information asset. In terms of business losses, the primary emphasis is 
on IT losses, competitive losses and/or legal processes that can result if 
confidential information is lost or stolen (Stevenson-Smith, 2004). In 
addition to information assets, the value of hardware and software can 
also be included in such analysis (Kokolakis et al., 2000).

Business process analysis is a widely used technique in the field IS. It is 
commonly used, for instance, in IS development projects to reengineer 
user processes, to define user requirements for new systems, to guide 
systems configuration in ERP implementation projects and to measure 
the business benefits associated with implementing new IS (Mooney 
et al., 1996; Kettinger et al., 1997). Business process analysis, or transac-
tion walkthrough, is also one of the methods that auditors frequently 
use to identify threats and vulnerabilities in the IS use processes (Collins 
and Millen, 1995; DeMaio, 1995; Kokolakis et al., 2000).

The Information Technology Infrastructure Library, and its description 
of ‘business impact analysis’, provides a good overall prescription for 
the use of business process analysis in the analysis of losses. Business 
Impact Analysis constitutes the first phase in the IT Service Continuity 
Management process and it is recommended to be done before risk 
assessment and formulation of business continuity strategy (Leopoldi, 
2002; Macfarlane and Rudd, 2005). It should comprise the identifica-
tion of critical business processes, and the potential damage or loss that 
may be caused to the organisation resulting from a disruption to those 
processes. The process should result in identification of, for example, 
the form the loss or damage will take, the escalation of damage with 
time following an incident, the minimum staffing and facilities and 
services needed to enable business processes to continue to operate at 
a minimum acceptable level (Department of Trade and Industry, 2007).

Literature provides only few descriptions of the use of business pro-
cess analysis to identify losses. Research on health care IS provides 
two cases that report the use of systematic business process analysis to 
detect potential adverse consequences resulting from IS risks. A study 
conducted by Smith and Eloff (2002) applied process techniques to 
assess IT risks in hospital operations. The assessment identified critical 
patient routes in a health care institution and assigned risk values for 
each phase along a specific patient route. Another study, also in health 
care context, investigated whether information delivery problems can 
lead to longer queues and/or adverse events for patients (Lederman, 
2004; Lederman, 2005).

Stock market reaction analysis is a relatively new approach for estimat-
ing the financial impact of IT security breaches (Ott, 2003; Garg et al., 
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2003a, b; Hovav and D’Arcy, 2004). The basic assumption is that if the 
stock markets are efficient, then all present and future effects of a pub-
licly reported security breach are captured in stock price. By using event-
study methodologies to analyse the stock prices after public reporting 
of security breaches, researchers have been able to show that the actual 
losses on a per-incident basis are substantially greater (e.g. $17 and 28$ 
million per incident) than previous studies indicate. The results also 
capture genuine heterogeneity in market reaction to different types 
of information breaches (Garg et al., 2003a). The analysis establishes 
a connection between public exposure of realised systems risk and the 
negative impact of such exposure on company’s share price.

Table 23.2 provides a summary of methods documented in prior 
research. While each of these methods produces estimates about poten-
tial business losses, they are different in terms of assumptions about 
information risks, the content of analysis and the nature of business 
losses detected.

A common feature in the methods is that none of them requires an 
in-depth analysis of vulnerabilities in the computerised environment. 
The analysis starts from information risks and proceeds to the analysis 
of their consequences in the business environment. Labour cost, lost 
sales and business process analyses focus primarily on losses resulting 
from information availability problems. Both information asset value 
analysis and stock market reaction analysis address losses resulting from 
information confidentiality problems. Current methods do not, how-
ever, provide much support for an analyst who is trying to address losses 
resulting from potential information integrity or authenticity problems.

The actual analysis of events in the user organisation is based on 
organisational and/or economic analyses. In the Labour Cost and Lost 
Sales Analyses, calculation of losses is based on a few summary figures, 
for example, the amount of users or business sales volumes. An obvious 
advantage is that the analyses are fairly easy to make. Information Asset 
Value Analysis starts from comprehensive identification of information 
assets, which provide a natural basis for identifying potential losses. 
Business Process Analysis and Stock Market Reaction Analysis are both 
based on applying well-established analysis methods to the analysis of 
losses. Business process analysis is a common organisational analysis 
method. Event-study method, on the other hand, has been used exten-
sively in management science and finance to measure the impact of 
various corporate events on shareholder value.

In terms of detecting potential losses, none of the methods appear to 
be sufficient alone, but in combination the methods cover most of the 
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potential losses. Only two types of business losses identified in Table 23.1 
are not mentioned in the bottom row of Table 23.2. These are the losses 
resulting from poor management decisions (#3) and the financial losses 
resulting from theft of money or goods (#5). Problems with informa-
tion integrity, for example, can certainly cause such losses. Hence, there 
appears to be large areas where the risk analyst has little support from 
systematic analysis methods. It seems reasonable to conclude, that our 
methods to analyse events and consequences in the user organisations 
when computer systems fail are limited.

The use of business loss analysis results

As any organisational analysis, also the analysis of potential losses caused 
by IS risk requires time, skills and resources. Hence, also the analysis 
of business losses has to be justified. Because such analyses are not 
frequently conducted, the analyst should also know the purposes for 
which such analyses should be made and to whom the results should 
be reported.

The need for systematic analyses of IS risks depends on organisational 
context and the needs of the decision makers. When the overall cost of 
computer reliability and security is relatively small and potential busi-
ness impact is limited, decisions regarding IT reliability and security 
can be taken by IS and security professionals. Companies can treat risk 
management as an overhead and allocate a defined amount of money 
to be spent. Then the question is reduced to ‘what is the most I can get 
for $X’ (Cavusoglu et al., 2004). They can also compare their own sys-
tems management solutions with those employed by its peers (Stewart, 
2004). Fear, uncertainty and doubt has also been used for years to justify 
investments to security (Cavusoglu et al., 2004; Stewart, 2004).

In organisations, where IS risk is high, the analysts should consider 
employing several methods in order to provide different summaries of 
risk to different groups (Table 23.3). Traditional risk analyses serve the 
IS professionals and auditors in identifying information risks and in 
evaluating whether their organisation has developed sufficient protec-
tion against such risks. The way how the results of these analyses should 
be used is fairly well established.

Systematic analyses of potential losses in the user organisation can 
complement the overall image that IS managers and auditors have about 
IS risk. IS and security organisation often have little visibility to business 
processes in the user departments (Stewart, 2004). It is easier to estimate 
direct costs within the IS function than to create an understanding of 
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the variety of potential losses that can emerge in the business functions 
where IS are being used. In large companies with information infra-
structures that serve thousands of users, IS professionals can hardly be 
aware of all the business impacts and consequences that a realised IS 
risks can have in the user organisation. In this respect, traditional analy-
ses and business loss-oriented analyses are complementary.

Reports that document potential business losses in the user depart-
ments should, however, be delivered also to new stakeholder groups 
such as shareholders, senior management and business managers.

Board of shareholders is the highest level where decisions about IT are 
or should be made (Nolan and McFarlan, 2005). Because IS security pro-
fessionals have found it difficult to get business managers committed 
to planning IS security and reliability efforts, reporting to the board of 
shareholders may seem even more challenging. And still, Sarbanes-Oxley 
Act requires organisations to analyse their financial reporting processes 
and systems in order to ensure integrity of financial reports (Damianides, 
2005). In the credit and financial sectors, Basel Committee documents 
pay attention to the integrity of the bank’s IS and, for example, to 
the risks related to centralised or outsourced IT departments (Ciborra, 
2004; Basel Committee, 2006). If computers are causing a risk to share-
holder value, it seems reasonable that they should get reports about the 
 potential loss they can suffer.

Business managers constitute another user group for reports. Evidence 
of potential or realised business losses has been used as a lever to move 
executive management on the issues of computer security (Ott, 2003; 
Garg et al., 2003a). Public reports on security incidents and losses are 
one of the means to seek for business management attention and com-
mitment (Ott, 2003). Still, selling corporate management on shoul-
dering the cost of IS security can often be a greater challenge than 
surmounting the technical problems involved (Toigo, 1989; Straub and 
Welke, 1998; Palmer et al., 2001).

Business managers have also many concrete tasks and responsibili-
ties that affect both the likelihood of risks and the amount of eventual 
losses. The overall design of organisational structures, processes, policies 
and values creates a context that either increases or reduces potential 
business consequences and losses (Dhillon, 2004). In addition, business 
managers are also responsible for insurances that can cover part of the 
business losses. Correct valuation of business losses is also necessary 
when reporting security incidents to law enforcement authorities and/
or insurance companies (Stevenson-Smith, 2004). Systematic reports of 
potential losses should assist them in performing these tasks.
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The need for business managers to be cognisant about potential losses 
becomes even more explicit in an IS outsourcing relationship. In such 
relationship, the IS service provider takes the responsibility for reducing 
the likelihood of risk, but the business losses caused by a realised risk are 
still carried by the client (Sherwood, 1997; Alner, 2001; Endorf, 2004; 
Khalfan, 2004). The management of systems risk becomes a joint effort, 
where the client and the service provider agree on appropriate service 
levels, penalty clauses and processes for controlling them (Fink, 1994; 
Sherwood, 1997). In the absence of analysis of potential losses for the 
client, negotiations about security and reliability measures are dictated 
by technical considerations that are typically far better mastered by the 
service provider. The practical significance of systems risks in an IS 
outsourcing relationship is evident in surveys, where managers both in 
private and public sector organisations have ranked corporate security 
and data confidentiality issues as the most significant IS outsourcing 
risk factor (Collins and Millen, 1995; Khalfan, 2004).

Hence, systematic analyses of potential losses in the user organisa-
tion would be useful for many stakeholder groups both in the IS and 
user organisations. Analysing all the operative, managerial, legal, and 
competitive impacts and losses that can result from computer prob-
lems is a complex and analytically challenging task. Because the task is 
practically significant and analytically challenging, it should provide an 
 eligible target for research.

Study design

Action research was the investigative methodology in this study. It ‘aims 
to contribute both to the practical concerns of people in an immediate 
problematic situation and to the goals of social science by joint col-
laboration within a mutually acceptable ethical framework’ (Rapoport, 
1970, p. 499). This twofold view of the objectives of action research – 
to solve a problem for a client and to advance science – is, perhaps, 
the most fundamental feature of action research (Clark, 1972; Susman 
and Evered, 1978; Argyris, 1982; Checkland, 1991; Jönsson, 1991; 
Baskerville, 1999; Baskerville and Myers, 2004).

Action research was selected because of the in-depth and first hand 
understanding that the researcher can obtain from organisational analy-
sis practices by using it (Benbasat et al., 1987). Furthermore, action 
research provides an opportunity to learn about practice and alternative 
ways of carrying it out (Argyris et al., 1987). Hence, action research has 
been used in developing IS planning and implementation approaches 
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such as ETHICS (Mumford and Weir, 1979), Soft Systems Methodology 
(Checkland, 1991), Multiview (Wood-Harper, 1985) and Evolutionary 
Model for IS Strategy (Reponen, 1993).

Thus, the author participated as an external advisor in two IS projects. 
He did so in conjunction with his position at a Finnish business school. 
He began working on one project, analysis of potential losses in a paper 
mill, in 1998. His work on the other similar project in a credit card 
department of a Nordic bank commenced in 2000. In both projects, the 
researcher had the two main, action research objectives: (1) to assist in 
solving a planning problem for the client and (2) to contribute to the 
ongoing study of the analysis of potential business losses caused by IS risk.

Because action research is a qualitative research method with a small 
sample size, it is vulnerable to positivist critics (Checkland, 1991). 
Because it attempts to contribute to practical concerns, it is sometimes 
confused with applied research or consulting (Jönsson, 1991). However, 
action research can follow rigorous guidelines.

One action research guideline suggests that action research should fol-
low five phases: diagnosing, action planning, action taking, evaluating 
and specifying learning (Susman and Evered, 1978; Baskerville, 1999; 
Baskerville and Myers, 2004). Action researchers are also advised to seek 
for collaboration, which is based on equal power of the researcher and 
client (Clark, 1972; Argyris, 1982; Baskerville and Myers, 2004). In the 
two action research projects, the researcher and the client personnel 
shared the authority over the process in all five stages (Table 23.4).

The problem diagnosis phases in the two cases involved three com-
panies (Table 23.5). In addition to the actual client organisation, a large 
IS service provider company was involved in both cases. The IS service 
provider’s interest was to develop methods for the analysis of losses on 
the client side. The first company, paper mill, was selected because the 
IS service company was negotiating with the paper company about a 
possibility to outsource its IS services. Increased reliability was a selling 
argument, but neither the service provider nor the paper company had 
a clear understanding about the potential losses that the paper com-
pany could save through increased reliability. In the second case, the 
service provider was negotiating with the credit card department about 
the renewal of existing IS outsourcing contract. The client wanted to 
include penalty clauses to the new contract, but setting the amount was 
made difficult by the fact that neither party knew about the magnitude 
of potential losses for the client.

Since action researchers are active participants in the organisation, 
ethical issues need special attention. Researchers should be aware that 
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Table 23.5 Presentation of client companies and the IS service provider

Company Personnela Annual 
turnovera

Department(s) involved 
in the analysis

Nordic 
IS service 
provider

10.000 1.100 M€ First case: Forest sector in 
the IT services department 
Second case: Finance Sector 
in the IT Services Department 
and Business Process 
Competence Centre

Global paper 
company

19.500 5.900 M€ A paper mill specialised in 
the production of cardboard

Nordic Bank 
concern

33.000 5.900 M€ The credit card department 
of the bank

aFigures represent the situation in the year 2000.

in certain circumstances they could align themselves with particular 
groups who are at odds with other groups (Galliers, 1991; Jönsson, 
1991). Perhaps the most significant ethical issue was related to the fact 
that in both cases, the IS service provider was negotiating with the 
client and thus both parties had a business interest on the immediate 
results of the analysis. The more fundamental problem recognised by 
both parties was, however, that neither party knew, how to analyse 
potential business losses that could result from systems reliability and 
availability problems. Development of methods to analyse potential 
losses in the client organisations was agreed as the primary target for the 
project. The author was part in this joint development effort, but the 
contract negotiations were considered as confidential and the author 
was not expected to be involved in those.

After initial meetings, the projects proceeded to action planning. 
The choice of business process analysis as the means to analyse losses 
in the user organisation was a joint decision between the researcher 
and the participating organisations. Both the IS service provider and 
the client organisations needed a detailed view of events that result 
from computer availability problems. Business process analysis appeared 
to provide a theory-based approach for conducting an analysis in the 
organisational setting.

One of the principal guidelines for conducting action research is 
that researchers should make their reasoning explicit and organise it in 
such a way that it is testable (Argyris, 1982; Checkland, 1991). Action 
research cases described here used an explicit business process analysis 
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methodology aimed at identifying potential losses caused by IS risk. It 
prescribes how to analyse organisational environment using structured 
interviews or collaborative workshops with different stakeholder groups 
with an objective to deliver a profile of potential business losses that 
the systems availability risks can cause in the company’s core business 
processes. The analysis method comprised the following stages:

1. The risk assessment began by identifying core business processes of 
the organisation.

2. A process chart was drawn to identify the main phases in the 
 business process.

3. The potential losses resulting from information availability risks 
were analysed by asking users in different business process phases to 
describe the consequences of IS availability problems.

4. The consequences identified in each phase were then summarised in 
an overall description of potential business losses.

5. The potential losses were evaluated in terms of their likelihood and 
significance.

6. A risk report was written to describe the most critical negative business 
consequences that can take place in the analysed business processes.

Hence by using such a methodology, the researcher’s reasoning was 
explicit and organised it in a testable way.

In the action taking phase, the role of the author was to interview users 
and managers, participate in workshops and assist in the planning and 
implementation of the business loss analysis project. Personal involve-
ment in the planning process allowed data collection through direct 
observations, interviews and the review of company documents. The 
interviews in the first case were tape-recorded. Because the interviews 
were made in consecutive phases of the order-to-delivery process, the 
overall image of events and losses was built upon the image received in 
several interviews. In the latter case, data collection took place in work-
shops. The results of each workshop were documented and these docu-
ments were reviewed in the beginning of next workshop. The feedback 
seminars and other discussions also revealed some misinterpretations. 
The client participants also read and commented the case descriptions 
and this led to some corrections. In both cases, the whole process from 
initiation to reporting of results took approximately 6 months.

Evaluation comprises an important element in action research. Action 
researchers are advised to recognise that their theories and prescriptions 
for action are themselves the product of previously taken action and, 
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therefore, are subject to re-examination and reformulation upon enter-
ing every new research situation (Susman and Evered, 1978). To follow 
this guideline, the loss analysis methods were continuously evaluated 
and improved during the two cases and improvements were made as 
needed. In the feedback sessions at the end of the cases, the representa-
tives were asked to suggest improvements to the analysis. In this article, 
improvements to the method are suggested partly on the basis of previ-
ous IS literature and partly on the basis of the experiences in the projects.

According to Jönsson (1991) all action research reports should docu-
ment the researchers’ learning process. Participant learning, on the 
other hand, should be considered as an important outcome of an 
action research (Clark, 1972; Argyris, 1982). Because the objective was 
to develop a new type of analysis method, both the author and the 
client companies were experimenting something new. The comments 
from practicing managers were highly valuable for the researcher in 
evaluating and improving the analysis methods. For managers, first 
loop learning was related to the nature of business losses resulting from 
systems availability problems. The second loop of learning for both the 
researcher and the managers was related to the method itself – how to 
evaluate potential business losses.

Thus, the author sincerely believes that this paper provides accurate 
descriptions of the events in the projects and that it adheres to accepted 
action research guidelines. By meticulously following the guidelines, 
the contributions of the research are meaningful and useful.

Case 1: Paper mill

The first case organisation was a paper mill in Finland. It produces dif-
ferent types of board for global markets. While the mill is part of a large 
enterprise with several mills and sales units, it is fairly independent in 
terms of its operations and IS. Only the sales operating system used for 
transferring orders from sales units to mills is centralised. Other systems 
are largely local. The mill has a small IT department that is responsible 
for all typical IS services, including systems management services.

Problem diagnosis

The agreement to evaluate potential business losses resulting from IS avail-
ability risks was made between corporate level IS management of the paper 
company and the IS service provider with whom the company had been 
negotiating about a possibility of outsourcing its systems management ser-
vices. The IS service provider (who financed the study) saw this project as a 
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means to better understand the business benefits of its systems  management 
services in general, and in paper products industry in particular.

For the paper company, the investigation aimed at clarifying the 
business benefits that could be achieved if the systems management 
services were to be outsourced. With advanced monitoring tools, the IT 
service company could monitor the status of different hardware devices, 
databases and software in a number of mills and other sites. The man-
agement team was, however, puzzled about the business benefits that 
their company would receive from such outsourcing. The corporate CIO 
expressed the need for the study as follows:

we’d like to know how we actually benefit if we buy services to moni-
tor those boxes (e.g. multiplexers in local area networks) 24 h a day, 
7 days a week?

In broader terms, the managers wanted to know how incidents in 
IS could influence the core order-to-delivery process in paper mills. It 
was known, that a failure to identify and remove problems in the mill’s 
technical infrastructure would affect most of the business applications 
and hence also practically all business processes in the mill. The analysis 
of all potential adverse consequences was, however, known to be chal-
lenging. For this purpose, an independent evaluation was ordered from 
an IS science department in a business school. The paper company also 
appointed one of its paper mills to the project.

Action planning

The action planning phase comprised two meetings with the IT man-
ager and IT specialist of the paper mill. The first meeting focused on 
identifying basic steps in the process, which resulted in drawing of 
a process diagram about the order-to-delivery process. The diagram 
described the main phases of the process in chronological order and 
the organisational units that were responsible for each phase. The 
second meeting focused on the interview form and to the selection of 
interviewees and a series of 11 interviews were arranged. The interviews 
followed the chronological order in order-to-delivery process. Both the 
IT manager and the IT specialist had made long careers in the paper mill 
and possessed thorough knowledge about mill operations.

Action taking

The first interview was held with sales management and the last one 
in the mill warehouse, where the paper is stored before transportation 
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to the harbour. Each interview started with a discussion of the use of 
computer equipment and applications that were needed to perform the 
tasks in the phase. Interviewees were also asked to describe how they 
behave in situations when the systems are not working. To analyse 
losses in such situations, they were first asked to recall past incidents 
and their consequences and then to discuss potential consequences in 
terms of process metrics (e.g. delays, cost, quality and customer satis-
faction). In the interviews it turned out that past incidents (systems 
availability problems) were rare. Because of the nature of the physical 
papermaking, interrupts to production quite often disturb the whole 
order to delivery process. Hence, the respondents often referred to these 
situations when discussing the events that would take place if IS become 
unavailable.

A core deliverable of the analysis was a table that summarised the 
risks with reference to steps in the order-to-delivery process. The table 
reported the applications used in each step, behaviour in application 
malfunction situations, associated business risk and an assessment 
of risk in terms of probability and severity of impact. This document 
appeared to be useful for business managers, because it summarised 
the risks within a framework that they were accustomed to. Table 23.6 
illustrates the document by showing the three first phases of the 
 order-to-delivery process (presenting the full table was prohibited by 
the client).

In addition to the table, a written report discussed the losses. The 
report identified the shutdown of the papermaking machine as a major 
business risk. The fixed cost of this risk was estimated to be over 10,000 
euros with an additional cost of approximately 10,000 euros for each 
hour. Three different systems that could lead to papermaking shutdown 
were identified. Even if numerous smaller problems were detected, it 
was actually quite surprising how moderate the business effects were. 
For instance, problems in the office functions such as receiving orders, 
scheduling production, writing delivery documents, invoicing, etc. 
caused only minor difficulties.

The business consequences of systems risks appeared to be condi-
tional: the severity of business consequences depended not only on the 
length of the system breakdown, but also on the contextual situation 
in the business process. The system used in paper cutting could cause 
shutdown of the papermaking machine, but only if the malfunction 
lasts more than 6 h. In a ‘normal situation’, office functions such as 
order handling and deliveries could easily wait for few hours so that the 
computers are working again. But in the event that sales had promised 
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an exceptionally fast delivery of an order, this promise could not be 
kept, which led to problems both for the mill and for the customer. 
A short problem in the warehouse IS could be visible to domestic cus-
tomers, but not to foreign customers, as international deliveries are 
always transported to harbour well before shipping.

The report also contained an analysis of business losses from the 
perspective of individual applications. Because a single application was 
used in many process phases, business losses typically emerged in sev-
eral phases simultaneously. To make things even more complex, server 
and network problems could affect several applications simultaneously. 
Business process analysis appeared to provide at least some basis for 
analysing the overall effects to the core business processes even in these 
situations.

Evaluation

The analysis focused on the potential business losses that IS availability 
problems can cause in various phases of the order-to-delivery process. For 
this purpose, the analysis appeared to be sufficient. The IT manager in the 
paper mill was satisfied with the report. Nothing extraordinary or surpris-
ing had come up, but ‘the report provides a good overview and helps us to 
set priorities for improving IS security and reliability’. Also the  corporate 
CIO seemed to appreciate the business process approach adopted:

I like the report because it is easy to read. One can easily follow what 
happens in the mill operations when computer problems occur and 
thus understand how and why the risks are associated with extra 
costs in business operations. In this respect, the report is better than 
the one we received from an earlier investigation.

The corporate CIO commented, however, on the narrow approach to 
systems availability risk. His comment on the analysis was that:

Based on my experience on this [paper] industry, one of the most 
significant IT risks is that an order message gets somehow scrambled 
during the processing and we notice it only when the delivery is 
already in the middle of Atlantic Ocean. Then it costs.

Certainly, questions related to information integrity problems, that 
is, to the possibility that the content of information is changed would 
have raised new types of incidents. The original objective was, however, 
limited to availability risks.
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There was also discussion about whether the consequences would be 
the same in other mills. The CIO and some other specialists were not 
sure about whether the rules for shutting down a paper machine would 
differ between the mills – for instance, in situations when the automatic 
quality control system of the paper machine becomes unavailable. The 
eventual losses resulting from systems availability risks appear to be 
organisation or even site specific.

Specifying learning

The first loop learning in this case is related to the nature of business 
losses that can emerge in the operations of a paper mill. The image of 
potential losses did not bring large surprises to the personnel in the 
paper mill. Perhaps the main observation, both for the practitioners 
and the researcher, was that the relationship between a realised systems 
availability risk and the resulting business loss appears to be contingent 
upon many situational factors.

The second loop learning is related to the analysis method itself. 
The overall impression about the use of business process analysis as a 
method to investigate potential losses was positive. Within a relatively 
short period of time and with a reasonable effort, the project group 
produced reports that illustrate major business risks that can emerge in 
the business mill’s core business process. There was a sense of compre-
hensiveness, as the analysis produced a large number of potential losses 
in all stages of the process. Perhaps the main weakness, that was evident 
in the CIO’s comment above, was that the analysis focused on the con-
sequences of availability problems and ignored information integrity, 
confidentiality or authenticity problems.

Another limitation of the process was that the IS service provider com-
mitment to the process remained very weak. The final report was also 
left with the IS service provider representatives, but their own personnel 
had not participated in the actual analysis. What the service provider 
was looking for was historical evidence of realised systems risks that 
would have caused significant business losses for the client. These would 
have provided arguments for selling advanced systems management ser-
vices. Such incidents were, however, simply not found in the interviews. 
Overall, the benefits of the analysis for the service provider were modest.

Case 2: Credit card department

The second case organisation was a credit card department in a Nordic 
bank. The department is responsible for tasks typical to any credit card 
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company, such as issuing new cards, setting and controlling credit lim-
its, authorising purchases, paying the credit card purchases to merchants 
and collecting payments from card owners. In addition to issuing the 
bank’s own credit cards, the department also manages credit cards issued 
by retail stores and other companies. The operations are typical bank 
operations in the sense that the department borrows money from the 
main bank and then lends it to card holders. The department has a small 
internal IT function. The core systems are partly managed by the own 
IT department of the bank and partly by an external IT service provider.

Problem diagnosis

The motivation for assessing the business consequences of systems avail-
ability risk was associated with a renewal of the outsourcing contract 
between the credit card department and its IS service provider. The IS 
service provider offered a large package of systems management services, 
for example, monitoring the servers where most of the credit card depart-
ments on-line and batch processing applications had been installed. The 
previous outsourcing contract had no penalties for losses resulting from 
systems risks. If a systems risk occurred because of negligence from the 
part of the IT service provider, there was no mechanism for the bank to 
receive compensation for its losses. The bank’s management wanted to 
include penalty clauses in the new contract. While the overall business 
risk could not be transferred to IT service provider, a penalty would 
ensure some compensation and, perhaps more importantly, influence 
practices within the IT service company. The problem was that neither 
the service provider nor the bank had an understanding of the magni-
tude of potential business losses. Both parties recognised that they did 
not have methods to analyse such losses. This provided a good setting 
for the companies to collaborate in the development of a new method.

Action planning

For this purpose, a joint effort was initiated between the IT service pro-
vider and the credit card department to investigate risks and their con-
sequences. The role of the author was to concentrate on the analysis 
of business risks. He was invited to the team partly because of his prior 
experience with the paper mill case. One of the senior managers from 
the IS service provider side expressed this by saying:

Our professionals are good at technical analysis of threats and vul-
nerabilities and my fear is that the project will focus only on those 
issues – we need you to bring the business side to the analysis
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The IT service provider had not made similar analyses of its custom-
ers’ business processes before. However, it had for some time recognised 
a need to better understand customers’ business processes. Hence, the 
assessment was considered as a pilot project. If the experiences were 
positive, the company would make similar studies with other customers.

In the project initiation meeting, the main business processes of the 
credit card department were identified. In addition, the business value 
of each process and the business risks associated with each process 
were discussed on a general level. After the initial meeting, the work 
continued in workshops that aimed at describing the most significant 
business processes.

The IT service company assigned two employees from its business 
process competence centre to manage and document the workshops: 
one with experience on managing workshops and the other one spe-
cialising in drawing process charts. In addition, the workshops involved 
technical specialists who provided information about work processes 
on the IS service provider side. The representatives from the credit 
card department were chosen so that they could describe the business 
 processes in their side.

Action taking

For each business process, a process chart was drawn that identifies the 
main tasks within the process and also the computer applications used 
in completing the task. To detect errors, process charts developed in the 
previous workshop were discussed in the beginning of the workshop. 
Quite often the process charts had problems even in the second round, 
resulting to a third cycle of revision and review.

The potential business consequences of systems risk were discussed as 
the process charts were drawn. Questions such as ‘how do you behave 
in this task when systems are not working?’ were asked to identify busi-
ness consequences. This led to a discussion about alternative actions 
and potential business consequences of systems risk. The actual task 
of describing and drawing the process charts turned out to be a chal-
lenging task. Hence, most of the time was spent in discussing how the 
credit card department actually works and what systems are being used. 
In addition, as the workshops involved representatives of the service 
provider and client, operational issues were addressed.

The IT infrastructure for the credit card department was fairly cen-
tralised. In effect, it meant that if one centralised server was down 
during normal service time, it influenced all on-line processes such as 
issuing new cards, setting and controlling credit limits, and authorising 
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purchases. In addition, a server problem would affect customers using 
automatic teller machines or automatic phone services. A lengthy sys-
tem break during night-time would delay batch processing jobs, such as 
paying the credit card purchases to merchants and sending out bills to 
collect payments from card owners.

The final report contained process charts of eight business processes. 
The process charts identified the main steps in each process, the 
organisational units responsible for the steps, as well as the IT applica-
tions used. For each business process a table was drawn that described 
potential losses in core business processes as well as IS risks that were 
related to them. Table 23.7 illustrates the tables by showing three identi-
fied potential business losses in one process, that is, credit application 
 processing (presenting the full tables were prohibited by the client).

In addition to the tables, the potential business losses caused by 
IS risks were described in a 11 page narrative report. A characteristic 
feature in the business consequences was that the IT problems were 
immediately quite visible to large customer groups. They caused incon-
venience both for the credit card owners, merchants and also for cus-
tomer service personnel in bank offices. This, as such, had an indirect 
negative impact on future business. But there was also a more direct 
impact. The issuing of new cards requires merchants to make a phone 
call to the department’s service centre. A visible IT problem immediately 
increases both the number of incoming calls and the average duration 
of a call, thus making it difficult for other merchants to get through. 
This causes direct losses for the credit card company.

Apart from losses in operating processes, it was acknowledged that 
systems risks could lead to negative media exposure and opportuni-
ties for international crime. The department had begun to offer credit 
applications via the internet with a promise to deliver a credit decision 
within a few minutes. This new service was expected to be publicised 
in the media with the side effect that any problems with this service 
would also be reported. Computer problems had also a connection to 
international crime. Situations when the card issuer’s computer is not 
responding are closely monitored, because these situations open up 
 possibilities for certain types of fraudulent transactions.

Evaluation

The analysis concentrated primarily on systems availability risks: what 
types of losses will emerge in the department’s core business processes 
if critical applications are not available. For this purpose, the analysis 
appeared to work well. The business development manager commented 
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the 11-page narrative description of risks for the bank operations as 
follows:

I’ll sure try to get all managers in our board of directors to read 
this. It will be difficult because they don’t know much about this 
area (systems management) and they haven’t really been very inter-
ested about it. Perhaps this report will help them see the business 
 significance of this issue.

The analysis of business risks appeared to be beneficial also for the IS 
service company. A bit surprisingly, awareness of the business risks for 
the client appeared to influence the attitudes of the technical staff as 
well. A consultant from the IS service provider company commented 
this as follows:

Our internal meetings are often quite relaxed and there is a lot of 
joking and informal discussion. In our previous meeting I noticed 
that when we started discussing the credit card company’s affairs, 
the technicians became much more serious and the whole climate 
changed. I believe this is because they are now better aware of the 
significance of the actual business risks that can result if the systems 
don’t work.

Hence, the assessment appeared to have a positive influence on the 
knowledge and attitudes within the IT service company. Overall, both 
the credit card department and the IS service provider were satisfied 
with the results achieved in this pilot case. The IS service provider has 
continued to conduct similar assessment studies with its other key 
customers.

Specifying learning

First loop learning in this case was related to the potential consequences 
of systems availability risks for the credit card department. The overall 
image of losses as being contingent upon many situational factors and 
being very idiographic to the department was evident also in this case. 
The range of potential consequences was broader than in the paper mill 
case. In addition to the operative losses and lost sales, also potential for 
image losses and theft of money were reported.

Second loop learning was related to analysis method itself. Again, the 
overall impression of the method and its results was positive. With a 
limited effort, the analysis produced a report of potential losses that 
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was deemed as useful. The main difference to the previous case was 
that the data collection was organised within workshops (rather than 
as interviews) and that the IS service personnel was actively involved in 
all stages of the analysis. This was a clear improvement to the analysis 
process. However, rather than representing the learning curve of the 
author, the change can be attributed to the much higher initial interest 
that the IS service provider had in second case.

Wide involvement of both IS personnel and user representative in 
the analysis process appeared to have positive impact on the dissemina-
tion of loss analysis results. Based on the experiences in this case, wide 
participation of both users and IS service personnel can be highly rec-
ommended. The use of workshops created, however, also challenges, as 
business losses were only one of the issues addressed. The participants 
in workshops were more accustomed to discuss various technical and 
operational issues. It was, indeed, the researcher’s role to make sure that 
also the issues related to potential losses received sufficient attention.

The wider commitment and involvement of the IS service provider in 
the second case also led to changes in the table format where the results of 
the loss analysis were presented. In the action-planning phase, the tables 
that had been produced in the paper mill case were closely reviewed. 
The table that was produced in the action taking phase (Table 23.7) was, 
however, slightly different. The contents of columns to the left, which 
identify potential business losses, were the responsibility of the author. 
The columns to the right, indicating technical risks and causes, was 
filled in by the representatives of the IS service provider. The table was 
filled from left to right – starting from potential losses in the core busi-
ness processes and then proceeding to the identification of associated 
technical risks for each combination of process and loss.

The idea that the loss analysis reports could be further elaborated by 
analysing technical risks that could cause losses was present already 
in the reports produced in the first case. There was, however, no party 
that saw it as necessary. IS personnel in the paper mill was relative well 
acquainted with technical problems that could take place. In the second 
case, the wide involvement of the IS service provider meant, that the 
analysis was possible to make.

Overall, the second case also followed the principles of action 
research in the sense that the development of methods was a genuinely 
joint effort between the researcher and the participating organisations. 
From the research perspective, the slight differences in the method 
were positive as they enable comparisons to be made between the two 
cases.
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Contributions for research

Prior research on IS risks has produced a detailed view of vulnerabilities 
and threats that a company is exposed to as a result of increased use of 
IS in business operations. Also the security measures to prevent risks 
from occurring are well documented. The methods that can be used to 
provide a systematic view of potential losses in the user organisation 
have, however, received only limited attention.

The first contribution of this paper is based on the review of five differ-
ent loss analysis methods presented in prior literature. The paper compared 
the basic assumptions behind each method in terms of the type of infor-
mation risks tackled, the type of analysis method employed and the nature 
of losses that the method is most likely to detect. By doing so the paper 
presented the methods in an overall framework and thus also illustrated 
lack of methods to analyse certain types of information risks and losses.

The contribution of empirical studies is related to the analysis method 
and to the experiences gained by applying it to the two action research 
cases. Following the principles of action research, the development of 
the method was organised as a joint effort with the participating organi-
sations. The research applied a theory-based method (business process 
analysis) to a problematic situation of the clients. Naturally, the novelty 
of any organisational analysis method can always be questioned. All 
three organisations involved in this study are, however, large publicly 
listed companies. Even if their representatives were aware of the tra-
ditional auditing and security analysis methods, they perceived the 
 methods developed in the current study as different.

The use of traditional risk analysis methods in the two cases would 
have been difficult, because the number of potential IS risks was known 
to be high and each individual risk, for example, a technical problem 
in the infrastructure, could affect several business applications and busi-
ness processes in the user organisation. Analysing technical risks first 
and then projecting the consequences of each risk in the user organisa-
tion simply was not considered as a feasible approach. Therefore, the 
analysis focused first on the core business processes, where most severe 
business consequences were likely to take place. Also the notion of risk 
was limited to information availability problems. While these restric-
tions increased the risk that the analysis could omit some potential 
adverse consequences, they also provided a clear scope for the analysis 
of adverse consequences in the user organisation.

Other business loss analysis methods, such as labour cost analysis or lost 
sales analysis could also have been used to provide estimates of potential 
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losses. Business process analysis was, however, expected to provide a more 
detailed description of events that lead from systems availability risks to 
business losses. Information asset value analysis and stock market reac-
tion analysis could have been used, in particular if the objective had been 
to estimate the losses in situations where mistakes by the IS service pro-
vider would lead to information confidentiality risks. The analyses were, 
however, limited to losses resulting from  systems availability problems.

Based on the experiences in the two projects it can be concluded that 
the potential business consequences are diverse and thus challenging 
to analyse. However, business process analysis succeeded in creating an 
overall image of potential losses. Immediate feedback from the manag-
ers suggests that reports focusing on potential losses at the enterprise 
level appear to be useful, in particular for the business managers. The 
experiences suggest, however, that also the analysis process itself can be 
used to raise awareness of potential losses among those who participate 
in it. This appeared to be of particular importance in the IS outsourcing 
context, where the technical personnel in the service provider side did 
not know about potential losses that the client can suffer. Similar situ-
ations can, however, also emerge in internal centralised IT departments 
that provide services to large number of business units.

Overall, the paper suggests that the analysis of losses in the user 
organisation requires organisational analysis skills, as opposed to the 
technical and mathematical analyses that are needed in the traditional 
analyses of systems risks. This study used methods that are typical in 
organisational studies (action research and business process analysis) in 
its investigation. They appeared to provide a good basis for the organisa-
tional analysis required. Hence, IS science could complement the more 
technical image that traditional risk analysis research has created about 
the relationship between IS risks and potential losses.

Contributions for practice

IS managers have often mentioned lack of managerial commitment 
to IS security and reliability as a severe problem. This research invites 
them to critically think how well the potential business consequences 
and risks are known in their own company. If the potential losses are 
not widely known, one means to increase managerial commitment is 
to comprehensively demonstrate the business risks that the company’s 
core business processes are exposed to.

Increasing penetration of computers to business operations means 
that business managers also need to be cognisant about potential 
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business losses. Auditing process comprises a transaction walkthrough 
that has similarities to the analysis described here. Auditing reports 
have, however, various purposes. Usually they place a lot of empha-
sis on detecting potential for errors (including systems security risks, 
systems risks and information risks) in processing transactions. Hence, 
they are often directed to reporting existing vulnerabilities, required 
corrective actions and losses if such actions are not taken.

This study suggests that IS and business managers should consider a 
separate analysis that concentrates solely on reporting potential busi-
ness losses. When carrying out such analysis, they can employ meth-
ods that were described in the beginning of this article to identify, for 
example, the form the loss or damage will take. Alternatively, they can 
conduct a similar business process analysis as was carried out in the 
two cases.

Managers in IS service companies might also consider using similar 
business process analysis methods in cooperation with their key cus-
tomers. The credit card department case provides an example of such 
cooperation. The analysis of customer’s key business processes seemed to 
increase awareness of potential business losses and thus benefited both 
parties. The process descriptions also assisted the IS service provider to 
connect improvements in IS service to avoidance of concrete losses in 
client’s business. The positive feedback from the client and from the 
company’s own employees participating in the project motivated the 
management of the IS service company to continue  conducting similar 
studies with other key customers.

Limitations and further research

This was, however, only one study conducted in two organisations. 
The methods were largely developed during the research process. They 
reflect the needs of the client organisations and the immediate situa-
tion that these companies faced. According to the principles of action 
research, the analysis methods used need to be critically re-evaluated 
and improved. Thus the paper leaves room for further development of 
the proposed method as well as further research about other methods.

Despite the positive immediate feedback, future research is needed 
in analysing the organisational impact of the assessment. The focus in 
this study was primarily on the development of the analysis method. 
The researcher did not have access to the commercial negotiations that 
provided the first initiative for the analysis of potential losses in the 
two cases. Future studies are needed to investigate the use of business 
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process analysis results as part of a IS security education, planning, 
investment planning, and systems security analysis and design efforts.

Future studies could also investigate a combined use of methods in 
order to provide a more comprehensive view of the potential losses 
in all categories. In the two cases, the scope of analysis was limited to 
operative processes and the questions were stated from the perspective 
of what if systems are not working (information availability risks). By 
investigating different types of business processes, for example, product 
development, and by adding more questions about different types of 
computer hazards (e.g. integrity and confidentiality risks), the results 
might reflect a broader view of business losses.

The main strength of business process analysis is in detecting poten-
tial for additional costs or lost sales due to problems in operative pro-
cesses (categories #1 and #2 in Table 23.2). Even if the analysis in the 
second case identified possibilities for theft of corporate resources and 
negative media exposure, the possibility that IS risks could lead to poor 
managerial decisions, theft of corporate resources, negative media expo-
sure, shareholder losses, legal processes or punishments, or unexpected 
IT costs (categories #3–#9 in Table 23.2) can easily be left behind by the 
method. In this respect, the business process analysis needs to be com-
plemented with other loss evaluation methods.

Summary

Improved methods for documenting potential business losses resulting 
from IS risk benefit both IS managers and researchers. For years, such 
managers and researchers have been aware of the significant negative 
effect that computer problems can have on business operations. Still, 
this effect has often been considered as complex and difficult to ana-
lyse. The findings herein – that business process analysis can be used to 
systematically assess the nature and significance of such effects – should 
stimulate the imaginations of IS security managers and researchers alike. 
Perhaps most importantly, this study concludes that more research on 
the methods that assist in identification of business losses is needed.
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Introduction

Quality information and information quality management in an 
organization is essential for effective operations and decision-making. 
The proliferation of data warehouses to support decision-making fur-
ther highlights an organization’s vulnerability with respect to poor data 
quality, especially given the widely disparate data sources, contexts, 
users, and data uses characterizing data warehouses and the much less 
predictable data usage involved in decision-making as compared to 
business operations.

Regardless of whether conventional databases or data warehouses 
are used to support decision-making, it is clear that management of 
information quality is critical to the effectiveness of the decision sup-
port systems employed. However, management of information quality 
pre-supposes a clear understanding of and consensus with respect to the 
meaning of the term ‘information quality’. In fact, fundamental ques-
tions still remain as to how quality should be defined and the specific 
criteria that should be used to evaluate information quality. Addressing 
these research questions is an important step in establishing a basis both 
for developing information quality assessment mechanisms and for dis-
cussing related issues such as quality improvement and management.

Competing views of quality from product- and service-based perspec-
tives focus on objective and subjective views of quality, respectively. 

Reprinted from “A semiotic information quality framework: development 
and comparative analysis,” by R. Price and G. Shanks in Journal of Information 
Technology, 20, 2005, pp. 88–120. With kind permission from the Association for 
Information Technology Trust. All rights reserved.
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Objective measures of information quality can be based on evaluating 
data’s conformance to initial requirements specifications and speci-
fied integrity rules or its correspondence to external (e.g. real-world) 
phenomena. However, such a view of quality overlooks aspects, critical 
to an organization’s success, related to data delivery and presentation, 
actual data use, and information consumer perceptions, where an 
 information consumer is defined as an internal or external user of organi-
zational data.

Actual operational use of data may differ substantially from that 
considered during system development as a result of omitted, unan-
ticipated, or changing business requirements. This may, for example, 
result in deficiencies in data model quality (a separate topic on its own, 
but not the focus of this paper) with respect to actual user require-
ments, leading to consumer perceptions of poor information quality. 
Furthermore, even if data meet basic requirements; data judged to be of 
good quality by objective means may be regarded as inferior by consum-
ers either due to problems resulting from data delivery (e.g. deficient 
delivery mechanisms, processes, or interfaces) or due to customer expec-
tations that exceed basic requirements.

To address these concerns, subjective measures of information qual-
ity can be used based on consumer feedback, acknowledging that 
consumers do not (and cannot) judge the quality of data in isolation 
but rather in combination with the delivery and use of that data. Thus, 
data  delivery and use-based factors are integral to a service-based view 
and to consumer perceptions of quality. The obvious challenge of 
this approach compared to the objective approach is the difficulty in 
 reliably measuring and quantifying such perceptions.

Note that objective versus subjective views of quality reflect com-
monly discussed IS distinctions between the terms data and informa-
tion, distinguishing between what is stored (i.e. stored data values) and 
what is retrieved from data collections (i.e. received data values). In 
this paper, the term data is used specifically to refer to stored database 
or data warehouse content; whereas the term information is used in a 
broader sense to include not only stored data but also ‘received’ data that 
have been delivered to, presented to, and interpreted by the user. Thus 
the term information quality refers to both objective views of stored data 
quality and subjective views of received data quality. Information qual-
ity research can then be characterized based on the view(s) of quality 
considered.

Information quality research is further characterized by the range of 
research approaches employed, that is, empirical, intuitive (i.e. ad hoc), 
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theoretical, and/or literature-based. Although some authors, for exam-
ple, Eppler (2001), have used the term theoretical to describe approaches 
based on review and analysis of existing quality literature; we distin-
guish explicitly between theory-based and literature-based approaches. 
The intuitive or ad hoc approach can be based on industrial experi-
ence, common sense, and/or intuitive understanding. A number of 
frameworks have been proposed in recent years for information quality 
(Redman, 1996; Wand and Wang, 1996; Wang and Strong, 1996; Kahn 
et al., 1997, 2002; English, 1999; Lee et al., 2002) based on these different 
approaches. A detailed comparison of these frameworks (and the research 
approach adopted by each) with the one proposed in this paper is given 
in the penultimate section. Here we highlight the steps involved in 
developing such a framework, the research approaches used, and their 
limitations – thus providing a motivation for the research reported in 
this paper.

An information quality framework typically consists of a set of quality 
criteria and their definitions grouped into general categories that have 
been separately defined. Even in the case of restricted frameworks that 
consider criteria from only one category (Wand and Wang, 1996), the 
different quality categories are initially delineated and defined before 
restricting the scope. In general, the steps, implicit or explicit, required 
in developing an information quality framework can be described as 
follows:

• derivation and definition of quality categories,
• selection of the derivation approach to use for deriving criteria,
• derivation and definition of quality criteria, and
• classification of criteria into categories.

Most notably, what all of the frameworks proposed to date have in 
common is a non-theoretical basis for these steps. Because the develop-
ment of the frameworks thus depends (either directly or indirectly) on 
information consumer feedback or ad hoc observations and experiences 
rather than on a systematic theory, the resulting frameworks are likely 
to have some inconsistencies, redundancy, and/or omissions and thus 
are subject to criticism regarding the degree of rigor. This is particularly 
true of the definitions of quality categories and the subsequent clas-
sification of criteria based on these categories. Such inconsistencies 
have in fact been noted previously by Eppler (2001) and Gendron and 
Shanks (2003) among others. In general, the only exception to these 
observations is the theoretical and thus rigorous basis provided by 
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Wand and Wang (1996) for selecting a derivation approach for objective 
criteria and for deriving and defining those criteria. However, not only 
is their scope limited to the objective view of information quality (and 
thus does not consider subjective quality criteria) but also their initial 
 delineation of categories is intuitive rather than theoretical.

These observations motivate the search for a different approach to 
developing an information quality framework – one that maintains 
rigor, especially with respect to the definition of quality categories and 
classification of criteria into categories, without sacrificing scope, that 
is, which incorporates both product and service quality perspectives in 
one coherent framework. This paper reports on an information quality 
framework, InfoQual, developed with these goals in mind. Previously 
published papers (Price and Shanks, 2004, 2005) have reported in detail 
on specific aspects of or developmental stages in the research. Here, we 
present the essential elements of the developmental process as a whole – 
both theoretical and empirical phases – in the context of a detailed 
comparison to other information quality frameworks with respect to 
the developmental approach adopted and consequent implications for 
consistency and scope.

The development of the framework can be described in terms of five 
steps:

1. defining quality categories, covering both objective product and sub-
jective service quality views,

2. determining the derivation method to use for criteria in each cat-
egory based directly on the definition of that category, which effec-
tively provides an automatic and natural classification of criteria into 
categories,

3. deriving the criteria for the objective product quality component(s) 
of the framework,

4. deriving the criteria for the subjective service quality component(s) 
of the framework, and

5. empirically refining the criteria, especially subjective criteria, using 
focus groups. Note that this step does not involve any re-classification 
of criteria, since a sound basis for criteria classification is established 
based on category definitions as described in step 2.

To ensure rigor, a theoretical approach was used wherever possible, 
that is, in the first three steps. The first two steps were based on semiot-
ics; whereas the third step employs database integrity theory and map-
ping cardinalities (based on an ontological view of an IS). This raises the 
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question of scope. To be comprehensive, an information quality frame-
work must include subjective component(s) that depend on informa-
tion consumer judgments both with respect to establishing the relevant 
set of quality criteria to consider and with respect to assessing quality 
based on these criteria. Such components are obviously not amenable 
to a purely theoretical approach. Therefore, the set of subjective service 
quality criteria were initially derived using a literature-based approach 
and then – to ensure relevance – empirically refined and validated.

The rest of the paper is structured as follows: The following section 
reviews semiotic theory and its application in an Information Systems 
(IS) context. The next section then describes how semiotic theory is used 
to derive and define quality categories and to determine (and thus jus-
tify) the research approach employed for deriving quality criteria. The 
initial derivation of specific criteria for each category is explained in the 
subsequent section and their refinement, based on empirical feedback 
from focus groups, is reported in the section thereafter. The revised 
framework is presented in the penultimate section with a detailed com-
parison to previously proposed frameworks. The final section describes 
conclusions and future work.

Semiotics

Although semiotics has many different branches, the one most relevant 
in the current context is that proposed by Charles Pierce (1931–1935) 
and later developed by Charles Morris (1938). In particular, Morris 
describes the study of signs in terms of its logical components (Barnouw, 
1989). These are the sign’s actual representation; its referent or intended 
meaning (i.e. the phenomenon being represented); and its interpretation 
or received meaning (i.e. the effect of the representation on an inter-
preter’s actions, that is, the actual use of the representation). Informally, 
these three components can be described as the form, meaning, and use 
of a sign. Relations between these three aspects of a sign were further 
described by Morris as syntactic (between sign representations), semantic 
(between a representation and its referent), and pragmatic (between the 
representation and the interpretation) semiotic levels. Again, infor-
mally, these three levels can be said to pertain to the form, meaning, 
and use of a sign respectively.

The process of interpretation, called semiosis, at the pragmatic level 
necessarily results from and depends on the use of the sign by the 
interpreter. The actual interpretation of the sign depends both on the 
interpreter’s general sociolinguistic context (e.g. societal and linguistic 



224 Rosanne Price and Graeme Shanks

norms) and on their individual circumstances (e.g. personal experience 
or knowledge). With this background, the correspondence between 
semiotics and information quality can be clarified and the applicability 
of semiotics to the formal definition of information quality justified.

A datum is maintained in a database or data warehouse precisely 
because it is representative of some external1 (e.g. real-world) phenom-
enon relevant to the organization, that is, useful for business activities. 
However, the representational function of the datum is realized only 
when it is retrieved and used by some entity, either human or machine. 
Data use necessarily entails a process of interpretation that potentially 
influences the resulting action taken by the interpreter. For example, 
a clerk may issue a query and retrieve a stored integer number from 
a database that they then interpret as the current age of a particular 
employee. As a result, the clerk then sends a letter to that employee 
with notification that the employee is approaching mandatory retire-
ment age.

A clear correspondence between the semiotic concept of a sign 
and the IS concept of datum can be observed by noting that a datum 
has the same three components described earlier for a sign: a stored 
representation,a represented external phenomenon as the referent, and a 
human or machine interpretation. In fact, a datum serves as a sign in the 
IS context. As is true for any sign, the actual interpretation of the rep-
resentation (and the degree to which that corresponds to the referent 
originally intended in sign generation) will depend on the interpreter’s 
background (i.e. programming for a machine interpreter and societal 
and personal context for a human interpreter).

Precedents for the application of semiotic theory to IS include the 
application of semiotics to understanding IS and systems analysis 
(Stamper, 1991), to evaluating data model quality (Krogstie et al., 1995; 
Krogstie, 2001), and to evaluating information quality (Shanks and 
Darke, 1998). Following Stamper’s lead, these authors introduce addi-
tional semiotic levels not supported by semiotic theory that (1) intro-
duce overlaps obscuring the clear distinction between levels (e.g. both 
the pragmatic level and the newly introduced social level address shared 
social context) and (2) do not preserve the original congruence between 
sign components and semiotic levels described above. Therefore, we 
choose instead to adhere to the original three semiotic levels defined 
by Morris.

Given the congruence between the original Piercian semiotics and the 
concept of information, the syntactic, semantic, and pragmatic semiotic 
levels can serve as a theoretical foundation for (1) defining information 
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quality categories, (2) using those definitions to select and rationalize 
the research approach suitable for deriving each category’s quality crite-
ria, and (3) categorizing quality criteria. In fact, it is important to note 
that the last step follows implicitly (i.e. automatically) from the first 
two, ensuring consistent criteria classification. Since quality criteria are 
initially derived with reference to a specific quality category based on 
that category’s definition, there is no need for the separate and manual 
classification of criteria into categories necessary when criteria and cat-
egories are derived independently. This clearly differentiates our work 
from other information quality approaches. Rather than an ad hoc and/
or empirical derivation of quality categories and classification of qual-
ity criteria, the use of semiotics provides a sound theoretical basis for 
both steps.

A semiotic view of quality categories

In this section, we describe the basic structure of the information qual-
ity framework InfoQual in terms of quality categories derived from the 
three semiotic levels. The intention throughout is to give an informal 
description sufficient to serve as a basis for understanding the rationale 
for and structure of the framework. A detailed description of the theo-
retical development with formal definitions of all the terms is found in 
Price and Shanks (2004).

We begin by presenting the relevant IS terminology used and its 
equivalents in semiotic terms. Essentially, data and metadata together 
comprise the contents of a database or data warehouse. They both serve 
as signs in the IS context representing respectively external phenomena 
relevant to an application and external rules or documentation relevant 
to an application or data model. For example, metadata include busi-
ness integrity rules constraining the combinations of data values that 
are legally allowed in the database or data warehouse (i.e. based on appli-
cation rules describing possible external states, e.g. employee age must 
be less than 65 years) and general integrity rules constraining the data 
organization in the IS (i.e. based on the underlying data model employed 
by the IS, e.g. the referential integrity rule that an employee department 
must exist). In other words, metadata include the set of definitions (and 
documentation) relating to either the business  application domain or to 
the underlying data model that together form the IS design.

Having established the congruence between IS and semiotic con-
structs, the definition of information quality categories based on semi-
otic levels follows naturally. The syntactic and semantic quality categories 
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have a direct correspondence to the definition of their respective semi-
otic levels. For example, since data and metadata are both signs in the 
IS context; the conformance of stored data (e.g. employee John’s stored 
age of 55 years) to stored metadata (e.g. the stored rule that employee 
age must be less than 65 years) describes a relation between sign rep-
resentations. Similarly, the correspondence of stored data (e.g. John’s 
stored age) to represented external phenomena (i.e. John’s actual age) 
describes relations between sign representations and their referents. In 
defining the pragmatic quality category, we focus on one aspect of the 
interpretation as described in the previous section, that is, the use of 
the representation. Thus the relation between stored data and its use 
describes relations between sign representations and the aspect of inter-
pretation related to their use. In the context of information quality, use 
is further described in terms of a specific activity, its context, and user 
characteristics; since any judgement regarding the suitability and worth 
of a data set are dependent on these aspects of use. Note further that 
references to stored data assume a single abstract IS representation of 
the hierarchically structured logical and physical representations (e.g. 
files, records, fields, bytes, bits) of IS internals, which can be considered 
an example of nested signs. Given these explanations, the quality cat-
egories can then be defined with respect to a given data set as follows.

Definition 1. The syntactic quality category describes the degree to 
which stored data conform to stored metadata. This category addresses 
the issue of quality of IS data relative to IS design (as represented by 
metadata) and is assessed through integrity checking.

Definition 2. The semantic quality category describes the degree to 
which stored data correspond to (i.e. map to) represented external phe-
nomena, that is, the set of external phenomena relevant to the purposes 
for which data are stored (i.e. the intended use of the data). This cat-
egory addresses the issue of the quality of IS data relative to represented 
external phenomena and is assessed through random sampling.

Definition 3. The pragmatic quality category describes the degree to 
which stored data are suitable and worthwhile for a given use, where 
the given use is specified by describing three components: an activity, 
its context (i.e. geographic or organizational), and the information con-
sumer characteristics (i.e. experience, knowledge, and organizational 
role). This category addresses the issue of the quality of IS data relative 
to actual data use, as perceived by users, and is assessed through the use 
of a questionnaire or survey.

To summarize, the three semiotic levels – syntactic, semantic, and  
pragmatic – describing respectively (1) form, (2) meaning, and (3) application 
(i.e. use or interpretation) of a sign can be used to define corresponding 
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quality categories based respectively on (1) conformance to database 
rules, (2) correspondence to external phenomena, and (3) suitability for 
use. This is illustrated in Table 24.1 using the example of an employee 
database.

Essentially, the syntactic and semantic categories relate to the objec-
tive product-based and the pragmatic category to the subjective service-
based quality views described in the first section. The advantages of 
having a single framework incorporating both views of quality is that 
it (1) provides a comprehensive description of quality and (2) facilitates 
comparison between different quality perspectives. In the context of 
quality assessment, such comparisons can be used to check for discrep-
ancies between objective and subjective assessment methods that are 
likely to signify a quality problem and may facilitate analysis into the 
source of the quality problem.

Next, we consider the derivation of quality criteria for each category. 
As stated earlier, the goal is a general understanding of the approach 
adopted for each category.

Deriving quality criteria for each category

Regardless of the approach used to derive quality criteria, there are sev-
eral requirements and goals that were formulated prior to and considered 
throughout the derivation process to ensure a systematic and rigorous 
evaluation of potential quality criteria. The requirements are as follows:

• criteria must be general, that is, applicable across application domains 
and data types, and

• criteria must be expressed as adjectives (or adjectival phrases) to 
ensure consistency.

Table 24.1 Application of semiotics to IS: semiotic theory and IS equivalent

Theory: semiotic level Application: IS equivalent

Syntactic level (sign form)
sign ← → sign

Data in database conform to integrity rules?
  For example, emp.salary > 0or  emp.dept# = 

dept.dept#
Semantic level (sign meaning)
sign ← → referent

Data in database match external phenomena?
  For example, emp attribute values match 

real-world employee details
Pragmatic level (sign use)
sign ← → use

Data in database useful for tasks?
  For example, include details needed for 

payroll
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The goals are as follows:

• the names of quality criteria should be intuitive, that is, correspond-
ing as closely as possible to common usage,

• criteria must clearly defined,
• inter-dependencies between criteria should be minimized as far as 

possible and, where unavoidable, should be fully documented and 
justified, and

• the set of criteria should be comprehensive.

These are listed as goals rather than requirements since we cannot 
prove that these goals are satisfied – they can only be subjectively 
assessed over time through peer review and empirical feedback.

Theoretical techniques are used to derive quality criteria for both 
syntactic and semantic categories, as described in the following two 
consecutive subsections, respectively. The initial list of pragmatic 
criteria is derived based on an analysis of current information quality 
literature, as described in the ‘Pragmatic criteria’ section. The summa-
rized list of initial criteria for each category is given in the subsequent 
subsection.

Syntactic criterion

The syntactic criterion of conforming to metadata (i.e. data integrity rules) 
is derived directly from the definition of the syntactic quality category 
based on integrity theory. Note that although in the most general 
theoretical sense metadata comprises definitions, documentation, and 
rules (i.e. the data schema); we operationalize the definition in terms of 
conformance to specified integrity rules to serve as a practical basis for 
syntactic quality assessment. In the context of relational databases, this 
would comprise general integrity rules relating to the relational data 
model (e.g. domain, entity, and referential integrity) and those integrity 
rules specific to a given business or application.

Semantic criteria

The derivation of semantic quality criteria is based on the work of Wand 
and Wang (1996) because it is unique in the quality literature for its 
theoretical and rigorous approach to the definition of quality criteria. 
As acknowledged by the authors, the scope of their paper is limited to 
the objective view of quality based on the stored data’s fidelity to the 



A Semiotic Information Quality Framework 229

represented external world (i.e. not on data use). However, this corre-
sponds to our definition of the semantic quality category; so their work 
can serve as a basis for deriving semantic quality criteria.

The derivation of quality criteria in Wand and Wang is based on an 
analysis of possible data deficiencies arising during the transformation 
of real-world states to IS representations, assuming an ontological view 
that the IS represents the real-world application domain. Using the 
example of an employee database, a good representation of the real-
world by an IS requires that the IS data be complete (i.e. not missing any-
thing, e.g. all employees are represented), unambiguous (i.e. maps uniquely 
to the real-world, e.g. a given stored employee ID does not map to two 
different employees), meaningful (i.e. no spurious or unmapped data, 
i.e. no extra invalid stored employee IDs), and correct (i.e. corresponds, 
e.g. stored employee ID and details match that of the actual employee 
to be represented). These criteria and their definitions were amended as 
described in Price and Shanks (2004) to account for differences in goals 
and to remedy observed inconsistencies in the original analysis. Here 
we discuss only the two amendments that are directly relevant to the 
discussion of focus group results and resulting revision of framework 
criteria (including semantic criteria) in the section on ‘Practitioner, 
academic, and end-user focus groups’ and the penultimate section, 
respectively.

Wand and Wang’s original definitions are expressed in terms of 
database and real-world states; however, that is not practical for infor-
mation quality assessment. Instead, the definitions must be operation-
alized in terms of identifiable IS data units (consisting of one or more 
data items, e.g. relational records with fields) and external phenomena 
(e.g. represented real-world objects) whose states can be sampled indi-
vidually. As discussed in Wand and Wang, these two perspectives are 
interchangeable when analysing data deficiencies, except in the special 
case of decomposition defi ciencies. In this case, the overall IS state may not 
correspond to the real-world even though individual components do, as 
a result of differently timed update of individual components. In prac-
tice, in addition to sampling individual IS and real-world components, 
some degree of aggregation may be required to detect decomposition 
deficiencies.

Finally, Wand and Wang classify only meaningless but not redundant 
IS states as a mapping deficiency. This is despite the acknowledgement 
that either case has a significant potential to lead to data deficiencies. 
We felt that these two cases should be treated consistently. Specifically, 
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we concluded that meaningful and nonredundant should both be consid-
ered information quality criteria, while acknowledging that they differ 
from other semantic criteria in that they represent a danger rather than 
a definite deficiency. This issue is revisited in the ‘Criteria definition’ 
section as a result of focus group feedback.

Pragmatic criteria

Having reviewed the derivation of quality criteria for the syntactic and 
semantic quality categories, we next consider the derivation of quality 
criteria for the pragmatic quality category. Theoretical derivation tech-
niques were suitable for the first two quality categories. However, as 
described in the introductory section, a combination of literature-based 
(described in this section) and empirical (described in the next section) 
techniques are required for the pragmatic category because it relates 
to consumer use of data and thus is subject to information consumer 
judgement. The initial set of pragmatic level criteria, described next, 
were thus derived based on an analytic review of literature guided by 
the goals and requirements for quality criteria described in the begin-
ning of this section.

Pragmatic criteria pertain either to the delivery or to the importance 
of the retrieved data. They address the ease of retrieving information 
(accessibility), the degree to which the presentation of retrieved informa-
tion is appropriate for its use (presentation suitability), the comprehensi-
bility of presented information (understandability), the ease of modifying 
the presentation to suit different purposes (presentation fl exibility), the 
degree of information protection (security), the importance and suffi-
ciency of information for consumer’s tasks (value), and the relevance of 
information to consumers’ tasks (relevance). The last criterion, relevance, 
relates specifically to the types of information available (i.e. data intent) 
rather than to the quantity of information available (i.e. data extent), 
since the latter is already covered by the semantic quality criterion 
complete. Value (i.e. the criterion valuable)was included despite acknowl-
edged inter-dependencies with other criteria, because it was considered 
necessary to act as a generic placeholder for those aspects of quality 
specific to a given application domain. This is discussed further in the 
section on ‘Inter-dependencies between criteria’.

The pragmatic category includes additional criteria addressing con-
sumer perceptions of the syntactic and semantic criteria described earlier. 
These are included because an information consumer’s subjective and 
use-based judgement may differ considerably from objective and rela-
tively use-independent measurement of the same quality criterion. 
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An example is that the completeness of a given data set may be rated 
as quite good based on an objective, sampling-based semantic-level 
assessment but may be considered unacceptably poor by those con-
sumers whose particular use of the data impose unusually stringent 
requirements.

Summarized list of criteria

Table 24.2 presents the initial list of quality criteria derived for each 
level as described in this section, with any sub-criteria listed in 
parentheses.

In the next section, we describe the empirical research method used 
to refine the framework, particularly with respect to the pragmatic 
criteria.

Practitioner, academic, and end-user focus groups

The primary motivation for conducting focus groups was to refine 
the initial list of pragmatic criteria derived through an analytic and 
literature-based approach. The necessity of using such a combined 
approach was explained in the Introduction, that is, empirical tech-
niques are required to solicit consumer input as to the appropriate set 
of pragmatic quality criteria since by definition they relate to the subjec-
tive consumer perspective. The choice of empirical technique adopted 
was based on the highly interactive nature of focus groups (Krueger, 
1994), allowing for a full exploration of relevant (and possibly conten-
tious) issues based on a direct exchange of views between participants. 
Such consumer input implicitly provides some indirect evaluation of 
syntactic and semantic criteria and the framework as a whole, since 

Table 24.2 Quality criteria by category

Syntactic criteria (based on rule conformance)
  Conforming to metadata, i.e. data integrity rules

Semantic criteria (based on external correspondence)
  Complete, unambiguous, correct, non-redundant, meaningful

Pragmatic criteria (use-based consumer perspective)
  Accessible (easy, quick), suitably presented (timely; suitably formatted, precise, 

and measured in units), flexibly presented (easily aggregated; easily converted 
in terms of format, precision, and unit measurement), understandable, secure, 
relevant, valuable

  Perceptions of syntactic and semantic criteria
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some of the pragmatic criteria are based on perceptions of syntactic and 
 semantic criteria.

Three focus groups were conducted to solicit feedback from IT 
 practitioners, IT academics, and end-users respectively. The practitioner 
focus group had eight participants including both data management/
quality consultants and in-house IT professionals at varying levels of 
seniority (i.e. from application developers to senior managers). The aca-
demic focus group consisted of seven academics whose research was in 
the area of data management. The end-user focus group of six participants 
included administrative, managerial, and technical database users with 
non-IT backgrounds. Participants were asked to complete an individual 
opinion form evaluating the pragmatic criteria prior to their attendance 
at a focus group discussion of those criteria and of related quality issues.

During the focus group discussion, participants were passionate 
about their views and experiences of quality issues and the challenges 
of ensuring quality. The wideranging discussion that ensued addressed 
topics such as defining, assessing, improving, and managing quality in 
organizations. Since the framework was presented as intended to serve 
as a basis for development of quality assessment techniques and tools, 
the relevance of the framework to quality assessment was a major focus 
of the discussion – especially for practitioners and academics. In this 
paper, we report those focus group results (based on both individual 
opinion forms and the group discussion) most directly impacting the 
InfoQual framework revision. Relevant focus group outcomes can be 
categorized as related either to missing criteria or sub-criteria, inter-
dependencies between criteria, criteria definition, or framework context 
and are discussed in the following four subsections, respectively.

Missing criteria or sub-criteria

Participants suggested a number of potential additions to the list of 
quality criteria. Some were determined to be outside the scope of 
the framework. For example, the proposed criteria data model quality 
(i.e. metadata quality) is a distinct topic requiring separate analysis and 
treatment, as discussed in the Introduction. Although poor metadata 
quality can negatively impact information quality (i.e. be a source of 
poor information quality), the two terms are not synonymous. Other 
proposed additions were already covered by the original set of quality 
criteria. For example, privacy issues related to unauthorized access, use, 
or distribution of data can be addressed through a minor amendment to 
the definition of the existing quality criteria secure, as discussed in the 
section ‘Criteria definition’.
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Only one proposed addition was both within the framework scope 
and not currently addressed, allowing access to relevant metadata. As it 
is clearly use-related, this criterion is added to the pragmatic category. 
In fact, the suggestion to include this quality criterion arose more than 
once in feedback from separate focus groups and was motivated by the 
requirements of different application contexts, including the following:

• for documentation on version and update lag time of replicate data,
• for currency, lineage, granularity, transformation, and source docu-

mentation of spatial data,
• for documentation on data collection purposes to comply with 

 privacy legislation, and,
• for documentation of context for data originating from disparate 

or unfamiliar sources, for example, as in a data warehouse or data 
 collection external to the organization accessing the data.

A data set that does not provide access to relevant metadata may 
result in the data being unintelligible, misinterpreted, or unintention-
ally misused. This clearly impacts the perceived quality of the retrieved 
information. It further implies inter-dependencies that should be 
acknowledged between this new quality criterion and the criteria 
 understandable and secure.

In terms of sub-criteria, concerns were raised by endusers regarding 
the level of detail considered by the correct criterion. They regarded it 
as extremely important to differentiate between the specific types of 
errors that could result in a violation of this quality criterion, that is, 
a mismatch between a database value (i.e. attribute field value) and 
the external property that it was supposed to represent. For  example, 
recording that the errors were due to missing values could allow 
explicit evaluation of the percentage of missing values for a given type 
of attribute (i.e. field). Possible types of errors include a missing value 
(i.e. empty field), an inappropriate value (i.e. of the wrong type or an 
invalid type, e.g. an address or numeric value in the employee name 
field), or an appropriate but incorrect value (i.e. of the correct type but 
not matching the external property, e.g. an address value in the address 
field but not that of the relevant employee). These three types of 
errors can be re-phrased in positive terms as sub-criteria of the correct 
criterion as: present (i.e. field has a value), appropriate (i.e. field value is 
of the correct type), and matching (i.e. field value matches that of the 
external property represented) respectively. Note that these sub-criteria 
are not independent since matching implies appropriate which in turn 
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implies present. Note also that the presence of NULLs in the database 
could potentially obscure such judgements unless their meaning is 
clearly defined. Of the four possible interpretations of NULL described 
by Redman (1996), not applicable and none would not violate the correct 
criterion, applicable but unknown would violate the sub-criterion present, 
and applicability unknown cannot be evaluated (i.e. might be an example 
of any of the other three cases). These sub-criteria are discussed further 
in the next section.

Inter-dependencies between criteria

In this section, we discuss inter-dependencies between criteria in the 
original framework. Inter-dependencies resulting from the addition of 
criteria or sub-criteria to the framework were discussed in the above 
section. Whenever possible without limiting framework scope, the 
framework was modified to eliminate identified inter-dependencies. 
Where such action would compromise the comprehensive coverage of 
the framework, the inter-dependencies were acknowledged rather than 
removed.

Syntactic and Semantic Criteria

Inter-dependencies were identified (a) within the set of semantic crite-
ria and (b) between semantic and syntactic criteria. As discussed in the 
‘Semantic criteria’ section, the original semantic definitions, expressed 
in terms of states, were operationalized in terms of identifiable IS and 
external (e.g. real-world) phenomena. As a result, correct was initially 
defined as having attribute values match property values for each rep-
resented external (e.g. real-world) instance. However, this resulted in 
inter-dependencies with other semantic criteria since a mismatch in 
key (i.e. identifying) attribute values could further lead to ambiguous 
(i.e. one identifiable IS data unit maps to multiple different external 
phenomena), meaningless (i.e. one identifiable IS data unit does not map 
to any external phenomena), or redundant mappings (i.e. multiple dif-
ferent identifiable IS data units map to the same external phenomenon) 
that violate the unambiguous, meaningful, or non-redundant semantic 
criteria, respectively.

The solution is to define two separate semantic correctness criteria, 
phenomenon-correct and property-correct. The first correctness criterion 
phenomenon-correct relates to the correctness of mapping identifiable IS 
data units to external phenomena. A violation would involve an unam-
biguous, meaningful, non-redundant mapping (based on key attrib-
utes) of an identifiable data unit to the wrong external phenomenon. 
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The second correctness criterion property-correct involves an identifiable 
data unit that maps correctly to the represented external phenomenon 
but has an incorrect representation of one or more non-identifier exter-
nal properties by non-key attributes (i.e. un-matched values). To illus-
trate, an example of phenomenon-level correctness is when the ID field 
for a given employee record correctly maps to the real-world employee 
with that ID; whereas property-level correctness is when the recorded 
salary value matches the employee’s actual salary.

It should be noted that although inter-dependencies are reduced 
and criteria definitions clarified by this framework revision, inter-
dependencies between semantic criteria are not completely eliminated, 
since property-correct implies phenomenon-correct, which, in turn, implies 
a meaningful mapping. In fact, this inter-dependency originates directly 
from Wand and Wang’s (1996) initial set of criteria where a correct 
mapping implies further that the mapping is meaningful. However, 
we consider the distinctions between these different cases significant 
(e.g. for error source analysis) and thus acknowledge rather than 
remove the inter-dependencies. A further concern is the apparent inter- 
dependency between the newly introduced semantic criterion property-
correct and the syntactic criterion conforming to integrity rules. Incorrect 
property representation can result from either an illegal or a legal but 
invalid (i.e. incorrect, unmatched) attribute value. As currently defined, 
the former case seems to violate both the above-mentioned criteria; 
whereas the latter case seems to violate only the semantic criterion. 
However, it is possible that an IS attribute value may violate a syntactic 
formatting rule but still be able to be matched correctly to the relevant 
external (e.g. real-world) property value. We therefore clarify that property-
correct is with respect to fidelity to external property values, but not 
necessarily to all specified integrity rules.

Based on this revision to the original semantic criterion correct, we 
then re-visit the issue raised in ‘Missing criteria or sub-criteria’ of pos-
sible sub-criteria. The discussion and examples given in that section 
apply without amendment to the addition of the present, appropriate, 
and matching sub-criteria to the new criterion property-correct. However, 
these sub-criteria do not apply to the new criterion phenomenon-correct, 
since we have said that any violation of this criterion is, by definition, 
an unambiguous, meaningful, and non-redundant mapping (therefore 
necessarily involving a present and appropriate but non-matching key 
value) or it would violate one of these other three semantic criteria 
instead. In other words, the key value successfully identifies exactly 
one external phenomenon (implying that the key value exists and is 
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of the correct type) but it is the wrong phenomenon (implying that the 
key value does not match the identifier for the represented external 
phenomenon). So the data unit actually represents a different external 
phenomenon than that identified by the data unit’s key values. We 
therefore conclude that the three new sub-criteria should be added to 
the property-correct but not the phenomenon-correct criterion.

Pragmatic criteria

Inter-dependencies were identified between pragmatic criteria relating 
to data delivery, in that information must first be accessible to judge 
whether it is understandable (and other presentation aspects) and must 
be understandable before judging whether it is suitably and fl exibly pre-
sented. Conversely, information presentation affects perceived under-
standability and accessibility. In this case, we judged that, although 
inter-dependent, these criteria each represented essential and distinct 
quality aspects whose removal would result in a less comprehensive 
coverage of information quality. However, the sub-dimension timely was 
removed from suitably presented and made a separate delivery-related cri-
terion. This restricts the criterion suitably presented to presentation style 
aspects (i.e. layout, precision, units), thus simplifying and clarifying its 
semantics. Further, it serves to acknowledge the critical importance of 
timeliness as a quality aspect in its own right, an issue raised in both 
academic and practitioner focus groups.

Further inter-dependencies between understandable and many other 
criteria (beyond those relating to data delivery) were identified. 
Essentially, information must be understood before its relevance, value, 
and perceived syntactic and semantic quality aspects can be judged. After 
consideration, the best response was judged to be explicit acknowledge-
ment of the inter-dependency.

Finally, we consider the inter-dependencies between the pragmatic 
criteria valuable and most other criteria (insofar that satisfying other 
quality criteria implies high value), and especially with the pragmatic 
criteria relevant. Although these inter-dependencies were explicitly 
acknowledged; valuable was initially retained as a placeholder for domain-
specific quality criteria that might not have been covered elsewhere in 
the framework. Focus group discussion failed to elicit any examples 
of such domain-specific criteria that did not fit into the framework 
(assuming the framework is revised as discussed in the section on 
‘Missing criteria or sub-criteria’), even though representatives of both 
general business and specialized technical applications (i.e. geographic 
information systems) were included in the focus groups. Furthermore, 
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the evident confusion introduced as a result of these acknowledged 
inter-dependencies became clear during the course of the focus groups. 
The feedback clearly indicated that participants felt that the concept of 
valuable was too general and abstract to ensure consistent interpretation 
(i.e. rather it was likely to be understood quite differently by different 
people) or to convey any meaningful information. It was therefore 
judged not to be useful as a specific quality criterion and removed from 
the framework.

In a related issue, focus group feedback highlighted the fact that the 
suffi ciency aspect of the original criterion valuable should instead be 
considered in the criterion relevant with respect to the types of informa-
tion available. This aspect of quality is not considered elsewhere in the 
framework. Therefore, the criterion relevant can be replaced with the 
more comprehensive criterion type-suffi cient, defined as the degree to 
which the given data set includes all of the types of information (i.e. data 
intent) useful for the intended information use. This is discussed further 
in the next section.

Criteria definition

In this section, we discuss focus group feedback relating to identified 
ambiguities in criteria semantics or wording not caused by dependen-
cies between criteria (discussed in the above section). With respect 
to criteria semantics, it was evident from all of the focus groups that 
participants regarded the presence of redundancy in a data collection 
as quite common and not necessarily an indication of poor quality. In 
fact, they referred to replication, a synonym for redundancy with posi-
tive rather than negative connotations, as an integral part of effective 
organizational data management.

The argument presented in the ‘Semantic criteria’ section was that 
both meaningless and redundant data represented a potential rather than 
a definite quality problem and therefore should be treated similarly. 
However, as a result of the focus group feedback, the two cases could 
be clearly differentiated in that only the latter might be deliberately 
introduced because of associated benefits (e.g. with respect to improved 
access time for geographically dispersed consumers). The response to 
this observation is to redefine the quality criterion non-redundant as 
consistent, that is, not having duplicates or having acceptably con-
sistent duplicates. Acceptable consistency is defined as either having 
consistent replicates (i.e. with matched attribute values) or inconsist-
ency that is resolved within a time frame acceptable in the context of 
replicate use.
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Considerations related to the impact of privacy laws on information 
quality led to the elaboration of the original definition of the pragmatic 
criterion security as ‘appropriately protected from damage or abuse (includ-
ing unauthorized access)’ to include unauthorized use or distribution.

Another source of confusion raised by end-users was their difficulty in 
distinguishing between suitably presented and relevant (or the substituted 
type-suffi cient), End-users’ understanding of the type of information 
(i.e. attribute or field types) available is commonly based on what is dis-
played or made available through the presentation interface. Therefore, 
they tended to view this issue as just another sub-criterion relating to 
presentation rather than a separate and independent criterion. After fur-
ther consideration, neither the original criterion relevant nor the newly 
proposed criterion type-suffi cient are included in the revised framework. 
Instead, the sub-criteria includes suitable fi eld types and the selection of 
displayed fi eld types easily changed are added to the existing sub-criteria 
of suitably presented and fl exibly presented respectively.

Other identified ambiguities in criteria definition are related to wording. 
For example, the term meaningful was often misinterpreted as important 
or significant rather than as defined in terms of a mapping cardinality 
constraint. Thus the implicit connotations of the English word took 
precedence over the definition given. Therefore the names of all the 
semantic criteria were amended to include explicit references to map-
ping, for example, mapped meaningfully, mapped completely, etc.

Framework context

Discussions relating to framework context helped to further clarify the 
scope and boundaries of the research.

Specialized data types

Focus group participants raised questions regarding whether specialized 
application domains, such as scientific data, were addressed by the frame-
work, with spatial applications such as geographic information systems 
given as a specific example. This was discussed in the section on ‘Inter-
dependencies between criteria’ in the context of the criterion valuable, 
which was deleted from the framework following the failure to identify 
any domain-specific criteria not covered at least generally by other frame-
work criteria and the acknowledged confusion caused by the criterion’s 
inherent inter-dependencies and ambiguity. It was additionally observed 
that although the framework did encompass spatial quality criteria, it was 
at a level that might potentially be too general to be useful in the context 
of specialized spatial applications. Therefore, the decision was made to 
explicitly acknowledge that the framework targeted (i.e. was specifically 
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developed for) general business applications, although it might provide 
useful guidelines (i.e. a starting point) for conceptualizing quality even in 
specialized application domains. That is, if any domain-specific criteria 
exist in specialized application areas; it was judged more effective that 
individual organizations add them explicitly to create variants of the 
basic framework.

Unit of analysis

Questions were raised regarding the framework’s intended unit of analy-
sis, specifically whether it targeted data sets or individual data attributes 
(i.e. columns in the relational context). In the context of common 
organizational quality assessment requirements and the framework’s 
potential for supporting those requirements, some practitioners felt that 
it was important to be able to assess not only entire data sets (e.g. the 
customer information relation) but also individual relational columns 
(e.g. the address column from that relation). On reflection, we realized 
that this represented one example of a more general issue. The general 
issue is that of quality assessment for data sets that do not include 
identifiers (e.g. any set of non-key columns in the relational context). 
In such a case, the individual data units (e.g. non-key field values from 
a record in the relational context) comprising the data set cannot be 
mapped to specific external phenomena. Two questions arise conse-
quently: can the current framework support this type of assessment and 
how important is it to support this type of assessment?

It is immediately evident that because semantic category criteria are 
based on IS/real-world mappings, their evaluation requires identifiable 
data units in order to establish the necessary correspondence between 
data and external phenomena. Therefore, although parts of the frame-
work are still relevant; the framework as a whole cannot support such 
quality assessments.

On first glance, it appears that such assessments are critically impor-
tant to answer questions such as: how reliable is stored customer address 
information? However, closer examination reveals that this question is 
directed against the customer address attribute with respect to the cus-
tomer identifier attribute(s), that is, when we retrieve the address for any 
given customer, is it reliable? If an address retrieved for a given customer is 
reliable, that means it is the correct address for that particular customer. 
Thus, such questions still involve data sets with identifiers, that is, 
identifiable data units that can each be mapped to individual external 
phenomena. In fact, the only type of quality assessment that is directed 
against an individual non-key attribute or attributes in isolation would 
be in the context of aggregation tasks, for example, If we calculate the 
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average or total employee salary, is it reliable? In this case, there is no need 
to map salaries to employees. However, it is relatively rare that individual 
attributes are assessed for quality only with respect to aggregation tasks.

Objective versus subjective quality contexts

Several questions raised during focus group discussions highlighted 
contextual differences between the objective and subjective compo-
nents of the framework in terms of the types of data and metadata that 
can be considered in practice (e.g. in quality assessments based on the 
criteria defined in the framework).

Although the syntactic criterion can be defined theoretically as 
conformance to metadata (i.e. data integrity rules), in practice, actual con-
formance assessments at the syntactic level would be objectively judged 
against existing database integrity rules as they are the only integrity 
rules explicitly specified and practically accessible. However, informa-
tion consumers generally do not know which integrity rules have been 
specified; therefore, subjective consumer judgments of perceived con-
formance at the pragmatic level would be in the context of their own 
understanding of the applicable integrity constraints.

Similarly, objective quality criteria can be practically assessed only 
with respect to derived data that are stored; whereas assessment of 
subjective quality criteria necessarily includes both derived data that 
are stored and that which are calculated, since consumers would not 
normally be able to distinguish between the two cases.

In fact, as long as such differences between objective and subjective 
quality perspectives are explicitly acknowledged and understood in 
using the framework, they represent one of the potential strengths of 
the framework, as discussed in the third section. To reiterate, compari-
sons between objective and subjective quality assessments can be used 
to check for discrepancies that are likely to signify a quality problem 
(and that may not be immediately obvious from only one type of assess-
ment) and may facilitate analysis into the source of the quality problem. 
For example, differences between syntactic and perceived syntactic 
quality assessments may be due to significant omissions in the integrity 
rules specified in the initial schema (i.e. data model problems).

Revised framework and comparison

As a result of focus group feedback, the scope of the semiotic infor-
mation quality framework discussed in this paper can be clarified as 
follows. The framework is specifically intended for general business 
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applications with structured data and for use with data sets that include 
identifiers (i.e. key attributes) allowing data units to be mapped to 
 external (e.g. real-world) phenomena and vice versa.

Focus group feedback was also used as a basis for refining the original 
quality criteria, especially for the pragmatic category. The revised set of 
quality criteria and their definitions for each quality category is shown 
in Table 24.3, with any sub-criteria listed in parenthesis after the cri-
terion name. Note that the terms external phenomenon and phenomena 
refer to external (e.g. real-world) instances.

Table 24.3 Revised quality criteria by category

Syntactic Criteria (based on rule conformance)
  Conforming to metadata, i.e. data integrity rules: Data follows specified data 

integrity rules

Semantic Criteria (based on external correspondence)
  Mapped completely: Every external phenomenon is represented
  Mapped unambiguously: Each identifiable data unit represents at most one 

specific external phenomenon
  Phenomena mapped correctly: Each identifiable data unit maps to the correct 

external phenomenon
  Properties mapped correctly (present, appropriate, matching): Non-identifying 

(i.e. non-key) attribute values in an identifiable data unit match the property 
values for the represented external phenomenon

  Mapped consistently: Each external phenomenon is either represented by at 
most one identifiable data unit or by multiple but consistent identifiable units 
or by multiple identifiable units whose inconsistencies are resolved within an 
acceptable time frame

  Mapped meaningfully: Each identifiable data unit represents at least one specific 
external phenomenon

Pragmatic criteria (use-based consumer perspective)
  Accessible (easy, quick): Data are easy and quick to retrieve
  Suitably presented (suitably formatted, precise, and measured in units; includes 

suitable fi eld types): Data are presented in a manner appropriate for their use, 
with respect to format, precision, units, and the type of information displayed

  Flexibly presented (easily aggregated; format, precision, and units easily converted; the 
selection of displayed fi eld types easily changed): Data can be easily manipulated 
and the presentation customized as needed, with respect to aggregating data 
and changing the data format, precision, units, or type of information displayed

  Timely: The currency (age) of data is appropriate to their use
  Understandable: Data are presented in an intelligible manner
  Secure: Data are appropriately protected from damage or abuse (including 

unauthorized access, use, or distribution)
  Allowing access to relevant metadata: Appropriate metadata are available to 

define, constrain, and document data
  Perceptions of the syntactic and semantic criteria defi ned earlier
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The revised quality criteria in Table 24.3 can be compared with the ini-
tial list of quality criteria in Table 24.2 to identify criteria whose definition 
or use in the framework were most affected by the empirical refinement 
process, as illustrated in Table 24.4. Other revisions relate to terminology 
or to framework context and thus are not shown in Table 24.4.

The revised semiotic information quality framework can then be 
compared to other information quality frameworks proposed previ-
ously. There have been a number of proposals that focus on a specific 
application domain (e.g. web quality from Barnes and Vidgen, 2002) or 
that consider information quality indirectly as one factor in a broader IS 
perspective (e.g. in the context of measuring IS success in DeLone and 
McLean, 2003 or modeling IS systems in Ballou et al., 1998). Although 
these proposals are subject to some of the same criticisms relating to 
rigor and consistency discussed in the introductory section we restrict 
our comparison here to those information quality frameworks that are 
generic (i.e. not focused on a specific domain), applicable to general 
business applications (i.e. suitable for structured data in business data-
bases or data warehouses), and frequently mentioned in recent infor-
mation quality literature (i.e. from the last decade). Frameworks can be 
compared based on a number of different considerations. For example, 
Eppler’s (2001) survey evaluates the clarity, positioning, consistency, 
conciseness, and practicality (in terms of examples and tools) of infor-
mation quality frameworks. Our comparison in Table 24.5 focuses 

Table 24.4 Summary of major revisions of quality criteria by category

Quality 
category

Initial quality 
criterion affected

Revision

Syntactic None
Semantic Correct Sub-divided into property- and phenomenon-

correctness with further sub-criteria present, 
appropriate, matching added to the former

Non-redundant Re-defined in terms of consistency
Pragmatic Suitably presented Sub-criterion timely promoted to separate 

criterion
Valuable Eliminated
Relevant Definition changed to type-sufficient and 

demoted to sub-criteria of suitably / fl exibly 
presented

Secure Definition amended to include use and 
distribution issues
Addition of new criterion, including access 
to metadata
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on differences in framework development – in terms of the research 
approach(s) adopted and consideration of inter-dependencies – and 
the resultant implications for framework scope (i.e. specific criteria 
 coverage) and consistency.

The most obvious difference between the frameworks highlighted by 
the table is the difference in research approach adopted. Only InfoQual 
provides a consistent theoretical basis for all of the development steps – 
with the single exception of the derivation of subjective quality criteria 
which is intrinsically dependent on information consumer judgements 
and thus requires empirical feedback (or industrial experience) to ensure 
relevance. Wand and Wang (1996) provide a rigorous basis for deriving 
and defining objective criteria using a theoretical approach, but are lim-
ited in scope and still rely on an ad hoc derivation of quality categories. 
Redman’s derivation and definition of categories is termed logical rather 
than theoretical because although it is a result of logical reasoning and 
clearly stated objectives, it is not based on a systematic theory. Finally, 
neither English (1996) nor the frameworks based on the same set of 
empirically derived criteria (Wang and Strong, 1996; Kahn et al., 1997, 
2002; Lee et al., 2002) provide any theoretical basis for their frame-
works. For convenience, we will refer to the latter set of frameworks as 
Wang’s frameworks.

The consequence of the lack of theoretical basis is clearly dem-
onstrated when framework consistency is evaluated, especially with 
respect to the classification of criteria in categories. With the exception 
of InfoQual, all of the multi-category frameworks exhibit inconsistency 
in criteria classification and Wang’s frameworks further show inconsist-
ency (and ambiguity) in category definition.

Although the quality categories were empirically derived in Wang and 
Strong’s (1996) original paper, the subsequent papers defined a new set 
of ad hoc quality categories (termed the PSP/IQ model) and re-classified 
criteria based on these new categories. The limited semantic basis for 
the selection of quality categories and their use in classifying the qual-
ity criteria in these frameworks is clear from both (1) the substantial 
changes evident in category names, definitions, and member criteria 
in successive papers (Wang and Strong, 1996; Kahn et al., 1997, 2002) 
and (2) naming and definition ambiguities in categories and criteria, 
resulting in the lack of clear semantic differentiation between different 
categories or between a category and its criteria. Examples of the latter 
case include the dependable and sound categories in Kahn et al. (2002) 
and Lee et al. (2002); the useful and effective categories in Kahn et al. 
(1997), or the access category and its accessible criterion in Wang and 
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Strong (1996). Classification inconsistencies include the inclusion of 
the believable and reputation criteria in the usable rather than the sound 
or dependable categories, where intuitively it would be expected that 
these criteria are more directly related to reliability than usability.

Classification inconsistencies can also be clearly observed in English 
(1999) based on the specified category and criteria definitions. For 
example, although precision and accessibility are explicitly defined as 
being dependent on data use, they are classified as being inherent – 
a quality category explicitly defined by English as use-independent.

Redman’s (1996) classification of criteria also shows inconsistencies. 
The scope of his framework includes data model quality (i.e. relating 
to the quality of metadata such as conceptual views) and data storage 
quality (i.e. relating to the quality of data representation) as well as 
information quality (i.e. relating to the quality of data values – both 
stored and received); with some ambiguity introduced as to the clas-
sification of criteria between these categories. For instance, schematic 
conceptual view quality is considered a separate category. It includes not 
only criteria relating to data model quality such as the naturalness and 
clarity of the entities and attributes defined but also criteria relating to 
information quality such as accessibility of data values. Similarly, the 
definitions of format suitability and format fl exibility criteria in Redman’s 
data representation category include both storage aspects (e.g. suitability/
flexibility for specific/different physical media) and presentation aspects 
(e.g. suitability/flexibility for specific/different users), where the latter 
clearly relate to subjective views of information quality rather than to 
data storage or representation quality.

With respect to consideration of inter-dependencies between pro-
posed criteria, Eppler (2001) notes that it is rarely considered in infor-
mation quality frameworks proposed to date despite its importance for 
understanding the semantics and practical implications of an informa-
tion quality framework. To illustrate the potential significance of such 
inter-dependencies, consider their acknowledged impact on the choice 
of appropriate analytic methods to be used, for example, in the applica-
tion of such a framework to instrument development (see Straub et al., 
2004) for subjective information quality assessment.

Of the frameworks considered, only Redman’s (1996) and InfoQual 
include any consideration of inter-dependencies between proposed cri-
teria. Examples of significant inter-dependencies in Wang’s frameworks 
that are not explicitly acknowledged or justified include those between 
believability and reputation criteria and between ease-of-understanding and 
interpretability criteria. Similarly, in English (1999), most of the criteria 
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included in his inherent quality category (defined as use-independent) 
contribute to the criterion of rightness from his pragmatic quality cat-
egory (defined as use-dependent). As discussed earlier in the section on 
‘Inter-dependencies between criteria’, even Wand and Wang’s (1996) 
restricted and theoretically-derived framework has an unacknowledged 
inter-dependency between the correct and meaningful criteria, where the 
former implies the latter.

When comparing the coverage (i.e. scope) of the different frame-
works, we consider only significant omissions or additions with respect 
to the quality criteria defined by InfoQual.2 Only InfoQual clearly 
differentiates between objective criteria and subjective perceptions of 
those criteria. Only Wand and Wang (1996) and InfoQual use mapping 
errors as the basis for deriving quality criteria relating to reliability (also 
called accuracy, correctness, etc.) and thus consider details of reliability in 
terms of the specific mapping cardinalities (unambiguous, meaningful, 
etc.). Coverage of InfoQual’s syntactic category criterion, security crite-
rion, and access to metadata criterion are inconsistent across the frame-
works. As discussed earlier, Wand and Wang do not consider syntactic 
or pragmatic category criteria at all.

Notably, only Redman’s framework contains criteria not considered 
by InfoQual, although these relate to data model or data storage qual-
ity rather than information quality. Data model quality has been more 
comprehensively treated by other authors (Krogstie et al., 1995; Wand 
and Weber, 1995; Krogstie, 2001); however, data storage quality has 
not received the same attention in the literature. For instance, Redman 
describes criteria relating to the storage format’s appropriateness or 
portability for different recording media (in effect, for different physi-
cal instances of the data). Such considerations can be important for 
an organization with enterprise information systems that may include 
multiple copies of data stored on different types of physical media. 
In the semiotic context, such criteria relate to the syntactic level as 
both stored data format and stored data physical instances (on physical 
media) can be considered signs (i.e. nested signs for the hierarchically 
structured levels of IS internal storage representation as described in the 
third section). Thus, a possible new adaptation or extension of InfoQual 
to include data storage quality considerations such as storage format 
 quality is compatible with and naturally supported by the framework’s 
existing theoretical foundation in semiotic theory.

Finally, we note that Redman considers both inter-record (i.e. replica-
tion) and intra-record sources of redundancy, where the latter case is 
the result of record fields with overlapping semantics. An example is a 
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record containing both postal or zip code and state, where state infor-
mation is redundantly determined by the code. Correctness of fields 
within a record (regardless of whether they overlap) is described by the 
properties mapped correctly criteria in InfoQual. However, in this case, no 
update lag should be allowed – the fields must be updated together to 
ensure consistency and thus correctness.

Conclusion

In summary, the comparative analysis from the previous section clearly 
shows that all of the frameworks except InfoQual suffer from limita-
tions with respect to consistency and/or coverage. InfoQual addresses 
these problems by providing a consistent theoretical foundation for 
(1) the derivation and definition of quality categories, (2) the selection 
of derivation methods for quality criteria and consequent automatic 
classification of criteria into categories, (3) the derivation of objective 
quality criteria, and (4) the integration of objective, theoretically-based 
and subjective, non-theoretically based views of information quality. The 
use of empirical feedback to refine the framework ensures its relevance, 
especially with respect to the subjective quality view. The utility and 
power of using semiotic theory as the underlying theoretical foundation 
for the framework is further demonstrated by its relevance to unantici-
pated and new applications, for example, for data storage quality.

Since quality information is required for effective decision-making in 
an organization; continuous information quality management –  including 
information quality assessment, problem identification and source 
analysis, and improvement strategies – is an essential element of deci-
sion support. A framework such as InfoQual that clearly and consist-
ently defines the quality categories and criteria to be considered is an 
important pre-requisite for such a management program.

The explicit intention of the research reported here was to provide 
an information quality framework that could serve as a basis for fur-
ther work in information quality in general and in information quality 
assessment in particular. Therefore, future work following on from this 
would include the development of assessment tools and techniques 
based on this framework. Additional areas of potential work include 
the evaluation of the utility and potential application of this frame-
work to other aspects of information quality such as improvement and 
management and to specialized application contexts involving, for 
example, spatial or scientific data. Another possible direction would 
be to explore the application of InfoQual to data storage quality to 
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include, for example, consideration of criteria related to storage format 
as outlined above.

Notes

1. We prefer the more inclusive term external to the frequently-used term real-
world (e.g. in Wand and Wang, 1996), because of the latter’s connotations that 
only concrete physical and not socially constructed phenomena (e.g. quotas) 
are considered.

2. Other apparent differences are shown not to be significant after a careful 
analysis of such factors as criteria overlap (i.e. what is the actual semantic 
coverage of additional criteria?) and validity (e.g. are the proposed criteria 
generic – applicable across application domains and data types?).

References

Ballou, D., Wang, R.Y., Pazer, H. and Tayi, G.K. (1998). Modeling Information 
Manufacturing Systems to Determine Information Product Quality, Journal of 
Management Science 44(4): 462–484.

Barnes, S.J. and Vidgen, R.T. (2002). An Integrative Approach to the Assessment 
of e-Commerce Quality, Journal of Electronic Commerce Research 3(3): 114–127.

Barnouw, E. (ed.) (1989). International Encyclopedia of Communications, Oxford: 
Oxford University Press.

DeLone, W.H. and McLean, E.R. (2003). The DeLone and McLean Model 
of Information System Success: A ten-year update, Journal of Management 
Information Systems 19(4): 9–30.

English, L. (1999). Improving Data Warehouse and Business Information Quality, 
New York: John Wiley & Sons, Inc.

Eppler, M.J. (2001). The Concept of Information Quality: An interdisciplinary 
evaluation of recent information quality frameworks, Studies in Communication 
Sciences 1: 167–182.

Gendron, M. and Shanks, G. (2003). The Categorical Information Quality 
Framework (CIQF): A critical assessment and replication study, in Proceedings 
of the Pacifi c-Asia Conference on Information Systems, (Adelaide, Australia, 2003), 
Adelaide, South Australia: University of South Australia, 1–13.

Kahn, B.K., Strong, D.M. and Wang, R.Y. (1997). A Model for Delivering Quality 
Information as Product and Service, in Proceedings of Conference on Information 
Quality, (Massachusetts Institute of Technology, Cambridge, MA, USA, 1997), 
Cambridge, MA, USA: Massachussets Institute of Technology, 80–94.

Kahn, B.K., Strong, D.M. and Wang, R.Y. (2002). Information Quality Benchmarks: 
Product and service performance, Communications of the ACM 45(4): 184–192.

Krogstie, J. (2001). A Semiotic Approach to Quality in Requirements Specifications, 
in: Proceedings of IFIP 8.1 Working Conference on Organizational Semiotics, 
(Montreal, Canada 2001), London: Chapman and Hall, 231–249.

Krogstie, J., Lindland, O.I. and Sindre, G. (1995). Defining Quality Aspects for 
Conceptual Models, in Proceedings of IFIP8.1 working conference on Information 
Systems Concepts (ISCO3): Towards a consolidation of views, (Marburg, Germany, 
1995), Berlin: Springer, 216–231.



250 Rosanne Price and Graeme Shanks

Krueger, R.A. (1994). Focus Groups: A practical guide for research, Thousand Oaks, 
CA: Sage.

Lee, Y.W., Strong, D.M., Kahn, B.K. and Wang, R.Y. (2002). AIMQ: A methodology 
for information quality assessment, Information and Management 40: 133–146.

Morris, C. (1938). Foundations of the Theory of Signs, in International Encyclopedia 
of Unifi ed Science, Vol. 1, London: University of Chicago Press.

Pierce, C.S. (1931–1935). Collected Papers, Cambridge, MA: Harvard University 
Press.

Price, R. and Shanks, G. (2004). A Semiotic Information Quality Framework, 
in Proceedings of the IFIP International Conference on Decision Support Systems 
(DSS2004), (Prato, Italy, 2004), Melbourne, Victoria, Australia: Monash University, 
658–672.

Price, R. and Shanks, G. (2005). Empirical Refinement of a Semiotic Information 
Quality Framework, in Proceedings of Hawaii International Conference on System 
Sciences (HICSS38), (Big Island, Hawaii, USA, 2005); Silver Spring, MD: IEEE 
Computer Society Press, 1–10.

Redman, T.C. (1996). Data Quality for the Information Age, Boston, MA: Artech 
House.

Shanks, G. and Darke, P. (1998). Understanding Data Quality in Data Warehousing: 
A semiotic approach, in Proceedings of the MIT Conference on Information Quality, 
(Boston, MA, USA, 1998), Cambridge, MA, USA: Massachusetts Institute of 
Technology, 247–264.

Straub, D., Boudreau, M.C. and Gefen, D. (2004). Validation Guidelines of IS 
Positivist Research, Communications of the Association for Information Systems 
13: 380–426.

Stamper, R. (1991). The Semiotic Framework for Information Systems Research, 
in: Nissen H, Klein H and Hirschheim R (eds.) Information Systems Research: 
Contemporary Approaches and Emergent Traditions, Amsterdam: North-Holland.

Wand, Y. and Wang, R.Y. (1996). Anchoring Data Quality Dimensions in 
Ontological Foundations, Communications of the ACM 39(11): 86–95.

Wand, Y. and Weber, R. (1995). On the Deep Structure of Information Systems, 
Information Systems Journal 5: 203–223.

Wang, R.Y. and Strong, D.M. (1996). Beyond Accuracy: What data quality means 
to data consumers, Journal of Management Information Systems 12(4): 5–34.



251

25
Complexity and Information 
Systems: The Emergent Domain
Yasmin Merali
Warwick Business School, The University of Warwick, UK

Introduction

This paper is concerned with the emergence of the information systems 
(IS) domain as a central feature of the management research landscape 
in the networked world. It shows that the emergence of the network 
economy and network society (Castells, 1996) necessitates a paradigm 
shift in the IS discipline, and that complexity science offers the apposite 
concepts and tools for effecting such a shift.

Lichtenstein and McKelvey (2006) point out that although complex-
ity science has been heralded as the new paradigm in management, pro-
viding a powerful set of methods for explaining non-linear, emergent 
behaviour in organisations (Stacey, 1992; Brown and Eisenhardt, 1997; 
McKelvey, 1997; Anderson et al., 1999), the emergence of a ‘complexity 
science of organisations’ is stalled because:

• there are conflicting views about the application of complexity con-
cepts in the management domain and

• the egregious use of complexity metaphors has resulted in funda-
mental principles from complexity science being inappropriately 
applied to organisations.

To avoid confusion of fundamental complexity science concepts with 
the more colloquial uses of complexity terminology, this paper provides 

Reprinted from “Complexity and information systems: the emergent domain,” 
by Y. Merali in Journal of Information Technology, 21, 2006, pp. 216–228. With 
kind permission from the Association for Information Technology Trust. All 
rights reserved.
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an introduction to concepts from complexity science for those in the 
IS field who are unacquainted with complexity theory. It then proceeds 
to explore the utility of these concepts for developing IS theory and 
practice for the emergent networked world.

The paper is organised in the following way. The following section 
provides an overview of the networked world, highlighting the features 
that have led to the current interest in complexity science across the 
management field. The next section defines the information and sys-
tems characteristics of the networked world. It shows how the network 
phenomenology and the network form of organising have the potential 
for creating and absorbing high levels of complexity, raising a number 
of issues that pose challenges for the ‘traditional’ IS paradigm. The 
subsequent sections introduce concepts from complexity science that 
are useful in addressing the complexity of the networked world, and 
provide an overview of the role that models play in exploring complex 
systems’ behaviour. The penultimate section discusses the contribution 
that complexity science can make to the development of ontological 
and epistemological frameworks for IS in the networked world, and 
reflects on the positioning of the IS discipline in the management field. 
The paper concludes with a summary of the key implications for IS 
research.

The networked world

The advent of the internet and attendant emergent technologies has 
resulted in a step change in the level of complexity inherent in the 
effective world.1,2 At the most fundamental level, the technological 
developments have the potential to increase:

• connectivity (between people, applications and devices),
• capacity for distributed storage and processing of data,
• reach and range of information transmission and
• rate (speed and volume) of information transmission.

The realisation of these affordances has given rise to the emergence of 
new network forms of organisation embodying complex, distributed 
network structures, with processes, information and expertise being 
shared across organisational and national boundaries. The increase 
in the number of components to be integrated across diverse techno-
logical platforms and business systems demands complex architectures. 
Greater connectivity and access to an increased variety and volume 
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of information constitute greater informational complexity (Chaitin, 
1990), creating the need for more powerful semantic, algorithmic and 
computational capabilities. Increased global connectivity and speed of 
communication effectively contract the spatiotemporal separation of 
events – informational changes (or information about changes) in one 
locality can very quickly be transmitted globally, influencing social, 
political and economic decisions in geographically remote places.

The network form of organising is thus a signature of the internet-
enabled transformation of economics and society: the strategy and 
managerial discourse is shifting from focusing solely on the firm as 
a unit of organisation to networks of firms, from considerations of 
industry-specific value systems to considerations of networks of value 
systems and from the concept of discrete industry structures to the 
concept of ecologies.

The consequent emergence of the network economy and network 
society (Hamel and Prahalad, 1994; Castells, 1996; Shapiro and Varian, 
1999) has catalysed the resurgence of academic and practitioner inter-
est in issues of complexity. For organisations operating in the network 
economy, the strategy and management literature (Axelrod and Cohen, 
1999; Eisenhardt and Galunic, 1999; Evans and Wurster, 2000; Stacey, 
2001; Bonabeau and Meyer, 2001; Bonabeau, 2002) highlights as key 
concerns:

• increased dynamism, uncertainty and discontinuity in the competi-
tive context,

• the escalation of pressures for fast decision making under conditions 
of greater informational uncertainty,

• the importance of (internal and external) intelligence and
• the importance of flexibility and adaptability (and learning) for 

survival.

To deal with the challenges posed by this set of concerns, scholars have 
turned to complexity theory in order to develop an understanding of

• the dynamics of the competitive landscapes,
• what constitutes organisational fitness (with respect to survival in 

changing landscapes) and
• the relationship between decisions and actions of individuals, col-

lections and collectives of individuals (e.g. organisations, groups, 
clusters and networks of organisations) and the emergent networked 
world.
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The vocabulary of chaos, co-evolution, emergence and self-organisation 
has been deployed to articulate the aspects of adaptation, discontinu-
ous change and dynamism that are attributed to the network economy.

More specifically from the IS perspective, there is the realisation that 
the dynamics of the networked world are profoundly influenced by the 
generation, manipulation, communication and utilisation of informa-
tion (Castells, 1996). There is an escalation of interest in the idea that 
information technology networks and social and economic networks 
self-organise into a constellation of networks of networks (Watts, 1999, 
2003; Barabasi, 2002). This is analogous to conceptualising the networked 
world as a kind of global distributed IS (Merali, 2004b, 2005).

In the following section, we develop this conceptualisation by defin-
ing the information and systems characteristics of the networked world. 
This view through the information lens constitutes an effective level of 
abstraction for exposing the dynamic network capabilities that give rise 
to the complex phenomenology of the network economy and society 
and its challenges for the traditional IS paradigm.

Network dynamics: a view through the 
information lens

From the IS perspective, an interconnected world that is comprised of 
technologically mediated networks of networks can be conceptualised as:

• a complex multi-dimensional network which
• connects a diversity of agents (individuals, groups, institutions, 

nations, computers, software components, etc.) through
• multiple and diverse communication channels.

The socially defined and the socially defining nature of technology is 
well established in the IS literature (Leavitt and Whistler, 1958; Marcus, 
1983; Zuboff, 1988; Davis, 1989; Jarvanpaa, 1989; Hiltz and Johnson, 
1990; Orlikowski, 1992; Merali, 1997; Merali, 2004a). The system con-
stituting the socially situated technology in use has properties that are 
distinctive (different in kind) from those of the nascent technology.

The realised internet-enabled information network (i.e. the network-
in-use), comprises social, economic, political, legal, informational and 
technological dimensions. The information network-in-use can thus be 
viewed as an informational representation of the interactions of participat-
ing agents situated in their social, economic, political, informational and 
technological contexts. While the technological infrastructure provides 



Complexity and Information Systems: The Emergent Domain 255

the possibility of communication between interconnected nodes, the 
actual form and content of the active network-in-use at any given time is 
defined by interaction of social actors with the technological network in 
order to communicate with agents situated at other nodes in the network.

This section outlines the network characteristics that arise when the 
technological network capability is deployed by human agents, giving 
rise to the complex phenomena that draw us to the language and para-
digms of the ‘science of complexity’ for their articulation.

Network connectivity: emergent topology

Networks consist of interconnected agents (nodes) that are able to com-
municate with each other. The connectivity of each node is defined by 
the nature and number of its links (relationships) with other nodes, 
and by its position in the network. Nodes send, receive, transform and 
transmit information throughout the network, and they can also be 
information repositories. The ways in which connections intersect cre-
ate the distinctive traits and functions that characterise the behaviour 
of the network as a whole.

Each node may be connected to a number of different nodes at any 
given time. Depending on the task at hand, attendant constraints 
and proclivities, individual nodes activate particular connections in 
the network at particular times. Not all nodes are necessarily equally 
connected. The heterogeneity (with regard to strength and density 
of connections) of links in social networks has been studied exten-
sively (Granovetter, 1973, 1985, 1995; Burt, 1992, 1997). Snapshots of 
internet-enabled social networks reveal denser clusters of networks with 
looser connections to other clusters of networks (Watts, 1999, 2003; 
Barabasi, 2002; Buchanan, 2002).

The patterns of connectivity can change over time: some connections 
may become stronger due to repeated transactions and the development 
of lasting relationships, new connections may appear as entities embark 
on innovative ventures, some connections may atrophy due to a lack 
of communication, while dying connections may be revived due to a 
renewed interest or necessity for collaboration. Over time we can expect 
to observe a dynamic network topology, with individual constellations 
in the network becoming activated selectively as and when needed for 
particular collaborative and transactional contingencies. If we were to 
plot the shape of the network over time, we would find changing pat-
terns of connection that would redefine not only the intensity of exist-
ing connections between individual nodes in the network but also the 
edges of the network.
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The contingent nature of the network dynamics highlights the emer-
gent nature of the information network-in-use. Individual connections 
are established or activated in accordance with here-and-now require-
ments and dispositions of individual nodes. The global network form 
at any given moment is a manifestation of the collective pattern of 
interconnections. This view of network dynamics is in marked contrast 
with the treatment of networks in traditional social network theory 
(Wasserman and Faust, 1994), which takes a ‘snapshot’ approach to 
describe network evolution over time.

Information content: emergent diversity

Each node both constitutes and utilises the network. The nodes collec-
tively give rise to both the topology (i.e. the network structure emerging 
from inter-node connections) and the information content of the network-
in-use. The information that is transmitted in the network is defined by 
the transmitting nodes’ selection and articulation of the informational 
content and the recipients’ interpretation of the ‘message’ and its 
import. Different nodes receiving the ‘same’ message may propagate a 
variety of interpreted versions.

As discussed earlier, a node also has the possibility of amplifying or 
attenuating the message.

We thus have a highly complex system of networks of networks of 
communication. The potential informational complexity of the networks 
arises both from the variable connectivity over time and the multiple ver-
sions of information transmitted through the network. The actual state of 
the information network-in-use emerges from the negative and positive 
 feedback cycles that are generated when the heterogeneous nodes interact.

Information and action: local acts, emergent 
global behaviour

The introduction of human agency, bounded rationality and free will 
adds to the complexity of the network. It is impossible for any one agent 
in the network to have complete knowledge of the state of the whole 
network at any given time. Agents must act on the basis of the limited 
information that they can glean from their network and immediate 
environment. The overall state of the network emerges from the local 
actions of the individual agents, none of whom have complete knowl-
edge of the entire network, and all of whom are susceptible to condition-
ing by their diverse social and cultural environments and backgrounds, 
their personal experiences, and events and information about events 
from their immediate environment and their extended networks. The 
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network thus embodies both a degree of path dependency (history mat-
ters) and a spontaneous departure from the past. Individual agents learn 
and they forget. Social groups have established rituals but also succumb 
to fads and fashions. Inventions may lead to sweeping innovations or 
they may die unnoticed. No overall design can predetermine exactly 
how the network will be at any future point in time: the observed proper-
ties of the ‘whole’ come about as a consequence of bottom-up interactions, 
the precise nature of which may not be predicted in advance.

The resultant scenario is one where a multiplicity of representational 
and interpretative frames co-exist and are engaged in information 
processing, generation and storage. From the IS perspective, this poses 
problems for technological implementations and for the individual and 
collective social agents who interact with them at three levels:

Technical level: Related to storing, reconciling and (selecting) choosing 
between alternative interpretive and representational frames.

Individual agent level: Related to the application of appropriate inter-
pretative frames for received representations and the use of appropri-
ate frames for creating representation for sending through a variety of 
transmission paths through the network.

Collective agent level: The legitimisation of representational and inter-
pretive frames to be used by individual agents on behalf of the collective 
(group, organisation, community, etc.).

At the global level, if there is differential adoption of frames among 
diverse populations, we can expect to see the emergence of distinctive, 
parallel representations of ‘the world’. This makes it necessary to move 
from considering issues of discontinuity in the world over a single 
time line to considerations of discontinuity of contemporaneous parallel 
worlds as distinctive (possibly competing) representations evolve.

Issues with the ‘classical IS’ paradigm

Consistent with the ‘classical’ definition of systems,3 the network-in-use 
is composed of a large number of interacting elements. However, the 
dynamics of interaction between elements gives rise to a number of 
features that are difficult to reconcile with some of the tenets of the 
‘classical’ IS paradigm and its methods for dealing with complexity (see, 
for more detail, Merali, 2004b).

The heterogeneity in node characteristics is an important source of 
complexity – we would expect nodes to vary in their connectivity, their 
faithfulness in transmitting the volume and content of incoming infor-
mation, their interpretation of received information and the degree to 
which they process/modify incoming information before transmitting it.
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Consequently, there will be some systems where there is relative sta-
bility in internal and external conditions, with nodes repeatedly behav-
ing with predictable consistency over time. The focus of this paper, 
however, is on dynamic complex systems that are changing over time, 
and are able to persist in the face of external and internal perturbations – 
this is where the conceptualisation of systems as networks leads us to 
question the adequacy of the classical IS paradigm.

The classical IS approach of top-down design and modularisation is 
predicated on the definition of clear system and sub-system boundaries 
and interfaces. The associated methodological developments entail a top-
down definition and representation of the system and its components, 
predicated on ontological assumptions of

• a persistent hierarchy of organisation embodied in
• a fixed set of relationships between components and
• regulation of processes by stable feedback loops that
• implement the defined causal relationships leading to the achieve-

ment (or maintenance) of a desired steady state.

On the other hand, in the case of the more complex network-in-use we 
find that

• the emergent, ‘bottom-up’ network dynamics challenges the classi-
cal ‘top-down’ paradigm for understanding systems structures and 
behaviours;

• the complex connectivity and evolving information content of the 
network make it impossible to accurately predict the exact state of 
the network for a specific future point in time;

• the network structure is difficult to represent with the classical 
method of structural modularisation;

• it becomes difficult to use the concept of the boundary to demarcate 
the cleavage of the system from its environment;

• the classical device of using discrete state changes for the separation 
of ‘becoming’ from ‘being’ does not capture the mutually defining rela-
tionship between dynamics and structure. In the case of the dynamic 
network, the global topology is defined by the collective dynamics 
and the global dynamics emerges from locally responsive actions 
defined by structural coupling between local components.

It would appear then that the classical systems paradigm is limited in 
its capacity for representing and articulating the salient features of the 
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structural dynamics and behaviour of the socially realised active infor-
mation network. In the next section, we explore what complexity science 
offers as concepts and methods for addressing this gap.

Concepts from complexity science

The terms ‘complexity theory’ and ‘complexity science’ do not refer to 
a clear-cut scientific paradigm – they constitute the label for an emerg-
ing set of concepts and constructs that have surfaced during the quest 
for a paradigm capable of addressing those aspects of complex systems 
behaviour that are not accommodated by the deterministic and proba-
bilistic conceptual frameworks of classical mechanics and thermody-
namics. Thus, it is more realistic to see the developments in complexity 
science as an emergent paradigm shift in the Kuhnian sense (Kuhn, 
1962), rather than the birth of a new science.

Complex systems are non-linear systems, composed of many (often 
heterogeneous) partially connected components that interact with each 
other through a diversity of feedback loops. Their complexity derives 
from the partially connected nature and the non-linear dynamics which 
make the behaviour of these systems difficult to predict (Casti, 1997). 
The non-linearity of these systems means that small changes in inputs 
can have dramatic and unexpected effects on outputs.

While the term ‘chaos’ has been popularised in the management 
literature, most relevant for articulating the dynamic characteristics 
of IS in the interconnected world are the concepts of complex adaptive 
systems (CAS), emergence, self-organisation and co-evolution (see Anderson 
(1999) and Maguire et al. (2006) for a review of the utilisation of com-
plexity concepts in organisational theory literature, and Merali (2004b) 
for a review of complexity concepts and their relevance for IS). These 
concepts derive from results of computational modelling and computer 
simulations of complex systems – modelling is the principal methodo-
logical device deployed for exploring the definition and dynamics of 
complex systems. The next paragraphs outline what these concepts 
bring to our discourse on the structural dynamics and behaviour of the 
socially realised information network-in-use.

Chaos and complexity

The term chaos4 has tended to dominate popular discourse on the rel-
evance of complexity science in management. The concept of chaotic 
systems is often conflated with the concept of complex systems. It is 
therefore particularly important to recognise that in mathematical terms, 
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chaotic systems have specific properties that are not universally shared 
by all complex systems.

Technically, a chaotic system is a deterministic system that is difficult 
to predict. As Bar-Yam (2000) points out, in practice, the concept of 
chaotic systems presents a paradox. By definition, a deterministic sys-
tem is one whose state at one time completely determines its state for 
all future times, but in practice a chaotic system is difficult to predict 
because of its sensitivity to initial conditions:5 what happens in its 
future is very sensitive to its current state. In practice, the degree of 
accuracy (of measurement of start conditions) needed in order to predict 
an outcome is likely to be impossible to obtain.

Chaotic systems share properties with complex systems, including 
their sensitivity to initial conditions. However, models of chaotic sys-
tems generally describe the dynamics of a few variables, and the models 
reveal some characteristic behaviours of these dynamics. Conversely, 
complex systems generally have many degrees of freedom, as illustrated 
by our description of the information network: they are composed of 
many elements that are partially but not completely independent, with 
ambiguous system–environment relationships. Our discussion of the 
information network and the IS paradigms and practice is concerned 
with the wider class of complex systems.

Complex adaptive systems

The concept of CAS serves very well to characterise the phenomenol-
ogy of organisation in the interconnected world. CAS are characterised 
as open, non-linear dynamical systems that adapt and evolve in the 
process of interacting with their environments – they have the poten-
tial (capacity) for adaptation and transformation. Adaptation at the 
macro-level (the ‘whole’ system) is characterised by emergence and self-
organisation (see below) based on the local adaptive behaviour of the 
system’s constituents. The emergent global systems behaviour is very 
sensitive to initial local conditions.

The relationship between the system and the environment is a reflex-
ive one: changes in the system both shape and are shaped by changes 
in the environment. If a number of systems cohabit in a particular 
environment, the environment is itself an emergent manifestation of 
its multiple interactions with the systems it ‘hosts’.

While in classical representations of systems, the environment is 
viewed as the source of a discrete set of inputs and a sink for a discrete set 
of outputs, the CAS paradigm imposes the need to consider the dynam-
ics and mutually defining consequences of the relationship between the 
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system and its environment, taking us from issues of simple adaptation 
to issues of co-adaptation and co-evolution in dynamic contexts.

Emergence

Emergence refers to the phenomenon whereby the macroscopic proper-
ties of the system arise from the microscopic properties (interactions, 
relationships, structures and behaviours) and heterogeneity of its con-
stituents. The emergent macroscopic ‘whole’ displays a set of properties 
that is distinct from those displayed by any subset of its individual con-
stituents and their interactions. For example, the temperature and pres-
sure of a gas can be viewed as emerging from the collisions between a 
large number of gas molecules: temperature and pressure are properties 
that can be ascribed to the mass of gas, but they do not exist as proper-
ties of isolated individual molecules. In other words, the whole is more 
than (and certainly different in kind to) the sum of its parts.

At the microscopic level, the behaviour of an individual constituent 
at a given instant in time and place is contingent on the precise state of 
that constituent and conditions in its local environment at that instant. 
For constituents on the boundary of the system, the local environment 
will constitute ‘internal’ and ‘external’ components. The collective 
behaviour of the individual constituents at the microscopic level will 
manifest itself as the behaviour of the ‘whole system’ visible at the 
macroscopic level.

The existence and persistence of the system is thus a relational phe-
nomenon, predicated on the relationship of the constituents of the 
system to each other and to constituents of the environment in contin-
uous time. Local, contingent, neighbourhood interactions and adjust-
ments at the micro-level are at the same time detectable as a coherent 
pattern of properties constituting the ‘whole’ system.

This is consistent with our earlier observation that the classical sepa-
ration of ‘becoming’ from ‘being’ does not advance our understanding 
of complex systems. In order to identify how emergent properties are 
produced we need to be able to access descriptions of the system at mul-
tiple scales from the micro to the macro at the same time. This presents us 
with a problem of representation in the classical mode of top-down refine-
ment. Typically, complex systems representations are either developed as 
mathematical models or as computer simulations.

At the micro-level, system and environment components interact in 
a contiguous space and, depending on the nature of particular relation-
ships, can to a lesser or greater degree be considered to be mutually 
effective. Thus, the dynamic definition of a system is contingent on 
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the dynamic definition of its environment, and system constituents are 
an integral part of the landscape in which they exist. The concepts of 
systems adaptation and evolution are thus extended to the dynamics of 
the ecosystem within which systems are situated.

These characteristics require us to redefine the way that boundaries 
are conceptualised: from the classical view of boundaries as defining 
the bounds of a system, towards a more dynamic view of boundaries as 
relative and relational phenomena, linking system and environmental 
elements through differential coupling.

The emergence of the macro-level phenomenology from micro-level 
interactions and the mutually defining relationship between the system 
and its environment are defining characteristics of our information 
network dynamics. The question of how to deal with boundaries in this 
context remains a non-trivial one.

Self-organisation

Self-organisation is the ability of complex systems to spontaneously 
generate new internal structures and forms of behaviour. This generative 
aspect takes the complex systems concept of self-organisation beyond 
the early cybernetics concept of self-organisation, which focused on 
the self-regulatory and control aspects of organisation. The generative 
process of self-organisation in complex systems highlights that they 
are open systems, with continuous flow of energy and resources pass-
ing through them enabling them to maintain an existence far from 
equilibrium. In the self-organisation process, the components spontane-
ously re-orientate and restructure their relationships with neighbouring 
components giving rise to the emergence of structures that embody an 
increased level of internal complexity.

Self-organisation is not the result of a priori design, it surfaces from 
the interaction of system and environment, and local interactions 
between the system components. This capacity for the spontaneous 
creation of order through intrinsically generated structures is captured 
in Stuart Kauffman’s (1993) expression ‘order for free’, in the notion of 
Prigogine’s dissipative structures6 (Prigogine, 1967), and in Maturana 
and Varela’s theory of autopoiesis7 (Maturana and Varela, 1973).

Co-adaptation and co-evolution: fitness landscapes 
and genetic algorithms

As highlighted above, the paradigm of CAS imposes the need to consider 
the dynamics and mutually defining consequences of the relationship 
between the system and its environment.
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For example, consider an ecosystem cohabited by a diversity of spe-
cies. The environment, each individual and each species will affect 
and be affected by the actions of the other individuals and species. 
The fitness or chances of survival for each species will be related to its 
ability to adapt to the environmental changes and, over time, selective 
pressures (resulting from the interaction of the habitat and surviv-
ing cohabiting species) will lead to the evolution of new traits in the 
various populations, changes in the habitat and the emergence of new 
species. Co-adaptation and co-evolution in dynamic environments 
can be viewed as important mechanisms for sustainability of the eco-
system. The capacity for adaptation is predicated on the capacity for 
self-organisation described above.

Fitness landscapes are often used to explore these dynamics. The 
fitness landscape is a simulation constructed from representations (in 
terms of the fitness function, which is a mathematical expression of 
the relative value of a population with reference to a particular crite-
rion), of the relative fitness of all actors. The peaks and valleys in the 
landscape represent, respectively, the most and least fit. Each actor 
only has knowledge of the local environment and acts accordingly. The 
landscape undergoes distortions due to the actions of the actors, and to 
changes in the environmental conditions. The concept of fitness land-
scapes has been used extensively to develop simulations of competitive 
landscapes, notably deploying Kauffman’s NK model (see, for examples, 
Kauffman, 1995).

John Holland’s genetic algorithms (Holland, 1995, 1998) provide 
a very elegant means for exploring adaptive behaviour and fitness in 
dynamic landscapes. The concept derives from the notion that biologi-
cal fitness (i.e. survival and reproduction) is based on successful adap-
tation, and that adaptation is effected by the heterogeneity of genetic 
endowment subject to processes of mutation, variation and selection. 
These processes have been abstracted into the design of adaptive algo-
rithms (called genetic algorithms). We can think of the string of instruc-
tions that each agent is endowed with as the ‘genotype’ of that agent. 
As agents interact with each other, we have the opportunity of introduc-
ing variation and innovation into the available gene pool. The process 
of mutation (random flipping of some part of the rule specification) and 
‘genetic’ cross-over (when two different agents’ rule sets exchange part 
of their complement of instructions resulting in the birth of two new 
‘hybrid’ gene complements) give rise to the generation of new ‘gene’ 
combinations. This injection of innovative combinations into the ‘gene 
pool’ of the population is associated with the possibility for emergence of 
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innovative behaviour traits in the agent population. If the new combi-
nations are robust enough to survive the selective pressures exerted by 
the environment, we observe the emergence of new strategies and the 
phenomenon of adaptation or learning in agent populations over time.

Network connectivity and state changes

The pattern of interactions that underpins the dynamics of CAS is 
explained in terms of the network of interconnections. A CAS comprises 
multiple, interconnected components (‘agents’). The resulting network 
connectivity allows for the generation of feedback loops.

CAS embody the potential for simultaneous existence of both negative 
and positive feedback loops. Hence, a diversity of feedback cycles may 
be interlinked in a variety of ways, with different consequences.

Order creation

The emergence of self-organising structures is due to the complex pat-
terns of interactions between heterogeneous8 components. The pattern 
of interactions is explained in terms of the network of interconnections. 
Network connectivity allows for the generation of self-regulating feed-
back loops. A diversity of feedback cycles may be interlinked in a variety 
of ways, with different consequences. The interlinked cycles may main-
tain a homeostatic condition or they may spontaneously generate new, 
more complex forms of organisation under certain critical conditions 
(Prigogine, 1967; Langton, 1991; Kuaffman, 1993; Sigmund, 1993). 
The experimental foundations for this understanding come from arti-
ficial life simulations using cellular automata9 (Berlekamp et al., 1982; 
Langton, 1991) and Boolean networks10 (Kauffman, 1993).

Langton and Kauffman both showed that the patterns of behaviour of 
their emergent structures fell into a regular sequence (or cycle) of three 
distinctive states: an ordered regime (comprised of rigid structures that 
do not change, or of periodic oscillations), a highly disordered regime 
(which is too unstable for the emergence of order) and a transition 
regime (ordered enough to afford stability, but capable of transformation 
into new structures).

Kauffman (1993) found that the degree of connectivity (that is the 
number of connections that each component has with other compo-
nents) is a critical factor in the emergence of self-organised structures: 
if the connections are too few, the network becomes ‘frozen’ into the 
same state cycle, and if they are too many, the system becomes exces-
sively unstable and highly disordered. At what Kauffman called combi-
natorial optimisation (i.e. between the frozen and the unstable states), 
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there occurred the spontaneous emergence of self-sustaining webs. 
The critical transition takes place at the tipping point where quan-
titative change (observable simply at the micro-level as the increase 
in the number of links per node) suddenly leads to qualitative change 
(observable at the macro-level as a change in the whole system’s state). 
The argument is that in the ordered regime, the connectivity is too low 
for changes to be propagated through the system, and in the highly 
disordered regime, the system would be too sensitive to perturbations 
for persistent structures to develop.11

The importance of heterogeneity of connectivity for conferring scal-
ability, stability, robustness and flexibility of network organisation is 
underlined by more recent work on small world and scale-free networks.

Power-law dynamics

Watts and Strogatz’s models (Watts and Strogatz, 1998) demonstrate 
how a network of tight clusters interconnected by a few random links 
has the property that any node can reach any other in an average of 
only a few steps (hence the ‘small world’ label).

Subsequent work by Barabasi and his colleagues (Albert and Barabassi, 
2000; Albert et al., 2000) has shown that the World Wide Web and other 
complex systems networks have a power-law distribution of connec-
tions, that is, the probability of any single node having k links (Pk) is 
inversely proportional to k raised to some power. The power-law distri-
bution (showing that most nodes will have relatively few connections, 
but that a small but significant number of ‘hubs’ will emerge with very 
dense connections) suggests that these large networks (like the World 
Wide Web) are robust against random attacks (as these would most 
be most likely to knock out one of the numerous sparsely connected 
nodes), but vulnerable in the face of attacks targeted on hubs.

However, as Watts (2003) highlights, Barabassi et al. assume ‘cost-free’ 
connectivity and free flow of information, but in socially situated sys-
tems there are search and connection costs, as well as social dynamics 
that will constrain connection patterns. Consequently, not all networks 
can be thought of as small-world or scale-free networks.

Nonetheless, the recognition of power-law dynamics provides useful 
insights for IS activities at all levels, ranging from low-level software 
and component design through to the strategic deployment of IS. For 
example, the recognition that object-oriented programs evolve scale-
free object networks on execution makes it possible to develop designs 
for more efficient garbage collection and de-bugging by focusing on 
the highly connected ‘hubs’ (Potanin et al., 2005). At the other end of 
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the spectrum, Benbya and McKelvey (this issue) show that scale free 
co-evolutionary dynamics across multiple organisational levels constitutes 
the mechanism for emergent IS alignment (or misalignment) with the 
business environment.

To summarise, the network form is integral to self-organisation: 
network connectivity is instrumental for both, sustaining stability and 
for propagating transformational state changes. It is the capacity for 
self-organisation and adaptation that confers robustness upon organisa-
tional forms in dynamic environments. This resonates with Ashby’s law 
of requisite variety. In the account of networks presented in this paper, 
the system has the generative capacity to respond to contingencies in the 
environment by realising its adaptive potential for transformation and 
co-evolution. The adaptive potential is conferred by

• the micro diversity of the components and
• the existence of the requisite degree of connectivity between nodes 

and
• the capacity for spontaneous re-configuration of the pattern of 

linkages.

The complexity concepts introduced in this section and the network 
explanation of CAS dynamics offer a powerful way of conceptualis-
ing the properties of IS and infrastructures required for supporting the 
diversity, volatility and extent of user requirements in an intercon-
nected world.

The next section introduces the principal tools that have been devel-
oped for exploring the behaviour of complex systems in particular 
problem domains.

Tools for studying complex systems behaviour

There are two main ways in which complexity concepts have been 
deployed to study complex systems and their dynamics. The first is 
through the direct use of complexity concepts and language as sense-
making and explanatory devices for complex phenomena in diverse 
application domains. The second is through agent-based computational 
modelling to study the dynamics of complex systems interactions and 
to reveal emergent structures and patterns of behaviour.

The manner in which modelling is deployed in the ‘classical’ IS 
paradigm is fundamentally different from the way in which it is used in 
the science of complexity. In the former, models are developed from 
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definitions of the system. In the latter, models are arguably the specifi-
cation of the system that emerges from the interactions of its specified 
components.

The most popular simulation methods are based on agent-based 
models deploying the logic of Boolean networks, cellular automata and 
genetic algorithms.12 We have already encountered examples of the 
first two in Langton and Kauffman’s experiments with self-organising 
structures. Cellular automata and Boolean networks can be used to 
produce quite sophisticated patterns of organisation (see, for examples, 
Kauffman, 1993, 1995; Sigmund, 1993). However, the most significant 
enhancement to the power and versatility of models for studying emer-
gent phenomena comes from John Holland’s conception of genetic 
algorithms (Holland, 1995, 1998) for agent-based models in general.

Describing dynamics

To capture the ‘unfolding’ of the emergent dynamics, we need to have 
methods that can provide a view of the dynamics of the changing state 
in continuous time. The complex systems approach to doing this is by 
describing state cycles using mathematical models or by running simu-
lations (see below) using the phase space technique.

The phase space

The dynamics of a system are traced by plotting the value of each of its 
variables at different points in time. The variables of the system are dis-
played in abstract mathematical space called the phase space. Each vari-
able is allocated a dimension in phase space, and its value at any given 
time is represented by a coordinate in that dimension.13 Multidimensional 
phase space can be used to develop quite complex descriptions.

Attractors

As the system changes step by step from one state to the next, the suc-
cession of states traces a trajectory in the phase space. The concept of 
attractors is used to classify the trajectories of different sequences of 
state changes. There are three basic types of attractors:

Point attractors: These describe the trajectories of systems reaching a 
stable equilibrium.

Periodic attractors: These describe systems that are executing periodic 
oscillations (such as a frictionless pendulum).

Strange attractors: These correspond to chaotic systems. In these cases, the 
system never repeats itself (i.e. it never covers the same trajectory in phase 
space more than once), but the set of trajectories conform to a distinctive 



268 Yasmin Merali

pattern. Although it is not possible to predict exactly which point in phase 
space will be traversed by the trajectory at any given point in time, it is 
possible to identify the pattern that it will trace out in phase space: all 
trajectories starting out in a given region of the phase space will eventually 
lead to the same attractor. The region is called the basin of attraction.

As discussed earlier, in distributed networks, each actor only has 
knowledge of the local environment and tries to optimise its own per-
formance (or utility function) while maximising its consistency with 
influences from the other nodes. Linear networks have a single attrac-
tor: a single configuration of states of nodes that the network converges 
toward no matter what the starting point, corresponding to the global 
optimum. Consequently, ‘hill-climbing’ (where each node always 
moves directly toward increased local utility) can be used as a strategy 
for optimising overall network performance. This is because local util-
ity increases always move the network toward the global optimum. 
Nonlinear networks, by contrast, are characterised by having multiple 
attractors and multiple-optima utility functions. Consequently, for non-
linear networks, searching for the global optima cannot be performed 
successfully by pure hill-climbing algorithms because of the danger of 
getting stuck in local optima that are globally suboptimal.

Agent-based modelling

Agent-based computational modelling has characteristics that are par-
ticularly useful for studying socially embedded systems like the infor-
mation network-in-use. An agent-based model is comprised of individual 
‘agents’ commonly implemented as software objects (Holland, 1995, 
1998; Casti, 1997). Agent objects have states and rules of behaviour. 
They can be endowed with requisite resources, traits, behaviours and 
rules for interacting with, and adapting to, each other. Running such 
a model entails instantiating an agent population, letting the agents 
interact, and monitoring what happens. Typically agent-based models 
deploy a diversity of agents to represent the constituents of the focal 
system. The modeller defines the environmental parameters that are of 
interest as the starting conditions for the particular study. Repeated runs 
of the model reveal collective states or patterns of behaviour as they 
emerge from the interactions of entities over time. Agent-based models 
are very well suited for revealing the dynamics of far-from equilibrium 
complex systems, and have been widely used to study the dynamics of 
a diversity of social and economic systems.14

As discussed earlier, CAS have many degrees of freedom, with many 
elements that are partially but not completely independent, with 
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ambiguous system–environment relationships. There is a greater diver-
sity of local behaviours than there is of global outcomes. To achieve an 
effective representation of the dynamics of the processes connecting 
the local (micro-level) and global (macro-level) characteristics, we need 
to develop a multi-scale description of complex systems. Agent-based 
modelling facilitates the inclusion of micro-diversity (e.g. the ration-
ality of agents can be limited, agents can be made diverse so there is 
no need to appeal to representative agents, payoffs may be noisy and 
information can be local), allowing us to study the diversity of (local) 
behaviours at fine scales and to observe the emergence of the global 
characteristics at the large scale. Running the model furnishes us with 
an entire dynamical history of the process under study.

With the escalation of available computational power, it will be pos-
sible to build models with a million agents of reasonable complexity 
(Axtell, 2000). The mathematicians and the natural scientists have 
a powerful battery of technologies for studying dynamical systems. 
However, for social systems, the specification of the components 
(agents) for the construction of agent-based models is a challenging 
prospect. The challenge of creating entire mini-economies in silicon 
is not one of processing power, but one of learning how to build suf-
ficiently realistic agents: agents who trade in markets, who form firms, 
who procreate, who engage in political activity and write constitutions 
and bribe other agents for votes while trying to pass term limits. The 
diversity of social relationships and the idiosyncrasy of individuals 
makes it difficult to develop models that are both, sophisticated enough 
to capture the essential features of the social interactions and character-
istics, and simple enough to make visible the dynamics of the system. 
The difficulty lies in identifying what constitutes the requisite set of 
variables for defining social systems – and this is a matter that neces-
sitates a discourse between the IS community and scholars of sociology, 
philosophy and psychology among others.

The next section summarises the contribution that complexity science 
may make towards the development of the IS paradigm for the future 
and reflects on the positioning of IS in a trans-disciplinary research arena.

Application of complexity concepts for IS 
in the networked world

This paper suggests that the increase in the informational and effective 
complexity of IS poses challenges and opportunities for the IS com-
munity that are different in kind from ones that we have addressed in 
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the past. It shows that while traditional paradigms for IS development 
have been predicated on designing for complexity reduction (through pre-
scriptive complete, top-down specification and design of modularised 
information content and processes), the contingencies of the network 
economy and its evolving information infrastructures demand designs 
for complexity accommodation.

It has been argued in this paper that the partially connected nature 
and the complex non-linear dynamics of the interconnected world 
means that the information network-in-use is constantly evolving and 
changing. We find that there are some characteristics of this world (par-
ticularly those concerned with dynamism) that cannot be adequately 
addressed by traditional systems approaches for handling complexity. 
This suggests the need for new concepts to articulate the issues of 
dynamics and structure in the theory and practice of IS. The phenom-
enology of the information network-in-use suggests that in order to 
engage effectively in the discourse of the network society, there are two 
shifts necessary in the in ‘classical’ conceptualisation of IS:

• a shift in the focus of ‘systems thinking’:
 ○ from focusing on discrete bounded systems to focusing on net-

works and
 ○ from focusing on the structural properties of systems to engaging 

with the dynamics of systems, and
• a shift in ontological assumptions about information: from focusing 

solely on discrete entities (individuals, organisations or applications) 
as loci for information creation and interpretation to incorporating 
the role of the network as a locus for these processes.

Turning to complexity science as a potential source of useful concepts, 
we find that the information network-in-use can be defined as a CAS 
(open, non-linear dynamical system that adapts and evolves in the 
process of interacting with its environment). Doing so highlights the 
importance of

• understanding the macro-level system as an emergent realisation of 
micro-level dynamics,

• the mutually defining relationship between network dynamics and 
structure (the concept of emergence transcends the classical separation 
of being from becoming),

• co-evolution of ‘system’ and environment,
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• the need to attend to dynamics in continuous time (as opposed to 
working with snapshots of systems states at regular time intervals),

• the role of micro-diversity in determining the potentiality of the 
emergent system and its constituents and

• articulating the present and persistent with the possible and tran-
sient (given the non-deterministic, path-dependent and context-
sensitive nature of CAS dynamics).

Below we consider the manner in which concepts from the science 
of complexity can be articulated in ontological and epistemological 
 constructs for IS in the network society.

Ontological constructs from the science of complexity

With regard to the ontology of systems, the science of complexity offers 
us the following constructs for IS:

• Defi nition of IS as CAS: This definition of systems shifts the emphasis 
from the ‘classical’ characterisation of systems in terms of stability 
and structural hierarchy to one that is engaged directly with the 
dynamic properties of systems’ existence in relation to the environ-
ment. Implicit in this definition is the existence of networks of net-
works of interactions and emergence. The network as an organising 
form serves to articulate the structural and dynamic properties.

• Origins and existence of IS as emergent and contingent on a refl exive rela-
tionship with the environment: The concept of emergence transcends 
the classical separation of being from becoming. The attribution of 
here-and-now dynamism and the open nature of systems results in 
a conceptual shift away from the ‘classical’ paradigm of top-down 
design to the bottom-up connectionist paradigm. This imposes the 
need to deal with histories of systems’ dynamics in continuous time 
instead of working with statistically representational ‘snapshots’ in a 
series of time frames.

• Presence of IS as cyber-socio entities in multi-dimensional phase space: 
The information network-in-use is simultaneously informational (rep-
resentational, perceived patterns, with many degrees of freedom in 
the informational dimensions) and experiential (embodied in spe-
cific behaviours and bounded by specific histories of experiences) in 
its manifestation and evolution. As we see later, the CAS framework 
provides a ‘unifying frame’ to articulate the technological and the 
social across multiple levels of organisation.
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Epistemological constructs from the science of complexity

With regard to epistemological constructs to address the phenomenology 
and dynamics of IS, complexity science offers

• constructs for the explicit conceptualisation of emergent systems’ 
behaviour,

• modelling in multi-dimensional phase space as a method for study-
ing and defining the systems dynamics in continuous real time, 
allowing access to micro- and macro-level systems descriptions 
simultaneously and

• the theoretical basis (Pareto distributions, fractals, power laws and 
scale-free theory) for dealing with phenomena that are ill-suited 
to study via Gaussian statistics (Lichtenstein and McKelvey, 2006), 
and

• metaphors for articulating network concepts, making sense of 
observed behaviour patterns and developing phase-space definitions 
for models (Holland, 1998; Merali, 2000).15

The ontological constructs emphasise the dynamics of emergence and 
existence, while the epistemological constructs enable the exploration 
of these dynamics in continuous time, and the paradigm is principally 
one of sense-making and emergence.

Paradigm shift

The distinction between the ‘classical’ IS paradigm and that of ‘complex-
ity science’ is broadly articulated in Kant’s (1790) distinction between 
the mechanical and the organic. The organic is characterised by emergence, 
self-organisation and networks of relationships, while the mechanical is 
organised according to an externally defined design for articulating 
structural components. The phenomenology of CAS is an organic one.

As we have seen, while the classical IS paradigm is quite adequate for 
dealing with the mechanical, it does not cater for the emergent nature 
of the organic. The complexity science paradigm, on the other hand, is 
primarily concerned with emergence and the dynamics of chaotic and 
CAS, offering us

• language and concepts for describing and defining complex phe-
nomena and

• concepts and modelling techniques for articulating the dynamics 
giving rise to those phenomena.
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Arguably the adoption of complexity concepts constitutes a paradigm 
shift in IS theory and practice. It is possible that the shift is already 
emerging as writers on the innovative fringes of established manage-
ment disciplines demonstrate the utility of ideas that can be traced to 
complexity science.

Incorporation of complexity concepts in the IS domain

Language and ideas

The value of metaphors as an exploratory device is well-established in 
the management literature (Morgan, 1986). Complexity concepts have 
been used in the management literature and ideas of emergence and 
self-organisation and improvisation in the IS literature (Orlikowski, 
1996) have a strong resonance with CAS definitions. More concretely, 
recent literature shows evidence that complexity concepts (scale-free 
networks, co-evolution and fitness landscapes) are becoming incorpo-
rated into ways of conceptualising IS design (see Benbya and McKelvey, 
this issue; Vigden and Wang, this issue) for the interconnected world.

Modelling

The traditional use of models within the IS domain has tended to 
be rather conservative, and linked to the top-down modularisation 
paradigms of structured methodologies and operational research sys-
tem dynamics models. The adoption of complexity science modelling 
approaches is central to advancing our understanding of complex sys-
tems behaviour and may represent a paradigm shift for the IS domain. 
With regard to the epistemological issues associated with the intercon-
nected world, incompleteness of information necessitates a trial and 
error method, and patterns that emerge from running models may 
offer insights into problem situations and the possible solution space. 
Modelling serves as a device for exposing the emerging system specifi-
cation and for exposing assumptions implicit in traditional conceptu-
alisations of systems. Engagement with this use of modelling in the IS 
field is an emergent phenomenon as researchers become concerned with 
issues of responsiveness, robustness and flexibility in the interconnected 
world.

Systems development

The dynamics of the networked world demand designs for complexity 
accommodation. It is recognised that it is not possible to produce a priori 
systems design specifications that are complete, closed or correct (Allen 
and Varga, this issue). In other words, information infrastructures need 
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to co-evolve with their context of use, and must embody the potential 
for requisite variety to service (possibly novel) demands as they emerge. 
Recent developments in IS design are predicated on multiple possible 
pathways for realisation through dynamic ‘run-time’ configuration of 
information content and processes to service contingent contextual 
requirements, with ‘system’ and ‘context’ boundaries being a function 
of dynamic relationships rather than of predetermined structure.

CAS as a unifying concept

The conceptualisation of IS as CAS provides a framework for accom-
modating complexity at multiple levels of aggregation of heterogeneous 
agents as nested CAS addressing:

• Societal Complexity – Incorporating social, cultural, political and eco-
nomic dimensions.

• Collective (Group) Complexity – Incorporating issues of coherence, com-
munication, co-ordination and legitimisation of representational and 
interpretive frames and relational constructs, for positioning in the 
dynamic landscape.

• Individual Complexity – Incorporating issues of selecting representa-
tional and interpretive frames and relational constructs, for position-
ing in the dynamic landscape.

• Informational Complexity – Incorporating issues of recognising, inter-
preting, organising and linking informational content from multiple 
diverse sources;

• Technological Complexity – Incorporating the issues of providing tech-
nological architectures and infrastructures to accommodate diversity, 
and deliver the requisite responsiveness, robustness and flexibility 
for the interconnected world.

The nested CAS construct enables the dynamic instantiation of the 
agent into different levels of organisation at the same time. This affords 
a powerful device for exploring the dynamics of emergence of complex 
individual and collective identities and ideologies in cyberspace.

It is this capacity for accessing multiple levels of description within a 
single representational construct that allows us to trace the dynamics of 
emergence. This is in contrast with the capabilities of existing theories 
in IS such as Actor Network Theory (ANT). While ANT has the capac-
ity to develop very fine-grained models of micro-level networks and 
associated information processes, its capacity for linking micro-level 
dynamics with macro-level behaviours is limited, and ANT researchers 



Complexity and Information Systems: The Emergent Domain 275

are turning to complexity science for concepts to address this deficiency 
(Moser and Law, 2006).

Positioning IS in the management field

The exposition of the information network-in-use in this paper accentu-
ates the existence of the information network as an integral, constitu-
tive element of the network society and economy. The information 
network both serves and shapes the networked world.

As illustrated above, conceptualising the networked world as a 
CAS transcends the traditional boundaries between disciplines in the 
management field. This has two important implications for future IS 
research:

• The travail of IS in the interconnected world is a transdisciplinary 
one, and demands the active development of a discourse with the 
other disciplines. The adoption of complexity science concepts 
would speak for a discourse not only across the management field, 
but also across the natural and human sciences.

• The centrality of IS in the network economy and society places the 
IS domain at the heart of the management field, and we should, as a 
discipline, recognise our responsibilities for informing the discourse 
pertaining to information networks-in-use in other management 
disciplines.

Conclusion

To summarise, this paper has shown that the complexity and dynamics 
of systems are not readily treated with traditional research approaches 
that simplify the world with high-level generalisations predicated on 
macro-level observations of structural persistence and assumptions of 
Gaussian statistics. Complexity science furnishes us with the concepts 
and tools for building multi-level representations of the world and for 
making sense of the dynamics of emergence. The dynamics of emer-
gence is predicated on micro-diversity, and fine-grained representations 
are essentially descriptive models of the detailed complexity of the world 
and its dynamics. However, to understand the dynamics of emergence, 
we need to access representations at different levels of granularity and 
abstraction simultaneously. Thus, it is through exploratory modelling 
that we discover how the complex world works, and how macro-level 
properties and behaviours of systems emerge from micro-level diversity 
and dynamics. Consequently, modelling is the principal research tool for 
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complex systems, and sense-making is a legitimate research goal. This 
implies a significant shift in the established thinking about what consti-
tutes knowledge and how it is best obtained. This is the challenge for tra-
ditional research and in particular for the hypothetico-deductive school.

Notes

1. The term ‘effective world’ is used to connote the world as perceived, experi-
enced, understood or believed to exist by players, which serves as the con-
text within which decisions are made, and actions taken, and consequences 
realised.

2. It should be noted that while this paper is concerned with complexity in the 
networked world, the internet and its attendant technologies also have the 
potential to simplify processes – for example, as evidenced by the rationalisation 
and disintermediation of value chains.

3. The term ‘classical systems paradigm’ is used to refer to the ontological 
and epistemological constructs that underpin established IS methodologies 
including structured methodologies, object-oriented approaches and the set 
of cybernetic methods including system dynamics, VSM, etc.

4. See Gleick (1987) for a very accessible discussion of chaos theory, and 
Guastello (1995) for examples in organizational studies and social evolution.

5. The ‘butterfly effect’ is a popular caricature of the sensitivity of chaotic sys-
tems – ‘a butterfly flapping its wings over the Amazon leads to a hurricane on 
the other side of the world’. Technically, the sensitivity is the phenomenon 
created by the divergence of trajectories of the system. Over time, a system 
starting from one state becomes less and less similar (farther and farther away 
in state space) to a system which starts out in a similar, but not exactly the 
same, state (Lorenz, 1963).

6. Prigogine’s explanation of the Bénard cell experiment furnishes us with a very 
elegant illustration of the non-linear dynamics of self-organisation in open 
systems that are far from equilibrium. The experiment is concerned with 
observing the changes in a very thin layer of liquid when it is heated from 
below. As the liquid was heated, when the temperature differential between 
the top and bottom surfaces of the liquid reaches a certain critical value, there 
emerges spontaneously, within the liquid mass, a honeycomb pattern of hex-
agonal cells (referred to as Bénard cells after Henri Bénard who first recorded 
this observation). Heating the liquid further resulted in a loss of the ordered 
state. Prigogine explained this phenomenon in terms of non-linear equations 
to describe the dynamics in the mass of liquid as an open system receiving 
energy from outside. In this explanation, changes in the internal structure 
(observed as instabilities and the jump to the new structural form) are the 
result of local fluctuations in the interactions between molecules amplified 
by positive feedback loops. Prigogine called the emergent, ordered structures 
‘dissipative structures’. As Capra (1996) points out, non-linear thermodynam-
ics the ‘runaway’ positive feedback loops which had always been regarded as 
destructive in cybernetics appear as a source of new order and complexity in 
the theory of dissipative structures.
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 7. Maturana and Varela (1973) identified autopoieis (self production) as the 
defining characteristic of all living systems. The term is sometimes used in a 
more general sense to refer to self-organising systems with non-equilibrium 
dynamics capable of maintaining stability overlong periods of time.

 8. Heterogeneity here refers both to the types of components and to their rela-
tive states.

 9. Cellular automata comprise a grid of rectangular squares or cells. The state 
of each cell is defined by the values that the cell takes, and there are rules 
defining how many of its neighbouring cells are allowed to influence its 
value. The state of the cell changes in discrete steps that are determined by 
a set of transition rules that apply simultaneously to all cells. They are used 
extensively in experiments to identify the dynamics of self-organisation, and 
provide an alternative to the use of differential equations. The complexity 
literature highlights the importance of cellular automata in revealing the 
emergence of complex behaviour from simple rules.

10. Boolean networks are networks connecting sites that are only allowed to 
have one of two values (e.g. ‘on’ or ‘off’). Using Boolean networks comprised 
of a number of inter-connected light bulbs, Kauffman (1993) demonstrated 
that starting out with a random collection of connected sites, there devel-
oped over time a network of spontaneously organised cycles of interactions 
between sites. Varying the number of cells and the number of connections 
per cell in the network, he found that the level of connectivity (i.e. the number 
of cells sites with which a given site interacts) was a crucial parameter.

11. Both Kauffman and Langton refer to the highly disordered regime as the 
‘chaotic’ regime. Concurring with Langton, Kauffman suggests that living 
systems exist in the ‘at the edge of chaos’, in the transition regime, as this 
offers the differential potential for homeostasis as well as for adaptation, 
evolution and transformation. Following on from this, the expression ‘life 
at the edge of chaos’ has gained popularity in the management literature, 
which equates ‘chaos’ with disorder. In order to avoid confusing this usage 
of ‘chaos’ with the mathematical definition of deterministic chaos it is 
advisable to use Langdon’s ‘transition regime’ or McKelvey’s (McKelvey, 
forthcoming) ‘region of emergent complexity’ instead of ‘the edge of chaos’.

12. Holland (1995, 1998) gives us a very lucid and accessible introduction to 
the development of agent-based models, while Casti (1997) affords a wider 
view of modelling concepts and their application. Gilbert and Troitzsch 
(1999) is a comprehensive text covering simulation in social science, and 
Prietula et al. (1998) and Ilgen and Hulin (2000) both provide collections of 
papers on computational modelling in organisation science. Tesfatsion and 
Judd (2006) and Abu-Mostafa et al. (1999) constitute authoritative reference 
bases for applications of computational modeling in economics and finance, 
respectively. Sigmund (1993) is a very accessible and comprehensive overview 
of artificial life simulations with cellular automata.

13. For example, for a pendulum the dynamics of the systems state can be 
defined in a two-dimensional phase space by its velocity and its angle of 
displacement.

14. Epstein and Axtell (1996) give a fairly comprehensive bibliography of 
agent-based models in the social sciences that were either in working paper 
form or published by 1996. Since then there has been a rapid expansion of 
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agent-based modeling efforts, and anything like a complete listing of this 
work would reference several hundred papers. Robert Axelrod’s (1984) The 
Evolution of Cooperation demonstrates the potency of agent-based models 
for developing insights into the gamesmanship of social systems. Watts and 
Strogatz (1998) work on small-world networks is particularly relevant to 
our current interest in internet-enabled social networks. Arrow et al.’s The 
economy as an evolving complex system and Arthur et al.’s (1997) The economy 
as an evolving complex system II provide an extensive treatment of complex-
ity science-inspired models in economics. Axelrod and Cohen’s (1999) 
Harnessing Complexity provides a very lucid overview of the use of models 
in addressing complexity in the competitive context. For more contempo-
rary examples of the use of agent-based models in financial markets supply 
chain management and e-business see the Economist, October 11th 2003 and 
Bonabeau, 2002; Bonabeau and Meyer, 2001.

15. It must be noted that issues related to the complexity of ‘the social’ pose 
questions about transferability of complexity science concepts in their 
entirety from the ‘hard sciences’ to the domain of information systems. 
Because human beings are endowed with free will, learn from experience 
and speculate about the future and associated risks, their position and role 
in the social system is defined by intent, purpose and utility. Consequently, 
these metaphors need to be treated with due caution.
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Introduction

Approaching the issue of Information Systems (IS) from an innovation 
perspective (Quintas, 1996), this paper seeks to enhance our understand-
ing of IS process by introducing theoretical concepts and observations 
advanced in sociology and technology management disciplines under 
the heading of ‘Social Studies of Technology’ (SST).1 Specifically, the 
proposal of the paper is that a focus on gender within this approach will 
mean an increased awareness of organisational and social concerns of 
both the IS development process and the consequences of IS deployment 
into organisations. In so doing, I am assuming, in line with significant 
feminist research elsewhere, that gender relations involve difference, 
inequality and power. This is deemed pertinent to access to, and control 
over, material and symbolic resources (Knights and Willmott, 1986).

I propose one potential means to theorise both the way user interac-
tion with developed IS is gendered, and the way the technology itself 
comes to be gendered through the process of its design, development 
and diffusion into organisations and society as a whole. Although studies 
on gender differences in relation to computers, as well as on the under-
representation of women in computing exist, within the IS literature, the 
role of gender and Information and Communication Technologies (ICTs) 
is largely under-theorised (Adam et al., 2002; Wilson, 2002), restricting 

Reprinted from “A conceptual framework for studying gender in  information 
 systems research,” by M. Wilson in Journal of Information Technology, 19, 2004, 
pp. 81–92. With kind permission from the Association for Information 
Technology Trust. All rights reserved.
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itself to the (laudable if limited) project of add-more-numbers (Adam 
et al., 1994). This is partly because of the assumption that technology is 
gender neutral – ‘a sure guarantee that it embraces all sorts of taken-for-
granted assumptions’ (Knights and Murray, 1994: 17).

In discussing gender and IS, my experience leads me to believe that 
the comparative novelty of such a project means one is required (to 
some extent, at least) to justify the endeavour in the first instance. On 
a fairly straightforward level, it would appear that if the social nature 
of IS is recognised, then surely it follows that user interaction is shaped 
by the context in which that interaction takes place. Given the exist-
ence of gendered spheres (see below) then user interaction will carry the 
hallmarks of this context. Further, the gendered division of labour in 
society as a whole also means that the same is true of the work processes 
incorporated in the IS. This gendering obviously varies in its degree of 
intensity, with traditionally masculine occupations such as engineering 
at one end, and traditionally female ones, such as nursing, at the other. 
And, if we look not just at impacts but also to the social context of the 
innovation process, then it becomes evident that the IS itself will be 
imbued with the gendered environment of its creation.

The thrust of the argument is that we as academics and practitioners 
cannot eschew the task of exploring neglected social and organisational 
concerns associated with IS, especially when this is likely to produce 
new insights, which in turn can guide our actions in practice – and 
hopefully improve the IS development record. A conceptual framework 
for carrying out this task is developed over the course of the paper. In 
order to achieve this, an interdisciplinary approach has been adopted.

In the following sections, the case for a gendered approach to IS in 
organisations is made, firstly, by reviewing the statistics indicating the 
under-representation and under-valuing of women and information 
and communication technologies (ICTs); and secondly, by highlighting 
the under-theorisation of gender and within IS research. The construc-
tion of the proposed conceptual framework to overcome these deficien-
cies is achieved in a two-key moves – both entailing interdisciplinary 
couplings. The first of these moves concerns the Critical Management 
Studies approach to organisations that incorporates insights from the 
feminist tradition concerning gendered spheres in the workplace. The 
second move is constituted by drawing on the strengths of the interpre-
tivist tradition, established both in IS research and the SST approach to 
innovation, and outlining suggestions for overcoming potential weak-
nesses that this tradition entails. The framework is tabulated includ-
ing proposals for future research areas. In addition, potential research 
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questions are outlined and illustrated with examples from the field of 
nursing. Finally, remarks in conclusion are added.

Gender, IS and IS Research

Under-representation of women in ICTs

From an optimistic viewpoint, the move away from heavy industrial 
technology associated with the proliferation of ICTs in organisations 
could have inaugurated a period in which ‘the gender stereotyping of 
technology would diminish’ (Wajcman, 1991: 150). Indeed, computing 
could have been gender neutral or appropriated by women because its 
alliance with the typewriter and compatibility with the skilled of the 
secretary (Webster, 1990: 52). Nevertheless, computing is dominated by 
men. Some of the latest figures suggest that although IT jobs had grown 
at a rate of 50% over the previous 5 years (compared with a general job 
growth rate of 8%), only 22% of the people working in the IT sector are 
women (compared with around 50% of the general workforce) (Ward, 
2001). Rubery and Fagan (1994) report that in Britain, the proportion 
of female entrants into computer science degrees has steadily dropped 
from an initial low level of 24% in 1978 to a mere 13% by 1989, while 
1995 figures suggest women constitute only one-fifth of computer sci-
ence undergraduates in the UK. Although records of GCSE attempted 
in 1995 show that 45% of computer studies and 35% of IS students 
were female, University and Colleges Admissions Service (UCAS) figures 
for computer science degree accepted applications that same year were 
less than 17%. The record of negative experiences of women with ICTs 
(Rasmussen and Hapnes, 1991; Adam, 1997) suggests that the relative 
exclusion of women from computing is likely to continue for some time. 
Further, it appears that women also continue to underestimate their 
skills and to equate technical competence and skill with masculinity 
and men (Henwood et al., 2001).

Despite some differences in the interpretation of data on women’s 
(under-) representation in ICTs, it is generally recognised that the gen-
der inequality exits and constitutes a problem that should be overcome 
(Snizek and Neil, 1992; Baroudi and Truman, 1994; Baroudi and Igbaria, 
1995; Adam, 2002) not just because there may be something unfair 
about all of this, but because women can be used to overcome the so-
called IT skills shortage (Liu and Wilson, 2001; Maitland, 2001: Quicke, 
2001). Indeed in the past, cases had been made for the inclusion of 
women due to their gender-specific skills: their mastery of language 
for programming; their propensity to screen out irrelevancies, realise 
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tasks and problem solve in stressful conditions; their recognition that 
although possible, not all tasks are worth performing on a computer 
(Gerver, 1989). However, we should recognise that these arguments are 
in danger of reproducing precisely the kinds of essentialist2 arguments 
that are used to justify women’s unequal treatment in the IT industry. 
And indeed it is possible to recognise difference without ascribing this 
to ‘nature’ (see for example, Trauth, 2002).

Under-theorisation of gender and IS research

The relative paucity of treatment of gender issues in IS research has been 
recognised (Adam et al., 2002). Further, since women are excluded from 
formal design one suggested strategy is to ‘bring women in’ by shifting 
focus to consumption of technology (Webster, 1996: 5) and the process 
of ‘innofusion’3 (Dutton et al., 1995). The same conclusions have been 
drawn more recently by Wajcman (2000) who states that the absence of 
women from view is due in part to the concentration by SST on tech-
nology at the design stage, where male ‘heroes’ dominate. So, in order 
to include women we need to focus towards other areas of technology 
development and diffusion (Wilson, 2002).

Women are the hidden cheap labour force that produces technologies, 
the secretaries, cleaners and cooks, they are part of the sales force, and 
the main users of domestic and reproductive technologies. The under-
valuing of women’s ‘unskilled’ and delegated work serves to make them 
invisible in mainstream technology studies. (Wajcman, 2000: 453)

Having argued for the need to deal with the issue of gender and IS, 
in the next section I suggest some theoretical approaches that can be 
drawn on and applied to IS research. The phenomenon of gender and 
IS is a subset of four broader phenomena: gender and ICTs, gender and 
society, gender and organisational arrangements and gender and tech-
nology, as summarised in Table 26.1. Consequently, in researching this 
phenomenon we will have recourse to other disciplines.

Incorporation of feminist research into critical 
management studies

Critical management

Writers in the gender and computer field have deliberated new research 
perspectives for some time (see, for example, Grint and Gill, 1995; 
Star, 1995; Lander and Adam, 1997: 1–59). In turning to social science 
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to develop a conceptual framework for studying gender, I favour a 
social constructivist approach (For examples: Webster, 1990, 1996; Van 
Zoonen, 1992; Green et al., 1993; Wagner, 1993; Adam et al., 1994; 
Knights and Murray, 1994). In addition, a critical perspective4 is needed 
to question precisely those areas of organisational relationships left in 
tact by non-political approaches (Howcroft and Wilson, 2003) and so 
critical management studies (CMS) have appeal. Now relatively well 
developed, one advantage of CMS is that conflict and contradiction 
become the focus of attention instead of something to be eliminated. 
Further, a critical perspective acknowledges that some actors are disad-
vantaged in terms of power and skills in relation to others, and accepts 
that the level of commitment is likely to be uneven, as all members can-
not be considered equal stakeholders. A critical perspective framework 
has been summarised as: concerned with questioning assumptions; 
committed to emancipation; taking a social perspective as opposed to 
an individualised one; and, sensitised to power relations (Burgoyne and 
Reynold, 1997).

This contribution from CMS, I feel, will be productive for under-
standing the rubric of gender, IS and organisations. As well as making 
room for feminist insights into the world of work and beyond into 
society, it has the added advantage of being in keeping with the parallel 
intention – to bring together the work of SST with IS literature. The next 
section outlines some of the feminist insights to be incorporated into 
the framework for studying gender in IS.

Socialisation and the persistence of gendered spheres

In relation to the gender issues discussed in this paper, I am assuming 
that gender divisions are part of the structure of social life, concurring 
with Webster (1996) that a sexual division of labour exists prior to the 
introduction of IS in organisations. These gender divisions mean the 
existence of ‘separate spheres’ (Smith, 1997) or distinct ‘cultural codes’ 
(Davies, 1995) for men and women. In sum, we live in a society that 
tends to classify the world into opposites, a culture of dichotomies (see 
Figure 26.1).

[I]t is argued that technology, computer technology in particular, is 
anchored in values that most societies consider to be the preserve of 
men: objectivity, progress, rationality, productivity and competition. 
Care, emotionality, intuition and co-operation – features  usually 
ascribed to women – are said to be at odds with the premises of 
 technology. (Van Zoonen, 1992)
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Gender, IS and Organization
Gendered Spheres

Masculinity Femininity

S
exu

ality

Skills & Technology
• What is Technology?
• What is Skilled?
• Natural Ability
• Valuation/Reward
• Confidence/Competence

NatureCulture Science

IntuitionIntellect
CareCure

SoftHard

EmotionalLogical

SocialTechnical

Mutual
Construction

Mutual
Construction

APPLIED TO ACTIVITIES ASSOCIATED WITH: 

sexual and social division of labour 

organisation of work by management 

  allocation of skills labels 

  allocation of status 

  allocation of prestige 

allocation of skills rewards 

Figure 26.1 Applications to activities associated with: sexual and social division 
of labour, organisation of work by management, allocation of skills labels, 
 allocation of status, allocation of prestige and allocation of skills rewards 
(adapted from Wilson, 2002: 149)

Let us note for now that, given the unequal sexual division of labour, 
it is generally agreed that these attributes will be differently estimated, 
giving rise to a tendency to undervalue that half of the dichotomy 
identified as feminine. In terms of organisations, this means that 
‘male jobs tend to be more valued and, in particular, better paid than 
female’ (Alvesson and Billing, 1997: 18), and ‘qualities associated with 
manliness are almost everywhere more highly regarded than those 
thought of as womanly’ (Wajcman, 1991: 9). Thus, there is a tendency 
to associate certain types of skills and knowledge as typically male or 
female.
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The totalising effects of these separate spheres means that despite the 
diversity of responses to their existence, no one escapes their influence 
since we are all classified (inappropriately or not) in relation to masculin-
ity or femininity. Although the ideals and stereotypes we are expected 
to live up to are precisely that, society rarely accepts happily people 
who openly trespass over the conventional boundaries, and those who 
do face being labelled with terms that designate the abnormality, the 
going-against-nature of their behaviour, or what they are (Carlin, 1989).

Explanations of women’s participation in IS that reject sexist, essen-
tialist and deterministic arguments and explanations are based on the 
role of socialisation in creating gender difference – rather than rely on 
accounts of innate abilities and characteristics (Smith, 1997) (see note 1). 
Although the gendering process may be very strongly resisted, it never-
theless leaves its mark on us all, impinging on every aspect of our lives. 
However, the gendering process will be different according to cultural 
contexts and times. In our own society then, cultural ideas and social 
practices rather than genes account for the ratio of male/female occupa-
tions (Alvesson and Billing, 1997: 10). Another important observation 
is that the ongoing process of gender socialisation is a symmetrical one; 
the genders are defined in relation to one another, and give rise to the 
associated notions of the ‘other’ as well as a culture of dualism between 
masculinity and femininity.

Gendered spheres in the workplace

There are valuable theoretical developments derived from the synthesis 
of feminist analysis of organisation with IS literature. Firstly, what can 
we learn for our understanding of the social and organisational context 
of IS by focusing on gender in organisations? According to Alvesson and 
Billing (1997: 8):

A gender perspective will not only mean dealing with the way men 
and women are constructed as individuals...but will also include a 
broader view on organisations.

Although we should not totalise organisational life through seeing 
everything in terms of gender, still the existence of separate spheres at 
work is well documented (see, for examples Walby 1988; Ledwith and 
Colgan, 1996). Indeed, for Cockburn (1988: 29):

Occupational segregation by sex is one of the most marked and per-
sistent patterns that characterize our world and its nature has by now 
been thoroughly rehearsed.
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Cockburn goes on to describe the way in which we utilise differ-
ent areas of the workplace and cluster in different echelons, different 
skills and different areas of service provision. While we are at work, 
we are not only producing goods but also producing culture and the 
study of gender makes visible gender relations that have been sub-
sumed, providing ‘a vivid illumination of the way that technology is 
inescapably a social and political phenomenon’ (Knights and Murray, 
1994: 18).

Following on from the idea that skills are assigned to people accord-
ing to sex we find the notion of gendered jobs. A gendered job is one 
that is commonly considered to be a woman’s job rather than a man’s 
(or vice versa). Davies and Rosser (1986: 103) summarise the idea of ‘a 
gendered job’ as ‘one which capitalised on the qualities and capabilities 
a woman had gained by virtue of having lived her life as a woman.’ The 
corollary of this is that skills acquired in this way are not acknowledged 
as skills in the same way as learned knowledge and skills, nor are they 
financially rewarded. Cockburn (1986: 169) notes that occupations 
themselves have come to be gendered:

[I]t is of course a two-way process. People have a gender and their 
gender rubs off on the jobs they mainly do. Jobs in turn have a 
 gender character which rubs off on the people who do them.

While work deemed to be women’s prerogative tends to be devalued 
as a matter of course, by the same token, it is a tautology to talk about 
a ‘career man’ even though men also have to work at getting a career. 
Evidence exists indicating that the skills involved in doing a particular 
job are ignored or undervalued merely because it is women who are 
generally employed in that field of work. Women’s work tends to be 
regarded as semi-skilled merely because it is women’s work. In ‘high-
technology’ work, men dominate and have resisted the encroachment 
of women who are systematically excluded from managerial positions, 
yet over-represented in the lower echelons of computing in an organi-
sational process that is itself profoundly masculinised (Knights and 
Murray, 1994; Webster, 1996). But even if IT work is an extreme case of 
the inequalities between men and women, it is not alone. Skilled work 
is not just defined by objective dexterity or training, but the very fact 
that men rather than women carry it out (Phillips and Taylor, 1980; 
Davies and Rosser, 1986). This has implications for the context of sys-
tems development, the modelling of work by systems developers, and 
the interaction of users with the developed IS.
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In addition to the critical approach to organisational studies, incorpo-
rating feminists insights as described above, we can call on more critical 
traditions already established in the IS discipline to develop the frame-
work. Of most significance is interpretivism as opposed to the positivism 
that had previously held sway in IS research. Interestingly, interpretiv-
ism is also very influential in the SST field.

Interpretivism in IS research and social 
studies of technology

The relevance and appropriateness of an Interpretivist approach in IS 
research (Walsham, 1993) has now achieved more mainstream accept-
ance. In contrast to the positivist approach, the interpretive tradition is 
occupied with understanding what meaning and significance the social 
world has for people who live within it, thus seeing the world as socially 
constructed. Interpreting IS in terms of social action suggests that the 
social world can only be tackled from within and by methods different 
from those suited to the natural sciences. However, taken to an extreme, 
Interpretivism can imply a thoroughgoing relativism – a point we shall 
return to below.

Meanwhile, within SST there are different strands or schools that 
reflect fundamental epistemological and ontological disagreements 
concerning the appropriateness of a relativist standpoint in dealing 
with technology (Williams and Edge, 1996). Thus, included in SST are 
those who subscribe(d) in some way to the validity of meta-narratives 
that seek to provide general, even universal explanations of the nature 
of human society, such as Marxism and Feminism (Noble, 1984; 
Shwartz Cowan, 1985; Wajcman, 1991; Webster, 1996) and those who 
have rejected such universalisations as inappropriate for social scien-
tists. This scepticism of the so-called ‘meta-narratives’ has induced SST 
researchers to look for more local-oriented approaches. The social con-
struction of technology (SCOT) (Pinch and Bijker, 1987) adopts a meth-
odology that claims to open the black box of innovations to examine 
the patterning and shaping of particular ‘selection environments’. Such 
an approach acknowledges social factors, but proceeds from the tech-
nology ‘outwards’ to the context shaping it (Williams and Edge, 1996). 
Here, Interpretivism appears in the form of ‘interpretative flexibility’, 
whereby technologies and technological problems are open to vari-
ous interpretations. Similarly, in actor network theory (ANT) (Callon, 
1986, Latour, 1987; Law, 1987) the notion of the script and inscription 
(Akrich, 1992) account for the way in which technologies are variously 
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‘translated’. Together, interpretative flexibility and inscription have 
been useful to feminist research as they also allow for consumers and 
users being ‘an integral part of the process of technological develop-
ment’ (Wajcman, 2000: 451).

This is not the place to rerun all the differences, similarities and 
debates that have taken place within SST. Rather, my aims are to high-
light the strengths of Interpretivism as well as the weaknesses in the SST 
approaches with regard to their treatment of gender, to offer a means of 
overcoming those weaknesses, and thereby to indicate ways in which 
the various approaches may be used together to improve our descrip-
tions and understanding of IS. In order to achieve these aims we begin 
by referring to Wajcman’s (2000) critique of SCOT and ANT.

Deficiencies in the science and technology studies 
treatment of gender

The IS discipline is not alone in its paucity of systematic gender study. 
For even in SST,5 despite the fact that the relationship between gender 
and technology has been theorised over the last 20 years or so, nev-
ertheless, a clear imbalance in the incorporation of gender analysis 
and innovation persists (Wajcman, 2000). Wajcman asks why, if social 
studies look at the social, they have largely ignored gender issues – 
leaving this task to feminists. The problems begin with ANT and 
SCOT’s methodology that has a flawed conceptualisation of power. 
This methodology focuses on observable conflicts among social groups 
and networks, but largely ignore what Lukes’ (1974) radical analysis 
called the third dimension of power. This refers to the exercise of 
power beyond the observable but existent in the structural dimen-
sions of power, where exclusion and absence of parties are evidence of 
hidden manipulations of situations. Hence, the need to look to structural 
arrangements to understand the systematic exclusion of women from 
certain areas of technological development. On this Wajcman (2000: 452) 
comments:

While the effects of structural exclusion on technological devel-
opment are not easy to analyse, they should not be overlooked. 
Feminists have stressed that women’s absence from spheres of influ-
ence is a key feature of gender power relations.

So, focusing on relevant social groups (in SCOT) ignores the 
pre-excluded. Nor in ANT is the Foucauldian conceptualisation of 
power likely to assist a study of gender because it makes it awkward 
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to address the obduracy of the link between men and technology. 
Further to this:

ANT does not always recognize that the stabilization and stand-
ardization of technological systems necessarily involve negating the 
experience of those who are not standard, “a destruction of the world 
of the non-enrolled”. (Star, 1991, cited by Wajcman, 2000: 453).

One further problem with the fact that the masculinity of technology 
has not been made explicit is that this has meant that constructivist 
studies have then assumed gender to have little bearing on techno-
logical developments. But the point is that gender is an issue even when 
women are absent: gender should not just equate to women.

Overcoming deficiencies: the mutual construction 
of gender and technology

In contradiction to the general weakness of SST’s treatment of gender, 
those studies that have focused on issues of gender can offer a starting 
point for understanding the organisational and broader societal con-
text of IS development and implementation. Notable examples include 
Mackenzie and Wajcman (1985), Wajcman (1991), Cock-burn, (1983, 
1986, 1988), Cockburn and Omerod (1993), and Webster (1996). As 
Webster (1996: 5) suggests, the theoretical and empirical focus of SST 
should be on those activities concerned with the sexual and social divi-
sion of labour, the organisation of work by management, and the alloca-
tion of skill labels, skilled status, prestige and rewards (see Figure 26.1).

One further advantage of pursuing the SST approach to technology 
when studying gender is that it offers us a culturally inspired, rather 
than deterministic frame for our research. The case for a cultural 
approach – that is, one which sees both technology and gender as social 
constructions – has many advantages. Not least because it overcomes 
the weaknesses associated with the biological determinism and essential-
ism that constitute ‘a type of rationalised pessimism’ (Segal, 1994: 131). 
The latter may serve to replicate the arguments of those who would see 
women remain in a subordinate position in society.

In contrast, a rejection of both biological and technological determin-
ism means that the differences and inequalities discussed in this paper 
are seen not as a matter of nature but of culture. A social constructivist 
approach to gender states that there is nothing inherently more ‘natu-
ral’ about one human activity than another – it depends on context 
(Carlin, 1989). Talk of ‘natural’ instincts, and so forth, is in many 
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circumstances false or inappropriate. Human abilities and characteris-
tics develop within the constraints of social relations:

All social conventions come to appear natural when in reality there 
are no inflexible and unchanging patterns, rhythms or relationships 
in which human development occurs. What is most essentially 
human is precisely that our lives, women’s and men’s, are not just 
determined by biological necessity but crucially also by human 
action and vision (Segal, 1994: 10–11).

So, the term ‘human nature’ is often a generalisation from obser-
vations of current, local human behaviour, since there is always a 
tendency to read off from one’s immediate reality, the natural state of 
the world. The result is that the current state of affairs is presented as 
unchangeable. Yet, the universality of our current model of gendered 
roles has been challenged by Marxists (Engels, 2001; Carlin, 1989), and 
rejected by anthropological research (Burke Leacock, 1981; Strathern, 
1980). Hence, MacKinnon et al. (1993) argue that in a less sexist society 
women can excel at computer studies.

However, it is not the case that sexist culture and its discrimina-
tory repercussions are merely imposed on women from the outside. 
Socialisation is all encompassing in two respects: firstly, it affects both 
men and women, differently but symmetrically (Davies, 1995: 21); and 
secondly, women internalise the views of society and (resistance aside) 
are shaped by it. Notions about the natural place of women in society 
are not only held by men.

One feature of the socialisation process is that girls are socialised into 
having an orientation towards activities related to home creation, child 
rearing and care of others as part of their preparation for womanhood. 
This includes not only what will be expected from them by others 
but also what they will expect from themselves. Hence, the possibility of 
women acting conservatively, even acting against their ‘own interests’ 
(Alvesson and Billing, 1997).

If we accept that the associated characteristics of gender are socially 
constructed, then this has repercussions for the inter-relationship of gen-
der and IS. Gender is a significant issue in discussions of technology when 
we look at what is meant by technology as described in the SST tradition:

Technology is more than a set of physical objects or artefacts. It 
also fundamentally embodies a culture or set of beliefs, desires and 
 practices. (Wajcman, 1995: 149)
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Hence, the word ‘technology’ has various layers of meaning: it is a 
form of knowledge; it refers to human activities and practices; it is 
defined as hardware – a set of physical objects (MacKenzie and Wajcman, 
1985). If we accept that technology is more than the hardware, and 
includes human actions and thoughts, it follows that the gender training 
we receive is significant in this process. In addition, it would seem that 
machines and artefacts used predominantly by women do not have this 
elusive power of conferring high status on the user (Karpf, 1987). This is 
further witnessed by the arbitrary nature in which some artefacts com-
monly perceived as ‘technology’ (cars, video recorders, computers) and 
others are not (sewing machines, domestic appliances, typewriters). The 
very attribution of the word ‘technology’ to an artefact magically confers 
a higher status on it. Where skills become highly valued they tend to be 
redefined and appropriated by men (MacKinnon et al., 1993).6

Social shaping then, can be appropriated as a tool for challenging the 
gendered nature of technology. There is an understanding that technol-
ogy is made more explicable by analysing it as a culture, and therefore 
historically and materially contingent.

Technology as masculine culture

The discussion of skills above relates to views of technological ability. 
Cockburn and Omerod (1993) suggest that occupations involve sex 
segregation because the technological know-how required to carry them 
out is usually culturally denied women, in that the qualities required 
for entry to the professions and success in them are seen as masculine. 
Both women and men are implicated in the systematic under-valuation 
of women’s rationality and expertise (Cockburn and Omerod, 1993; 
Knights and Murray, 1994) although this is evidently to women’s 
disadvantage. Again, it is not just that women are excluded by a male-
dominated culture (Rasmussen and Hapnes, 1991), they internalise the 
views of society and (resistance aside) are shaped by it. Consequently, 
many girls avoid obtaining skills that might undermine their feminin-
ity (Wajcman, 1991), including high levels of computer competence. 
By contrast, boys are encouraged in computer use, contributing to dif-
ference in usage and ‘the absence of technical confidence or competence 
does indeed become part of feminine gender identity, as well as being a 
sexual stereotype’ (Wajcman, 1991: 155). As a result, boys do not want 
to be seen as girlish. (Indeed since masculine attributes have higher 
status it is more acceptable for a girl to behave as a tomboy than it is 
for a boy to be ‘girly’.) Crossing cultural boundaries into arenas demar-
cated for the other sex can be costly at the vulnerable time of puberty, 
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which appears to be precisely the critical time for acquiring those skills 
that will provide confidence for the manipulation of ‘mechanical’ and 
‘technical’ objects in later life (Wajcman, 1991).

In sum:

Technology enters into our sexual identity: femininity is incompat-
ible with technical competence; to feel technically competent is to 
feel manly. The gendering of men and women into ‘masculine’ and 
‘feminine’ is a cultural process of immense power. People suffer for 
disregarding its dictates. (Cockburn, 1986: 12)

Women, it appears, are perhaps as susceptible to the belief in their 
own lack of technological ability as men are likely to delight in their own 
supposed superiority. As Smith (1997: 158) comments: ‘it is hardly 
surprising if we sometimes confuse how we are treated – what we are 
told about ourselves – with what we know about our own natures and 
capacities.’ This would suggest, then, that technology be seen as mascu-
line culture – that technological competence has come to be identified 
with ‘masculinity’:

Men’s affinity with technology is…seen as integral to the constitu-
tion of male gender identity. (Wajcman, 1991: 38)

This does not necessarily derive from technology’s inherent masculine 
character. Rather, competent use of the technology has been tradition-
ally associated with men (Wajcman, 1991).

This ends the literature review that has sought to combine approaches 
and insights from a variety of sources, overcome their weaknesses and 
to show their compatibility within a framework for studying IS. This is 
summarised in Table 26.1, which will also serve to suggest the further 
areas of research as part of the case for the significance of the framework.

Significance of the conceptual framework for IS research

As stated previously, the framework is intended to contribute in a num-
ber of ways. Firstly, it may provide additional, deeper explanations for 
certain organisational phenomena – such as user rejection related to 
subjective assessments of incompatibility and so on. Secondly, by study-
ing gender, using this framework we might deepen our understanding of 
the innovation process through increased awareness of social processes 
and structures that impinge on the development and usage of IS. Thirdly, 
the new insights produced by using the framework could well improve 
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IS practice and lead to more appropriate technology. One of the main 
contributions of the paper is to suggest future areas for IS research 
where the framework may be applied as well as to generate a number of 
research questions as a starting point for that endeavour.

As shown in Table 26.1, the framework incorporates elements from 
the multi-disciplinary literature review. Firstly, they include an acknowl-
edgement of the under-representation of women in ICTs, as well as the 
under-theorisation of gender in IS research as described in the gender 
and computing literature. The area of potential future research implied 
concerns supplementary empirical and statistical enquiry into the make 
up and activities of the IT profession (and possible IT usage, even aca-
demic activity). Secondly, literature concerning gender and society as 
a whole has produced insights into the culture of dichotomies, the 
acquisition of skills through the gendered socialisation process and the 
way this process is of a symmetrical nature (men’s and women’s attrib-
utes being formed alongside each other). Such revelations give rise to 
research areas on the topic of the development of IT competence and 
connote comparative studies into male and female interactions with IS. 
Thirdly, from gender and organisational analysis, we are furnished 
with insights into the incorporation of the critical elements: conflict, 
contradiction and power. We also have the descriptions of the existence 
of gendered spheres in the workplace, especially the fact of gendered 
jobs. These findings will be useful for studying the context of systems 
development, modelling work by developers and interactions of users 
with the IS. Finally, from gender and technology observations we can 
integrate Interpretivist elements as well as the mutual construction of 
gender and technology. These will support examinations in the area of 
the sexual and social division of labour, the organisation of work by 
management and the allocation of skills attributes.

The implications and relevance of the framework for IS research are 
then further drawn out by the inclusion of recommended research 
questions and illustrations from a nursing environment. I have chosen 
to provide some instance from an in-depth case study that is well docu-
mented elsewhere (for example, Wilson 2002; Wilson and Howcroft, 
2002). The details of the case study need not concern us here, as the 
illustrations as merely suggestions of how one may venture to answer 
the research questions in practice. Needless to say, the points made are 
not intended to be universally applicable, but rather act as a starting 
point for consideration of other areas of work. It is worth noting, how-
ever, that since the intensity of gendering of job varies, so the gendering 
of interaction surely varies. Hence, in more stereotypical jobs, such as 
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nursing, a culture of dichotomies and thus gender will play a greater 
role in determining the relationship of users to the IS.

Breadth of study

In the second section of the paper, I stated that the relative absence of 
women from computing suggests that concentrating solely on the devel-
opment of technologies (where women are excluded) then women will 
be invisible. Yet, as Webster (1996) argues, employees play a role in the 
shaping the development and application of technologies.

It is clear in many spheres IT has been designed and developed with 
the view that primarily women will use it in their function as cleri-
cal, secretarial and administrative processing workers. (Knights and 
Murray, 1994: 18)

Thus, by broadening our scope to the use of technology as a change 
process, women as users play an important role. This is very much 
in keeping the perspective of innovation through implementation – 
‘innofusion’ (Dutton et al., 1995) especially in relation to software. 
Undoubtedly, if we accept the import of the socialisation process, all 
user interaction is shaped in some way by gender. Furthermore, by 
analysing women users of technological artefacts and systems as  shapers 
and/or resisters of the technology, we can avoid an implicit ‘victim’ 
approach to the issue of gender and inequality. Consequently, it is sug-
gested we can avoid technological determinism in IS research by not 
restricting the field of study to ‘impacts’. Such a study would also entail 
an analysis of the ways gender spheres are replicated in IS process: the 
inclusion and exclusion of women. This broadening of the field of study 
is in addition to the examination of the way in which the technology 
itself comes to be gendered.

These points imply some basic research questions. The overarching 
question concerning gendered spheres in relation to IS is a double-
headed one. In the first instance, we can apply it to the IT professionals: 
in what ways do the development and implementation activities of IT 
professionals replicate the attributes of gendered spheres found in wider 
society? However, the expansion in the breadth of study recommended 
above means a second question can be directed toward the domain 
organisation where the IS is being deployed. In the case of Nursing, sim-
ilar questions would relate to the overall division of health work into 
the care work of nurses and the clinical work of doctors and how this 
division replicates the role of women and men in society as a whole. 
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Another question generated by the increased breadth of study is: where 
are women included and where excluded? Directing the question to 
Nursing Information Systems (NIS), we can state that, as is the case with 
IS in other areas, women are typically less included in the design stage 
of the NIS, and rarely figure in the management of the design process. 
Nevertheless, ‘downstream’ as it were, nurses are using the technology 
and we might ask: which functions and elements of the system are open 
to users? For example, auxiliary nurses do not have authority to access 
the IS. A third question we might construct from the framework is: in 
what ways has the IS been adapted in usage (by women)? In the case of 
time-pressed nurses’ interaction with a ‘long-winded’ IS, they may find 
short-cuts through the procedures or even avoid usage by operating a 
manual system more than is prescribed.

Theoretical and empirical focus for study of IS in organisations

One important area of focus in IS research concerns the way in which 
men and women utilise different areas of the workplace and cluster in 
different echelons, different skills and different areas of service provi-
sion. Thus, in keeping with the territory covered in the construction 
of the conceptual framework, it is suggested that it is applied in IS 
research to: (a) those activities associated with IS and the sexual and 
social  division of labour; (b) those activities associated with IS and the 
organisation of work by management; and (c) those activities associated 
with IS and the allocation of skill labels, status, prestige and rewards (see 
Figure 26.1). In the case of IT work, one might argue that even if the 
profession is seen as an extreme case of the inequalities between men 
and women, it is not alone. Skilled work is not just defined by objective 
dexterity or training, but the very fact that men rather than women 
carry it out (Phillips and Taylor, 1980; Davies and Rosser, 1986). This 
has implications for: the context of systems development; the model-
ling of work by systems developers; and the interaction of users with the 
developed IS, which is also dealt with above.

These points are suggest yet more research questions that will inform 
a study of IS in organisations. For example: how is work divided 
(vertically) among men and women? Interestingly, general nursing 
is predominantly female; psychiatric nursing predominantly male. 
Equally, we might ask: how is work divided (horizontally) among men 
and women? In the case of nursing, women are predominantly at the 
lower end of nursing (auxiliary upwards) and men predominate in 
nurse management positions. Another broad question that merits a sig-
nificant amount of research is: how is work organised (and controlled) 
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by management? Nursing is a very hierarchical profession, with uni-
forms to designate position. In addition, inclusion into the professional 
body requires the acquisition of certificates and includes adherence to 
ethical code of practice. There are several questions relating to the issue 
of skills. We can start by asking: how are skills requirements and execu-
tion assessed? Despite the acquisition of formal knowledge in nursing, 
nursing skills are deemed to be acquired largely through practice; and 
lack of practice means membership of the qualified nursing body will 
expire. Furthermore, a ‘good’ nurse has qualities associated with ‘a 
good woman’ – caring, altruism, patience, self-sacrifice, etc. As for the 
labelling of skills, we might pose the question: what terminology and 
classification are applied to different skills? For example, the nursing 
hierarchy is deemed to reflect the level of skills of the nurse: auxiliary 
(non-skilled), newly qualified nurse (semi-skilled) and so on. An associ-
ated research question concerns differences in how these are valued is: 
what status do the skills have relative to other skills? Any study in nurs-
ing has to take into account the fact that in health work, caring skills 
are valued less than those related to clinical intervention. In addition, 
despite the manipulation of complex machines on the wards, the tech-
nical skills of nurses are rarely acknowledged. Likewise we might ask: 
do some skills confer status on the owner? And it is broadly agreed that 
clinical skills are highly regarded in society, while nurses are valued for 
their self-sacrifice. Finally, how are different skills rewarded? Although 
doctors are often not well paid for their work, nurses are notoriously 
poorly paid.

Technology, organisations and division of labour

Further to the areas of study suggested, and in keeping with feminist, 
critical, Interpretivist and SST perspectives it is advised that the IS 
researcher in studying gender issues should be attentive to a number of 
points and their implications for IS:

• the social and organisational concerns of IS must be deemed to 
include gender issues;

• given that IS are imbued with gender hallmarks of the context of 
invention, gender may be built into developed IS;

• the fact that gendered spheres exist in the workplace will impinge 
on work and skill;

• the existence of gendered jobs impinges on views of ‘compatibility’ 
with IS;
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• a social constructivist perspective on gender and technology suggest 
things open to change;

• technology and gender are mutually defining and therefore, what is 
deemed ‘technical’ can alter over time;

• technology is seen as a masculine culture and this will affect user 
interaction.

We can generate a number of research questions from these points 
in a fairly straightforward fashion. So, we might start by asking the 
very broad question: In what ways have assumptions about gender 
been built into the technology? This may include many innovation 
activities. One example is the human computer interface develop-
ment and to what degree user competence and cognitive style have 
been assumed. A related question is: where it exists, how does the 
gendering of jobs impinge on views of compatibility with the IS? 
In nursing, generally, there is an emphasis on caring skills and this 
may lead to feelings of incompatibility with the IS. However, a shift 
in focus to the many technical skills possessed by nurses encourages 
a view of potential affinity with the computer system. In line with 
the commitment to emancipation, we might wish to emphasise the 
potential for change and therefore enquire: in relation to gender and 
IS, which things are changing and how? Nursing, in common with 
other areas of work, has experienced increasing familiarity with IS 
to the point where in many areas a cultural shift in attitude towards 
IS may be observed, marking a transition from outright hostility to 
a degree of acceptance, else resignation to the role of IS in nursing. 
Another question related to change is: which elements, objects and 
machines are deemed ‘technical’ and can this change? In nursing, 
what is considered technical may in some instances be deemed alien, 
given a level of assumed incompatibility. Hence computers for admin-
istration may be dubbed ‘technical’ (alien) whereas heart monitors 
for mediating care are not. Finally, another over-arching question 
to pose is: how does the masculine culture of technology affect user 
interaction – especially with regard to confidence and experience? 
Nurses’ preference for the ‘social’ or human can suggest a lack of con-
fidence, a perception of incompatibility with and even hostility toward 
computers.

The research questions and their illustration from the field of nurs-
ing are summarised in Table 26.2, which concludes this section of the 
paper.
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Conclusion

The imperative of the paper is for a focus on issues of gender that can 
offer a starting point for understanding the organisational and broader 
societal context of IS development and implementation. The argument 
is based on a number of assumptions commencing with the view that 
gender is vital social factor shaping organisational life, and thus it is 
inconceivable that the interaction of users with IS as well as their devel-
opment is not shaped by gendered spheres we inhabit (Wilson, 2002). 
As stated at the beginning of the paper, I have assumed that gender rela-
tions involve difference, inequality and power which is important with 
regard to access to, and control over, material and symbolic resources.

The literature review concerning gender, work, organisation and 
technology provided the building blocks for the conceptual framework 
for research into gender and IS. I have made the case for a social shap-
ing approach to the issue of women’s apparent disadvantage in their 
relationship with what is considered to be ‘technology’. This has been 
achieved by making a case for a social constructivist account of gen-
der phenomena arguing that both technology and gender are socially 
constructed and mutually defining (see Figure 26.1). In attempting to 
provide a coherent theoretical approach to drawing together a number 
of different disciplines for the purpose of studying gender, a Critical 
Management approach that incorporates feminist insights into the 
world of work and integrates a structuralist understanding of social and 
organisational concerns has been proffered.

The resultant framework identified a number of insights from the 
multidisciplinary literature, which can be used in formulating new 
research. Areas for future investigation were proposed and fitting 
research questions outlined to assist in the construction of prospective 
research proposals. Of course, the suggestions are intended merely as 
spring boards rather than straight jackets for future investigations.

Having offered explanations as to the disadvantage suffered by 
women in their relation to technology, I hope to have played a part in 
reducing the power of ‘common sense ideas’ which typically involve 
underestimating women’s technological ability and are partially a 
consequence of how technology is defined in society. The social con-
struction approach is intended moreover to persuade that women’s rela-
tionship with technology is not a fixed entity but rather due to social 
convention. One consequence of this is that the relationship is open 
to change – a non-incidental consideration given that ‘gender research…
is clearly a political project’ (Alvesson and Billing, 1997: 11).
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Notes

1. SS of Technology is a broad church, incorporating several approaches includ-
ing systems thinking (Hughes, 1983 looking at infrastructures; the SCOT 
(Pinch and Bijker, 1987) emphasising interpretative flexibility and relevant 
actors; and, actor-network theory (ANT) (Callon, 1986; Latour, 1987; Akrich, 
1992) dealing with networks, inscription, translation, and irreversibility.

2. In common with determinism, essentialist approaches ascribe differences 
between men and women to innate characteristics. In so doing, they are 
criticised for universalising the experience of women and for failing to attend 
to the contingency of gendered roles and characteristics. As Segal (1994: 142) 
explains: ‘any theory which pays only lip service to the actual variations, 
complexities, dialectics and history of social relations inevitably becomes raw 
material for essentialist analysis and politics’. Equally, descriptions of males 
as ‘naturally’ oppressive contain strong essentialist overtones. With specific 
 reference to the under-representation of women in computing, Grundy 
(1996: 108) criticises the fact that men are seen as logical, rational and intel-
ligent and women as intuitive, non-rational and emotional. Further, Lloyd 
(1984) argues that these stereotypes relate to older ideas that connect women 
with the body and men with the mind.

3. ‘Innofusion’ refers to the local redevelopment of the software takes place 
(Dutton et al., 1995: 28).

4. The term critical here does not necessarily refer to a Habermasian approach. 
Rather, I am making reference to the Labour Process tradition that originates 
from Braverman (1974) and his radical aims (see Spencer, 2000).

5. In her paper for Social Studies of Science, Wajcman refers to the broader dis-
cipline and audience of Science and Technology Studies (S&TS). Here, I apply 
her comments more narrowly to SST as this discipline is more familiar to IS 
audiences.

6. A radical challenge to the notion that women are not technically minded is 
to question the way in which technology is defined in terms of male activi-
ties. So, for example, women, as early horticulturists, are likely to have used 
tools and methods involved in this work (Faulkner and Arnold, 1985). Other 
technologies are not included in the technology equation: for example, the 
knowledge needed to prepare food, healing, making clothes and caring for 
children (Cockburn, 1986; Knights and Murray, 1994).
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