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Preface

ICCASA 2015, an international scientific conference for research in the field of
context-aware computing and communication, was held during November 26–27,
2015, in Vung Tau City, Vietnam. The aim of the conference was to provide an
internationally respected forum for scientific research on the technologies and appli-
cations of context-aware computing and communication. This conference provided an
excellent opportunity for researchers to discuss modern approaches and techniques for
context-aware systems and their applications. The proceedings of ICCASA 2015 are
published by Springer in the Lecture Notes of the Institute for Computer Sciences,
Social Informatics and Telecommunications Engineering series (LNICST; indexed by
DBLP, EI, Google Scholar, Scopus, Thomson ISI).

For this fourth edition, repeating the success of previous years, the Program
Committee received over 100 submissions from 15 countries and each paper was
reviewed by at least three experts. We chose 42 papers after intensive discussions held
among the Program Committee members. We appreciate the excellent reviews and
lively discussions of the Program Committee members and external reviewers in the
review process. This year we chose three prominent invited speakers: Prof. Vangalur
Alagar from Concordia University, Canada; Prof. Chintan Bhatt from Charotar
University of Science and Technology, India; and Prof. Phan Cong Vinh from Nguyen
Tat Thanh University, Vietnam.

ICCASA 2015 was jointly organized by The European Alliance for Innovation
(EAI), Ba Ria-Vung Tau University (BVU), and Nguyen Tat Thanh University
(NTTU). This conference could not have been organized without the strong support
of the staff members of these three organizations. We would especially like to thank
Prof. Imrich Chlamtac (University of Trento and Create-NET), Anna Horvathova
(EAI), and Ivana Allen (EAI) for their great help in organizing the conference. We also
appreciate the gentle guidance and help from Prof. Nguyen Manh Hung, Chairman and
Rector of NTTU, and Dr. Nguyen Thi Chim Lang, Rector of BVU.

November 2015 Phan Cong Vinh
Vangalur Alagar
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Products and Coproducts of Autonomic Systems

Phan Cong Vinh(B)

Faculty of Information Technology, Nguyen Tat Thanh University (NTTU),
300A Nguyen Tat Thanh Street, Ward 13, District 4, HCM City, Vietnam

pcvinh@ntt.edu.vn

Abstract. Self-* is widely considered as a foundation for autonomic
computing. The notion of autonomic systems (ASs) and self-* serves
as a basis on which to build our intuition about category of ASs in
general. In this paper we will specify ASs and self-* and then move on to
consider products and coproducts of ASs. All of this material is taken as
an investigation of our category, the category of ASs, which we call AS.

Keywords: Autonomic computing · Autonomic systems · Coproduct ·
Product · Self-*

1 Introduction

Autonomic computing (AC) imitates and simulates the natural intelligence pos-
sessed by the human autonomic nervous system using generic computers. This
indicates that the nature of software in AC is the simulation and embodiment
of human behaviors, and the extension of human capability, reachability, per-
sistency, memory, and information processing speed. AC was first proposed by
IBM in 2001 where it is defined as

“Autonomic computing is an approach to self-managed computing sys-
tems with a minimum of human interference. The term derives from the
body’s autonomic nervous system, which controls key functions without
conscious awareness or involvement” [1].

AC in our recent investigations [2–6] is generally described as self-*. Formally,
let self-* be the set of self- ’s. Each self- to be an element in self-* is called a
self-* facet. That is,

self-* = {self- | self- is a self-* facet} (1)

We see that self-CHOP is composed of four self-* facets of self-configuration, self-
healing, self-optimization and self-protection. Hence, self-CHOP is a subset of
self-*. That is, self-CHOP = {self-configuration, self-healing, self-optimization,
self-protection} ⊂ self-*. Every self-* facet must satisfy some certain criteria,
so-called self-* properties.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

P.C. Vinh and V. Alagar (Eds.): ICCASA 2015, LNICST 165, pp. 1–9, 2016.

DOI: 10.1007/978-3-319-29236-6 1



2 P.C. Vinh

In its AC manifesto, IBM proposed eight facets setting forth an AS known
as self-awareness, self-configuration, self-optimization, self-maintenance, self-
protection (security and integrity), self-adaptation, self-resource- allocation and
open-standard-based [1]. In other words, consciousness (self-awareness) and non-
imperative (goal-driven) behaviors are the main features of autonomic systems
(ASs).

In this paper we will specify ASs and self-* and then move on to consider
products and coproducts of ASs. All of this material is taken as an investigation
of our category, the category of ASs, which we call AS.

2 Outline

In the paper, we attempt to make the presentation as self-contained as possible,
although familiarity with the notion of self-* in ASs is assumed. Acquaintance
with the associated notion of algebraic language is useful for recognizing the
results, but is almost everywhere not strictly necessary.

The rest of this paper is organized as follows: Sect. 3 presents the notion of
autonomic systems (ASs). In Sect. 4, self-* actions in ASs are specified, products
and coproducts of ASs are considered. Finally, a short summary is given in
Sect. 5.

3 Autonomic Systems (ASs)

We can think of an AS as a collection of states x ∈ AS, each of which is recogniz-
able as being in AS and such that for each pair of named states x, y ∈ AS we can
tell if x = y or not. The symbol � denotes the AS with no states.

If AS1 and AS2 are ASs, we say that AS1 is a sub-system of AS2, and write
AS1 ⊆ AS2, if every state of AS1 is a state of AS2. Checking the definition, we
see that for any system AS, we have sub-systems � ⊆ AS and AS ⊆ AS.

We can use system-builder notation to denote sub-systems. For example the
autonomic system can be written {x ∈ AS | x is a state of AS}.

The symbol ∃ means “there exists”. So we can write the autonomic system
as {x ∈ AS | ∃y is a final state such that self -*action(x) = y}

The symbol ∃! means “there exists a unique”. So the statement “∃!x ∈ AS
is an initial state” means that there is one and only one state to be a start one,
that is, the state of the autonomic system before any self-* action is processed.

Finally, the symbol ∀ means “for all”. So the statement “∀x ∈ AS ∃y ∈ AS
such that self-* action(x) = y” means that for every state of autonomic system
there is the next one.

In the paper, we use the
def
= notation “AS1

def
= AS2” to mean something like

“define AS1 to be AS2”. That is, a
def
= declaration is not denoting a fact of nature

(like 1 + 2 = 3), but our formal notation. It just so happens that the notation

above, such as Self-CHOP
def
= {self-configuration, self-healing, self-optimization,

self-protection}, is a widely-held choice.
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4 Products and Coproducts of Autonomic Systems

If AS and AS′ are sets of autonomic system states, then a self-*action self-
*action from AS to AS′, denoted self-*action: AS → AS′, is a mapping that
sends each state x ∈ AS to a state of AS′, denoted self-*action(x) ∈ AS′. We
call AS the domain of self-*action and we call AS′ the codomain of self-*action.

Note that the symbol AS′, read “AS-prime”, has nothing to do with calcu-
lus or derivatives. It is simply notation that we use to name a symbol that is
suggested as being somehow like AS. This suggestion of consanguinity between
AS and AS′ is meant only as an aid for human cognition, and not as part of
the mathematics. For every state x ∈ AS, there is exactly one arrow emanating
from x, but for a state y ∈ AS′, there can be several arrows pointing to y, or
there can be no arrows pointing to y.

Suppose that AS′ ⊆ AS is a sub-system. Then we can consider the self-* action
AS′ → AS given by sending every state of AS′ to “itself” as a state of AS. For
example if AS = {a, b, c, d, e, f} and AS′ = {b, d, e} then AS′ ⊆ AS and we turn
that into the self-* action AS′ → AS given by b 	→ b, d 	→ d, e 	→ e. This kind
of arrow, 	→, is read aloud as “maps to”. A self-* action self-*action: AS → AS′

means a rule for assigning to each state x ∈ AS a state self-*action(x) ∈ AS′. We
say that “x maps to self-*action(x)” and write x 	→ self-*action(x).

As a matter of notation, we can sometimes say something like the following:
Let self-*action: AS′ ⊆ AS be a sub-system. Here we are making clear that AS′

is a sub-system of AS, but that self-*action is the name of the associated self-*
action.

Given a self-* action self-*action: AS → AS′, the states of AS′ that have at
least one arrow pointing to them are said to be in the image of self-*action; that
is we have

im(self-*action)
def
= {y ∈ AS′ | ∃x ∈ AS such that self-*action(x) = y} (2)

Given self-*action: AS → AS′ and self-*action ′ : AS′ → AS′′, where the
codomain of self-*action is the same set of autonomic system states as the
domain of self-*action ′ (namely AS′), we say that self-*action and self-*action ′

are composable

AS
self-*action ��AS′self-*action

′
��AS′′

The composition of self-*action and self-*action ′ is denoted by self-*action ′

◦ self-*action: AS → AS′′.
We write HomAS(AS,AS′) to denote the set of self-*actions AS → AS′.

Two self-* actions self-*action, self-*action ′ : AS → AS′ are equal if and only if
for every state x ∈ AS we have self-*action(x) = self-*action ′(x).

We define the identity self-*action on AS, denoted idAS : AS → AS, to be
the self-* action such that for all x ∈ AS we have idAS(x) = x.
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A self-*action: AS → AS′ is called an isomorphism, denoted self-*action:
AS

∼=→ AS′, if there exists a self-* action self-*action ′ : AS′ → AS such that
self-*action ′ ◦ self-*action= idAS and self-*action ◦ self-*action ′ = idAS′ . We
also say that self-*action is invertible and we say that self-*action ′ is the inverse
of self-*action. If there exists an isomorphism AS

∼=→ AS′ we say that AS and
AS′ are isomorphic autonomic systems and may write AS ∼= AS′.

Proposition 1. The following facts hold about isomorphism.

1. Any autonomic system AS is isomorphic to itself; i.e. there exists an isomor-
phism AS

∼=→ AS.
2. For any autonomic systems AS and AS′, if AS is isomorphic to AS′ then

AS′ is isomorphic to AS.
3. For any autonomic systems AS, AS′ and AS′′, if AS is isomorphic to AS′

and AS′ is isomorphic to AS′′ then AS is isomorphic to AS′′.

Proof:

1. The identity self-* action idAS : AS → AS is invertible; its inverse is idAS

because idAS ◦ idAS = idAS .
2. If self-*action: AS → AS′ is invertible with inverse self-*action ′ : AS′ → AS

then self-*action ′ is an isomorphism with inverse self-*action.
3. If self-*action: AS → AS′ and ̂self-*action : AS′ → AS′′ are each invertible

with inverses self-*action ′ : AS′ → AS and ̂self-*action
′
: AS′′ → AS′ then

the following calculations show that ̂self-*action ◦ self-*action is invertible

with inverse self-*action′ ◦ ̂self-*action
′
:

( ̂self-*action ◦ self-*action) ◦ (self-*action′ ◦ ̂self-*action
′
) =

̂self-*action ◦ (self-*action ◦ self-*action′) ◦ ̂self-*action
′

=
̂self-*action ◦ idAS′ ◦ ̂self-*action

′
= ̂self-*action ◦ ̂self-*action

′
= idAS′′

and

(self-*action′ ◦ ̂self-*action
′
) ◦ ( ̂self-*action ◦ self-*action) =

self-*action′ ◦ ( ̂self-*action
′ ◦ ̂self-*action) ◦ self-*action =

self-*action′ ◦ idAS′ ◦ self-*action = self-*action′ ◦ self-*action = idAS

Q.E.D.

For any natural number n ∈ N, define a set n = {1, 2, . . . , n}. So, in
particular, 0 = �. A function f : n → AS can be written as a sequence
f = (f(1), f(2), . . . , f(n)). We say that AS has cardinality n, denoted | AS |= n
if there exists an isomorphism AS ∼= n. If there exists some n ∈ N such that AS
has cardinality n then we say that AS is finite. Otherwise, we say that AS is
infinite and write | AS |� ∞.
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Proposition 2. Suppose that AS and AS′ are finite. If there is an isomorphism
of autonomic systems f : AS → AS′ then the two autonomic systems have the
same cardinality, | AS |=| AS′ |.
Proof: Suppose that f : AS → AS′ is an isomorphism. If there exists natural
numbers m,n ∈ N and isomorphisms α : m

∼=→ AS and β : n
∼=→ AS′ then

m
α→ AS

f→ AS′ β−1

→ n

is an isomorphism. We can prove by induction that the sets m and n are iso-
morphic if and only if m = n. Q.E.D.

Consider the following diagram:

AS
self-*action ��

self-*action′′

���
��

��
��

��
��

��
��

��
AS′

self-*action′

��
AS′′

(3)

We say this is a diagram of autonomic systems if each of AS,AS′, AS′′ is
an autonomic system and each of self-*action, self-*action ′, self-*action ′′ is a
self-* action. We say this diagram commutes if self-*action ′◦ self-*action =
self-*action ′′. In this case we refer to it as a commutative triangle of auto-
nomic systems. Diagram (3) is considered to be the same diagram as each of the
following:

AS
self-*action ��

self-*action′′

��

AS′

self-*action′

����
��

��
��

��
��

��
��

�

AS′′

AS
self-*action ��

�� ��

self-*action′′

��AS′ self-*action′
��AS′′ AS′

self-*action′

����
��

��
��

AS′′

AS

self-*action

��

self-*action′′

����������

(4)

Consider the following picture:

AS
self-*action ��

self-*action′′

��

AS′

self-*action′

��
AS′′ self-*action

′′′
��AS′′′

(5)
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We say this is a diagram of autonomic systems if each of AS,AS′, AS′′, AS′′′

is an autonomic system and each of self-*action, self-*action ′, self-*action ′′,
self-*action ′′′ is a self-* action. We say this diagram commutes if self-*action ′◦
self-*action = self-*action ′′′◦ self-*action ′′. In this case we refer to it as a com-
mutative square of autonomic systems.

Let AS and AS′ be autonomic systems. The product of AS and AS′, denoted
AS×AS′, is defined as the autonomic system of ordered pairs (x, y) where states
of x ∈ AS and y ∈ AS′. Symbolically, AS × AS′ = {(x, y)|x ∈ AS, y ∈ AS′}.
There are two natural projection actions of self-* to be self-*action1 : AS ×
AS′ → AS and self-*action2 : AS × AS′ → AS′

AS × AS′

self-*action1
���

�

		���
� self-*action2

���
�



���
�

AS AS′

(6)

For illustration, suppose that {a, b, c} are states in AS and {d, e} in
AS′, the states are happening in such autonomic systems. Thus, AS and
AS′, which are running concurrently, can be specified by AS|AS′ def

=
{(a|d), (a|e), (b|d), (b|e), (c|d), (c|e)}. Note that the symbol “|” is used to denote
concurrency of states existing at the same time. We define self-* actions as
disable(d, e) and disable(a, b, c) to be able to drop out relevant states.

{(a|d), (a|e), (b|d), (b|e), (c|d), (c|e)}
disable(d,e)

�������

��������� disable(a,b,c)
							

��							

{a, b, c} {d, e}

(7)

It is possible to take the product of more than two autonomic systems as well.
For example, if AS1, AS2, and AS3 are autonomic systems then AS1|AS2|AS3

is the system of triples,

AS1|AS2|AS3
def
= {(a|b|c)|a ∈ AS1, b ∈ AS2, c ∈ AS3}

Proposition 3. Let AS and AS′ be autonomic systems. For any autonomic
system AS′′ and actions self-*action3 : AS′′ → AS and self-*action4 : AS′′ →
AS′, there exists a unique action AS′′ → AS × AS′ such that the following
diagram commutes

AS × AS′
self-*action1

		��������� self-*action2



���������

AS AS′

AS′′
∀ self-*action3










 ∀ self-*action4

�����������

∃!

���
�
�
�
�
�
�

(8)
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We might write the unique action as

〈self-*action3, self-*action4〉 : AS′′ → AS × AS′

Proof: Suppose given self-*action3 and self-*action4 as above. To provide an
action z : AS′′ → AS × AS′ is equivalent to providing a state z(a) ∈ AS × AS′

for each a ∈ AS′′. We need such an action for which self-*action1 ◦ z = self-
*action3 and self-*action2 ◦z = self-*action4. A state of AS ×AS′ is an ordered
pair (x, y), and we can use z(a) = (x, y) if and only if x = self-*action1(x, y) =
self-*action3(a) and y = self-*action2(x, y) = self-*action4(a). So it is necessary
and sufficient to define

〈self-*action3, self-*action4〉 def
= (self-*action3(a), self-*action4(a))

for all a ∈ AS′′. Q.E.D.

Given autonomic systems AS, AS′, and AS′′, and actions self-*action3 :
AS′′ → AS and self-*action4 : AS′′ → AS′, there is a unique action AS′′ →
AS × AS′ that commutes with self-*action3 and self-*action4. We call it the
induced action AS′′ → AS × AS′, meaning the one that arises in light of self-
*action3 and self-*action4.

For example, as mentioned above autonomic systems AS = {a, b, c}, AS′ =

{d, e} and AS|AS′ def
= {(a|d), (a|e), (b|d), (b|e), (c|d), (c|e)}. For an autonomic

system AS′′ = �, which stops running, we define self-* actions as enable(d, e)
and enable(a, b, c) to be able to add further relevant states. Then there exists a
unique action

enable((a|d), (a|e), (b|d), (b|e), (c|d), (c|e))
such that the following diagram commutes

{(a|d), (a|e), (b|d), (b|e), (c|d), (c|e)}
disable(d,e)

��������������������
disable(a,b,c)

��																		

{a, b, c} {d, e}

�
enable(a,b,c)

��																					
enable(d,e)

�����������������������

enable((a|d),(a|e),(b|d),(b|e),(c|d),(c|e))�
�
�

���
�
�

(9)

Let AS and AS′ be autonomic systems. The coproduct of AS and AS′,
denoted AS � AS′, is defined as the “disjoint union” of AS and AS′, i.e. the
autonomic system for which a state is either a state of AS or a state of AS′.
If something is a state of both AS and AS′ then we include both copies, and
distinguish between them, in AS � AS′. There are two natural inclusion actions
self-*action1 : AS → AS � AS′ and self-*action2 : AS′ → AS � AS′.

AS

self-*action1








��






AS′

self-*action2
���

�

�����
�

AS � AS′

(10)
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For illustration, suppose that {a, b, c} are states in autonomic system AS
and {d, e} in AS′. Thus, AS � AS′, which is disjoint union, can be specified

by AS � AS′ def
= {a, b, c, d, e, }. We define self-* actions as ensable(d, e) and

enable(a, b, c) to be able to add further relevant states.

{a, b, c}
enable(d,e)

����

������

{d, e}
enable(a,b,c)




��


{a, b, c, d, e}

(11)

Proposition 4. Let AS and AS′ be autonomic systems. For any autonomic
system AS′′ and actions self-*action3 : AS → AS′′ and self-*action4 : AS′ →
AS′′, there exists a unique action AS � AS′ → AS′′ such that the following
diagram commutes

AS′′

AS

∀ self-*action3

�����������

self-*action1 ��








 AS′

∀ self-*action4

��










self-*action2�����������

AS � AS′

∃!

���
�
�
�
�
�
�

(12)

We might write the unique action as

[self-*action3, self-*action4] : AS � AS′ → AS′′

Proof: Suppose given self-*action3, self-*action4 as above. To provide an action
z : AS � AS′ → AS′′ is equivalent to providing a state self-*action3(m) ∈ AS′′

is for each m ∈ AS � AS′. We need such an action such that z◦ self-*action1 =
self-*action3 and z◦ self-*action2 = self-*action4. But each state m ∈ AS �AS′

is either of the form self-*action1x or self-*action2y, and cannot be of both
forms. So we assign

[self-*action3, self-*action4](m) =
{
self-*action3(x) if m = self-*action1x
self-*action4(y) if m = self-*action2y

(13)
This assignment is necessary and sufficient to make all relevant diagrams
commute. Q.E.D.

For example, as mentioned above autonomic systems AS = {a, b, c}, AS′ =

{d, e} and AS �AS′ def
= {a, b, c, d, e}. For an autonomic system AS′′ = �, which

stops running, we define self-* actions as disable(d, e) and disable(a, b, c) to drop
out relevant states. Then there exists a unique action disable(a, b, c, d, e) such
that the following diagram commutes
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�

{a, b, c}

disable(a,b,c)

��������������

enable(d,e) ������������� {d, e}

disable(d,e)

��������������

enable(a,b,c)��

{a, b, c, d, e}

disable(a,b,c,d,e)�
�
�

���
�
�

(14)

5 Conclusions

The paper is a reference material for readers who already have a basic under-
standing of self-* in ASs and are now ready to consider products and coprod-
ucts of ASs using algebraic language. Algebraic specification is presented in a
straightforward fashion by discussing in detail the necessary components and
briefly touching on the more advanced components.
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Abstract. Self-* is widely considered as a foundation for autonomic
computing. The notion of autonomic systems (ASs) and self-* serves
as a basis on which to build our intuition about category of ASs in
general. In this paper we will specify ASs and self-* and then move on to
consider finite limits and colimits in ASs. All of this material is taken as
an investigation of our category, the category of ASs, which we call AS.

Keywords: Autonomic computing · Autonomic systems · Coequalizer ·
Colimit · Equalizer · Limit · Pullback · Pushout · Self-* · Span

1 Introduction

Autonomic computing (AC) imitates and simulates the natural intelligence pos-
sessed by the human autonomic nervous system using generic computers. This
indicates that the nature of software in AC is the simulation and embodiment
of human behaviors, and the extension of human capability, reachability, per-
sistency, memory, and information processing speed. AC was first proposed by
IBM in 2001 where it is defined as

“Autonomic computing is an approach to self-managed computing sys-
tems with a minimum of human interference. The term derives from the
body’s autonomic nervous system, which controls key functions without
conscious awareness or involvement” [1].

AC in our recent investigations [2–5,7] is generally described as self-*. For-
mally, let self-* be the set of self- ’s. Each self- to be an element in self-* is
called a self-* facet. That is,

self-* = {self- | self- is a self-* facet} (1)

We see that self-CHOP is composed of four self-* facets of self-configuration, self-
healing, self-optimization and self-protection. Hence, self-CHOP is a subset of
self-*. That is, self-CHOP = {self-configuration, self-healing, self-optimization,
self-protection} ⊂ self-*. Every self-* facet must satisfy some certain criteria,
so-called self-* properties.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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In its AC manifesto, IBM proposed eight facets setting forth an AS known
as self-awareness, self-configuration, self-optimization, self-maintenance, self-
protection (security and integrity), self-adaptation, self-resource- allocation and
open-standard-based [1]. In other words, consciousness (self-awareness) and non-
imperative (goal-driven) behaviors are the main features of autonomic systems
(ASs).

In this paper we will specify ASs and self-* and then move on to consider
finite limits and colimits in ASs. All of this material is taken as an investigation
of our category, the category of ASs, which we call AS.

2 Outline

In the paper, we attempt to make the presentation as self-contained as possible,
although familiarity with the notion of self-* in ASs is assumed. Acquaintance
with the associated notion of algebraic language is useful for recognizing the
results, but is almost everywhere not strictly necessary.

The rest of this paper is organized as follows: Sect. 3 presents some basic
concepts to support consideration of limits and colimits in autonomic systems
(ASs). In Sect. 4, we consider some finte limits such as pullbacks of ASs, spans
on ASs and equalizers of self-*. In Sect. 5, we consider some finte colimits such
as pushouts of ASs and coequalizers of self-*. Finally, a short summary is given
in Sect. 6.

3 Basic Concepts

We can think of an AS as a collection of states x ∈ AS, each of which is
recognizable as being in AS and such that for each pair of named states x, y ∈ AS
we can tell if x = y or not. The symbol � denotes the AS with no states.

If AS1 and AS2 are ASs, we say that AS1 is a sub-system of AS2, and write
AS1 ⊆ AS2, if every state of AS1 is a state of AS2. Checking the definition, we
see that for any system AS, we have sub-systems � ⊆ AS and AS ⊆ AS.

We can use system-builder notation to denote sub-systems. For example the
autonomic system can be written {x ∈ AS | x is a state of AS}.

The symbol ∃ means “there exists”. So we can write the autonomic system
as {x ∈ AS | ∃y is a final state such that self-*action(x) = y}

The symbol ∃! means “there exists a unique”. So the statement “∃!x ∈ AS
is an initial state” means that there is one and only one state to be a start one,
that is, the state of the autonomic system before any self-* action is processed.

Finally, the symbol ∀ means “for all”. So the statement “∀x ∈ AS ∃y ∈ AS
such that self-* action(x) = y” means that for every state of autonomic system
there is the next one.

In the paper, we use the
def
= notation “AS1

def
= AS2” to mean something like

“define AS1 to be AS2”. That is, a
def
= declaration is not denoting a fact of nature

(like 1 + 2 = 3), but our formal notation. It just so happens that the notation
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above, such as Self-CHOP
def
= {self-configuration, self-healing, self-optimization,

self-protection}, is a widely-held choice.
If AS and AS′ are sets of autonomic system states, then a self-* action

self-*action from AS to AS′, denoted self-*action: AS → AS′, is a mapping that
sends each state x ∈ AS to a state of AS′, denoted self-*action(x) ∈ AS′. We call
AS the domain of self-*action and we call AS′ the codomain of self-*action.

Note that the symbol AS′, read “AS-prime”, has nothing to do with calcu-
lus or derivatives. It is simply notation that we use to name a symbol that is
suggested as being somehow like AS. This suggestion of consanguinity between
AS and AS′ is meant only as an aid for human cognition, and not as part of
the mathematics. For every state x ∈ AS, there is exactly one arrow emanating
from x, but for a state y ∈ AS′, there can be several arrows pointing to y, or
there can be no arrows pointing to y.

Suppose that AS′ ⊆ AS is a sub-system. Then we can consider the self-*
action AS′ → AS given by sending every state of AS′ to “itself” as a state of
AS. For example if AS = {a, b, c, d, e, f} and AS′ = {b, d, e} then AS′ ⊆ AS
and we turn that into the self-* action AS′ → AS given by b 	→ b, d 	→ d, e 	→
e. This kind of arrow, 	→, is read aloud as “maps to”. A self-* action self-
*action: AS → AS′ means a rule for assigning to each state x ∈ AS a state
self-*action(x) ∈ AS′. We say that “x maps to self-*action(x)” and write x 	→
self-*action (x).

As a matter of notation, we can sometimes say something like the following:
Let self-*action: AS′ ⊆ AS be a sub-system. Here we are making clear that AS′

is a sub-system of AS, but that self-*action is the name of the associated self-*
action.

Given a self-* action self-*action: AS → AS′, the states of AS′ that have at
least one arrow pointing to them are said to be in the image of self-*action; that
is we have

im(self-*action)
def
= {y ∈ AS′ | ∃x ∈ AS such that self-*action(x) = y} (2)

Given self-*action: AS → AS′ and self-*action ′ : AS′ → AS′′, where the
codomain of self-*action is the same set of autonomic system states as the
domain of self-*action ′ (namely AS′), we say that self-*action and self-*action ′

are composable

AS
self-*action ��AS′self-*action

′
��AS′′

The composition of self-*action and self-*action ′ is denoted by self-*action ′ ◦
self-*action: AS → AS′′.

We define the identity self-*action on AS, denoted idAS : AS → AS, to be
the self-* action such that for all x ∈ AS we have idAS(x) = x.

A self-*action: AS → AS′ is called an isomorphism, denoted self-*action:
AS

∼=→ AS′, if there exists a self-* action self-*action ′ : AS′ → AS such that
self-*action ′ ◦ self-*action= idAS and self-*action ◦ self-*action ′ = idAS′ . We
also say that self-*action is invertible and we say that self-*action ′ is the inverse
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of self-*action. If there exists an isomorphism AS
∼=→ AS′ we say that AS and

AS′ are isomorphic autonomic systems and may write AS ∼= AS′.
Consider the following diagram:

AS
self-*action ��

self-*action′′

���
��

��
��

��
��

��
��

��
AS′

self-*action′

��
AS′′

(3)

We say this is a diagram of autonomic systems if each of AS,AS′, AS′′ is
an autonomic system and each of self-*action, self-*action ′, self-*action ′′ is a
self-* action. We say this diagram commutes if self-*action′ ◦ self-*action =
self-*action′′. In this case we refer to it as a commutative triangle of auto-
nomic systems. Diagram (3) is considered to be the same diagram as each of the
following:

AS
self-*action ��

self-*action′′

��

AS′

self-*action′

����
��

��
��

��
��

��
��

�

AS′′

AS
self-*action ��

�� ��

self-*action′′

��AS′ self-*action′
��AS′′ AS′

self-*action′

����
��

��
��

AS′′

AS

self-*action

��

self-*action′′

����������

(4)

Consider the following picture:

AS
self-*action ��

self-*action′′

��

AS′

self-*action′

��
AS′′ self-*action

′′′
��AS′′′

(5)

We say this is a diagram of autonomic systems if each of AS,AS′, AS′′, AS′′′

is an autonomic system and each of self-*action, self-*action ′, self-*action ′′,
self-*action ′′′ is a self-* action. We say this diagram commutes if self-*action′ ◦
self-*action = self-*action′′′ ◦ self-*action′′. In this case we refer to it as a com-
mutative square of autonomic systems.

4 Finite Limits in Autonomic Systems

In this section, we consider what are called limits of variously-shaped diagrams
of ASs.
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4.1 Pullbacks of Autonomic Systems

Suppose given the diagram of ASs and self-*actions below.

AS′′

self-*action′′

��
AS′ self-*action′

��AS

(6)

Its fiber product is the AS

AS′ ×AS AS′′ def
= {(x,w, y)|self-*action′(x) = w = self-*action′′(y)}

There are obvious projections self-*action1 : AS′ ×AS AS′′ → AS′ and
self-*action2 : AS′ ×AS AS′′ → AS′′. Note that if AS′′′ = AS′ ×AS AS′′ then
the following diagram commutes

AS′′′

�

self-*action2 ��

self-*action1

��

AS′′

self-*action′′

��
AS′ self-*action′

��AS

(7)

Given the setup of diagram (7) we come to the pullback of AS′ and AS′′ over
AS to be any AS′′′ for which we have an isomorphism AS′′′ ∼=→ AS′ ×AS AS′′.
The corner symbol “�” in diagram (7) indicates that AS′′′ is the pullback.

Some may prefer to denote this fiber product by self-*action′×ASself-*action
′′

rather than AS′ ×AS AS′′. The former is mathematically better notation, but
human-readability is often enhanced by the latter, which is also more common
in the literature. We use whichever is more convenient.

Suppose given the diagram of ASs and self-actions as in (8).

AS′′

self-*action4

��
AS′ self-*action3 ��AS

(8)

For any AS′′′ and commutative solid arrow diagram as in (9). In other
words, self-*action1 : AS′′′ → AS′ and self-*action2 : AS′′′ → AS′′ such that
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self-*action3 ◦ self-*action1 = self-*action4 ◦ self-*action2 there exists a unique
arrow

< self-*action1, self-*action1 >AS : AS′′′ → AS′ ×AS AS′′

making everything commute. In other words,

self-*action1 = self-*action′◦ < self-*action1, self-*action1 >AS

and

self-*action2 = self-*action′′◦ < self-*action1, self-*action1 >AS

AS′ ×AS AS′′

self-*action′

		��
��
��
��
��
��
��
��
��
��
��
�

self-*action′′



�
��

��
��

��
��

��
��

��
��

��
��

AS′′′

∀self-*action1
����

������ ∀self-*action2

			
	

��			
	

∃!

��














AS′

self-*action3 ������������� AS′′

self-*action4�������������

AS

(9)

Consider the diagram drawn in (10), which includes a left-hand square, a right-
hand square, and a big rectangle

AS′
1

�self-*action3

��

self-*action1 ��AS′
2

�self-*action4

��

self-*action2 ��AS′
3

self-*action5

��
AS1

self-*action6

��AS2
self-*action7

��AS3

(10)

If AS′
2

∼= AS2 ×AS3 AS
′
3 then the right-hand square is a pullback. The right-

hand square has a corner symbol indicating that AS′
2

∼= AS2 ×AS3 AS′
3 is a

pullback. But the corner symbol on the left might be indicating that the left-
hand square is a pullback, or the big rectangle is a pullback. Thus, If AS′

2
∼=

AS2 ×AS3 AS′
3 then the left-hand square is a pullback if and only if the big

rectangle is.
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Consider the diagram drawn in (11)

AS′
2

�self-*action4

��

self-*action2 ��AS′
3

self-*action5

��
AS1

self-*action6

��AS2
self-*action7

��AS3

(11)

where AS′
2

∼= AS2 ×AS3 AS
′
3 is a pullback. Then there is an isomorphism

AS1 ×AS2 AS
′
2

∼= AS1 ×AS3 AS
′
3

In other words,

AS1 ×AS2 (AS2 ×AS3 AS
′
3) ∼= AS1 ×AS3 AS

′
3

4.2 Spans on Autonomic Systems

Consider AS1 and AS2, a span on AS1 and AS2 is an AS together with self-*
actions self-*action1 : AS → AS1 and self-*action2 : AS → AS2.

AS
self-*action1

��
��

��
�� self-*action2

��





AS1 AS2

(12)

Let AS1, AS2, and AS3 be autonomic systems, and let

AS1
self-*action1← AS′ self-*action2→ AS2

and
AS2

self-*action3← AS′′ self-*action4→ AS3

be spans. Their composite span is given by the fiber product AS′ ×AS2 AS
′′ as

in the diagram (13):

AS′ ×AS2 AS
′′

�������������

��											

AS′

self-*action1
��

�

�����
self-*action2

				

��				

AS′′

self-*action3
����

������ self-*action4

��
�

����
�

AS1 AS2 AS3

(13)
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If there is a span as AS1 ← AS → AS2 then by the universal property of
products [6], we have a unique map AS

∃!→ AS1 × AS2.
If there are two spans as AS1 ← AS′ → AS2 and AS1 ← AS′′ → AS2.

We can take the disjoint union AS′  AS′′ and by the universal property of
coproducts, we have a unique span AS1 ← AS′  AS′′ → AS2 making the
diagram (14) commute.

AS′

������������

�� ������������

AS1 AS′  AS′′�� ��AS2

AS′′

������������

�� ������������

(14)

Given a span AS1
self-*action1← AS

self-*action2→ AS2, we can draw a bipartite
graph with each state of AS1 drawn as a dot on the left, each state of AS2 drawn
as a dot on the right, and each state a in AS drawn as an arrow connecting vertex
self-*action1(a) on the left to vertex self-*action2(a) on the right.

4.3 Equalizers of Self-*

Suppose given two parallel self-* actions

AS1 AS2

self-*action1

self-*action2

The equalizer of self-*action1 and self-*action2 is the commutative diagram
in (15),

Eq(self-*action1,self-*action2) AS1 AS2
p self-*action1

self-*action2 (15)

where we define

Eq(self-*action1, self-*action2)
def
= {a ∈ AS1 | self-*action1(a) = self-*action2(a)}

and where p is the canonical inclusion

5 Finite Colimits in Autonomic Systems

We consider several types of finite colimits to obtain some intuition about them,
without formally defining them yet.
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5.1 Pushouts of Autonomic Systems

Suppose given the diagram (16) of ASs and self-* actions below:

AS

self-*action1

��

self-*action2 ��AS2

AS1

(16)

Its fiber sum, denoted AS1 AS AS2, is defined as the quotient of AS1 
AS  AS2 by the equivalence relation ∼ generated by a ∼ self-*action1(a) and
a ∼ self-*action2(a) for all states a in AS. In other words,

AS1 AS AS2
def
= (AS1  AS  AS2)/ ∼

where ∀a ∈ AS, a ∼ self-*action1(a) and a ∼ self-*action2(a)
There are obvious inclusions self-*action3 : AS1 → AS1 AS AS2 and

self-*action4 : AS2 → AS1 AS AS2. Note that if AS3 = AS1 AS AS2 then
the diagram (17) commutes.

AS

�self-*action1

��

self-*action2 ��AS2

self-*action4

��
AS1

self-*action3

��AS3

(17)

Given the setup of diagram (17), we define the pushout of AS1 and AS2

over AS to be any autonomic system AS3 for which we have an isomorphism
AS3

∼=→ AS1ASAS2. The corner symbol “�” in diagram (17) indicates that AS3

is the pushout.
For diagram (16), For any autonomic system AS3 and commutative solid

arrow diagram in (18). In other words, self-* actions self-*action3 : AS1 →
AS3 and self-*action4 : AS2 → AS3 such that self-*action3 ◦ self-*action1 =
self-*action4 ◦ self-*action2, there exists a unique arrow

� self-*action3, self-*action4 �: AS1 AS AS2 → AS3

making everything commute. In other words,

self-*action3 =� self-*action3, self-*action4 � ◦self-*action′
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and
self-*action4 =� self-*action3, self-*action4 � ◦self-*action′′

AS
self-*action1

�������������
self-*action2

�������������

AS1

self-*action3

����

������

self-*action′



�
��

��
��

��
��

��
��

��
��

��
��

AS2

self-*action4
����

������

self-*action′′

		��
��
��
��
��
��
��
��
��
��
��
�

AS3

AS1 AS AS2

∃!

��














(18)

5.2 Coequalizers of Self-*

Suppose given two parallel self-* actions

AS1 AS2

self-*action1

self-*action2

The coequalizer of self-*action1 and self-*action2 is the commutative diagram
in (19),

AS1 AS2 Coeq(self-*action1,self-*action2)
self-*action1

self-*action2

q

(19)

where we define the coequalizer of self-*action1 and self-*action2 is the quo-
tient of AS2 by the equivalence relation generated by

{(self-*action1(a), self-*action2(a))|a ∈ AS1} ⊆ AS2 × AS2

In other words,

Coeq(self-*action1, self-*action2)
def
= AS2/self-*action1(a) ∼ self-*action2(a)

6 Conclusions

The paper is a reference material for readers who already have a basic under-
standing of self-* in ASs and are now ready to consider finite limits and col-
imits in ASs using algebraic language. Algebraic specification is presented in a
straightforward fashion by discussing in detail the necessary components and
briefly touching on the more advanced components.
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Abstract. In order to provide dependable healthcare services for the
elderly, it is necessary to have a patient-centric system in which service
automation dominates through the use of context-awareness. Health-
care service automation has the virtues to overcome the disadvantages
arising from the disabilities that are inherent in the elderly popula-
tion, physically challenged, and those who live in remote areas. In order
that patients trust the healthcare services provided by the system, the
creation of healthcare services must be founded on accurate model of
patients, and must be delivered by experts through dependable med-
ical devices and secure channels. Motivated by this goal, we propose
a healthcare architecture based on a generic Context Awareness Frame-
work (CAF) adapted to the elderly. The automation aspects of healthcare
services based on this architecture are discussed.

Keywords: Health care · Elderly population profiles · Context
awareness · Healthcare model · Healthcare determinants

1 Introduction

A survey in US [1] has revealed that most US citizens believe that old age actu-
ally starts at age 68, with some of them pegging it at as high as 74. In 2012,
the population of the elderly made up 11 % of the world’s population and was
projected to reach 22 % by 2050, with 68 % of the world’s population over 80
living in Asia and Latin America and the Caribbean [2]. At the moment, one
in six Europeans can be regarded as elderly [3]. It is estimated that by 2020,
China will have 230 million elderly people, thereby making it the largest popu-
lation of elderly worldwide, while India will come next with about 158 million
old people [4]. This study also asserts that by the year 2030, the number of
people aged 18 across the world will be lower than the ones over age 65, with
the number of those aged 85 and above being 8.5 million [5]. From these reports
it is evident that the proportion of care givers to the elderly will be decreas-
ing, while the cost of giving care for the elderly will be increasing. An effective
solution to this problem is ‘healthcare service automation’, which can provide
services whenever and wherever they are demanded. It can maximize the health
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service utilization and minimize service cost. In this paper, we have focused on
creating a context-aware architecture for implementing healthcare system from
bottom up.

We have chosen to focus on the elderly due to the numerous vulnerabilities
and healthcare needs they face, especially personal care in daily living which
could range from taking care of personal hygiene to feeding themselves. When
an elderly person’s nutritional requirements are not met, it could result in mal-
nutrition and degrading health conditions [6]. A health condition that can result
out of poor nutrition is diabetes which has been found to lead to higher rates of
premature death. Stroke is a common illness that can coexist with diabetes [7].
Since sedentary lifestyle, social isolation, loneliness, or depression can lead to
malnourishment, and depression medications can also change how nutrients are
absorbed or how food tastes, caring the dietary needs of elderly is paramount.
For the chronically ill elderly, for example those suffering from arthritis [8] who
also have a recurring episode of osteoarthritis [8], care needs to be given in mul-
tiple dimensions. It has been reported that about 20 % of those who are 55 years
and older experience mental disorders such as anxiety disorders, severe cognitive
impairment and mood disorders which are not part of normal aging [9]. Mental
illness is very difficult to address as many seniors are either unwilling or unable
to report their situations. Most elderly people lack knowledge about the causes
or symptoms behind their health problems and assume their health problems
are simply due to their aging [10]. A survey [4] has revealed that 96.0 % of the
elderly have never utilized any of the geriatric welfare services because of lack
of awareness. Elderly also go through physical, psychological and financial vul-
nerabilities [11], become dependent on others which exposes them to societal
dangers [12] such physical and psychological assaults, and financial exploita-
tion [13]. The different vulnerable situations and the health conditions discussed
above can be related to specific contexts thereby creating a need for context-
aware solutions.

1.1 Context Awareness

Context is very important to our day-to-day living. It is how we interpret and
interact with the environment. For example, we use context to sense and react to
cases of impending danger. However, this innate ability does not automatically
translate when we interact with computer systems. While it is easy for a health
provider to interpret the current health condition of a patient, a computer system
needs to be modeled in such a way that it makes use of certain tag values in
making relevant and accurate decisions.

Context can be defined as any information that can be used to characterize
the situation of an event [14]. A situation occurs when multiple entities around
an event are assigned values. In ubiquitous computing context is regarded as any
circumstance or condition surrounding a user that is considered relevant to the
interaction between the user and the ubiquitous computing environment [15].
Therefore, a context-aware healthcare architecture intends to make use of the
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situations around a patient to make better decisions with the overall goal of
improving the patient’s health conditions.

A context-aware healthcare system makes use of sensors to perceive context
and actuators to realize its decisions. Sensors are entities that provide measur-
able responses to changes in a system’s environment. Example include hardware
devices such as GPS Sensor [16]. Actuators usually work by subscribing to events
and getting instructions included in the event [17]. For example, an Emergency
Service can request to be notified when an elderly patient requires such services.

The paper is organized as follows: We briefly survey the current technology-
based solutions in Sect. 2. We provide a brief introduction to context awareness
concepts in Sect. 1.1. Following that we present the entity model of our proposed
healthcare architecture in Sect. 3. In Sect. 4, the healthcare architecture is dis-
cussed. We conclude the paper in Sect. 5 with remarks on our ongoing work in
a prototype implementation and testing of the healthcare architecture.

2 Related Systems

We first review a few existing context-aware healthcare architectures for the
elderly. Next we comment on their inadequacies in meeting the daily care and
protection of the elderly.

University of Rochester, Georgia Tech, Massachusetts Institute of Technol-
ogy (MIT) and TIAX, LLC all have smart living projects where they combine
context-aware and ubiquitous sensing, computer vision-based monitoring and
acoustic tracking through the use of infrared sensors and video cameras in lab-
oratories in order to monitor health information for long periods of time [18].
Another wearable sensor-based mobile healthcare system that reads context-
based information such as motion and location of an elderly is CarePredict [19].
CarePredict transmits data through wireless communication service to remote
servers from where experts can examine the information in order to detect any
acute deviation, such as restless sleep patterns and changes in eating patterns
of the elderly which can then be isolated and investigated further. In addition,
Codeblue developed by University of Harvard is a healthcare system heavily
reliant on context awareness [20]. Guardian Angel Service, developed for the
Symbian OS platforms, provides active context-aware monitoring for medical
stakeholders about elderly facing chronic conditions [21]. It uses context-aware
sensors to read vital signs like heart rate and skin temperature in order to help
the patient avoid hazardous health conditions. CareMerge is an enterprise mobile
healthcare system that helps provide real time information about the health of
the elderly to their healthcare providers and family [22]. It offers communica-
tion with and notification to family members, tracking and sharing of health
information and automatic reminders. Virtual Health Pet system, developed in
Brazil with Java Micro Edition (J2ME) technology, sends out alarm to remind
the elderly on medication, as well as alerting emergency services. GetMyRx sys-
tem attempts to simplify the administrative task behind the elderly people in
getting their prescriptions [23]. It involves scanning and sending of paper pre-
scriptions with name and address of the patient to a local pharmacy for delivery.
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Fig. 1. Entity model

Doctors are also able to send prescriptions directly to pharmacies from the com-
fort of their offices. Chinese Aged Diabetic Assistant, developed by Microsoft in
China, is a smart-phone-based support system for elderly diabetics patients that
provides recommendations and guidelines for patients in taking insulin and oral
medications. Mobile HIV/AIDS Support assists healthcare workers in rendering
quality services in the developing world by providing reliable medical informa-
tion for use while the health staff are in the field. EpiSurveyor is an easy to use
open source software developed by Washington-based non-profit software com-
pany DataDyne that helps in the creation and sharing of surveys for development
of policies by healthcare authorities.

From the above review above it is clear that the current systems are more
advantageous to the medical staff than to patients. Most elderly patients lack
skills to interact with many current mobile healthcare systems, because the sys-
tems do not provide easy to use interfaces. In spite of some of the advantages
they offer to patients, an elderly patient may have to use more than one sys-
tem depending upon her medical situation. Moreover, collectively they do not
adequately address the daily health needs and the vulnerabilities of the elderly.

3 Entity Model

In this section, we present the entity model of our healthcare architecture. Below
is an informal explanation of the entities shown in Fig. 1.

– Elderly Home (EH): The entity Elderly Home represents a smart physical
accommodation for elderly people where they are managed and monitored by
primary caregivers through the use of sensors. An elderly can be under mul-
tiple care givers in a particular elderly home, since a caregiver might just be
responsible for a particular type of health condition and an elderly can have
multiple health conditions. Electronic communication in the Elderly Home is
often done through a mobile terminal which is simply a mobile device such as
a phone or personal display assistant that has an application running on its
operating system acting as a hub to record the data coming in from all the sen-
sors and actuators. It usually stores temporary information in a local database
and then sends data to the Cloud Cyberspace through network technologies,
such as 3G and WLAN over Hypertext Transfer Protocol (HTTP).
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– Cloud Cyberspace (CC): The Cloud Cyberspace represents the server where all
incoming medical information from the elderly home will be received, stored,
and made available to healthcare service providers. It is usually installed at
the hospital or a wireless service provider when the system is expected to
share patient’s personal health information with multiple clients. It runs a
web server such as Apache and IIS which is used for processing and persisting
data usually in a database like MySQL or SQL Server. The Cloud Cyberspace
(CC) also analyzes medical information for predefined states and executes the
corresponding response as stated by the healthcare providers. For example,
a doctor might specify to alert emergencies services through email when the
blood pressure of an elderly has remained above a safe level for some period
of time.

– Service Providers (SP): Service Providers represents the generic actuators in
the system that provide healthcare services to patients. A variety of actuator
types may exist in the system. Actuators receive instructions from the Cloud
Cyberspace (CC) and then execute them. A good example is “a pharmacist
actuator” acting on a drug delivery request. Entities like government health
agencies, health insurance companies, and medical research groups that are
not directly involved in the treatment of the patient can make use of the
information to provide other services to the patient.

4 Architectural Design

Figure 2 shows the detailed design of our architecture. We specialize it based on
the Generic Context Awareness Framework in [16] to a detailed architectural
design for elderly healthcare applications with focus on fulfilling the healthcare
needs of such patients. The architecture is discussed in details below:

Fig. 2. Detailed architectural design
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4.1 Basic Concepts

In this section, we present basic healthcare terminologies that we used in our
design.

– Health Determinants (HD): By Health Determinants, we refer to factors that
affect the health of an individual. These factors can be used to create a per-
sonalized health model for that patient, thereby assist in making decisions
that will ultimately lead to the improvement of the patient’s health status.
A patient’s health model can further be enhanced by including his desired
privacy policies. Examples of Health Determinants include biological, envi-
ronmental and physiological factors. Health determinants can be represented
as either atomic or tuples or a collection of atoms and tuples where an atomic
representation refers to a tag-value pair with specific data types and units.
The values can be monitored initially, at specific intervals or even continuously
especially when they are critical to the health of the patient. An example is
heart rate.

– Health Conditions (HC): The term Health Condition refers to the medical
diagnosis of a patient done by healthcare professionals. For example, based on
the medical tests, a patient’s health condition may be determined as ‘depres-
sion’ or ‘dementia’. It is important to note that a patient can have multiple
health conditions and can also be at risk of developing additional health con-
ditions that can result from one or more of existing health conditions. We
intend to categorize health conditions in terms of the health determinants
that can be monitored to assess a patient’s health progress over a period of
time.

– Health Context (HT): We use the term Health Context to denote the continu-
ous monitoring through sensors that is being done for each patient taking into
consideration time and other useful information that can be useful in mak-
ing better decisions. It is important to constantly evaluate a patient’s Health
Context in order to derive the appropriate current Health Situation existing
for the patient’s Health Condition and ultimately execute the appropriate
adaptations for that patient in an intelligent manner.

– Health Situations (HS): We use Health Situations to represent states of interest
to the healthcare application in our architecture. Usually, for each health
condition, there will be a certain set of health situations that are important
for consideration. For example, the High health situation is realized when
a patient diagnosed with a diabetic health condition records a blood sugar
level of 10.5 mmol or above. Health Situations can have relations between
each other. For example, an Emergency situation usually follows a Danger
situation. It is important to note that Health Situations are constructed by
the medical experts, based on medical knowledge and clinical experience. As
such, a health situation is domain-dependent and context-sensitive.

– Personalized Health Context (PHT): We use Personalized Health Context to
represent the the complete information set that can be used to perform adap-
tations by the system. This set consists of the current and past relevant Health
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Contexts, the Health Conditions of the patient, the current Health Situations
for the patient based on the current Health Contexts and the personalized
health model for that patient.

– Health Adaptation (HA): Health Adaptation is the set of predefined execution
plans usually provided by healthcare experts for a patient taking account of
each health situations that can occur for that patient as well as the patient’s
context history and personalized health model. Our architecture considers
past histories of context to cater for cases where a particular context might
need to occur for a number of times before its associated Health Adaptation
can be triggered. An example of a Health Adaptation is sending an email to
emergency ambulance services to pick up a dementia patient who is currently
experience a health situation indicative that he or she is lost.

4.2 Architecture Modules

In section, we present information about the modules in our architecture.

– Sensor Network (SN): The Sensor Network is the combination of sensors with
the sole purpose of measuring entity tag values. In the healthcare field, sen-
sors are usually wearable or implanted photoelectric and connected in a star
topology through wires and short-range wireless techniques such as IEEE
802.15.1/Bluetooth or IEEE 802.15.4/ZigBee, or a combination of the two [24].
Each sensor acquires data, converts it into an electrical signal and amplifies
it for communication with other modules for interpretation. For example, a
diabetic patient can require different sensors to measure his or her glucose
level and body mass index continuously.

– Health Context Module (HCM): The Health Context Module is responsible for
the generation and validation of health context based on the aggregated tag
values from sensors. For each tag value, there is an expected range of values
that can be regarded as valid which is known as the input range for that para-
meter. For example, the input range of a temperature sensor could be between
−30 and 100 degrees Celsius. The Health Context Module is responsible for
filtering out values outside the input ranges of these sensors. Different sensors
in the Sensor Network might also be responsible for monitoring the same tag
value. An example is the case study of a patient whose location is required
to be continuously monitored. The tag value of the location can either be
determined using a GPS sensor or any other sensor with Internet Protocol
(IP) reporting capabilities. The Health Context Module is then responsible for
picking the most accurate and relevant value from the numerous available tag
values.

– Health Situation Module (HSM): The Health Situation Module is responsible
for generating Personalized Health Context of the patient being monitored.
When the health context comes in from the Health Context Module, the Health
Situation Module searches for the personalized health model for a patient with
the associated Health Conditions. The Health Situation Module then uses the
health context to fetch the appropriate Health Situations corresponding to the
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Health Conditions for that patient. This information is then forwarded to the
Health Adaptation Module as the Personalized Health Context.

– Health Adaptation Module (HAM): The Health Adaptation Module is respon-
sible for generating the appropriate Health Adaptations or Health Reactions
and picking the right actuators relevant to the chosen reactions. The privacy
policies provided by the patient in the healthcare model is also used here to
restrict how much information is made available to the actuator. This module
is also responsible for logging adaptations as feedback in order to improve the
personalized health model for the patient later.

– Actuator Network (AN): The Actuator Network is a network of actuators
similar to the Sensor Network. An actuator is a device to convert an electrical
control signal to a physical action, and constitutes the mechanism by which
an agent acts upon the physical environment [25]. Actuators could also be
software-based [16]. In healthcare, a good example of an actuator is an insulin
pump that can receive an instruction to either increase or decrease its rate
of flow. In our architecture, most of the actuators are human. For example,
caregivers, doctors and pharmacists can use certain devices that are part of
the architecture for providing better healthcare services to the patient.

5 Conclusion

This paper has proposed a context-aware architecture that can be used for con-
structing a smart living system for the elderly. We have established the various
population profiles, health needs and vulnerabilities of elderly people in order
to establish why we need this architecture, which was specifically adapted for
old people. We also surveyed existing health care systems and architectures for
elderly people. We developed an entity model for the architecture and discussed
a detailed architectural design.

Currently, we are working on developing the set of health determinants, situa-
tions and contexts for several health conditions such as dementia and care giving
for lonely depressed elderly people. We are investigating data and communica-
tion security issues along with patient’s privacy concerns that are necessary for
mobile healthcare applications. We will integrate security and privacy policies
in the architecture that we have developed and implement a prototype of the
system.
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and Mélanie Bouroche1

1 Distributed Systems Group, Trinity College Dublin, Dublin, Ireland
morrisa5@tcd.ie

2 Department of Informatics, University of Piraeus, Piraeus, Greece

Abstract. Traffic gridlock has become a very familiar scene in cities
due to the inefficiencies of existing transport systems. Context-aware
dispatch has the potential to solve such congestion problems. Thus, this
paper addresses the problem of realising large scale real-time taxi dis-
patch with service guarantees on road networks. Such a system requires
the dynamic matching of travel requests made by passengers with appro-
priate taxis. Crucially this must occur while also ensuring the satisfaction
of all waiting or travel times constraints. Results gained from simulations
show that a novel approach, based on Adaptive Context Tries (ACT),
provides fast response times, bounded complexity and thus scalability.

1 Introduction

A real-time taxi dispatch system attempts to solve the problem of matching
taxis with passengers, hence avoiding taxis having to drive around looking for
fares [1,2]. Potential passengers send travel requests, which include a start and
an end, that respectively denote where a passenger wants to be picked up and
dropped off. Recent research has extended the problem to support the concept
of ride sharing between passengers to further increase efficiency of taxis [3,4].

Each request made by a passenger can contain two constraints: a waiting time,
that defines the latest time a passenger wants to picked up by, and a travel time,
that establishes the acceptable extra diversion time from the shortest duration
for a given journey between a start and an end. In order to accept a request a
taxi must satisfy all constraints; not only those of the newly encountered request,
but also the requests it has committed to for all previous passengers [1].

However, providing such a dynamic taxi dispatch system at an urban scale
presents a non-trivial problem. It involves a real-time matching algorithm that
can quickly determine the best taxi that can satisfy an incoming request from a
large set of choices [5]. Context-awareness offers one potential solution [1], but
traditional context-aware middleware solutions using flooding, gossip or overlay
based dissemination algorithms cannot scale due to their overhead [6,7].

In this paper, we show that Adaptive Context Tries (ACT) [6] can efficiently
disseminate context and enable the distribution of previously-accepted travel
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requests, organised as a itinerary for each taxi. When a new request arrives,
our system searches the trie to determine the best match, if any, and assign the
request to the nearest taxi that can honour all its constraints. Note that this
means the itineraries obtained are not guaranteed to be optimal but workable.

In the following: Sect. 2 provides an overview of traditional optimisation
algorithms that solve related problems and argues for an alternative approach.
Section 3 provides first a more formal problem definition and introduces our
method, with some optimisations presented in Sect. 4. In Sect. 5 we experimen-
tally compare our method to its points and the paper concludes with some ideas
for future work in Sect. 6.

2 Related Work

Previous research mainly focuses on a single vehicle and a static scenario where
a system knows the set of requests ahead of time [4,5,8]. However, this cannot
provide a realistic approach in context-aware taxi dispatch problem at an urban-
scale. Notably, earlier work highlights that this constitutes an NP-hard problem
and therefore can only be solved for small sizes [9]. To address this, recent work
proposes the use of context driven dynamic programming algorithms [10]. Hence,
the processing of travel requests in real time becomes the main issue [11], as for
any new request, the travel itinerary of each taxi, based on previously-assigned
travel requests, needs to be processed. Crucially this means that only taxis at a
distance smaller than a threshold w from the start can satisfy the waiting time
constraint. This limits the amount of taxis considered. At this point a system
could naively use brute-force to find the taxis which could accommodate the
request. This requires the enumeration for all permutations and then checking
whether the constraints are met. However, the complexity of this approach is
exponential which means that it does not provide a scalable solution.

The branch-and-bound algorithm provides a more efficient method that
systematically enumerates all candidate itineraries and organises them in an
itinerary tree. It then estimates a lower bound of each partially constructed
itinerary and stops building candidate itineraries with lower bounds greater than
the known best solution [12]. Again, this approach can only solve small-scale
problems as it also has exponential complexity in terms of response time [13].

Mixed integer programming presents an alternative approach [10,14]. This
reduces the problem to finding the maximum/minimum of a linear function of
non-negative variables subject to constraints expressed as linear equalities or
inequalities. Although it is conceptually simple, many researchers state that the
NP-hard set also contains this approach [15] so it also cannot scale.

3 Adaptive Context Tries (ACT)

This section first formalises the Real-Time Context-Aware Taxi Dispatch prob-
lem and it introduces the ACT structure that can maintain as well as update
any calculations performed up-to-now and use them effectively when passengers
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issue new travel requests [6]. To deal with the highlighted challenges, our idea
is based on a simple observation: A new legal itinerary accommodating a new
request can be derived by extending any already existing current travel itinerary.

Based on this observation, the ACT-based solution to the taxi dispatch prob-
lem uses the following method: Firstly, it stores a legal travel itinerary for each
taxi in a prefix tree (trie) structure at all times [6]. When a new request is
received, the system checks if it can extend any travel itinerary to handle the
new request. This method provides a promising approach because its incremen-
tal nature removes many redundant computations. Therefore, a system does not
need to fully recompute an optimal legal travel itinerary for each new request,
providing a non-optimal yet workable real-time approach. This outperforms
current state of the art methods based on traditional unfeasible optimisation
algorithms.

3.1 Formal Problem Definition

We consider a road network G = {V,E,W} consisting of a vertex set V and an
edge set E. Each edge (u, v) ∈ E (u, v ∈ V ) has a weight W (u, v) which indicates
the travel time from (u) to (v), which is assumed to be a constant value.

Given two points s and e in the road network, a route π between them forms
a vertex sequence (v0, v1, · · · , vk), where (vi, vi+1) denotes an edge in E, v0 = s,
and vk = e. The route cost W (π) =

∑
W (vi, vi+1) denotes the sum of each edge

cost W (vi, vi+1) along the route. Thus, the shortest route cost δ(s, e) describes
the minimal cost for routes available from s to e, this gives δ(s, e) = minπ W (π).

Definition 1 (Travel Request). A travel request tr across a road network
G = {V,E,W} takes the form of a quadruplet (s, e, t, τ), where s ∈ V is the
start, e ∈ V the end, t ∈ R

∗
+ is the maximal waiting time and τ ∈ R

∗
+ denotes

a travel time for any extra diversion time in a travel. This bounds the overall
distance from s to e to (1 + τ)δ(s, e).

For each travel request tri = {si, ei, t, τ} and a given taxi, ri denotes the taxi’s
location. A sequence of 3x points can describe a general travel itinerary for a taxi
with x travel requests: (p1, p2, · · · , x3x) as an point pj in the sequence denotes
either a start (si), an end (ei), or travel request point (ri). Furthermore, this
paper assumes that a taxi takes shortest route when moving between any two
consecutive points in the travel itinerary pi and pi+1.

Thus, the travel cost between any two points (pi, pj) in the travel itinerary
δT (pi, pj) becomes δT (pi, pj) = δ(pi, pi+1)+δ(pi+1,i+2)+· · ·+δ(pj−1, pj) and the
overall travel cost δT (p1, p3x). Figure 1 illustrates this for four travel requests.

Fig. 1. A travel itinerary that contains the travel starting point si, a travel ending
point ei and taxi location ri when request of travel tri arrives.
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However, not all travel itineraries can meet the service quality guarantees for
each individual travel request. Hence, we must define a legal travel itinerary:

Definition 2 (Legal Travel Itinerary). A legal travel itinerary I for a travel
request set TR = {tr1, tr2, . . . , trm} must satisfy three conditions for any tri:

1. Order of events: Let pi1 = ri, pi2 = si, and pi3 = ei, then, i1 < i2 < i3,
i.e., the requesting point must happen before the pickup point, etc.

2. Waiting time: The time to travel from the taxi’s location to the start can
never exceed the waiting time constraint, i.e., δT (ri, si) ≤ t

3. Travel time: The actual travel time from the start to the end δT (si, ei) should
be at most (1 + τ)δ(si, ei).

To finally define the Real-Time Context-Aware Taxi Dispatch problem we
need to provide one more definition to take into account multiple travel requests:

Definition 3 (Aggregated Legal Travel Itinerary). Assuming at time t,
there are x travel requests allocated to a given taxi; let (p1, p2, · · · , p3x) denote
the current legal travel itinerary. For a new travel request trm+1, the aggregated
legal travel itinerary contains any legal travel itineraries (p′

1, p
′
2, · · · , p′

3x+3) that
satisfy p′

j = pj for j ≤ i, and p′
i+1 = rx+1.

Thus, we can define the Real-Time Context-Aware Taxi Dispatch as:

Definition 4 (Problem Definition). Given a set of taxis, a set of previously-
allocated requests and a new request tr = (s, e, t, τ), find the taxi that minimises
the travel cost from s to e at that time, in its aggregated legal travel itinerary.

Note that due to subsequent request allocation, a taxi may not minimise the
travel cost of those already accepted, but it will always satisfy all constraints.

Fig. 2. Adaptive Context Trie (ACT) for travel itineraries. Darkened/red route indi-
cates the selected itinerary to be executed. The dark circled/red travels denoted com-
pleted travel requests (Color figure online).



Snapcab: Urban Scale Context-Aware Smart Transport 35

3.2 Trie Structure

ACT stores a travel itinerary for each taxi by associating a key to each itinerary
point p. That key is used to store the next itinerary point. A virtual network
structure orchestrates the storage of key-context value pairs by assigning keys
to different points; the point will store the values for all the keys for which it
is responsible. Thus, ACT specifies how keys are assigned to points, and how a
point can access context for a given key by first locating the point responsible for
that key. In short, this enables ACT to preform urban scale context dissemination
method across all points, both for passengers and taxis [6]. Specifically a system
uses ACT to maintain all legal travel requests with respect to the taxi’s location.
Eventually, as the taxi moves, a part of the itinerary becomes obsolete. Thus we
need � to track the current position of a taxi and root of its trie.

For a given t and τ , Fig. 2 illustrates the ACT structure corresponding to the
complete travel itinerary and context stored across peers in Fig. 1. The dark-
ened/red route represents the selected itinerary that the taxi will execute. Ini-
tially, for the first travel request, only one legal travel itinerary exists as shown
in Fig. 2(a). When the second request arrives, the taxi has finished with the first
passenger. If the taxi accepts the new request it can only perform one option,
as it will first pick up the second passenger, but it has the flexibility to accept
other travels if needed. This means, for now at least, that the taxi must take the
route (�, e1, s2, e2), to drop off the first passenger and pick up the second.

However, on its way to pick up the second passenger, the third request arrives.
The taxi now may either pick up the second passenger or the third one. Assuming
that the taxi decides to move along the shortest route (�, s2, s3, e3, e2). It then
drives to pick up the second passenger and the fourth request arrives the entire
right sub-trie of r3 in Fig. 1(c) becomes inactive. Thus advantageously:

Corollary 1 (Legal Itineraries during Mobility). When a taxi reaches a
new pickup location or drop off location in the travel itinerary, then the taxi
only follows legal itineraries which contain unfinished travels and share the same
prefix in ACT. The taxi can safely ignore and exclude all the other itineraries.

3.3 Processing a New Travel Request

When processing a new travel request containing (rk, sk, ek) we assume that the
taxi has already an ACT containing all legal itineraries of unfinished travels.
Now, it needs to extend all legal itineraries in the prefix trie to a new legal
itinerary to include it, if possible. To deal with the new request, it first focuses
on the start sk and then the end ek. Essentially, a system needs to scan this trie
to determine where sk can be inserted.

All itineraries that share the same prefix from �, the root of a trie with respect
to the current location of the taxi, to the inserted edge will be added into the
trie. Then, we append ek after sk in the new trie. Furthermore, if the system can
append sk or ek at a given location forming an edge in this trie, then the system
must find out which travel itineraries containing that edge with an additional
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point will be invalid and will be excluded. This introduces two problems: (a)
How to determine at which edge the system can insert sk or ek, in addition to:
(b) How to quickly delete any invalid travel itineraries that now exist.

Inserting Start Location: Here a system must know whether it should first
insert sk and then ek afterwards. To insert sk in a trie edge, e.g. (pi, pi+1), it must
handle the following cases: (a) only when the distance from the current location
to the pickup location si satisfies δT (l, si) = δ(l, p1)+ δ(p1, p2)+ · · ·+ δ(pi, sk) ≤
w, then it can insert sk; (b) the additional travel time introduced by the diversion
to sk may make some existing travel itinerary invalid in the sub-trie containing
this trie edge (pi, pi+1), i.e. δ(pi, sk) + δ(sk, pi+1) − δ(pi, pi+1) should not be too
large. It should now exclude these from the sub-trie to ensure: δT (�, sk) ≤ w.
Thus, the shortest distance from the current location to the pickup location sk

has a value less than w given a itinerary from � to pj .
As ACT enables a search across peers starting from the root � to generate

all the candidate edges (pi, pi+1) to insert sk it can handle condition (b): the
explicit maintaining and checking of constraints for each travel request in the
sub-trie of the point pi provides a straightforward way to erase itineraries.

Furthermore, only a single criterion needs to be tested: if the taxi has not
picked up the passenger, then ACT can test the pickup waiting time constraint
[rj , sj , w]; once the taxi picks up the passenger, ACT can check the travel con-
straint [sj , ej , τ ]. Thus, at any given point, ACT can enable a system to simply
partition the “active” passengers into two sets: A that records those passengers
who need to be picked up and B that records the on-board passengers who need
to be dropped off. When a new location is reached, it moves passengers from A
to B and/or remove passengers from B. For travel j in A, the system tests the
first criteria: [rj , sj , w] and in B, tests the second one: [sj , ej , τ ]. Therefore, for
the sub-trie rooted at pi, a system can first generate these two sets A and B and
then, when it inserts sk, however it also needs to test each condition associated
with the sets A and B.

Algorithm 1. Insert points (from a travel request) pseudo-code
Require: root (taxi location) �, request points P = (p1, x2, ...), at current depth depth

if feasible(l, x1, depth + δ(�, x1)) then
fail = 0, n = create(�, x1) {Copy feasible child branches beneath n}
for all c such that edge (�, c) exists do

copy(n, {c}, δ(�, n) + δ(n, c) − δ(�, c)) {If copy fails, fail = 1}
end for{Insert remaining request points to n}
if fail = 0 and |P | > 1 then {Detour now begins negative as no p2 yet}

insert(n, {x2, ...}, −δ(p1, x2)) {If insert fails, fail = 1}
end if{Now insert request points into children}
for all c such that edge (�, c) exists do

insert(c, P, diversion + δ(�, c)) {If insert fails, exclude (�, c)}
end for
if fail = 0 then

Add edge (�, n)
else if No points c with edge (�, c) exist then

Insert fails! {We have an unfeasible sub-trie}
end if

else
Insert fails! {We have an unfeasible sub-trie}

end if
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Algorithm 1 implements this described recursive insertion of a new request
trk = (sk, ek) into ACT. This insertion occurs using a call, insert(l, {sk, ek}, 0).
The call to feasible(parent, point, diversion) determines if it can feasibly insert
a point as a child under a parent leaf in the discovered itinerary to always ensure
an legal aggregate travel itinerary.

The copy(to, from, diversion) function recursively copies points from a set
of leaves in the trie, from, to the target, to. Here, tolerance of the root’s (�’s)
children in insert is implemented through calling feasible with a diversion.

Figure 3 shows how to insert the pickup location s4 into an existing
trie. First s4 will be inserted directly below �. Then, the branch with
root at s3 will be copied underneath this new s4 point, forming a trie of
(�, s4, s3, ((e2, e3), (e3, e2))). Assuming the unfeasible route (�, s4, s3, e3, e2); then,
a system should exclude the branch from this trie until we reach s3, when it has
an alternate feasible route (�, s3, s4, e3, e2). This deletion occurs in the copy func-
tion, which will succeed because s4 falls along at least one feasible route as shown
in Fig. 3(b).

Then, the insertion algorithm moves down to s3 and attempts to insert the
pickup location. This forms two routes: (�, s3, s4, e2, e3) and (�, s3, s4, e3, e2), as
a result of the insertion between s3 and e3 and between s3 and e2 as Fig. 3(c)
shows. Suppose inserting s4 between e2 and e3 or between e3 and e2 is unfeasible,
then, this case is shown in Fig. 3(d). To complete the insert, a system now tries
to insert e4 in the sub-tries that start at s4 following the insert operation.

Fig. 3. Trie Insertion. The insertion of s3 into each edge using ACT.

4 Cluster-Based Optimisation

Although the ACT approach is promising, the exponential explosion of the size
of the trie when there are multiple start or end locations close to each other is
not avoided. For example, if a taxi has 6 starting points in spatial proximity
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around similar time e.g. a large park or university campus, any permutation of
the starts may result in a legal itinerary. So 6! = 720 possibilities exist.

The following clustering algorithm deals with this situation. When the
system inserts a starting point sk to an edge (pi, pi+1), we check if δ(pp+i, sk) ≤
μ, where μ denotes a small number. If so, ACT inserts sk into the point of pi+1.
sk and the system can treat pi+1 as one cluster in the trie and it can choose an
arbitrary itinerary among the points in a cluster. When the cluster contains more
than one point, the newly inserted point needs to be within μ of all the other
points in the cluster. A similar procedure can be done for the end points and the
mixture of starting and ending points. Once a system combines the cluster with
any point, it will stop trying to insert it to any other edges using ACT (Fig. 4).

(a) (b)

Fig. 4. pi, pj , and pk in one cluster. Black lines: optimal itinerary So. We can con-
vert So by connecting pi, pj , pk consecutively first and then thread the other locations
(represented by circles). The itinerary has a bounded cost.

Assuming sufficiently large travel times with all possible itineraries: For a
travel request set TR, let So define the optimal itinerary. Suppose there exists
a cluster c among the start and end locations of TR. This cluster-based method
chooses an arbitrary itinerary Sc that goes through the points of the cluster in
a consecutive manner. The following can then crucially prove that the bounded
cost of Sc, which clearly indicates a feasible approach:

Theorem 1. cost(Sc) ≤ cost(So) + 2(x + 1) × μ where x denotes the number of
points in the cluster without considering constraints.

Because after ACT builds the whole trie, a system can select the shortest
itinerary with cluster cost(Sc) ≤ cost(So) + 2(x + 1) × μ. However, when the
constraints of points of the best itinerary are relaxed, the corresponding cluster-
based itinerary can also depend on the following theorem:

Theorem 2. cost(Sc) ≤ cost(So) + 2(x + 1) × μ where x defines the number of
points in the cluster when constraints of all points in So > xμ.

5 Simulation Results

To compare our proposed method with its points we have made extensive simula-
tion experiments. The implementation of the ACT approach [6] was used directly
as a Java library, while for the traditional optimisation algorithms and mixed
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integer programming methods we used MATLAB’s (R2014b build) Optimisa-
tion Toolbox. The experiments were conducted on an Intel i7-2600 SMP-based
GNU/Linux computer using the v4.1 kernel and OpenJDK v1.6.

Figure 5a compares the waiting time for a taxi as exhibited by the ACT
approach with branch and bound, brute-force and mixed integer optimisation
algorithms as the number of travel requests increase with a fixed number of 210

taxis. Notably although traditional algorithms cannot continue processing as the
problem sizes become too large, ACT can scale to higher capacities in terms of
response time. This also confirms our hypothesis that situations where a large
number of passengers wish to depart from a single point infer the biggest issue
for capacity. ACT through clustering combines such points in a trie to provide an
urban-scalable approach. Figure 5b shows the time complexity of each algorithm
to further highlight these observations. This also demonstrates the workability
of non-optimal taxi dispatch against traditional optimisation algorithms.
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Fig. 5. A comparison of ACT against existing approaches (see related work)

6 Conclusion and Future Work

This paper formulates and proposes an ACT-based approach with a cluster-
based optimisation to match real-time travel requests to taxis in a road network
to realise efficient context-aware taxi dispatch while ensuring all conditions of a
given travel request are met. Our proposed solution might not find the best solu-
tion but it provides an acceptable solution efficiently. It also clearly outperforms
current state of the art optimisation-based solutions, as shown by large scale
experiments. Future work will consider the uncertainty issues in scheduling [16]
as this will likely form a major road block in achieving scalable context-aware
transport systems. It will also include a more complete analysis of the cluster-
based optimisation and provide the full proofs to the relevant theorems to further
outline the soundness of the cluster-based optimisation and investigate how the
inevitable privacy issues could be tackled in such frameworks.
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Abstract. Gestures, a natural language of humans, provide an intuitive and
effortless interface for communication with the computers. However, the achieve‐
ments do not satisfy researcher’s demands because of the complexity and insta‐
bility of human gestures. We propose a new method to recognize gestures from
sound waves. The main contribution of this paper is to recognize gestures based
on the analysis of short-time Fourier transforms (STFT) using the Doppler effect
to sense gestures. To do this, we generate an inaudible tone, which gets frequency-
shifted when it reflects off moving objects like the hand. We measure this shift
with the microphone to infer various gestures. Experimenting method and eval‐
uating results by using the hand gestures of many different people to browse
applications such as website, document and images in the browser on the
computers in the classroom and library environment for accurate results. In addi‐
tion, we describe the phenomena and recognition algorithm, demonstrate a variety
of gestures, and present an informal evaluation on the robustness of this approach
across Laptop device and people.

Keywords: In-air gesture sensing · Doppler effect · Interaction technique

1 Introduction

Gesture recognition is very useful for automation. Gesture is becoming a common
means, as technology trends in the management and control interfaces. Gesture recog‐
nition based on the variation in sound waves frequency domain approach is a sound
wave sensors utilize computer speakers and microphone. It has the advantage of not
being affected by light, as the technical language recognition in images, video, voice.
For example, the Microsoft’s SoundWave and University of Washington [7] or Acoustic
Doppler Sonar (ADS) [2]. Currently, this problem is continuing to develop applications,
e.g., a gesture recognition system that leverages wireless signals to enable whole-home
sensing and recognition of human gestures [6] and bringing gesture to all device [1].
Basically, the gesture recognition systems using more than one characteristic, using
machine learning models Hidden markov models, Support vector machine to recognize
gestures are really complex and restrict much of the processing speed of the system. We
present a method of recognizing the gesture by dividing the energy levels of short-time
Fourier transforms and using Doppler effect to recognize gestures. This method
conducted discrete signal on the frequency domain with time into the signal frame of
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equal length and continue dividing the energy level briefly on each frame signal sequen‐
tially. Also, the analysis of energy levels in a short time each signal frame allows detec‐
tion of noise and remove signal preprocessing steps for reliable results and somewhat
reduce the fees charged math. Energy function in short-time been researched much in
image recognition, speech recognition [5, 8]. We are inspired by the Doppler effect, the
effect of Doppler is used to detect sound waves, voice, gestures [2–4, 7] (Fig. 1).

Fig. 1. An illustration of hand gesture recognition via sound waves used to control applications
on laptop.

The paper is organized as follows. In Sect. 2 we review the main ideas, which build
the sound waves gestures recognition system. A method that combines the Doppler
effect is based on the division of power levels short-time Fourier transforms to recognize
gestures. In Sect. 3 presents empirical evaluation results in sound waves gesture recog‐
nition. Finally, we summarize and conclude the paper in Sect. 4.

2 Sound Waves Gestures Recognition System

The system of sound waves gestures recognition and controls often include: signal sound
waves acquisition, features extraction, finally classify, recognize and control interfaces.
General diagram of gesture recognition system is shown on Fig. 2 sound waves uses
existing speakers on commodity devices to generate tones between 18–22 kHz, which
are inaudible. We then use the existing microphones on these same devices to pick up
the reflected signal and estimate motion and gesture through the observed frequency
shifts.

Sound Waves Acquisition: Use the built-in microphone on your computer to capture
sound wave signal of gesture Doppler effect to change when it has changeable of the
location of the two sources of waves.

Features Extraction: Typical short time energy is extracted Windowing choose soon
step of Fourier transforms in a short time (STFT). Sound waves gestures and noise
classification: positive and negative energy based on the distribution of energy levels in
the short time-frequency domain to classify gestures and noise Doppler effect.
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Fig. 2. The diagram of the basic stages of gestures recognition systems and controlling.

Gesture Recognition and Controlling: The user selected control functions, through
the state classification system gestures to recognize gestures that execute commands
from the controlling interface application browsers use.

2.1 Sound Waves Acquisition Based on Doppler Effect

In our approach, the computer speakers act as a broadcast source, microphone as
receiver. Speakers will continuously emit a signal whose frequency from 18 kHz–
22 kHz constant (adjusted by the user), although the sound waves can operate outside
our scope but consistent over the range from 18 kHz–22 kHz because matching most
hardware devices on the computer and we do not need higher frequencies to sense
gestures in the air [2, 7, 10]. Then, use the built-in microphone on the device to
capture and digitize signals through the recording (sampling frequency is 44.1 kHz)
signal observed Doppler principle. It is a combination of two separate effects induced
by two sound wave sources (hand moves and speakers), frequency will increase as
the hand observer moving closer to the computer and will decrease when the hand
moves away. The principle is the Doppler frequency shift of sound waves obtained
in microphone  upon the relative shift of position with hands in the air compared
with the computer speakers. The relationship between observed frequency  and
emitted frequency  is given by

where  is perceived frequency at microphone;  is original frequency from
speaker; c is the velocity of sound waves in the air (speed of sound in air) and v is the
velocity of hand in air; if hand is moving towards the source then positive

Fig. 3. Description of the Doppler effect is obtained at the microphone for two waves approach
each sources.
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(and negative in the other direction). Any motion nearby computer (about 1 m
depending on speed), integrated microphone in your computer will obtain the
frequency shift of the reflected Doppler effect (Fig. 3).

2.2 Features Extraction

In fact, the gesture moves continuously in a certain period of time and often not consis‐
tent between the times the performance (in speed, direction and time travel) and
depending on the user (Campaign airborne sound transmission speed of 343 m/s, speed
hand gestures about 0.25 m/s–4 m/s) [10]. Another factor, the acquisition of sound waves
from the moving gesture greatly affected by noise (interference) available or random
existence in their surroundings (as a hardware device or operating emitted program that
uses active sound created). Therefore, the signal processing and extracting features
selected to recognize what is a gesture or environmental noise in the frequency domain
is really complex.

Windows of Signal: Signal in the short period of time can see the signal is relatively
stable and unchanged over time. For a signal of gesture, this can be done by windowing
of a signal x(n) into an unbroken chain of sequential x(t) window, t = 1,2,… T call is
the signal frame. The selection window Hamming [7], for discrete signals into the signal
frame (with sample points in 2048) we considered suitable for the energy spectrum will
be concentrated in the middle of the frame signal:

where n is the number of samples on a window (n is an even number), N is the number
of signal frames. Featured short time energy. Energy shortly is determined by calculating
the average of the total area of the sample (sample) single in each frame. With a window
ends at the mth sample, short time energy function E(m) (Fig. 4):

amplitude window 

STFT

Fig. 4. Description of STFT.

Frequency signals emitted from the hand gestures or environmental noise signal is
not stopped (non-stationary signals) means a periodic signal over time. Energy analysis
shortly after each frame signal is unstable, or no detailed process of moving gesture or
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noise already exist or appear at random. So we continue discrete signal on each frame
(framing) using short-time Fourier transforms.

where, x(t) is the signal to change at time t ,  represents the phase
and amplitude of the signal in time and frequency. Spectral energy distribution function
is the result of the transformation process STFT, featured short time energy is calculated
after each step sliding window (windowing) of STFT:

in which energy is featured in short time,  is the energy spectrum signals in frame
 (Fig. 5).

Sound waves 

Signal 
Conditioning 

Discrete 
signal frame

Sliding
window 

t 

STFT

Fig. 5. Describe the process selected feature extraction.

2.3 Gestures Classification

In this paper, we limit the waving gesture (palms facing the computer, limit the distance
in 1 m depending on the speed of movement of the hand than the computer and audio
hardware of the computer) move from top-down “up to down”, from right to left “right
to left” is called the “state” move closer or move away from the computer including
gestures moving from left to right “left to right”, from bottom to top “down to up”. The
moving gesture is shown clearly in Fig. 6.

Fig. 6. The hand gestures. (a) and (b) is approaching “Coming”. (b) and (d) is carried away
“Leaving”.
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The idea of gestures classification is based on the transformation of the energy of
the positive or negative on the frequency domain (oy axis is frequency-domain, time-
domain is the ox axis) through the distribution of energy levels Shortly after wave change
on every frame STFT signal Doppler effect principle. When there is not any movement,
short time energy to wave signal emitted from the speakers (whose frequency is cf)
called threshold (ethrd) will remain unchanged. When a gesture is moving towards or
away from it a short time energy component increased or decreased distribution around
the threshold of the Doppler principle. We call the energy increase in the short period
of time is positive energy (pose) similar to the energy reduction (nege) is negative energy
(this is why we calculated the energy function for the amount of the short time period
after the sliding window step change STFT).

Fig. 7. Distribution of share positive/negative energy. (a) the signal of gesture has been digitized.
(b) The modified signal STFT using Hamming window. (c) The distribution of the energy of
negative/positive energy around the threshold when motions are shown colored boxes with value
increases from white to dark blue (Color figure online).

The analysis of the energy positive or negative in scope (range) of the near threshold
energy level (cf − oy ≤ range ≤ cf + range) is not specific to the “state” moving gesture
hand because it changes so fast around the threshold. In this case, may be due to the
noise of the hardware or the program that uses sound triggers. We are interested in the

Fig. 8. Flowchart gestures classifier algorithm and noise.
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range (oy < cf − range and oy > cf + range) to change the energy section briefly relatively
clear than the threshold to classify gestures into advanced classes closer “Coming” or
move away from the “Leaving”. Similarly, in a range (extrange) larger
(oy < cf − extrange and oy > cf + extrange) existence of the energy available to a positive
or negative than the threshold, then it is sure to be noise “Noise “which is not the state
of motion of hand gestures, because it is not fast enough to spread the energy distribution
around the threshold (Figs. 7 and 8).

Input: Feature vectors are extracted from short time energy function of the sound 
waves. 

Output: one of 5 Classes gesture:  
"Coming" = {go down; translated into left},  
"Leaving" = {go up on; translated to right},  
"Noise" = {other cases}. 

Methods: 
1. Browse the energy levels in the frequency domain (oy <cf - range and oy> cf + 
range) to calculate the input parameters (ethrd, pose, nege) by the following formula: 

2.  Comparison of the parameters are calculated in step 1 with the threshold to classify 
gestures to the state of motion "Coming", "Leaving", or "Noise". 
3. End.

Algorithm 1: Classification algorithm for gesture and noise

2.4 Gesture Recognition and Control Application Interface

We built a system to recognition and control the selection gesture function using virtual
keys to browse applications include: Browse the document horizontally, browsing the
document vertically, transforming a document page, scroll up or scroll down the docu‐
ment page by user selection options virtual keys in Fig. 9. When a moving gesture of
waving at a computer, the system will classify it into class gesture “Coming”
(approached), including two gestures: “shift to the left” and “go down” (the celebration
only (a) and (c) in Fig. 6) or belonging to the class “Leaving” (moved away) include
gesture “translated to” and “go down” (the gesture (b) and (d) in Fig. 9).

Select 

Option 

Execute 

Control 

Fig. 9. Select functional diagram of the control system.
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Through the selection of options to browse virtual key document by the gesture was
introduced, the system will accurately recognize either gesture in each class from which
execute control commands instead of interact directly with the computer keyboard or
mouse.

3 Experiment and Results

In this section we focus on the construction of the experimental program identifiable
sound waves hand gestures to control a laptop computer. With applications built, I show
the results, evaluate the effectiveness and applicability of the method was developed.
Since then outlined the limitations of the method and the innovative direction to develop
better applications.

3.1 Sound Waves Gesture Recognition System

The aim to build the application as a motion recognition system of the laptop based on
sounder speaker and microphone. That’s touch less sensor can recognize movement of
the hand. Users can use gestures to control programs like Flip Slide PPT, moving in the
photo browser, browse PDF documents, Word, Excel, or surf websites … This app is
similar to sound waves Microsoft is researching how to handle it but completely
different. The system is operating on sound waves at 18 kHz–22 kHz frequency and can
be adjusted in the user interface. Some techniques are built in the programming make
the results reliable recognition, including short time Fourier transforms, Doppler effect,
gesture recognition algorithm, the human voice and recognize ambient noise, as well as
enhanced recognition algorithms strong identity.

3.2 Environmental Construction and Operation of the Application

Application is installed on Microsoft Visual C++ environment, so it may or fine on
computers using Windows operating systems understand. Application allows to run on

Digital 
Signal

Analog signal 

Feature 
extraction

Detection/
Recognition

Laptop 
Controller

Sound waves

Fig. 10. Our sound waves gesture recognition system for controlling applications on Laptop.
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any laptop computers have integrated at least a microphone and speakers. The applica‐
tion uses sound waves to the use of the day or night absolutely not affect other applica‐
tions that use the camera identification. The application uses the built-in microphone
and speakers on the laptop computer so the gap between users and computers in appli‐
cations is only 0.7 m, the closer the distance, the higher the accuracy (Fig. 10).

3.3 Experimental Results

We conduct empirical methods in place (environment) calm, considered easy to recognize
gestures such as a library or a quiet place. In these locations, usually at survival signals
emitted sound waves or less random noise existed available to affect the classification
process and recognize gestures. At the same time, we also experimentally in noisy places
such as classroom, locations are often available randomly or other source of sound waves
that are not only caused by. Through noisy places or quiet, we evaluate the effectiveness
of methods for environmental use. Also, in both quiet environments (library) and noisy
(classrooms) for many different users to assess the impact (in terms of speed, direction of
movement) of the election different only for the method. To review the stability and effec‐
tiveness of the methods implemented, we use a number of different types of computers.
The computers operate in different modes but (allowing applications to run simultane‐
ously in multiple time difference) to control a number of applications such as web surfing,
browse PDF documents, PPT slides, or browse Photos in the browser application using
four hand gestures were introduced instead of using direct or mouse navigation keys on the
keyboard. By aggregating data in the evaluation method mentioned above, we found that
the method can recognize gestures resulting noise and very reliable. The experimental
results are we averaged in each gestures shown in Table 1.

Table 1. The average percentage of four gesture recognition.

Environment
experiment

Results percentage ratio of gestures recognition controller

Control
move up

Control
go down

Control shift
to the left

Control shift
to the right

In the classroom 80.7 % 74.6 % 82.4 % 73.5 %

In the library 89.3 % 77.7 % 88.1 % 79.9 %

Through the development, implementation and evaluation methods, we found that
the analysis of the short-time energy levels through the energy of positive/negative
reflects well the movement of the hand gestures on the frequency domain with time.
Beside eliminate the impact of environmental noise interference. The method focuses
on a specific analysis of energy that no combination with many other features, it kind
of makes findings is somewhat restricted compared with other methods. In addition, the
energy spectrum analysis only considered the basic hand gestures through two states
approaching and moving away. The more complex gestures have not been considered
in the energy spectral features shortly.
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4 Conclusion

We have presented a novel sound waves gestures recognition system. The basic idea is
to recognize gestures based on the analysis of short-time Fourier transforms (STFT).
Our method that combines the Doppler effect and the division of power levels short-
time Fourier transforms on the frequency domain to recognize gestures. The method is
based on a single feature to recognize gestures and noise removal of ambient devices
make cost in terms of computation and processing improved somewhat. Also, the
method also shows the simplicity and ease application deployment for leverage spacious
sound hardware often built on the device from which the cost price is minimized. Next
time, we will research and development towards detection and gesture control
completely automatic no longer depend on the selection of the control functions of the
user. Using machine learning models (HMM, SVM) based on the energy characteristic
short time to train and discovered many more gestures. The use of filters and sound
waves combine this method with other methods of detecting gestures from images
through the camera in a system to improve the accuracy and detect multiple complex
gestures.
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Abstract. We propose a new method to adaptive object detector is to incor-
porate the scene specific information without human intervention to reach the
goal of fully autonomous surveillance where the focus is on developing adaptive
approaches for object detection from single and multiple stationary cameras that
are able to incorporate unlabeled information using different types of context in
order to collect scene specific samples from both, the background and the object
class over time. The main contributions of this paper tackle the question of how
to incorporate prior knowledge or scene specific information in an unsupervised
manner. Thus, the goal of this work is to increase the recall of scene-specific
classifiers while preserving their accuracy and speed. In particular, we introduce
a co-training strategy for classifier grids using a robust on-line learner. The
system runs at 24 h per day and 7 days per week with 24 frames per second on
consumer hardware. Our evaluation show high accuracy on both synthetic and
real test sets. We achieve state of the art in our comparisons with related work
and in the experimental results these benefits are demonstrated on different
publicly available surveillance benchmark data sets.

Keywords: Context-based learning � Classifier grids � Object detection �
Online learning

1 Introduction

Robust learning interactive object detection has applications including surveillance
intelligence systems, computer vision, gaming, human-computer interaction, security,
and even health-care. One main challenge of incorporating unlabeled information is to
preserve the long-term robustness of object detection, which is a major requirement for
real-world applications. With the increasing number of surveillance cameras the need
for autonomous visual surveillance systems is increasing tremendously. One of the first
steps towards autonomous visual surveillance is object detection. The main focus of
this research is on object detection from static cameras with specific emphasis on the
applicability to real-world environments. To deal with changing environmental con-
ditions which usually occur in real-world environments an adaptive object detector is
required. To ensure robust object detection without the need for human intervention we
develop different approaches which allow for robustly incorporating scene specific
information. Context could help to limit appearance changes and thus scaling down the
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training set. It is well known that context plays a very important role, e.g., exactly the
same image patch can be interpreted very differently depending on its embedding in the
world [21].

A generic object detector tries Fig. 1. Having access to a large data-stream and
using various types of context (e.g., scene knowledge) our approach continuously
updates an specific object detector. to solve just the ill-posed problem of detecting the
object of a class in any context [22]. Hence, generic detectors often fail in real world
scenarios. In many application scenarios the detection problem would be far simpler.
For example, in a 24/7 surveillance scenario the camera is often static and focuses
always on one and the same scene. Further, there is a continuous data stream providing
a huge amount of (unlabeled) data which should be explored for (i) improving
detection results as well as (ii) speeding up the detection process. One simple way to
benefit from the static camera is to incorporate information about the particular scene
(e.g., using a ground plane to limit the size of persons). However, such information
usually helps only to reduce the number of false alarms (e.g., [10]). In order to increase
also the detection rate, on-line methods adapting to a particular scene have been
investigated (e.g., [18]). These methods focus on solving the object detection task in
the particular scene and take advantage from the continuous incoming data stream. In
fact, these approaches use context (scene knowledge) already in the training process
and not just as post-processing. Therefore, on-line unsupervised learning methods are
usually used to continuously adapt the model. The main problem, however, is to
robustly include the new unlabeled data. If the data is wrongly interpreted, the per-
formance of the detector will be reduced. In other words, the detector might drift and
would end in an unreliable state. The most prominent approach is to apply a sliding
window technique [6–8, 16]. Each area of the image of a certain image is tested
whether it is consistent with a previous estimate model or not, and finally all the images
matching the notice results. Typically, the goal of this approach is to develop a general
model in which can be applied to all possible scenarios, and the problem of detecting

Fig. 1. Proposed approach of context-based classifier grids. 3D Context: A homography, maps a
point on the ground plane from one view to another. The unlabeled large data-stream is analyzed
and scene specific positive and negative samples are collected for continuously updating the
classifiers, i.e. a local grid detector and using various types of context.
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various objects [7, 8, 12]. However if trained from a very large number of training
samples for the detection of common objects (“broad application”) often fail in specific
situations. Because not all change, especially for coverage negative (e.g., all objects can
be the background image), can be obtained results with performance and low accuracy.
Assuming a fixed camera, which is a reasonable constraint for most applications, using
information specific circumstances may help reduce the number of objects are detected
[10]. To further improve the results of the classification of the classification on the
specific object can be applied, designed to solve a specific task (for example, detecting
objects for a set specific). In fact, the training of classification needs few training data is
necessary and for a specific problem which we often better for accuracy and efficiency
[13, 18, 19]. The method of detecting objects using traditional models and use the
sliding window search object [1–5] then it is usually done coaching a single classifi-
cation used to detect or identify the object on the whole picture. Therefore, the model
of offline learning will encounter the following problems: Firstly, to establish a clas-
sification in the offline model of traditional learning (such as SVM, Boosting, neural
networks,…) collective training samples must be prepared in advance, can call sample
data is big problem depending on the application (several thousand samples). This
makes labor expensive and time consuming sample preparation. Additionally due to the
sample preparation prior to the application on the new scene to detect objects they can
not promote efficiency, want effective it must retrain for new or updated models added
adapt the template in this new context. Thus to access online learning. Secondly, after
the training is completed the classification exam to detect objects, the classification
must perform a search greed from above, from left to right, with all positions and
different size search of objects not only on the current image frame in which the entire
frame sequence of images. Thus, the complexity of the detection object will increase.
Thirdly, usually to extract characterizing select training samples, the system only uses a
specific method chosen only deduct certain to form. Therefore, can choose specific
extraction method suitable for this kind of data, but may not be the best fit with other
data types and in many different problems, but mostly for a particular problem dirty.
Characteristics such as geometry, movement of objects, objects change shape, color,
texture, and features can quickly calculate matching problem in real time. Therefore,
the research to be able to use multiple methods to detect specific selected data in the
same form and thus allows the selection of a specific type best characterized of the sort
used for system is a matter of concern and this is the approach in this research. In this
research, we used 03 extracted choose specific methods wavelet Haar, a local binary
pattern, and chart directions simultaneously and choose Gradient method to suit each
school model in which the estimated error the smallest model selected. Finally, a
problem encountered in the detection methods and update the wrong object is detected
errors and omissions objects here’s the problem is many researchers focus on finding
solutions to improve the ratio object detection system. The approach of this paper is
also aimed and basic goals and overcome these drawbacks. Therefore, we develop
different approaches that allow incorporating scene specific information for object
detection and tracking in static camera setups. This allows adapting to specific scenes,
which is beneficial in both single and multiple camera setups.

The rest of the paper is structured as follows. First, in Sect. 2, we mention issues
related research recently. Next, we consider the idea of learning classifier grids in
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Sect. 3. We give an empirical evaluation of the approach experimental evaluation and
results in Sect. 4. Finally, we summarize and conclude the research in Sect. 5.

2 Related Works

To improve the strength of classification and continue to reduce the number of training
samples of a classification adaptive use online learning algorithms can be applied [11,
16, 18]. Therefore, the system can adapt to the environmental changes (e.g. change of
light conditions) and changes without the need to handle by the original model. In fact,
in this way the complexity of the problem is reduced and the classification can be more
effective training. The adaptive system has a drawback: the new data has not been
labeled will be included in a model has been built. This approach typically self trained
[14, 17], training and [4, 13], semi-supervised learning [8] or the app itself sample data
generated during training [16]. The semi-supervised method, often used by combining
the information given and explores new models from available data to form a set of
classification. Self-training method or training Frequent synchronization constraints
theory of constraints can not be guaranteed in practice or is based on the feedback of
the current classification, classification results both unnecessary trust. The classification
more effectively avoid the above problems can be trained to use the classification grid
[9, 20]. In contrast with sliding window technique, in which a classifier can be
quantified with different positions on the image, the main idea of the classification grid
is coaching the separate classification for each different location of image. Thus, the
complexity of the classification task was handled by a single classification so com-
plexity is significantly reduced. Each classification is only able to distinguish the object
to be detected from the background in a particular location in the image. Using the
classification system online that can adapt to changing environmental conditions,
further reducing the complexity of the classification. Adaptive approach, in general,
enjoy problem affecting lost or missing information, for example, due to wrong system
update start learning something completely different performance degradation of
classification. To avoid this problem in the classification grid [20] have adopted
strategies fixed update. Special sampler for updating the classification grid is generated
from the corresponding area of the image, while positive samples are trained before and
immobilized. This updated strategy to ensure stability in the long run, that is classified
is not degraded. In fact, the classification has been chosen the wrong sample labeling
update may restore a certain amount of time, this problem we call the short term lost.
This could be the case if an object remains in the same place in a longer period of time
determined in advance and background information used as samples of audio classes.
In this research, we solve the problem of missing object detection in continuous data
sequence by combining information temporarily and replace the updated strategy fixed
by an adaptive combination between sets classification has been chosen in advance as
an initial knowledge of the classification grid adapted, using the classifier is trained
beforehand to verify the model before performing the update for each classification unit
in net. The experimental results clearly show the benefits of the proposed approach.
Especially considering approaches have no moving object can be significantly better
handling, increased both in terms of both accuracy and performance of the classifier.
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3 Classifier Grids Learning

The main challenge of adaptive object detectors is to incorporate scene specific unla-
beled information, which allows for adapting the detector to new environmental con-
ditions in a robust manner without human intervention. In the following, we review the
ideas of classifier grids and learning, which build the base for the proposed approach.

3.1 Classifier Grids

The main concept of classifier grids [9] is to sample an input image by using a highly
overlapping grid, where each grid element i (i = 1,..., N) corresponds to one classifier Ci.
This is illustrated in Fig. 2. To reduce the number of classifiers within the classifier grid
the ground-plane is pre-estimated. Thus, the classification task that has to be handled by
one classifier Ci can be drastically reduced, i.e., discriminating the background of the
specific grid element from the object-of-interest. To further reduce the classifiers’
complexity and to increase the adaptively, on-line learning methods can be applied,
where the updates are generated by fixed rules. For positively updating a grid classifier
Ci a fixed pool of positive samples is used; the negative updates are generated directly
from the image patches corresponding to a grid element. In general, for estimating the
grid classifiers any on-line learning algorithm can be applied, however, on-line boosting
has proven to be a considerable trade-off between speed and accuracy [15]. The goal of
classifier grids is to further reduce the complexity of the task by training a separate
classifier for each position within the image. Using a separate classifier for each position
within the image significantly simplifies the problem. In this way, classifier grids follow
the, in computer science well-established, divide and conquer paradigm, where the
problem is broken down until the sub-problems become simple enough. Afterwards, the
solutions to the sub-problems are combined to solve the original problem. Classifier
grids divide each input image into a highly overlapping set of grid elements (regions),
where each of the grid elements corresponds to one sub-problem of the whole object
detection problem which is solved by a separate classifier. This is visualized in Fig. 3(a).
The classifiers within the classifier grid can profit from simplifying the problem to
discriminate between the object of interest and the background at one specific location
within the image. The reduces variability at one specific location within the image

(a) (b)

Fig. 2. Classifier Grids. (a) The main idea of classifier grids follows the divide and conquer
principle. The image is divided into highly overlapping grid elements (regions), where each grid
element. (b) The classifier grids on the left side are updated using labels generated by a second
independent co-trained classifier evaluated on the background subtracted image.
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allows for using less complex and compact on-line classifiers, which can be evaluated
and updated efficiently and further reduces the number of false alarms. Hence, in con-
trast to standard sliding window approaches which have to evaluate different scales at
every position in the image, the use of scale information can significantly reduce the
number of classifiers within the classifier grid. The number of classifiers within the
classifier grid can be defined by an overlap parameter. There is always a trade-off
between run-time and performance of the classifier grid object detector.

3.2 Learning for Classifier Grids

During the initial stage our system is trained in a co-training manner as shown in Fig. 3.
Given n grid classifiers Gj operating on gray level image patches Xj and one compact
classifier C operating in a sliding window manner on background subtracted images
B. To start co-training, the classifiers Gj as well as the classifier C are initialized with
the same off-line trained classifier (see Algorithm 1). The classifiers within the classifier
grid Gj and the classifier C operating on the background subtracted images co-train
each other. A confident classification (no matter if positive or negative) of a classifier
Gj is used to update the classifier C with the background subtracted representation at
position j. Vice versa, a confident classification of classifier C at position j generates an
update for classifier Gj. The off-line trained prior information already capturing the
generic information causes a small number of updates to be sufficient to adapt the
classifiers to a new scene. The update procedure during the initialization for a specific
grid element j is summarized in Algorithm 1.

(a)

(b) (c)

Generative Model
for Background

Generative Model
for Object-of-Interest

Discriminative Model
on Feature Level

Fig. 3. (a) The grid-based classifiers can be interpreted as a combination of two generative
models, one describing the back ground and one describing the object of interest, which are
combined to a discriminative model at feature level by linking off-line and on-line boosting.
(b) Co-grid initialization stage: the grid classifiers on the left side are co-trained with an
independent classifier operating on the background subtracted image on the right side.
(c) Co-grid detection stage: the classifier C is used as an oracle to perform positive as well as
negative updates of the classifiers within the classifier grid. Positive updates are spread to all
classifiers in the grid whereas negative updates are performed for a particular classifiers in grid.
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Detection Stage: After the initial stage, as described above, the classifier C operating
on the background subtracted images is no longer updated and is applied as an oracle to
generate new positive and negative samples as illustrated in Fig. 3. In combination with
our robust learning algorithm this oracle can now be to replace the fixed update rules.
Moreover, we perform negative updates for the classifiers Gj only if they are necessary,
i.e., if the scene is changing. Even if the oracle classifier C has a low recall, the
precision is very high. Thus, only very valuable patches are used to update the classifier
Gj, which leads to an increasing performance of the classifiers within the classifier grid.
In particular, a confident positive classification result of classifier C at position j gen-
erates an update for all classifier Gj, j = 1,..., n in the classifier grid. In this way new
scene specific positive samples are disseminated over the whole classifier grid.
Negative updates are performed for classifiers Gj if there is no corresponding detection
reported at this position for classifier C. The update procedure during the detection
phase for a specific grid element j is summarized in Algorithm 2.

4 Experimental Evaluation and Results

In the following, we demonstrate our approach on different publicly available datasets for
multi-camera person detection. We first describe our experimental setup and evaluation
methods used and then evaluate our approach on two different datasets. To demonstrate
the benefits of the proposed approach, we conducted two experiments (person object).
We selected some of the data is publicly available for research to quantify the results to
conduct experiments. From these experiments the benefits of the proposed approach is
obvious. For the experiment of detecting pedestrians, we use the classification of 20 of
selectors, each selector has 10 weak classifiers. For detecting person experiment we used
the classification of 50 of selectors. each selector has 30 weak classifiers. When the
classification we use simple decision tree than on the response characteristics Haar- like.
To increase the solidity of the negative samples updates, we collected four background
images overlap activities four different time periods.
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4.1 PETS Dataset

In this experiment, we used a series of publicized PETS 2006 data includes 308 frames
(720 × 576 pixels), including 1,714 pedestrians. We compare our approach with other
advanced methods, namely the object model deformation Felzenszwalb et al. in 2008
(FS) [7] and the approach chart of Dalal Gradients and Triggs 2005 (DT) [5]. Both
methods use fixed classifier was trained offline and is based on the sliding window
technique. In addition, we compare our approached at classifier grids and compare with
the approach of Roth et al. in 2009 (CG) [20]. The results of the Pet dataset is shown in
Fig. 4 and Table 1. Illustrated object detection is shown in Fig. 6(a).

4.2 CAVIAR Dataset

Datasets Caviar show a corridor in a shopping center from two different angles. First
corner side of the corridor, the second corner of the face directly. Because we are
interested in the process of discovering who the percentage change should we focus on
first dataset. Data may or JPEG and MPEG resolution is 384 × 288. For our experi-
ment, we choose a fairly complex data set to assess the ShopAssistant2cor because it
contains a large number of pedestrians (e.g. 1265). There are 370 frames with size
384 × 128 image. To conduct experiments with the approach based on the classification
of cells in the data sets Caviar, the following parameters are initialized: the image size:
32 × 64. The selectors used to train online for classifiers is: 10. Number of weak
classifier of a selector is 20. The results of the Caviar dataset is shown in Fig. 5 and
Table 2. Again it can be seen that the detection adaptive grid (CG-OOL) better than the
generic object detection (HOG-DT and DPM-FS), especially Recall. Results illustrated
object detection is shown in Fig. 6(b).

Fig. 4. Recall-precision of Pet dataset.

Table 1. The Recall and Precision Comparison

Methods Comparison
Recall Precision F-Measure

Felzenszwalb
and el.

0.74 0.89 0.79

Dalal and Triggs 0.51 0.88 0.66
Roth and el. 0.80 0.81 0.80
Our proposed 0.88 0.99 0.92
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5 Conclusion

We developed a approaches to incorporate this information based on the idea of
classifier grids. Classifier grids divide the input image into highly overlapping grid
elements, where each grid element contains its own classifier. Based on the idea of
classifier grids learning strategies. To allow for incorporating both, scene specific
object information as well as scene specific background information we propose a
co-training related approach for the classifier grids, i.e., classifier co-grid. In combi-
nation with our robust learning algorithm this allows for incorporating unlabeled
information from the scene but still preserving the reliable labeled information. This
approached aim to preserve long-term stability, which is given by either using specific
update strategies or by using our robust learning algorithm. We demonstrate the
long-term stability of the proposed approaches empirically by evaluating them on a
real-world surveillance scenario, where a corridor in a public building is monitored
over one week and object detection is performed. Even though the whole approach is

Fig. 5. Recall-precision of Caviar dataset

Table 2. The Recall and Precision Comparison

Methods Comparison
Recall Precision F-Measure

Felzenszwalb
and el.

0.62 0.90 0.74

Dalal and Triggs 0.41 0.91 0.57
Roth and el. 0.78 0.87 0.82
Our proposed 0.92 0.93 0.92

(a) (b)

Fig. 6. (a) Illustrative detection results of person detector for the Pet Sequence. (b) Illustrative
detection results of person detector for the Caviar Sequence.
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updated without supervision, the robustness is preserved. The experimental results,
demonstrating against the problem with different objects, clearly shows that very good
results detected with high precision, while ensuring that it can perform online, adapting
with many environmental and drifting problem detection system for short-term per-
formance improvements explicit.
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Abstract. The paper presents the threats that are present in Internet of Things
(IoT) systems and how they can be used to perpetuate a large scale DDoS attack.
The paper investigates how the Cumulative Sum (CUSUM) algorithm can be
used to detect a DDoS attack originating from an IoT system, and how the
performance of the algorithm is affected by its tuning parameters and various
network attack intensities. The performance of the algorithm is measured against
the trade-off between the algorithm’s detection rate, false alarm and detection
delay. The performance results are analysed and discussed and avenues for
future work are provided.

Keywords: Anomaly detection � Internet of things � Change detection
Distributed denial of service � TCP SYN flooding � Cumulative sum � Intrusion
detection

1 Introduction

The recent advances in Information Communications Technology (ICT) have led to a
new era called the Internet of Things (IoT). In this paradigm, many of the objects (or
things) that surround our living environment will be connected to the Internet or
another network in one form or another. The services and applications provided by
these technologies may include smart electricity meter reading, intelligent transporta-
tion, stock exchanges monitoring and health monitoring [1].

IoT allows everyday use objects like the smartphones, smart-TV, smart-fridge and
many other smart devices to be connected to the Internet. This trend will keep on
growing as more objects gain the means and capacity to directly interface with the
Internet. The use of these services and devices will result in enormous amounts of data
being generated by these inter-connected devices. This data needs to be stored, pro-
cessed and presented in a seamless, efficient, and easily interpretable form [1]. Of most
importance is the security and privacy of the services provided by these technologies
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that ensures the confidentiality, integrity and authenticity of the data in IoT. This is
because each device and service is susceptible to abuse by attackers. Therefore the
escalated use of IoT raises several security vulnerabilities [2].

The vulnerabilities and concerns that are present in IoT are due to the characteristics
that make up the IoT architecture. The one concern is the increased population of
objects; this presents an opportunity for attackers to use them as an army of zombies to
carry out a large scale attack [1]. Another concern is the ubiquity, mobility and
interoperability of IoT systems. The ubiquity and physical distribution of IoT devices
provides a window of opportunity for attackers to gain physical access and get closer to
the target system [2]. The IoT system’s increased mobility and interoperability inten-
sifies the threat of IoT systems such that the attacker may gain access to the system and
institute infected devices into the system in order to further jeopardise the system and
evade detection of a large scale attack [1].

The IoT system presents an opportunity for attackers to launch a large scale Dis-
tributed Denial of Service (DDoS). A DDoS attack is a malicious attempt by an
attacker to disrupt the online services of a service provider to make it unavailable to its
legitimate users. This may lead to disgruntled service consumers and major financial
losses; it may also lead to losses in an organization’s intellectual property which in turn
affects the long term competitiveness of businesses and governments in industrial and
military espionage incidents [1]. It is therefore important that organizations and gov-
ernments deploy methods and techniques that will help them to accurately and reliably
detect the onset and occurrence of the DDoS attacks.

This paper investigates the performance of the CUSUM algorithm against a DDoS
attack. The paper also investigates the trade-off between the algorithm’s detection rate,
false alarm and detection delay. The paper seeks to further investigate how the per-
formance of the algorithm is affected by the tuning parameters and how various net-
work attack intensity affect its performance.

The remainder of the paper is organised as follows: In Sect. 2 a brief review of a
DDoS flooding attack and related work is provided. Section 3 discusses the research
and experiment design while Sects. 4 and 5 presents and discusses the results obtained
from the experiments.

2 Background and Related Work

An attacker uses DDoS attacks in order to prevent legitimate users from accessing the
service of a provider. The attacker does this through the use of an attack that streams
multiple illegitimate requests to the victim, e.g. aHigh-Rate Flooding (HRF) attack. There
have been various classifications of DDoS attacks in the literature [3–8], however the
focus of this paper will be on the malicious and widely used TCP SYN flooding attack.

2.1 TCP SYN Flooding Attack

A TCP SYN flooding attack is an example of a network layer flooding attack, and it is
one of the most common and powerful flooding methods. It exploits the vulnerabilities
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of the TCP three-way handshake. In a normal TCP connection, the client initiates the
connection by sending a SYN packet to the server, as a way of requesting a connection.
Upon receiving the connection request, the server will open a connection session and
respond with a SYN_ACK packet; by doing this the server stores details of the
requested TCP connection in the memory stack and allocates resources to this open
session. The connection remains in a half-open state, i.e. the SYN_RECVD state. To
complete the three-way handshake with the server, the client will need to confirm the
connection and respond with an ACK packet. The server will then check the memory
stack for an existing connection request, and the TCP connection will be moved from
the SYN_RECVD state to ESTABLISHED state. If there is no ACK packet sent within
a specific period of time, the connection will timeout and therefore releasing the
allocated resources [5, 8, 9].

In a TCP SYN flooding attack, the attacker streams large volumes of SYN packets
towards the victim server. A vulnerable IoT system can be used for this purpose. These
packets normally contain spoofed IP addresses, i.e. IP addresses that are non-existent or
are not utilised. TCP SYN floods can also be launched using compromised machines
with legitimate IP addresses, however the machines need to be configured in such a
way that it does not respond or acknowledge a SYN_ACK packet from the victim
server. In this way the server will not receive any ACK packet from the clients for the
‘half-open’ connection request. During the high rate flooding attack, and for a period of
time, the server will maintain a large volume of incomplete three-way handshake and
allocates resource towards the fictitious connection requests. The server will gather
more fictitious requests and eventually exhaust its resources. This will prevent new
requests, including legitimate client requests, from being further processed by the
server [5, 8, 9].

2.2 Anomaly and Change Detection Algorithms

In the event of a DDoS attack, abrupt changes in observed network traffic can be
observed. Similarly, an abrupt change in statistical properties of detection features can
be observed. Thus, the problem of anomaly detection can be constructed as change
point detection problem [10, 11]. The aim of change detection techniques are to help
detect a change in statistical properties of observed network traffic with minimal
detection delay and false positive rate [12]. The approach first starts by applying filter
to the traffic data by desired features and arraigning the data into a time series data. For
change detection, if there was a DDoS attack at time λ, the time series will show a
significant statistical change around or at a time greater than λ [13].

Detecting changes in statistical properties of observed network traffic has been
studied extensively and applied in various fields like image processing, network traffic
and financial analysis. There are a number of techniques that are used for change
detection and amongst them the most common technique used for the detection of
DDoS attacks is the Cumulative Sum (CUSUM) algorithm [14].
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2.3 Cumulative Sum (CUSUM) Algorithm

Several variants of the CUSUM algorithm were first introduced by Page in [15].
The CUSUM algorithm is based on hypothesis testing and was developed for inde-
pendent and identically distributed random variables {yi}. In the approach, an abrupt
change occurring at any time can be modeled using two hypotheses, θ0 and θ1. The first
hypothesis θ1 represents the statistical distribution before the abrupt change occurring;
and the second hypothesis θ2 represents the statistical distribution after the abrupt change
has occurred. The test for signaling a change is based on the log-likelihood ratio Sn.

Sn ¼
X

si

Where,

si ¼ ln
Ph1ðyiÞ
Ph2ðyiÞ

According to Siris et al. [9]. the typical behavior of the log-likelihood ratio Sn
includes a negative divergence before an abrupt change and a positive divergence after
the change. Therefore, the relevant information for detecting a change lies in the
difference between the value of the log-likelihood ratio and its current minimum value
[12]. The alarm condition for the CUSUM algorithm takes the form:

If gn ≥ h (h is a threshold parameter) then signal alarm at time n;

where gn ¼ Sn � mn ð1Þ

and

mn ¼ min1� j� nSj: ð2Þ

In the above equations, it is assumed that fyig are independent Gaussian random
variables with known variance σ,

2 and mean μ0 and μ1 represents the mean before and
after the abrupt change, respectively. Accordingly, θ0 = N (μ0, σ

2) and θ1 = N (μ1, σ
2).

Following an application of various calculations, Basseville et al. [12] implemented the
following CUSUM algorithm:

gn ¼ gn�1 þ l0 � l1
r2

yn � l1 þ l0
2

� �h iþ
ð3Þ

The above algorithm was adapted and applied to the problem of detecting SYN
flooding attacks. This algorithm was applied as follows [9]:

~xn ¼ xn � �ln�1 ð4Þ

where xn represents the number of SYN packets in the n-th time interval, and �ln
represents the estimated mean rate at time n. The estimates mean rate is computed using
an exponentially weighted moving average as follows:
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�ln ¼ b�ln�1 þð1� bÞxn ð5Þ

where β is the exponentially weighted moving average (EWMA) factor.
The mean value of ~xn prior to a change is zero, therefore the mean in (3) is l0 ¼ 0.

The mean traffic rate after a change cannot be known in advance. It can therefore be
estimated with α �ln, were α is an amplitude percentage parameter. The parameter
equates to the most likely percentage increase of the mean rate after an attack has
occurred. For purposes of detecting SYN flood attacks, the algorithm in (3) has been
adapted to:

gn ¼ gn�1 þ a�ln�1

r2
xn � �ln�1 �

a�ln�1

2

� �� �þ
ð6Þ

In the CUSUM algorithm, the tuning parameters are the amplitude factor, a, the
Weighting factor, b, and the CUSUM algorithm threshold, h.

2.4 Related Work

The CUSUM technique has been applied to various problems including DDoS
detection. It calculates the cumulative sum of difference between actual and expected
values of a sequence, the CUSUM value. This value is compared to a threshold value
(an upper bound). A CUSUM value greater than the upper bound threshold indicates a
change in statistical properties in the observed network traffic time series values.

There are a number of variations of the CUSUM technique, and Tartakovsky et al.
[10] proposed fully-sequential and batch-sequential algorithms. They are both
non-parametric variations of the CUSUM techniques adapted to detecting changes in
multiple bins. The algorithms were found to be self-learning, which enables them to
adapt to various network loads and usage patterns. They also allow for the detection of
attacks with a small average delay for a given false-alarm rate and they are compu-
tationally feasible and thus can be implemented online.

Bo et al. [16] also used an algorithm which is a variation of the CUSUM technique
to enable quick detection of worm attack incidents. In their experiments they observed
the computer’s degree of connection to estimate the CUSUM score. It was concluded
that the algorithm could detect new attacks fast and effectively.

There has been various combination of the CUSUM technique with other detection
techniques. For example, Dainotti et al. [17] used a combination of the adaptive
threshold, Continuous Wavelet Transform (CWT) and the CUSUM technique to detect
volume based attacks. In this proposed techniques, two detection engines were used.
An anomaly will be detected by the first stage detection engine will detect an anomaly,
and an alarm is sent to the second stage detection engine (based on CWT) which refines
the detection in order to avoid high number of false alarms.

Siris et al. [9] proposed and investigated a change point detection algorithm, which
is also based on the CUSUM technique. The algorithm revealed robust performance
over various attack types, it was computationally feasible and not computationally
expensive. Wang et al. [18] also proposed an algorithm which is a variation of the
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CUSUM technique on an application for detecting DDoS attacks. Protocol behaviors of
TCP SYN – FIN (RST) pairs where used to make detections. The experiment results
revealed that the algorithm had a low detection delays and high detection accuracy.

3 The Research Design

The experiments were conducted using actual network traffic data from the MIT
Lincoln Laboratory, the DARPA intrusion detection dataset. The data contains trace
data taken during a day of network activity. The experiment considered trace data
where there was significant traffic activity. Therefore trace data between the times
08h00–19h00 were considered, and thus an 11 h period of real network packets was
used for experiments.

To allow for investigations of the algorithm’s performance across different types of
attack characteristics, the attacks were generated synthetically to simulate an IoT
system. They were generated as a homogenous Poisson process with independent and
exponentially distributed delays between packet arrivals. The synthetically generated
attack was designed to last for 300 s (5 min) over 30 time intervals (using a 10 s time
interval). To consider all possible attack combinations within the 11 h network packet
trace, each 5 min window was injected with attack data in separate runs of the
experiments.

In these experiments we consider and simulate two types of attack characteristics:
high intensity and low intensity attacks. Low intensity attacks are those attacks whose
intensity increases gradually. In these experiments we considered the case of a low
intensity attack to be an attack that, within the 5 min attack interval, has its mean
amplitude to be 50 % above the actual attack free traffic’s mean rate. High intensity
attack are those attacks whose intensity increases abruptly and reach a peak amplitude
within one time interval. High intensity attacks were considered to be attacks that are
250 % higher than the peak rate within the 5 min attack interval.

4 Results and Discussions

These experiments were investigating the performance of the CUSUM algorithm for
both low and high intensity attacks, testing the following: (1) the effect, on
detection-rate, of the amplitude factor α, tuning parameter; (2) the effect, on detection
rate, of the weighting factor β, tuning parameter; (3) the trade-off between detection rate
and the false positive rate; (4) the trade-off between the detection rate and detection
delay. The result and discussion from the experiments are expanded in the sub-sections
that follow.

4.1 The Effect of the Amplitude Factor (α)

In this section the effect of the amplitude factor (α) on the detection rate and the false
positive rate is investigated. In this part of the experiments, the value of the weighting
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factor was held constant β = 0.8; the CUSUM amplitude factor h = 3; while the
amplitude factor was varied between [0.05; 1.0].

The Fig. 1 depicts the results of the experiments. From the Fig. 1(a) it can be
observed that for low rate attacks, the detection algorithm yields a detection rate
between 0 % – 81 % and a false positive between 0 % – 7 % for values of 0 < α ≤ 0.5.

From the Fig. 1(a), it can be observed that for high rate attacks and values of
0 < α ≤ 0.95, the detection algorithm yields a 32 % – 100 % detection rate while having
a false positive rate between 0 % – 6 %. The above experiment signifies that when the
value of the amplitude factor increases, the values of the detection rate and the false
positive rate also increases.

4.2 The Effect of the Weighting Factor (β)

In this section the effect of the value of the Weighting factor (β) on the detection rate
and the false positive rate is investigated. In this part of the experiments, the value of
the amplitude factor was made constant α = 0.5; the CUSUM amplitude factor h = 3;
while the value of the Weighting factor (β) was varied between [0.80; 1.0].

From the Fig. 1(b) it can be observed that the performance of the detection algo-
rithm was poor. For low rate attacks, the algorithm had a detection rate between 14 %-
56 %; while the false positive rate was between 0 % - 7 %. For high rate attacks, shown
by Fig. 1(b), the detection rate was between 85 % and 100 %; In this experiment, the
CUSUM algorithm reached a 100 % detection rate for values of β ≥ 0.95. However, the
higher detection rate was accompanied by an increased false positive rate. Therefore
there is a trade-off between a higher detection rate and an increased false positive rate.

Fig. 1. Detection rate and False Alarm rate for (a) varied amplitude factor value (α); and
(b) varied Weighting factor (β), for both Low rate attacks and High rate attacks.
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4.3 Trade-off Between False Positive Rate and Detection Rate

In this set of experiments we were investigating the trade-off between false positive rate
and detection rate. The values for the tuning parameters were as follows: the amplitude
factor α = 0.5; the Weighting factor β = 0.98. The CUSUM amplitude factor h was
varied from 1 to 10.

Figure 2 displays the Receiver operating curves for the experiments, where each
point corresponds to a different value of h. Good operating points on the graph are those
points that are closer to the upper-left corner of the graph. Figure 2(a) shows results for
the experiments simulating low rate attacks. In the case of low rate attacks, an increase in
the algorithm’s detection accuracy was accompanied by a sharp increase in the false
alarm rate. Therefore higher detection accuracy will also result in a higher false alarm
rate. This is a performance that is not desired in a detection algorithm. Therefore the
CUSUM algorithm did not perform very well for cases of low rate attacks.

Figure 2(b) depicts the performance of the CUSUM algorithm in the case of high
rate attacks simulation. Most of the operating points are closer to the upper-left corner
of the graph. This is also indicative that for a higher detection rate there is a slight
increase in the false alarm rate. This is an improved algorithm performance when
compared with the low rate attack simulations.

4.4 Trade-off Between Detection Rate and Detection Delay

In the next set of experiments we further analyzed the trade-off between detection rate
and detection delay. The results are shown in Fig. 3 below. Detection delay in this case is
the average time taken by the algorithm to successfully detect an attack, from the onset
of that attack. Each point corresponds to a pair of detection rate and average detection
delay. The values for the tuning parameters were as follows: the amplitude factor
α = 0.5; the Weighting factor β = 0.98. The value of the amplitude factor h was varied
from 1-10.

Fig. 2. Receiver Operating Curves for trade-off between FP Rate and Detection Rate for (a) low
rate attacks and (b) high rate attacks.
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Figure 3(a) depicts the trade-off between detection rate and average detection delay
performance of the CUSUM algorithm for low rate attack simulations. From the graph it
can be observed that as the detection rate decreases, the accompanying detection delay
increases. From the simulation with low rate attacks, the CUSUM failed to reach a
100 % detection rate, but the best average detection delay was just below 80 s (73.3 s).

Figure 3(b) displays results for the simulations with high rate attacks. The algorithm
had an improved performance for high rate attacks. For a 100 % detection rate the
average detection delays was at 26.94 s and 44.71 s for varying h-values. It can also be
observed that for lower detection rate performance the average detection delay also
increases.

5 Conclusions

This paper described, analyzed and discussed how the CUSUM algorithm can be used
for detecting DDoS attacks in an IoT system. The simulation experiments investigated
how the performance of the algorithm is affected by the tuning parameters (α, β and h).
These were efforts to find optimal parameter tuning for best CUSUM algorithm per-
formance. It also investigated the trade-off between detection rate and false positive
rate, as well as detection rate and average detection delay. Furthermore, the experi-
ments were conducted on real network traffic data with synthetically generated attack
data with two levels of attack intensity (i.e. low rate and high rate attacks).

In these experiments it was found that optimal CUSUM parameter tuning for this
network traffic was: α = 0.5, β = 0.98 and h = 3. Furthermore, it was found that the
CUSUM algorithm performs well for high rate attacks, however its performance
subsides for low rate attacks. This further confirms the findings by the authors in [9].

Ongoing research work will include performance comparison of the CUSUM with
other anomaly detection algorithm, similar to the work of authors in [19–23]. Another
avenue for future work is the development of change detection algorithms that perform
well under various attack characteristics and intensity.

Fig. 3. Graph displaying the trade-off between Detection Rate and average Detection Delay for
(a) low rate attacks and (b) high rate attacks.
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Abstract. Traditional relational interface theory focuses on express-
ing functional aspects of software components. We extend the theory
by adding resource specification to reason for the quality of composite
components in terms of resource efficiency. For practical application, we
instantiate interface using automata and present algorithms to check if a
component system met the predefined resource requirements. In partic-
ular, we can answer if a component can be plugged into an environment
of whether it is a refinement of another component.

Keywords: Estimation of memory resources · Resource estimation
component-based systems · Model compositions · Interface based
designs · Interface compositions

1 Introduction

Estimating resources of component-based systems is one of the important issues
in software engineering. The estimation covers many features in a system such
as memory resources, time resources, and the others in which the estimation of
memory is addressed. The memory resource identification of component-based
systems aims for forecasting memory resource of a system that consumes in oper-
ating. It then calculates supreme memory resources of a system, whether they
satisfy the system’s requirement. In particular, those can be fulfilled in design
phase. This is important in utilization of resources in the embedded system
whose the memory optimization is always considered. Hence, how do estimate
memory resources of a component-based system in design phase? The problem
will be solved in the next sections.

The first, the paper extends the relational interface [6] and timed design in [1]
for memory constraints. Components in a system are described by relational
interfaces with memory design constraints. Hence, they are composed together
depending on plugable, refinement, parallel and sequential operations to con-
struct complex systems. The second, the paper calculates the memory resource
which is used in an interface, and predicts memory resources for pluggable,
refinement, parallel and sequential compositions. The third, the paper proposes
algorithms to estimate the memory resources for above items within a system.
By using this theory, the estimation of memory resources of a component-based
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

P.C. Vinh and V. Alagar (Eds.): ICCASA 2015, LNICST 165, pp. 73–82, 2016.

DOI: 10.1007/978-3-319-29236-6 8



74 T.D. Nguyen

system can be implemented effectively. This estimation can be done at the ear-
liest stage of a system development.

In general, the aim of this paper uses the memory resource design pattern
with memory resource constraints for specifying component-based systems and
estimating memory resources. Especially, the proposed algorithms in this paper
can estimate memory resource of a component-based system in design phase.

The paper is organized as follows: The next section is related works. Section 3
describes the specification of components by interfaces with their environment,
and modeling them by finite automata. Simultaneously, this section also intro-
duces to the pluggable, refinement, parallel and sequential composition of those
automata. Section 4 estimates memory resources for automaton interface, plug-
gability of automata interfaces, composition of automata interfaces, and proposes
algorithms to compute those resources. The last section is the conclusion of our
paper.

2 Related Work

Interface theory is one of promise approaches for component-based system in
which relational interface emerges as most efficiency method [6]. However, this
approach has just captured the relation between input and output sets of com-
ponents in terms of first-order logic, and other properties have not addressed
such as memory resources property, timed property, etc. D.V. Hung et al. use
the UTP notation to denote timed design pattern in [1]. Those signatures are
concise, easy to depict components in a system. However, the authors use for
specifying time feature purpose.

In the memory resource estimation, recently, A.V. Fioukov et al. introduced
a method to calculate the static properties of an architecture depending on a
framework in which estimating memory resource was one of aspects, and this
work based on the source codes [3]. The authors used two approaches bottom-up
and top-down algorithm to predict memory size and to evaluate static properties
of components, the contribution has only applied to Koala Component Model
[2,3]. Johan Muskens and Michel Chaudron proposed an approach to predict
resources of a system in run-time based on scenario. However, this method cannot
apply for interface based design [5]. Merijn de Jonge et al. proposed a method to
estimate the resource of a system in run-time. This proposal focus on evaluation
of memory resource relying on modeling behaviors of a component by sequence
of messages, and called scenarios [4].

In general, all above works consider various aspects of systems and specific
applications such as Koala Component Model, Robocop, but they do not formalize
a general theory for component-based systems. Furthermore, memory resources
cannot predict in early state of the software development.

3 Interface and Interface Modeling

3.1 Memory Resource Design

A component supplies services to its environment, it invades memory resources
within a system. Therefore, a component consumes memory resource depending
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on the variables size and what kind of services for which it provides. In this part,
the paper uses a notion memory resource design, denoted μ. Let X be a set of
input ports, Y be a set of output ports, C be upper bound memory resources
of an interface that stores the memory size value of an interface at a specific
run-time.

Definition 1 (Memory Resource Design). A memory resource design is of
the form μ = p � (R,C), where p is a guard over input set X, called precondition,
R is a first-order logic formula, depicts the relation between X and Y and called
post-condition, and C is an upper bound memory resource.

This Definition depicts that a memory resource design as an atomic con-
straint in an interface. For an assignment V over X, the values satisfy precondi-
tion p will activate the interface and give values that also satisfy post-condition
R at output ports Y . In the software evolutionary context, a memory resource
design can be replaced by the other provided that the new one supplies better
services and using fewer resources than the original one. The refinement of two
memory resource designs is defined as follows:

Definition 2 (Memory Design Refinement). Given two memory resource
designs μ = p � (R,C) and μ′ = p′ � (R′, C ′), μ is said to be a refinement of μ′,
denoted as μ � μ′ iff p′ ⇒ p, R ⇒ R′, and C ≤ C ′. When μ � μ′ and μ′ � μ
we say μ and μ′ are equivalent.

Let N be the set of natural numbers, an assignment over X ∪ Y is a pair
(V, t), denoted as γ and called a computation step, where V is an assignment
over variables in X ∪ Y , and t is a memory capacity using for the V, t ∈ N. The
γ is a computation step of an interface iff γ satisfies a memory resource design
μ = p � (R,C) in that interface, signified (V, t) |= μ, iff V|X |= p, V |= R and
sizeof(t) ≤ C, where V|X is an assignment on variables X, and sizeof(t) is the
capacity of memory. If for all p ≡ false, no computation step γ can satisfy μ.
Considering two pairs (V, t) and (V ′, t′), the (V, t) is equal to (V ′, t′) iff V = V ′

and sizeof(t) = sizeof(t′). Given any equivalent γ, γ′ and a memory resource
design μ, this only holds that γ |= μ if and only if γ′ |= μ. A computation step
γ = (V, t) is said to be before a computation step γ′ = (V ′, t′), in other words,
γ′ is after γ. Given a sequence of consecutive computation step s = (γ1 . . . γn),
where n ∈ N, for all i ∈ n such that γi+1 is after γi to be called a state.

Let S(X,Y ) denote the set of all states, M(X,Y ) denote the set of all mem-
ory resource designs over the set of (X ∪Y ). A relational interface with memory
constraint is defined as follows:

Definition 3 (Interface). A relational interface with memory resources is a
triple I = 〈X,Y, ξ〉, X ∩ Y = ∅, ξ : S(X,Y ) � M(X,Y ) satisfying the formula
ξ(s) = μ. If s = ε implies ξ(s) = μ0, where ε is an initial state, and μ0 is
a memory resource design corresponding to initial state. In the contrary, let s be a
sequence of (γ1γ2 . . . γn), if ξ(γ1γ2 . . . γn) is defined, then ξ(γ1γ2 . . . γn−1) = μn−1

is also defined, and γn |= μn−1. When ξ(s) is defined, s is said a reachable state
of I. Let R(I) denote the set of all reachable states of interface I.
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Example 1. This example illustrates a relational interface.

I = 〈{x}, {y}, {(x ≥ 80 ∧ x ≤ 260) � (x ≥ 80 ∧ x ≤ 260 ∧ y = 220, 9)}〉

This interface describes a component that has only one input port {x}, one
output port {y} and ξ guarantees that if x ≥ 80∧x ≤ 260 then y always is equal
to 220. The number 9 indicates that the interface consumes at most 9 memory
units.

An interface is activated if it is plugged to its environments. Those environ-
ments supply resources to interfaces such as data, memory resources, etc. No all
behaviors of an interface is implemented, but only behaviors satisfy conditions
of the environment. Suppose a sequence of behaviors (V1, t1)(V2, t2) . . . (Vm, tm),
where Vi is an assignment over (X ∪ Y ), ti ∈ N, ti is a current memory capac-
ity at computation step ith, t1 = 0. An environment gives an assignment over
input variables X of an interface by Vi|X and expects values at output variables
Vi|Y . Therefore, the assignment Vi consumes a memory capacity that is stored
in variable t, where sizeof(ti) ≤ Ci. Let P(X,Y ) be the set of all computation
step sequences on (X,Y ) of an environment.

Definition 4 (Environment). An environment is a triple E = 〈X,Y, δ〉,
where δ : P(X,Y ) � M(X,Y ). E is defined as I excepts the sequence
w = (w1w2 . . . wn) to be an interaction of E with I. The w is said to be a reach-
able state of environment E. Let Π(E) denote the set of all reachable states of
environment E.

3.2 Interface and Environment Modeling

The behaviors of an interface are infinite, therefore an interface I = 〈X,Y, ξ〉,
where ξ is a partial function from infinite set S(X,Y ) to the set M(X,Y ) need
to be finitely represented. This part describes a method to represent interfaces
and environments by label automata.

Definition 5 (Labeled Automata). A labeled automaton M is a tuple M =
〈Q,X, Y, q0, T, ls, lt〉, where Q is a finite set of locations, X and Y are sets of
input and output ports, respectively, and X ∩ Y = ∅, q0 ∈ Q is an initial
state of M , T ⊆ Q × Q is a set of transitions, ls and lt are labeling functions.
The labeling functions ls : Q → M(X,Y ) associates each location in M with a
memory resource design, and lt : T → F(X ∪ Y ) associates each transition in
T with a guard formula. For any two different transitions (q, q′) and (q, q′′), the
formula lt(q, q′′) ∧ lt(q, q′) ⇒ false in order to make M deterministic.

Hence, how to use a labeled automaton presents the behaviors of an interface.
Let A(X ∪ Y ) be the set of all computation steps over (X ∪ Y ). Suppose an
assignment Vi in one of any sequences belonging to A(X∪Y ), i.e., Vi ∈ A(X∪Y ),
i ≤ n. The assignment Vi inputs a set of values to input ports X and expects a
set of values at output ports Y . This assignment has to satisfy one of memory
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resource designs that are available in an interface. Let f : A(X ∪Y )∗
� M(X ∪

Y ), i.e., M represents the partial function f . The labeled automaton M depicts
partial function f as follows: For the initial state ε, f(ε) = ls(q0), i.e., ε leads M
to q0, and for any sequence s ∈ A(X ∪ Y )∗, if f(s) = p � (R,C) then s leads
M to location q. According to the Definition 5, at current time there is at most
one location q′ such that V |= lt(q, q′). Therefore, an automaton describes an
interface is defined as follows:

Definition 6 (Automata Interface). A labeled automaton M is a description
of an interface I, and the interface I becomes an automaton interface iff for any
sequence (V1, t1), . . . , (Vk, tk) in labeled automaton M such that (k ≥ 0, and the
case k = 0 corresponds to the state ε), the value ξ((V1, t1), . . . , (Vk, tk)) is defined
exactly when f(V1, . . . ,Vk) is defined and ξ((V1, t1), . . . , (Vk, t1)) = f(V1, . . . ,Vk)
provided that sizeof(ti) ≤ Ci, where f(V1, . . . ,Vi) = pi � (Ri, Ci), i ∈ n.

In order to use M describing an environment. The labeled automaton M
gets over all sequence of behaviors of an environment such that satisfying all
requirements of the environment. Given a sequence (V1, t1)(V2, t2) . . . (Vn, tn),
for each (Vi, ti), i ≤ n, the function δ always is defined, i.e., labeling func-
tion ls mounts a label corresponding to a location within automaton M .

The δ((V1, t1) . . . (Vk, tk)) = p � (R,C) iff there is a derivation q0
(V0,t0)−−−−→

. . .
(Vk−1,tk−1)−−−−−−−−→ qk in automaton M such that ls(qk) = p � (R,C), and

Vi |= pi−1 ∧ Ri−1, where ls(qi−1) = pi−1 � (Ri−1, Ci−1), i = 1, . . . , k − 1. All the
derivations in automaton M are distinct sequences.

Definition 7 (Automata Environment). A labeled automaton M is a
description of Environment E = 〈X,Y, δ〉 and environment E becomes an
automata environment iff for any sequence (V1, t1), . . . , (Vk, tk) in labeled
automaton M such that (k ≥ 0, and the case k = 0 corresponds to the state ε), the
sequence δ((V1, t1), . . . , (Vk, tk)) is defined exactly when f(Vi, . . . ,Vk) is defined
and δ((V1, t1), . . . , (Vk, t1)) = f(V1, . . . ,Vk) provided that sizeof(ti) ≤ Ci, where
f(V1, . . . ,Vi) = pi � (Ri, Ci), i ∈ n.

3.3 Automata Interface Composition

This section considers three operations which are pluggable, parallel and sequen-
tial compositions. Given I, I ′, E represented by M = 〈Q,X, Y, q0, T, ls, lt〉,
M ′ = 〈Q′,X ′, Y ′, q′

0, T
′, l′s, l

′
t〉, and Me = 〈Qe,Xe, Y e, qe

0, T
e, les, l

e
t 〉, resp. I and

I ′ compose together in parallel, denoted I||I ′. I and I ′ compose together in
sequence, denoted I.θI ′, and the interface I plugs to E, denoted I � E.
Given the automata interface I and the automata environment E, a sequence
(V1, t1), (V2, t2), . . . , (Vn, tn) of environment E, and a set of memory resource
designs M with μ ∈ M. For any an assignment Vi, i ∈ n, the automaton E
offers a set of values over X that satisfies pi−1 to the automaton I, and expects
results Y by Vi from the interface, and the outputs satisfies the post-condition
Ri−1. i.e., Vi |= pi−1 ∧ Ri−1. When E invokes I, a protocol is created between
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E and I, this means that the specification of automaton interface I satisfies the
requirement of automaton environment E at anytime in the process of interac-
tion. Let μ be a memory resource design of I, and μe be a memory resource
design of E. For any computation step (Vi, ti) is assigned from the E to the I,
the (Vi, ti) |= μe

i−1∧μi−1, i.e., the formulas pe
i−1 ⇒ pi−1 and pe

i−1∧Ri−1 ⇒ Re
i−1

hold. The memory resource uses for a computation step of the environment and
the interface to be calculated as follows: Let C� be an upper bound memory
resource of I � E, the supreme memory C� = C + Ce.

Definition 8 (Pluggability). Given I is represented by M and E is repre-
sented by Me. The I is pluggable to the E, denoted I � E, iff X = Xe,
Y = Y e and the following conditions are satisfied:

1. Let δ(ε) = pe
0 � (Re

0, C
e
0) and ξ(ε) = p0 � (R0, C0), where ε is an initial

state of both E and I. Then, pe
0 ⇒ p0, pe

0 ∧ R0 ⇒ Re
0. For any V1 such that

V1 |= pe
0 ∧R0, if δ(V1, t

e
1) is defined then ξ(V1, t1) is also defined, and the pair

(V1, t1) is called reachable state of I � E. The memory constraints for state
ε is defined as follows: The C�0 = Ce

0 + C0.
2. Let n ∈ N, n ≥ 1 and let wn = (V1, t

e
1), . . . , (Vn, ten) be an interaction behavior

sequence of E with I, and sn = (V1, t1)...(Vn, tn) be a computation sequence
of I interacts with E. Furthermore, let δ(wn) = pe

n � (Re
n, Ce

n) and ξ(sn) =
pn � (Rn, Cn), then, pe

n ⇒ pn, pe
n ∧ Rn ⇒ Re

n. For any Vn+1 such that
Vn+1 |= pe

n ∧ Rn, if wn+1 = (V1, t
e
1), . . . , (Vn, ten)(Vn+1, t

e
n+1) is a reachable

state of E, then sn+1 = (V1, t1), . . . , (Vn, tn)(Vn+1, tn+1) is also a reachable
state of I, and sn+1 is called a reachable state of I w.r.t. wn+1 while wn+1 is
called a behavior of E w.r.t. I. The memory constraints for reachable state
(wn+1, sn+1) is defined as follows: The upper bound memory is C�n+1 =
Ce

n+1 + Cn+1.

For any pair (Vi, t
e
i ) in a reachable behavior w = (V1, t

e
1)(V2, t

e
2), . . . , (Vn, ten)

of E is expendable, then it makes the state s = (V1, t1)(V2, t2), . . . , (Vn, tn) of
the interface I is also expendable.

Definition 9 (Parallel Composition). Given two automata interfaces I, I ′

represented by labeled automata M,M ′ respectively, such that (X ∪ Y ) ∩ (X ′ ∪
Y ′) = ∅. The parallel composition I||I ′ = 〈X ∪ X ′, Y ∪ Y ′, ξ′′〉, where ξ′′ :
S(X ∪ X ′, Y ∪ Y ′) � M(X ∪ X ′, Y ∪ Y ′). Suppose s = (V1, t

′′
1)...(Vn, t′′n), s ∈

S(X ∪ X ′, Y ∪ Y ′), ξ′′(s) is defined as follows:

– ξ((V1|X∪Y , t1), . . . , (Vn|X∪Y , tn)) = p � (R,C), and
– ξ′((V1|X′∪Y ′ , t′1), . . . , (Vn|X′∪Y ′ , t′n)) = p′ � (R′, C ′),

where Vi|X∪Y and Vi|X′∪Y ′ are the restriction of Vi over X ∪ Y and X ′ ∪ Y ′,
i ∈ n, respectively. ξ′′(s) = p ∧ p′ � (R ∧ R′, C + C ′) and t′′n satisfies that
sizeof(t′′n) ≤ C + C ′.
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For the sequential connection, given two automata interfaces I, I ′ such that
an input of the second connects to only one output of the first and (X ∪ Y ) ∩
(X ′∪Y ′) = ∅. A connection from I to I ′ is a set of pairs θ ⊆ Y ×X ′ that satisfies
∀(y, x), (y′, x′) ∈ θ.(x = x′ ⇒ y = y′). Let Xθ = {x ∈ X ′|∃y ∈ Y.(y, x) ∈ θ}.
An assignment V over (X ∪ X ′ ∪ Y ∪ Y ′) passes through a connection θ by an
assignment Vθ over ((X ∪ X ′) \ Xθ) ∪ Y ∪ Y ′ such that Vθ|((X∪X′)\Xθ)∪Y ∪Y ′ =
V|((X∪X′)\Xθ)∪Y ∪Y ′ , and for x ∈ Xθ then Vθ(x) = V(y), where y is the unique
element in Y and (y, x) ∈ θ. Therefore lθ =

∧
(y,x)∈θ(x = y).

Definition 10 (Sequential Composition). Let I, I ′ be represented by M,M ′

respectively, such that (X ∪ Y ) ∩ (X ′ ∪ Y ′) = ∅. A sequential compo-
sition of I and I ′ w.r.t connection θ, denoted by I.θI ′ is an automa-
ton interface I ′′ = 〈X ′′, Y ′′, ξ′′〉, where X ′′ = (X ∪ X ′) \ Xθ, Y ′′ =
Y ∪ Y ′. For s = (V1, t

′′
1), . . . , (Vn, t′′n) ∈ S(X ′′, Y ′′), ξ′′(s) is defined iff

the both formulas ξ((Vθ1|X∪Y , t1), . . . , (Vθn|X∪Y , tn)) = p � (R,C) and
ξ′((Vθ1|X′∪Y ′ , t′1), . . . , (Vθn|X′∪Y ′ , t′n)) = p′ � (R′, C ′) are defined, and then
ξ′′(s) = p ∧ ∃Y.(R ∧ p′ ∧ lθ) � (R ∧ R′ ∧ lθ ∧ p′,max(C,C ′)) and t′′n satisfies
that sizeof(t′′n) ≤ max(C,C ′).

4 Estimating Memory Resources

In this section, we introduce a method to calculate the memory resources of an
interface. Given a memory resource design μ = p � (R,C), we can estimate the
memory resource that is consumed when the interface was enabled. Therefore,
memory resource in a given automaton interface I can be computed as follows:
The supreme memory resource of an interface, denoted U = max(Ci), i ∈ n.

Lemma 1. The memory resource consumption of I has estimated based on the
memory resource designs in I.

The algorithm is illustrated below computing the maximum lower bound and
upper bound memory capacity of an interface.

Algorithm 1. The memory resource estimation for an automaton interface
Input: Automata interface I
Output: The memory resource consumption of an automaton interface

1 begin
2 MaxUpperbound ← 0.
3 foreach μ ∈ M do
4 MaxUpperbound ← Max(MaxUpperbound, μ.C)
5 end
6 return MaxUpperbound

7 end

Lemma 2. Given I and E, the memory resource consumption for pluggable
operation has been estimated iff the I plugs to the E.
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Algorithm 2. Get memory resource consumption for I plugs to E.
Input: M = 〈Q, X, Y, q0, T, ls, lt〉 and Me = 〈Qe, Xe, Y e, qe

0 , T e, les, let 〉.
Output: Memory consumption of I � E

1 begin
2 Let f ⊆ Qe × Q, f ← {(qe

0 , q0)} and (qe
0 , q0) be unmarked.

3 while (true) do
4 if GetAllMarked(f)= true then
5 return true
6 else
7 CurrentElement ← GetUnmarked((qe, q) ∈ f))

8 let ls(q) = p 
 (R, C) and l′s(q
′) = p′ 
 (R′, C′).

9 qe
nextList ← GetReachableE(Qe) such that

F(qe,qe
next)

: := pe ∧ R ∧ let (q
e, qe

next) is satisfiable.

10 qnextList ← GetReachableI(qe
nextList) such that (q, qnext) ∈ T and

lt(q, qnext) ∧ F(qe,qe
next)

is satisfiable.

11 if (F(qe,qe
next)

⇒ ∨
qnext∈qnextList lt(q, qnext)) = false then

12 return false
13 else
14 f ← (qe

next, qnext) for any qnext ∈ qnextList
15 end

16 end

17 end
18 Max ← GetMaxMemoryResourceConstraint(f)
19 return Max

20 end

In parallel composition, given two automata interfaces I = 〈X,Y, ξ〉 and
I ′ = 〈X ′, Y ′, ξ′〉. The automaton interface I||I ′ is a triple 〈X ∪ X ′, Y ∪ Y ′, ξ′′〉.
According to Definition 9, if I||I ′ implements in a system, it consumes a memory
resource depending on a pair of μ, μ′ for which an assignment over input/output
of I||I ′ satisfies μ, μ′, i.e. V(X ∪ X ′, Y ∪ Y ′) |= ξ′′, where μ ∈ M and μ′ ∈ M′.

Lemma 3. Given I, I ′. The memory resource consumption for parallel opera-
tion has been estimated iff automaton interface I composes with I ′ in parallel.

Algorithm 3. The computation of memory constraint in Parallel
Input: M = 〈Q, X, Y, q0, T, ls, lt〉 and M ′ = 〈Q′, X′, Y ′, q′

0, T ′, l′s, l′t〉.
Output: Memory capacity in Max variable.

1 begin
2 Let f ⊆ Q′ × Q, f ← {(q′

0, q0)} and (q′
0, q0) is unmarked.

3 while (true) do
4 if GetAllMarked(f)= true then
5 return true
6 else
7 CurrentElement ← GetUnmarked((q′, q) ∈ f)

8 let ls(q) = p 
 (R, C) and l′s(q
′) = p′ 
 (R′, C′).

9 p′
nextList ← GetReachableI′(Q′)

10 pnextList ← GetReachableI(Q)

11 F(qnext,q′
next)

: := p ∧ p′ ⇒ R ∧ R′

12 if (F(qnext,q′
next)

= false) then

13 return false
14 else
15 f ← (qnext, q′

next) for any q′
next ∈ p′

nextList
16 end

17 end

18 end
19 Max ← GetMaxMemoryResourceConstraint(f)
20 return Max

21 end
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Similar to the parallel composition, the following result computes the memory
constraint for sequential compositional operation.

Lemma 4. Given I, I ′. The memory resource consumption for sequential oper-
ation has estimated iff automaton interface I composes with I ′ in sequence.

To bring the result to the practice, the paper introduces Algorithm4 to cal-
culate the memory resource for the interface sequential compositions.

Algorithm 4. The computation of memory resource constraint in sequen-
tial composition

Input: M = 〈Q, X, Y, q0, T, ls, lt〉 and M ′ = 〈Q′, X′, Y ′, q′
0, T ′, l′s, l′t〉.

Output: Memory capacity in Max variable.

1 begin
2 Let f ⊆ Q′ × Q, f ← {(q′

0, q0)} and (q′
0, q0) is unmarked.

3 while (true) do
4 if GetAllMarked(f)= true then
5 return true
6 else
7 CurrentElement ← GetUnmarked((q′, q) ∈ f))

8 let ls(q) = p 
 (R, C) and l′s(q
′) = p′ 
 (R′, C′).

9 p′
nextList ← GetReachableI′(Q′)

10 pnextList ← GetReachableI(Q)

11 F(qnext,q′
next)

: := p ∧ ∃Y.(R ∧ p′ ∧ lθ) 
 (R ∧ R′ ∧ lθ ∧ p′)

12 if (F(qnext,q′
next)

= false) then

13 return false
14 else
15 f ← (qnext, q′

next) for any q′
next ∈ p′

nextList
16 end

17 end

18 end
19 Max ← GetMaxMemoryResourceConstraint(f)
20 return Max

21 end

Theorem 1. The memory resource consumption of a component-based system
has estimated iff the systems are constructed by pluggable, parallel and sequential
composition of relational interfaces with memory design resources.

5 Conclusion

The paper carries out a sequential works, from specification and modeling
component-based systems by memory resource designs to the construction algo-
rithms in order to estimate memory resources of a component-based system.
The paper extends relational interfaces and timed design for estimating memory
resource purpose. The memory resource design, which has supreme memory, is an
atomic element in an interface, from which we use memory resource design con-
structing interfaces and environments. The paper also uses labeled automata to
model interfaces and environments, and considers some their operations. Using
this model, some operations of component-based system are considered such as,
refinement, pluggability and compositions. The combination of an interface with
its environment and interfaces with the others have made an utilizable method
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to deal with the specification and modeling problem in estimation of memory
resources. Depending on the models, the paper proposes some algorithms to cal-
culate memory resources in the cases of pluggability and composition. According
to the approach in this paper, others resources can be specified and be forecast
in early stage of the system design.
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Abstract. Key feature of a context-aware application is the ability to adapt
based on the change of context. Two approaches that are widely used in this
regard are the context-action pair mapping where developers match an action to
execute for a particular context change and the adaptive learning where a
context-aware application refines its action over time based on the preceding
action’s outcome. Both these approaches have limitation which makes them
unsuitable in situations where a context-aware application has to deal with
unknown context changes. In this paper we propose a framework where adap-
tation is carried out via concurrent multi-action evaluation of a dynamically
created action space. This dynamic creation of the action space eliminates the
need for relying on the developers to create context-action pairs and the con-
current multi-action evaluation reduces the adaptation time as opposed to the
iterative approach used by adaptive learning techniques. Using our reference
implementation of the framework we show how it could be used to dynamically
determine the threshold price in an e-commerce system which uses the
name-your-own-price (NYOP) strategy.

Keywords: Context-aware systems � Self-adaptation � Multi-action evaluation

1 Introduction

Context-aware systems react to changes in the perceived environment so that com-
puting output is best suited to the current context. Generally, the context-aware systems
are associated with mobility and applications related to mobile devices. This is mainly
due to the fact that context changes are most likely encountered in mobile devices when
these devices navigate through various contexts [1] as opposed to stationary devices
where context data is often acquired through sensors.

But this is a narrow view of the context domain as there are many definitions as to
what is a context. Context has been defined by location [2], location combined with
behavior [3] or encompassing multitude of factors such as the definition given by Dey
[4]: “Context is any information that can be used to characterize the situation of an
entity. An entity is a person, place, or object that is considered relevant to the inter-
action between a user and an application, including the user and the application
themselves”. This definition makes no assumption about the mobility of devices and
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leaves to the context-aware system developers to decide what constitutes a context in
their application. The adopted approach allows differentiating the operation environ-
ment from context based on potentiality and relevance [5]. Context-aware systems react
to a context change by executing an action, while what action to execute is determined
by the context inference. A context-aware application does context inference on the
basis of the so-called 5W1H (Where, When, What, Who, Why, How) factors [6].
Expanding on this, context-aware applications look at the who’s, where’s, when’s and
what’s (that is, what the user is doing) of entities and use this information to determine
why the situation is occurring [7]. But it is not actually the application that determines
why a situation is occurring, but the designer of the application. This means the
designer has to capture the domain knowledge and input it to the system. This
dependency on application designer to capture the context changes introduces inac-
curate contexts and inflexible context definitions [8]. Moreover the context inference
would fail if the system encounters a context which the designer did not foresee.

The self-learning and self-adapting methods are employed to overcome the
aforementioned limitations. They use an iterative approach to find the best possible
action when the system encounters an unknown context. If an action executed as a
result of unknown context change is not the optimal then an error-feedback-loop-based
correction mechanisms are employed to further refine the action. This process is iter-
ated until the gap between the expected and the actual outcome is reduced or elimi-
nated. However, when there are large numbers of actions to evaluate, the time to find
the best action increases resulting in late system reaction to a context change.

This paper proposes a context-aware framework which concurrently executes and
evaluates multiple actions from a dynamically created action space when an unknown
context is encountered. The proposed framework overcomes the problems in the iter-
ative approach of the self-adapting system and having to rely on application developers
to encompass all possible contexts and context changes.

The rest of the paper is organized as follows. Section 2 reviews related work on
context and self-adapting context-aware models. Section 3 gives a description of the
proposed framework and Sect. 4 describes the implementation of the proposed
framework for a NYOP channel. Section 5 presents experimental results of the
implementation. Finally, the paper concludes with Sect. 6 which summarizes the
findings from the evaluation and outlines directions for future work.

2 Related Work

Based on the association between contexts change and the resulting action(s) the
existing context models could be loosely classified as single context – single action
models and single context – multiple action models. The simplest model is the single
context – single action model most commonly used for smart physical environments
[9–11]. In practice, these types of models acquire sensory data from one or more devices
(hard sensing) and act on other devices or make state changes that bring optimal result
for the current context change. Due to the close association between this model and the
physical hardware each context has one and only one precise action. This context-action
pairing is built into the context-aware system by the application developers by
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considering all possible context changes the system is likely to encounter. A generic
framework has been proposed [12], which allows system developers to formally define
the adaptation to context changes based on system policies. However, this dependency
on system developers could result in inaccurate and inflexible context definitions. He
et al. [13] provide an example of a smart plant-watering context-aware system. One of
the context values considered is the ambient temperature. However, if due to some
freaky weather pattern an unusual temperature is encountered by the system which
system developers had not foreseen, then the context inference would fail and the system
would be unable to act on the perceived context change. A customizable context model
which enables customization by the developers in order to recognize more context
changes is presented in [14]. Other work makes use of a central repository of context
knowledge that is periodically updated [15], but the drawback of having to depend on
the system developers is still there.

The self-adapting and self-learning context-aware models are used to overcome
these limitations arising from having to depend on the system developers to foresee all
context changes. These models could be summarized as single context – multiple
actions model. When an unknown context is encountered the system would execute
sequence of actions iteratively with feedback loop base learning to self-adapt.
A self-adapting algorithm which implements the resource, actors and policy triples
(RAP model) is presented in [16] which use a closed feedback loop for adaptation. In
[17] a formal method for incremental context awareness is proposed based
breadth-monotonic model and depth-monotonic model. A self-adapting context with
the use of context edges (a context edge is the border between two contexts) and
context spaces is proposed on [18]. The model is based on Q-Learning with a feedback
loop which finds the optimal action for each state by the reward it receives from the
environment for actions taken in that state. Other self-adapting techniques used by
context-aware system includes using case base reasoning to address domain specific
problems and incomplete data sets [19] and try to address the lack of domain
knowledge through self-adaption. Similarly, the approach described in [20] uses fuzzy
sets to allow imperfection in context that is being sensed.

Though not from the context-aware domain, another commonly used autonomic
adaptation model is IBM’s MAPE-K (Monitor, Analyze, Plan, Execute, and Knowl-
edge) loop reference model [21]. The components of the MAPE-K loop could be
superimposed into the three main areas of sensing, inference and action of a
context-aware application. However, a MAPE-K loop still depends on the system
developers to formulate the event-condition-action (ECA) rules for self-adaptation [22]
which makes it unsuitable for situation where unknown context could be encountered.
ECA knowledge comes from human experts or other methods such as concept utility
[23], Bayesian techniques [24] or reinforcement learning [25] which suffers from poor
scalability when large number of ECA state changes exists.

A problem with these feedback-based models is that when the system consists of a
large action space the amount of time needed to execute and evaluate each action
iteratively keeps increasing and the overall time taken to find the best possible action
could become unacceptably long. A context-aware application developed on the basis
of soft sensing of social media [26, 27] data provides a different model to that of the
feedback-loop-based self-adapting models described earlier. The focus in these models
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is towards context inference and ontology-based reasoning models are employed to
achieve context-aware adaptation in them.

3 Proposed Context-aware Framework

The two primary goals of the context-aware framework that we propose are to reduce
the dependency on system developers to capture and input all possible context changes
and to eliminate the need for a feedback loop base iterative approach for
self-learning/self-adapting. With the proposed framework the system developers are
expected to setup few base parameters and input any domain knowledge or past
experience they have of the application domain into a knowledge base. But this is not
expected to be extensive as the system is expected to expand its knowledge base
dynamically. As iterative approach becomes unfeasible when there’s a large action
space to evaluate, the framework proposes a concurrent multi-action evaluation
approach where action space is executed and evaluated in a single pass reducing the
time for adaptation.

The proposed framework consists of three systems, namely the context system, the
inference system and the actions system. These three systems encompass the main
characteristics of a self-adapting context-aware system, which are sensing, actuators
(actions) and inference/self-adapting. Figure 1 shows a high-level diagram of the
proposed framework and system components.

The primary objective of the context system is context sensing and acquisition.
How the context sensing happens is implementation specific and could be either hard
sensing or soft sensing. The framework assumes that context space is a heterogeneous
where context values are acquired from various sources. As a result of the heteroge-
neous context space the system could acquire wide variety of context values in different

Fig. 1. High level system diagram of the proposed framework

86 A. Nimalasena and V. Getov



units of measurement. Context acquisition is expected to transform these heterogeneous
context value types in different measurement units into single unit of measurement
allowing comparison of contexts. This context comparison is used in the action system
to find the closest known context to an unknown context.

The inference system consists of a knowledge base and a self-adaption/learning
mechanism. When a context change is sensed the context inference is carried out
querying the knowledge base to identify if the new context values are known. If the
new context is inferred to be unknown then the action system is invoked. The other
component in the inference system is the self-adaptation and learning mechanism
which updates the knowledge base and adapt the context-aware application based on
the outcome from the action system. The knowledge base could be modelled in many
different ways such as semantic representation of context [28]. The use of ontology to
represent context has the added benefit of leveraging inherent inference capabilities that
comes with ontology classifications.

The action system is responsible for concurrent action execution and evaluation
when an unknown context is encountered. The goals of the action system are to reduce
the number of required actions qualifying for evaluation and to complete the action
execution and evaluation in a single pass as opposed to iterative manner. To achieve
this first goal the action system uses goal specification and action refinement. The goal
specification defines the extremities of the variable parameter used to build the action
space. This is different to existing goal driven approaches to self-adaptation [29] which
are based on rules created by the system developers. These extremities are denoted as
Glo and Ghi and are considered elements of the configuration parameter space which are
used to differentiate one action from another.

Glo; Ghið Þ 2 configuration parameter spacef g

The action refinement limits what action qualifies to be in the action space thus
reducing the action space size. Without the limiting effects of the action refinement the
context-aware system would have to experiment on every value between Glo and Ghi

which would be a resource and time intensive endeavor. The action limiting process
starts by identifying from the knowledge base, the context that is closest to the
unknown context. The closeness is measured by the difference of the context values. If
more than one context is found to be the closest then the priority of each context is
considered. The configuration parameter setting of this known context is used to device
the initial action. This is denoted as Ak and defined as a function of the configuration
parameter configuration of the closest known action

Initial action ¼ Ak configurationkð Þ

The framework introduces three parameters for the dynamic creation of the action
space. They are the lower bound expansion range denoted by p which specifies number
of actions to define in the direction of Glo. The upper bound expansion range denoted
by q specifies the number of actions to define in the direction of Ghi and finally the
distance between each configuration parameter denoted by Δ. These three parameters
and the goal specification are the only inputs that depend on system developers,
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effectively eliminating the need to identify all possible context changes. Having defined
these, all the actions (action space) that needed to be executed and evaluated to find the
best course of action for unknown context could be defined as a union of three action
sets.

The defined actions are then executed concurrently in a private workbench. The
private workbench ensures that configuration changes in each action under evaluation
is opaque to and does not affect the current state of the system. As all actions are
executed concurrently the outcome of each action is known at the same time, as
opposed to iterative approach where the analysis of results has to be delayed until all
actions have finished. This concurrent action evaluation is somewhat similar to the
optimizing technique used in particle swarm optimization (PSO) [30] where each
particle is a possible solution. However, one key difference between PSO and our
action space is that in PSO the particles must update their velocity and position relative
to the particle with the global optimal after each iteration. In our proposed framework
each action is a candidate to be a global optimal and to evaluate the problem space
independent of each other.

The final phase of the action system is the outcome evaluation. The evaluation
criteria for choosing the action that results in the highest benefit depends on the domain
in which the context-aware system is implemented. Thus, the best action to execute
(and its configuration parameter) as a result of the unknown context change could be
formally defined as

Once the best setting for the configuration parameter is known for the unknown
context it could be used to update the knowledge base so the context-aware system
recognizes this context in the future (learning and adaptation). Figure 2 shows the
information flow for known context detection and unknown context detection. C1 – C4

in Fig. 2 represents context considered relevant to the interaction between a user and an
application.
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4 Context-aware Framework Implementation for NYOP
Channels

The proposed context-aware framework was implemented for a use case where an
hotelier sells rooms through a NYOP channel. The NYOP operates by allowing buyers
to bid for an item on a perceived value rather than based on the actual value set by the
seller. The seller has an internal threshold price hidden from the buyers which he
considers to be the minimum value for a bid in order to successfully complete the
transaction. For our experiments we do not employ any such NYOP strategies [31].
Instead, each value is considered as an individual bid and not as a subsequent bid part
of a bidding transaction. If the hotelier decides to accept or reject a bid solely based on
its value, then he will not have the fluidity to react to the demand uncertainty that
occurs due to the change in context. A context-aware approach is beneficial in this case,
instead of having one threshold price T the context-aware NYOP system could be set
up multiple threshold price T1…Tn. Bids will be evaluated against all threshold prices
in real time and results evaluated to find out which threshold price results in highest
yield (TMax). Once the highest yielding threshold price is identified, the e-commerce
system is adapted to use it to evaluate all bids under current context.

We have developed a scenario where a new event has been planned near the
vicinity of the hotel and there is no historical data or knowledge to rely on to set a
threshold price which would give a high yield. We define this as an unknown context
based on the definition given earlier on [4] as the hotelier is unaware of the threshold
price to use in this situation (context) to optimize the interaction between buyer and
seller. The context space was modelled with three soft sensed contexts, which are
current occupancy (source: internal reservation database), event location, event type
(extracted from social media. i.e. Twitter feed). Taking the NYOP threshold price as the
configuration parameter, the formal modeling of the proposed context-aware frame-
work was instantiated with the following values. Goal specification (Glo, Ghi) = (210,
350). In essence, the goal specification is a sub-range of the entire application value

Fig. 2. Information flow for known and unknown context detection
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range. For example, if the universe of prices for a hotel room is considered, it could
vary between $0 (100 % discounted) – millions of dollars (based on luxury). But for
this particular hotelier such a large value range is irrelevant. His interest lies in a
smaller range of values so that accepted bids do not result in loss or high price resulting
in low conversions and unsold rooms. Action refinement values (p, q, Δ) = (2, 2, 15).
Initial action (closest known context action) = A (250). As stated earlier Glo, Ghi, p, q,
Δ are the only inputs from the system developer to the system and initial action is
retrieved from the knowledge base.

The evaluation criterion was set to threshold price with highest number of suc-
cessful bids. It is possible that some bids would be successful in more than one
threshold. In such cases the bid would be considered successful only in the highest
threshold it exceeds. The context-aware application was developed as a Java web
application and deployed in Tomcat application container which ran on a server with
12 GB RAM, 2.0 GHz Intel quad core processor and 500 GB SAS disks running on
RedHat Linux 6.4. The knowledge base was modelled using Java implementation of
Protégé OWL API. We devised two test cases for the evaluation. One test case sim-
ulates an unknown context in which the majority of bid values are lower than the
threshold value of the closest known context. If the hotelier does not lower the
threshold price to capture the bids, he will lose out under the current context. The
second test case simulates an unknown context under which the majority of bid values
are considerably higher than the threshold price. Under this context the hotelier can
increase the threshold price to gain a higher yield. This is a NYOP strategy that
encourages higher bidding values. Though we make no assumption about the bidding
strategies we include this test case for the completeness of the evaluation, to test the
suitability of the framework works for both cases.

5 Experiments and Results

Two sets of bid values were generated for each of the test case (1000 values each) using
a normal distribution function where mean values are 237.50 and 268.50 for lower and
higher bid value test cases. The control test was defined as using the closest known
context threshold price to evaluate the bid values while in the unknown context
(non-adaptive system). The bid submissions were emulated using JMeter’s http
requests. The action space, created dynamically based on the (Glo, Ghi, p, q, Δ) resulted
in 5 actions to be concurrently executed and evaluated. These are denoted as A(220),
A(235), A(250), A(265) and A(280) in the Figs. 3 and 4 below.

In this unknown context, Fig. 3 shows the majority of successful bids which have
occurred in the action that had a threshold value of 235. The hotelier could associate the
current unknown context with the threshold value of 235, thus effectively evolving the
system to recognize the current unknown context in the future. We know that this
conclusion is correct as we have generated the bid values using a normal distribution
with a mean value of 237.50. For the second test case shown in Fig. 4, the majority of
successful bids have occurred in the action that had a threshold value of 265. We know
that this is true because the bid values generated under the normal distribution had a
mean value of 268.50. In both cases, if the hotelier has decided to stay with the closest
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known context’s threshold price, the successful bid count would have been less than
the one achieved by the context-aware adaptive approach.

6 Conclusion

In this paper, we proposed a context-aware framework which reduces the dependency
on system developers to capture all possible context changes and eliminate the feed-
back loop base approach to self-adaption. We have listed the generic framework
structure and presented the formal model that underpins it. An implementation of the
proposed framework was completed for the NYOP scenario. The experimental results
from the tests have shown that the framework concurrent multi-action evaluation
approach could correctly identifying the best course of action for the unknown context
and is able to evolve the system, thus being able to recognizing more contexts over
time. Though we implemented the framework for NYOP channel case study, we
believe the framework could be easily used in many other domains such as a
context-aware approach to experiment-based performance tuning.
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Abstract. Recently, a lot of users are increasing for searching travel infor-
mation through smart devices such as, tourist attractions, accommodation,
entertainment, local gourmet food and so on. A general method for recom-
mendation system has a data sparseness and the first rate problem. This problem
can be solved by ontology and inference rules. In this paper, we propose the
travel destination recommendation using Markov Logic Networks based on
probabilistic spatio-temporal inference. The most inference engines determine
simply if there is a result from inference or not. However, probabilistic inference
methods have emerged and classified problems that cannot be defined easily in
the probabilistic way, which provides better results.

Keywords: Recommendation system � Ontology � Markov Logic Networks

1 Introduction

The information retrieval for travel destination has become commonplace through
smart devices due to the development of IT technology. A travel destination is the most
important factor and travel information is consists of tourist attractions, accommoda-
tion, entertainment, local gourmet food. Many researches have been studied about
travel destination recommendation using personalized information based on user
preference. Also, there have been studied the recommendation method using social data
[1]. A lot of recommendation systems are built to use the historical data and the profile
file. Generally, the collaboration filtering algorithm is used in recommendation system
but this approach will suffer from the problem of data sparseness and the first rate
problem. Another method is the content based recommendation method. This method
provides recommendation for users by comparing the representation content in list.
However, content based recommendation method is needed more effort on extraction of
content list [2]. This problem can be solved by ontology and inference rules.

In this paper, we propose the travel destination recommendation using Markov
Logic Networks based on probabilistic spatio-temporal inference. The travel ontology
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building used our previous work between object movement information and vocabu-
lary based on spatio-temporal relation. In this case, spatio-temporal relation consist of
temporal relation depending on the passage of time, directional relation depending on
changes of object movement direction, changes of object size relation, topological
relation depending on changes of object movement position, and velocity relation using
concept relations between topology models. To this end, ontology building part defines
the inference rules using proposed spatio-temporal relation and the use of Markov
Logic Networks (MLNs) for probabilistic reasoning [3]. Travel Destination information
is consists of accommodation, restaurant, activities and so on in Jeju (located in the
Southern Korea, is famous for a volcanic Island) [9].

2 Previous Work

2.1 Travel Destination Recommendation

This proposal has been extended from the previous intelligent recommendation system
architecture based on travel ontology [2] in order to give efficient recommendations to
the tourists throughout their trip without getting any help from travel agency. The
system’s ontology used the tourist attraction places, available hotels and sight-seeing
spots in Jeju Island in Korea. According to those properties and relationships of the
ontology, the system provides the most relevant information and destinations upon
what the user needs [10, 11]. The previous travel recommendation system architecture
consists of three parts. Firstly, the metadata which holds the user information such as
user’s preference profile and transaction must be collected since most of the recom-
mendation systems are depending on the stored records of what the users have been
gone or what the users have visited, and the record of their feedbacks for the places
they visited. Secondly, the information repository of ontology for the recommendation
system takes place which was built based on the information in Jeju. Finally, the
recommendation agent preserves the visualization of recommendation service to the
user on AIMap.

2.2 Probabilistic Spatio-temporal Inference

The proposed probabilistic spatio-temporal inference using spatio-temporal relation
and MLN for probabilistic reasoning [3], which is used to detect the motion of moving
object in previous work, will be applied to build travel ontology. The method indicates
the object movement in a vocabulary form as high-level information according to the
specific relations such as temporal relation which relies on the passage of time,
directional relation which depends on the object movement direction, object size
relation, velocity relation depending on the changes in speed of moving object, and
topological relation relies object movement position. The proposed spatio-temporal
relation used Markov Logic Networks for inference rules to obtain the probabilistic
reasoning.

The integration of temporal flow with factors of spatial characteristics; temporal
relation of object, directional relation, size relation of the object and velocity relation, is
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the ideal of the spatio-temporal relation model. The model can be expressed based on
the movement of the object which coordinates are defined as top, bottom, left and right.
The rules of topology between the objects can be drawn in inference rules and the
movement of object has 13 rules for each Y-coordinate and X-coordinate respectively.
Thus, the spatio-temporal relations are classified to the total of 241 models. All those
movements can be classified as “equal”, “inside”, “cover”, “overlap”, “meet”, “dis-
joint”, “covered-by”, and “contains”, according to M.J. Egenhofer’s proposal. The
ontology was built to seek the object relation patterns for sharing and distributing as
training set. Eventually, the verified probabilistic inference of the object relation was
executed to verify spatio-temporal relation.

3 The Method of Travel Destination Recommendation

3.1 Extended Jeju Travel Ontology

In this paper, Jeju travel ontology is extended from previous Jeju travel ontology [2].
Domain and related classes of extended ontology can be seen in Table 1.

According to Table 1, the information for Travel Type Domain is collected from
the previous Jeju travel ontology, while the other domains and classes are newly
extended into the system. More importantly, the location information domain plays as
an essential role in travel destination recommendation and it consists of 6 regions such
as, Jeju City, Western Jeju City, Eastern Jeju City, Seogwipo, Western Seogwipo and
Eastern Seogwipo. Figure 1 indicates seven regions of Location Information.

The proposed travel destination recommendation system provides a different weight
according to the regions based on user’s current location. But the Travel member
domain contains five categories such as Family, Couple, Single, Friend, and Team. By
discriminating the type of traveler group, the recommendation system should offer
more accurate suggestions to the travelers. For instance, the museum of Sex & Health is
an inappropriate place to visit in Jeju for a group of family members. The Shopping
domain consists of three different types such as Local specialty market, Traditional
Market, Duty-free shop.

Table 1. Extended Jeju travel ontology

Domain Classes

Travel Type Experience activity, Leisure Sports, Healing/Natural Recreation Forest
Accommodation Hotel, Resort/Condominium, Pension, Motel, Tourist home, Guest house
Restaurant Korean food, Japanese food, Chinese food, Western food, Local food,

Vegetarian
Location
Information

Jeju City, Western Jeju City, Eastern Jeju City, Seogwipo, Western
Seogwipo, Eastern Seogwipo, Hallasan National Park

Travel Member Family, Couple, Single, Friend, Team
Shopping Local specialty market, Traditional Market, Duty-free shop
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3.2 Probabilistic Spatio-temporal Inference

MLN is a language for probabilistic inference that is based on first-order logic and
probability model for artificial intelligence. This is expressed in the form of first-order
logic [4]. In addition, MLN is used to express semantic method using Markov network
and provide logic and probability-based inference [5]. MC-SAT [6], which is used in
the MLN, is algorithm that performs learning based on Markov Chain Monte Carlo
Algorithms. The algorithm enables extracting sample at a specific stage before clari-
fying difference in weight value within margin of error where such extracted sample
can be accepted, which facilitates classification [7]. Actually, it is necessary to trans-
form description logic rules, which are defined in ontology, to the form of first-order
logic for applying of the MLN [3]. Table 2 shows transformation of Description Logic
Rules to First-order Logic.

Table 3 shows the rules for inference based on Probabilistic Spatio-temporal
Inference. According to the table, X, Y and Z are sets of our instances and properties
for inference in the extended Jeju travel ontology. Set X is the list of locations of
Location Information domain which consists of 7 different regions from Jeju. And
Set Y is Travel Member domain consisting of 5 different types as we mentioned in
Sect. 3.1. Finally, Set Z is the most common travel destinations in Jeju and it consists of
115 places.

For Rules for inference, there are basically four rules in to distinguish and to predict
the definition of destination recommendation system [12]. If the domain of Location
Information (X) intersects with Travel Member (Y), the suggestion definition will be

Jeju City

Western Jeju City

Eastern Jeju City

SeogwipoWestern Seogwipo

Eastern Seogwipo

Hallasan
National Park

Fig. 1. Classification of location information

Table 2. Transformation of description logic rules to first-order logic

Description logic First-order logic

SubClassOf (equal, equal) 8x: equal(x) => equal(x)
ClassAssertion (spatio-temporal relation,
topological relation)

Spatio-temporal relation
(topological relation)
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Preference_1, while the Location Information domain (X) intersects with Travel
Destination (Z), the system will produce a suggestion as Preference_2. Moreover, if
Travel Member domain (Y) intersects with Travel Destination (Z), the system will
produces Preference_3 for the definition. On the other hand, preference 1, 2 and 3
intersect with each other together, the prediction definition will be Recommendation
(X,Y,Z).

4 Experiment and Evaluation

In general, inference for ontology is performed by using ontology inference engine.
There are a variety of inference engines such as Jena, FOWL, Pellet, and Fact++. These
inference engines simply determine whether there is a result from inference or not.
Recently, probabilistic inference methods such as the MLNs have emerged and clas-
sified problems that cannot be defined easily in the probabilistic way, which provides
better results. Against this background, this paper intends to use probabilistic inference
method with use of the MLNs, rather than the existing ontology inference engine, for
conduction of experiment [2].

Table 3. Rules for probabilistic spatio-temporal inference
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This proposal evaluates the inference results of travel destination recommendation
which is slightly similar to Disaster Information Sharing system [8]. In experiment,
Scenario is as follows: (1) User’s current location information assumes staying in
Eastern Seogwipo. (2) Also, user is alone and he wants to search travel destination.
Totally, travel destination consists of 115 cases and some of the experimental results
are shown in Table 4.

Table 4 shows the probabilistic results depending on weight values and proba-
bilistic results is values between 1.0 and 0.5. When inference result exists in Table 4,
result value is higher than around 0.5 because the sampling value p = 0.500000. It
means that the first probability value is 0.5. In order to obtain result from learning, the
test was performed 1000 times.

In Table 4, the place is Eastern Seogwipo between case number 1 and case number 7.
And the place is neighborhood Eastern Seogwipo between case number 7 and case
number 11. According to the results, the performance is satisfactory.

5 Conclusion

This proposed method for travel destination recommendation system has been extended
from the previous proposal in order to provide the travelers with more accurate sug-
gestions to the closet and relevant destination from user’s current location and to
improve the travelling experience at ease. In this paper, the travel destination recom-
mendation system is extended by using Markov Logic Networks based on probabilistic
spatio-temporal inference. The extended travel ontology is built from our previous
work. In building ontology section, we define the inference rules using proposed
spatio-temporal relation and the use of Markov Logic Networks (MLNs) for proba-
bilistic reasoning. Our future study will be focusing on extending of travel information
domain and improving the suggestion accuracy with weight values.

Table 4. Experiment results for travel destination recommendation

No. Probabilistic result Place

1 0.629 Seongsang Ilchulbong
2 0.627 Seopjikoji
3 0.626 Micheon Cave
4 0.623 Seongeup Folk Village
5 0.621 Jeju Horse Park
6 0.619 Jeju Land ATV
7 0.619 Jeju Folk Village
8 0.570 Jeju National Museum
9 0.567 Jeju April 3rd Peace Park
10 0.563 Seokbujak Museum
11 0.562 Jeongbang Waterfalls
… … …
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Abstract. A large number of Webtoon contents has caused difficulties on
finding relevant Webtoons for users. Thereby, an efficient recommendation
services are needed. However, since the existing recommendation method (e.g.
collaborative filtering) has two fundamental problems: (i.e., data sparsity and
scalability problem), it has difficulties with reflecting users’ personality. In this
paper, we propose the MBTI-CF method to solve these problems and to involve
users’ personality by building personality-based neighborhood using MBTI. In
order to verify the efficiency of the proposed method, we conducted statistical
testing by user survey (anonymous users have rated set of the pre-selected
Webtoon contents). Three experimental results have shown that MBTI-CF
provides improvement in terms of the data sparsity problem and the scalability
problem and offers more stable performance.

Keywords: Webtoon � Recommendation � MBTI (Myers-Briggs Type
Indicator) � Collaborative filtering

1 Introduction

Webtoon1 is digital comic contents published on the web. With the emergence of smart
devices, the Webtoon has been the most popular digital contents in South Korea and
actively reproduced in various media like movies, dramas and so on. The amount of the
Webtoons is huge and increasing rapidly. For example, in 2014, the number of Webt-
oons in Naver recorded 520 while it is released in 2004, later than Yahoo! Korea’s
“Cartoon Sae-sang” (in 2002), and Daum’s “Manhwa sok Sae-sang” (in 2003). Webt-
oon Platform corp. TapasMedia recorded about 21,500 Webtoons in 2014, its first year.
It is getting more difficult for users to find relevant Webtoons since the number of the
Webtoons is growing rapidly. Hence, an efficient recommendation service is needed.

There are three major approaches to recommend digital contents: content-based
filtering, demographic filtering and collaborative filtering. The Content-based filtering
and the demographic filtering require external data that are difficult to get. However,
the collaborative filtering can work without external data. Moreover, it performs higher
performance than others [1]. Therefore, we propose recommendation system for the
webtoon using collaborative filtering.

1 Webtoon is also known as web comics, online comics, internet comics.
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Two major problems of collaborative filtering are data sparsity problem and scal-
ability problem [2, 15]. The data Sparsity problem occurs when a rating matrix is
sparse. The rating matrix can be sparse in many situations such as cold-start problem,
new-user, new-item problem (when a new user or item has entered in the system).
Since the user has not rated or purchased items or the item has not been rated yet, it is
difficult to find a group of similar users or items. In other word, the lack of rating
history causes the data sparsity [3].

The scalability problem occurs when the number of users or items grows. Dealing
with the scalability problem is important because the numbers of the users and the items
are extremely large in the real world. Since the existing CF algorithms have to estimate
the similarities of every users and items, they suffer serious scalability problem.

Another issue of the existing recommendation systems is that they have difficulties
with reflecting users’ personalities. We need to develop a new approach to extract
users’ personalities and reflect them on the recommendation system. There were some
studies suggesting personality-based recommendation system [4, 17]. They used Big
Five Factor personality model (Big Five) to solve the data sparsity problem of the
collaborative filtering. However, the scalability problem, one of the collaborative fil-
tering’s major problems, remained unsolved.

In this paper, we propose to use Myers-Briggs Type Indicator (MBTI) to under-
stand users’ personalities and to solve the major two problems of the collaborative
filtering. The MBTI is a psychometric questionnaire to measure psychological pref-
erence. There are four bipolar discontinuous scales which are implied in Jung’s theory
that humans experience the world by the four major principles - sensation, intuition,
feeling, and thinking [6]. The MBTI categorize people in 16 types by an abbreviation
of the four initial letters of each of their four type of preferences. For example, people
who are extraverted and prefer sensing, thinking and judgment will be categorized to
ESTJ type.

The remainder of this paper is organized as follows. In Sect. 2, we provide a brief
overview of related works. Section 3 explains the procedure of the proposed method. In
Sect. 4, three experiments evaluate the improvement and the performance by com-
paring the result of the proposed method with that of the existing method. In Sect. 5, we
draw a conclusion that provides a summary of the proposed method and future work.

2 Related Work

2.1 Existing Recommendation Systems for the Webtoon

There have been no precedent study of recommendation Systems for the Webtoon. The
recommendation services that the existing webtoon service platforms are providing are
limited to using content-based filtering and demographic filtering or so on. For example,
there are platforms provided by Naver, Daum and so on [14]. They recommend the
Webtoons which are preferred by users with common age and gender or which are in
same genre that the user preferred.

However, the content-based filtering works based on a description of the content or
the users’ choices made in the past. The demographic filtering suppose that the users
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with common personal attributes like age and gender will also have common prefer-
ences [12]. Therefore, the content-based filtering and the demographic filtering cannot
give high-performance recommendations if the system has not enough external infor-
mation [11]. The collaborative filtering, however, analyzes the users’ ratings without
much external information of a specific domain. Since the Webtoons are multimedia
contents, we propose recommendation system using the collaborative filtering.

2.2 Recommendation System Based on Personality Information

Personality of human consists of two parts. One is consistent behavior patterns and the
other is intrapersonal processes [7]. The previous researches have shown that the
personality is highly related to the preferences and tastes [9]. In other words, people
with similar personality would have similar behavior patterns and preferences. Hence,
we can predict a person’s preference of items by investigating users’ purchased items
or preferences whose personalities are similar to the person.

Recommendation System Based on the Big Five. There are studies on collaborative
filtering recommendation systems that use personality information to group similar
users [4, 17]. They apply the Big Five, the widely used personality model within
psychology. The Big Five is a hierarchical model of personality traits with five factors
[5]. However, since the Big Five measures personality traits on a dimensional scale,
they had to estimate similarities between all users. Thus, the scalability problem had
grown worse as a result of using the Big Five.

To solve the scalability problem, we propose to use the MBTI. The MBTI is leading
academic model of personality with the Big Five. On the contrary to the Big Five, the
MBTI is typological so that we can categorize users to 16 types. Since we make
personality-based neighborhood group by using MBTI, we do not have to estimate all
similarities between all the users. Thus, we can relieve the scalability problem.

Recommendation System Based on MBTI. Song et al. proposed recommendation
system based on collaborative filtering using emotional word selection and the MBTI.
They conducted experiments to show that the users with the same MBTI type will
select similar emotional words and have similar movie preference [8]. In the experi-
ments, they selected several movies and extracted emotional words for subjective
evaluation on the movies. Then, they classified subjects by the MBTI and encouraged
them to select the emotional words on each movie and to evaluate the rating for each
movie.

As a result of the experiments, the subjects with the same MBTI type had choose
similar emotional words and rated similarly except for extremely popular movies.
Finally, they drew a conclusion that the users with the same MBTI type have similar
emotions and preferences on the same movie. Thus, it is reasonable to use the MBTI to
recommend the movies. Since the Webtoons are narrative contents like the movies, we
propose a new approach to use the MBTI to recommend the Webtoons.
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3 MBTI-Based Collaborative Filtering

The collaborative filtering using the Big Five Factor personality model has been
already proposed. It has solved the data sparsity problem by building personality-based
neighborhoods using the Big Five. However, the Big Five measures personality traits
on a dimensional scale so recommendation system using the Big Five had to estimate
similarities between all users. Thus, the scalability problem, one of the collaborative
filtering’s major problem, had grown worse. Therefore, we need to develop a new
approach to relieve the collaborative filtering’s fundamental problems.

The MBTI-based Collaborative Filtering (MBTI-CF) can solve the data sparsity by
building neighborhoods using the MBTI. In contrast with the Big Five, the MBTI is
typological so users can be categorized into 16 types. Since the MBTI-CF makes the
personality-based neighborhood group by using the MBTI, we do not have to estimate
all similarities between all users. Thus, we can relieve the scalability problem. And by
using the psychometric questionnaire MBTI, we can make recommendation system
reflecting users’ personalities.

The proposed method consists of three major parts.

(1) Normalizing ratings and Grouping users by the MBTI: we normalize ratings to
unify the standard of ratings, and identify neighborhoods of the user using the
MBTI.

(2) Computing Similarities between users in a neighborhood: we compute similarities
between users using vector cosine similarity.

(3) Estimating Prediction of user-preference: we estimate prediction of user-preference
by computing weighted average of all the ratings for the item.

3.1 Normalizing Ratings and Grouping Users by MBTI

Standard points and measure of the rating scores vary across users, we need to unify the
standard of the ratings. Therefore, newly-arrived ratings are normalized by the Gaus-
sian Probability Model. This step is formulated as

preRu;n ¼ Fu;n � Fu
�!

r Fuð Þ ð1Þ

where Fu;n represents a newly-arrived rating that user u rated for item n, Fu
�!

and r Fuð Þ
are the average and standard deviation of the historical ratings rated by the user u
respectly. preRu;n indicates the preprocessed rating of which standard is unified. After
normalizing ratings, we identify a neighborhood of the new user by using the MBTI.

3.2 Computing Similarities Between Users in Neighborhood

We have to estimate all similarities between the users with the same neighborhood
before we make a prediction of the preference.

104 M.-Y. Yi et al.



In order to estimate the similarities, we adopted the vector cosine similarity, which
compares two users’ ratings by the cosine of the angle between the users’ corre-
sponding rating vectors [13]. The vector cosine similarity between user ui and uj is
given by

wui;uj ¼ cosðui!; uj
!Þ ¼ ui

!� uj!
ui
!�� �� � uj

!�� �� ð2Þ

where ui is i-th user, uj is j-th user, then ui
! is vectors consist of rating by the user ui and

uj
! is the vectors consist of rating by the user uj. And “�” denotes the dot-product of the
two vectors [2]. If R is the n� m user-rating matrix, then the similarity between two
users ui and uj is defined as the cosine of the n dimensional rating vectors corre-
sponding to the i-th and j-th row of the matrix R.

3.3 Estimating Prediction of User-Preference

In Sect. 3.2, the similarity matrix between the users is created. Each component of the
matrix has a similarity between the users, and the similarities are measured by using the
vector cosine similarity.

To make a prediction of the preference on an item i for active user a, a weighted
average of all the ratings on that item is given by

Pa;i ¼ �ra þ
P

u2Uðru;i � �ruÞ � wa;uP
u2U wa;u

�� �� ð3Þ

where �ra and �ru indicate the average ratings of all the items that the user a and user u
rated. wa;u is the weight between the user a and user u that we estimated in the
Sect. 3.3. The summation is over all the users u 2 U who have rated the item i. Finally,
we can predict Pa;i, which is the preference on the item for the user [2].

4 Experimental Results and Analysis

This section presents three experiments that aim to verify improvement of the proposed
method on three different foci: performance, robustness for the data sparsity and
robustness for the scalability [10]. In the first experiment, we compared performance of
the MBTI-CF with that of the CF. In the second experiment, the improvement of the
robustness for the data sparsity is verified. We verify the improvement of new-user
problem which is one of the major situations in that the data sparsity occurs. In the third
experiment, the improvement of the robustness for the scalability is verified by com-
paring a time complexity of MBTI-CF with that of CF.
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4.1 Experimental Environment

In order to collect Webtoons ratings, we conducted a survey of anonymous users by
Google docs. The questionnaire we distributed is shown in Table 1.

For question 6, we selected 20 Webtoons which are popular in different genre. We
finally have obtained 90 of survey replies.

4.2 Performance Evaluation

In order to evaluate the performance, we compared Mean Absolute Error (MAE) of the
MBTI-CF with that of the CF. The MAE is the most widely used measure of prediction
error of the CF [2]. It is an average of the absolute deviation between a predicted rating
and a real rating for the items. The MAE is formulated as

MAE ¼
PN

i¼1 ri � pij j
N

; ð4Þ

where N is the number of items, and pi and ri represent the prediction of preference and
the real rating of i-th item. A lower MAE value means better prediction performance.

Evaluation of performance was conducted as followings. First, we predicted users’
preferences of items using the MBTI-CF and the CF. Second, we measured MAE of the
two methods and compared MAE of the two methods.

As shown in Table 2, the MBTI-CF presents more stable performance than the CF
but shows a slight lower performance on average performance. The MBTI-CF shows
an improvement of 70.88 % over the given standard deviation and 50.96 % over the
given range. The MBTI-CF shows lower performance of 9.58 % over the given
average.

The results show that the performance of the MBTI-CF is more stable but less
accurate than that of the existing CF.

Table 1. Average, standard deviation and range of MAE of CF and MBTI-CF.

Question Choices

1 What is your MBTI type? ISTJ, ISTP, ISFJ, ISFP, INFJ, INTJ, INFP,
INTP, ESTP, ESFP ESTJ, ESFJ, ENFP,
ENTP, ENFJ, ENTJ

2 What is your gender? Male, Female
3 What age group are you in? * 10, 10 * 19, 20 * 29, 30 * 39, 40 * 49,

50 *
4 What method do you mostly use to

read Webtoons?
Smartphone, PC, Tablet PC, Comic book,

5 What Webtoon service platform do
you mainly use? (Pick two of
them)

Naver, Daum, Lezhin Comics, Toptoon, Olleh
Market, Nate, Kakao Page, Yahoo, etc.

6 Give ratings to these 20 Webtoons. 1 * 10
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4.3 Dealing with Data Sparsity

To verify the improvement of the robustness against the data sparsity, we investigated
the improvement of the new-user problem which is one of the major situation that the
data sparsity occurs.

The CF cannot recommend items to a new user since there is not enough user’s
historical rating. However, the MBTI-CF can estimate the new user’s prediction of
preferences on the items by assuming that the new user has the same weight to other
users in neighborhood.

To evaluate the performance of the MBTI-CF on the new-user problem, we
compared the MAEs under two circumstances, when the data of the user exist and
when the user is a new user. Figure 1 shows MAEs for each circumstance classified by
MBTI types and averages of them. Table 3 shows the average, standard deviation, and
range of the MAE for the two circumstances.

Table 2. Average, standard deviation and range of MAE of CF and MBTI-CF

CF MBTI-CF Improvement

Average 0.678 0.743 −9.58 %
S.D. 0.261 0.076 70.88 %
Range 1.042 0.511 50.96 %

Fig. 1. MAE of each MBTI type and average

Table 3. Average, standard deviation and range of MAE when data exist and when the user is
new user.

With users’ rating data Without users’ rating data

Average 0.743 0.772
S.D. 0.076 0.078
Range 0.511 0.523
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The results in Fig. 1 indicate the MBTI-CF performs similarly whether the data of
the user exist or not. The increase of average of MAE is 3.80 % when the user is the
new user.

As shown in Table 3, the stability of the performance has slightly reduced. The
standard deviation and range of MAEs when the user is new user had increased 2.63 %
and 2.34 % in percentage, respectively.

Observing the results, we can claim that the performance of the MBTI-CF is stable
whether the user is new or not

4.4 Improvement of the Scalability

To verify the improvement of the scalability, we compared time complexity of
MBTI-CF with that of CF. Let U be a set of n users and I a set of m items and k a size
of the neighborhood.

The collaborative filtering procedure is composed of 3 major parts: estimating
similarity, grouping the similar users and predicting the preference of the item. The
computation complexity of a user similarities to other users is OðnmÞ as explained
below:

In order to group the similar users, we have to find k users who are most similar to
the user to build a neighborhood. The computation complexity of grouping the similar
users is OðnÞ since we have to find k users which have maximum similarity to the user
in n users.

The computation complexity of predicting the preference of the item is OðkÞ since
we have to compute weighted average of 1 items for k users.

The most expensive computation of the classic CF is the computation of the
user-to-user similarities [16]. Since the MBTI-CF builds 16 neighborhoods by MBTI
types, we don’t have to estimate the user similarities of all the users to group the similar
users. We have to estimate similarities between the user and the users in the neigh-
borhood. The average neighborhood size will be n

16. Thus, the computation complexity
of the user similarities to the other users reduced in 1 over 16. The computation
complexity of predicting preference of the item is OðkÞ since we have to compute
weighted average of 1 items for k users.

Since the MBTI-CF does not have to estimate the user similarities of all the users,
the computation of user-to-user similarities is reduced linearly. Therefore, building the
neighborhood using the MBTI improves the scalability.
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4.5 Result Analysis

The results of the experiments show that the scalability problem in the existing CF is
relieved in the MBTI-CF. Also, the performance of the MBTI-CF is more stable than
that of the existing CF. But the performance of the MBTI-CF is less accurate than that
of the classic CF.

This is because there was a tradeoff between the accuracy and the scalability.
Grouping users by the MBTI could exclude a user who rated most similarly to the user
from the neighborhood. However, the scalability is improved since the number of
similarities that has to be computed is reduced.

The result of the second experiment shows that the performance of the MBTI-CF is
stable whether the user is the new user or not. Since we can identify the new user’s
neighborhood by his MBTI type, we can solve the data sparsity problem.

5 Conclusion

A large number of the Webtoon contents has caused difficulties to find relevant
Webtoons for users. Thus, we need a systematic process to recommend the users a
suitable Webtoon. We propose recommendation system using collaborative filtering
since collaborative filtering works without external data and performs high perfor-
mance. However the collaborative filtering has two fundamental problems: the data
sparsity problem, the scalability problem. In addition, the existing recommendation
systems for the Webtoons have difficulties with reflecting users’ personality.

In this paper, we proposed the MBTI-CF to solve the data sparsity problem and the
scalability problem by building personality-based neighborhood using the MBTI per-
sonality type. Also, the MBTI-CF reflects users’ personalities.

In order to verify the improvement of the proposed method, we conducted survey
of anonymous internet users to collect Webtoons ratings. The three experiments have
shown that MBTI-CF provides improvement in terms of the data sparsity problem and
the scalability problem. Also, the proposed method offers more stable performance.

In the future work, we will conduct testing of the proposed method with more
datasets and understand further about the performance of the MBTI-CF. The MBTI-CF
presents a more stable performance than the existing CF, but shows a slight lower
performance on average performance. Therefore, we will find solutions to improve the
performance of the MBTI-CF.
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Abstract. Information collected from the social network is recently
used to improve a performance of recommender systems to an individual
user or a group. During selecting the items among the group members,
the relationships (e.g., position, dependency, and the strength of the
social ties) often has an important role than the individual preference in
the group. Hence, we propose a novel recommendation method based on
social affinity between two users. This recommendation method consists
of (i) the similarity calculation between movies based on weighted fea-
ture, (ii) the generation of initial affinity network graph, and (iii) the
computation of user’s affinity to group based on the graph. Experimental
results on synthetic dataset show that our proposed method can discover
social affinities efficiently.

Keywords: Social affinity · Similarity · Weighted features · Group
recommender system

1 Introduction

In this work, we focus on social interactions among users. People often resort
to friends in their social networks for advice before purchasing a product or
consuming a service [1]. The information collected from the social network is
recently used to improve a performance of recommender systems to an individual
user or a group.

Since these studies do not consider the real situations, we want to show a
typical scenario. Suppose that there are two couples who try to select the best
movies for watching. While the first couple has usually chosen the movies which
a girl friend has preferred, the second couple has selected the movies which both
have preferred as much as possible. Thus, during selecting the items among the
group members, the relationships (e.g., position, dependency, and the strength
of the social ties) often has an important role than the individual preference in
the group.
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Hence, we propose the novel recommendation method based on social affinity
between two users. Particularly, the similarity calculation among items, weight
of item feature based on TF-IDF, and the graph based method are exploited to
get the affinities among users who have not watched the movie together.

2 Related Work

Online social networks present new opportunities as to further improve the accu-
racy of recommender systems. In real life, people often resort to friends in their
social networks for advice before purchasing a product or consuming a service
[1]. Hence, some systems use the social information such as trust, and relation
between users to improve the performance of recommender systems. Yang et al.
[2] focused the “Friends Circles” which refines the domain-oblivious “Friends”
concept. To influence the multiple domain specific, they proposed circle-based
recommender system using the trust circles. Ma at el. introduced a Social recom-
mendation (SoRec) model to adapted the social trust in recommender system in
[3]. They used the directional concepts which are defined as an out degree (i.e.,
the number of users who a target user follows/trusts) and an in degree (i.e.,
the number of users who follow/trust target user). Jamali and Ester proposed a
matrix factorization based approach for recommendation in social networks [4].
They incorporated the mechanism of trust propagation into a social model. For
this mechanism, the model extracts a transitivity of trust in social network, as
the dependence of a user on the direct neighbors. It can propagate to make a
user’s feature vector dependent on possibly all users in the network with decaying
weights for more distant users.

Most work on recommender systems focus on the recommendation items to
individual users. For instance, they may select a book for a particular user to read
based on a model of that users preferences in the past [5]. However, we should
consider the recommendation to group in many real recommendations such as a
music of gym or health center, a TV program sequence for family, a travel des-
tination with friends, and a good restaurant for colleagues to have a lunch, and
so on. Some researches focused the aggregation of the individual preferences or
other information for group. Masthoff [6] summarized eleven aggregation strate-
gies of the individual user’s likes and dislikes inspired by social choice theory,
such as average, multiplicative, least miserty, fairness, and so on. Amer-Yahia
et al. [7] proposed a recommender that aggregates preference of members based
on member’s relevance to create the recommendation for group. Then, they ana-
lyzed the preference disagreements between pairs of individuals and employed
to rank the recommended list. Additionally, Kim et al. [8] taken into account
both the effectiveness and the satisfaction of individual members to group rec-
ommendation. Their system generates a recommended book list and removes an
irrelevant items in order to improve satisfaction of individual members. Finally,
Quijano-Sanchez et al. [9] adopted the users’ personality in the group and the
trust of connections among members as the factors which improve a prediction
accuracy of group’s rating.



Social Affinity-Based Group Recommender System 113

However, these recommender systems do not consider important factor which
is called “affinity” such as position, leverage, and relationship in real world,
like previous mention. In other words, it is the affinity of users about group.
Furthermore, these need the preference of individual users to aggregate into
group’s preference. While, our method use item’s features and history instead
of it to calculate the affinity between two users. Also, this method can get the
affinity based on graph, even though users had not watched the movie together.

3 Measuring Social Affinity Between Two Users

In this section, we describe the initial social affinity calculation to generate the
social affinity network graph. It is divided by the calculation of the weighted
feature to similarity, computation of the movie similarity, and the generation of
affinity between two users based on the movie similarity.

3.1 Movie Features and Preprocessing

Before the similarity calculation, we account the used movie features in this
paper. Debnath et al. [10] defined the distance of the 13 movie features which
are served by IMDB1. Also, they analyzed the importance degree of features to
choose the movie by users based on a linear regression equations. However, they
supposed that a director feature has one people and equally applied the analysis
results to all users. In case of both “Dumb and Dumber To” and “Crazy, Stupid,
Love.”, these movies had two directors. Besides, the same value inappropriate to
all users. Therefore, we need to modify the features as following Table 1. Also,
we have to use the novel weight calculation method which differently creates the
weights according to users based on the basic idea of TF-IDF. In this paper, we
use the 7 features such as release, rating, director, genre, leading actor, country,
and leading actor, country, language (note that used rating is collected by the
IMDB and the leading actors extracted from the Naver movie2).

To analysis the similarity between movies, many methods are studied. We
adopt the Jaccard’s, Overlap coefficient, and Euclidean distance as the similarity
measure. We need to transform the feature values into terms, because former two
methods use a common ground between two set, we use the TF-IDF to create
the weight of each feature, and we avoid a duplication among features (e.g.,
D Seth MacFarlane, LA Seth MacFarlane). Also, we apply prior Table 1 to the
Euclidean distance.

3.2 Weighted Feature Based on TF-IDF

Above-mentioned weighted features which is studied by Debnath is not perfect to
users group in aspects of personalization. Hence, we propose the method which
1 IMDB, http://www.imdb.com
2 NAVER MOVIE, http://movie.naver.com/

http://www.imdb.com
http://movie.naver.com/
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Table 1. Features used in movie recommendation

Feature Type Cardinality Distance measure

Release Year YYYY (300 − |Y1 − Y2|)/300

Rating Float (0 – 10) (10 − |R1 − R2|)/10

Director (String)* (< name >)∗ (|D1 ∩ D2|)/Dmax

Genre (String)* (< genre >)∗ (|G1 ∩ G2|)/Gmax

Leading actor (String)* (< name >)∗ (|LA1 ∩ LA2|)/LAmax

Country (String)* (< country >)∗ (|C1 ∩ C2|)/Cmax

Language (String)* (< language >)∗ (|L1 ∩ L2|)/Lmax

calculate the weight of feature based on TF-IDF. The TFIDF, short for term
frequency inverse document frequency, is a numerical statistic that is intended
to reflect how important a word is to a document in a collection or corpus. The
term frequency express the importance degree in a target document. While, the
inverse document frequency is a measure of how much information the word
provides, that is, whether the term is common or rare across all documents [11].
To use it in creation of feature’s weight, we need some basic defines and setting.

Target document(d) is a set of the feature values about movies which are seen
together by both users.
Document set(D) represent the sets of the feature values of movies which are
watched by each users.
Term(t) appear terms (the feature value of movies) in the Target document(d).

Next, we describe the proposed weight calculation method using prior exam-
ple which is the movie history between “Fames” and “John”. In this case, the d
and t is an enumeration of the feature values both “Interstellar” with “The Wolf
of Wall Street” movie and the it’s terms, respectively. Also, the D include the
movies (“Inception”, “The Dark Knight”, “Dumb and Dumber To”, “Ted”, “The
Mask”, and “Crazy, Stupid, Love.”) as documents. We use the “raw frequency”
as TF weighting scheme and TF-IDF integration method as Definition 1. The
different with basic TF-IDF is square of the TF part. The document which is
set by use in this domain is different with normal documents, because it is a list
of feature value. Therefore, the count of term in the document d is very small.
However, if the movies which is watched together between two users have the
same feature values, it have to deal with as very importance point to them. To
reflect this actual state, we adopt the square of TF in this study. Also, λi is
normalization constant of each feature. This weight is combined with coefficient
(or distance) of each feature to calculate the similarity between two movies.

Definition 1 (TF-IDF for Feature Weight). Let d ∈ D and f ∈ Feature,
given term t ∈ d. The weight between two users based on TF-IDF is defined as
follows:
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tf(t, d) = ft,d, idf(t,D) = log
N

1 + |{d ∈ D : t ∈ d}| , (1)

tf idf(t, d,D) = tf(t, d)2 × idf(t,D), (2)

weight(James, John) = λf × tf idf(t, d,D). (3)

3.3 Movie Similarity Based on the Weighted Feature

Previously, we refer to the used the similarity calculation methods between two
movies such as Jaccard’s coefficient, Overlap coefficient, Euclidean distance. In
this chapter, we respectively show these process through one part in prior movie
history.

Jaccard’s and Overlap create the similarity based on a common attribute
like Definition 2. Also, Euclidean method uses the definitions in Table 1. These
methods are applied to eachfeature as Definition 3. In the next section, this
similarity is altered to the affinity between two users.

Definition 2 (Jaccard’s and Overlap coefficient). The similarity using the
Jaccard’s and Overlap coefficient between two movies is defined as follows:

jaccrard(a, b) =
Na∩b

Na∪b
, (4)

overlap(a, b) =
Na∩b

Min(Na, Nb)
, (5)

Euclidean(a, b) = Distance(a, b) in the Table 1. (6)

Definition 3 (Similarity between two movies). Let d ∈ D, the wf , sf are
the weight based on TF-IDF and the similarity which is obtained by Jaccard’s
coefficient (or Overlap, Euclidean), respectively. Also, the f is 7 as the number
of the features. The similarity between two movies is integrated with weight by
definition as follows:

Similarity(wf , sf ) =
∑

wf × sf , f ∈ Features. (7)

3.4 Social Affinity Based on Movie Similarity

Until now, we calculate the similarity through six methods used both the similar-
ity measures such as Jaccard’s, Overlap coefficient, and Euclidean Distance with
the weighted features. The social information in our recommender system is the
affinity between two users in case of the view movie together them. To adopt it in
recommendation, we need to transform the similarities as the affinities between
two users int Definition 4.
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Definition 4 (Affinity between two users). Let user A and B is the target
users. Also, the k of MA and the l of MB appear the movie lists which are
watched by user A and B, respectively. The m of MC expresses the list of movies
which are viewed by them together. In this case, the affinity between A and B is
created by the similarity which is obtained in presence as follows (we mark the
Definition 3 into sim() and affinity() into affi() by the limitation of length):

affi(A,B) =

⎧⎨
⎩

∑i=k,j=m
i,j=1 sim(MAi,MCj)/k

∑i=k,j=m
i,j=1 sim(MAi,MCj)/k+

∑i=l,j=m
i,j=1 sim(MBi,MCj)/l

if m �= 0,

0.5 if m = 0.

(8)

4 Exploiting Social Affinity Graph to Group
Recommendation

In this section, we account the recommendation of group through the request.
Firstly, we introduce the calculation of social affinity between two users based
on the social affinity graph. Then, the computation of the user’s social affinity
to group. Finally, we show the process of the proposed SAGRS.

4.1 Social Affinity Between Two Users on the Network Graph

Several existing work try to improve the performance of recommender system
based on social information. Jiaming and Wesley [12] proved the effect of “Imme-
diate Friend” (i.e., the friends who are directly connected in social network) and
“Distant Friend” (i.e., the friends who have the indirect connection such as two
or three hop in social network) in recommendation. Ma et al. applied the con-
cepts “Follower” and “Leader” in recommender system [3]. In this paper, we
reflect these concepts to generate the affinity between two users who watch the
movie together or not.

1. Proposed affinity has the direction between two users as the concept
“Follower” and “Leader”,

2. The multiple hop include the “Immediate friend” and “Distance friend” in
the social affinity network.

To describe a using reason of this concept, a simple scenario is shown as
follows:

“Robert” and “John” had watched the movies with “Patricia” and “James”,
respectively. In this case, “James” can look for advice by “Robert” and
“John” to see the movie with “Patricia”.

That is, user can refer the hints of his/her friends to the preference of target
user, even though he/she doesn’t have experience which look the movie together.
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To understand this situation, we add some suppositions into this scenario. When
“James” watch with “John”, he has a effect to “John”, and “John” has the sim-
ilar affinity with “Patricia”. Besides, “James” has alike influence with “Robert”,
and “Robert” has a big leverage to “Patricia”. In this case, we can expect that
the affinity of “James” is bigger than “Patricia”. Likewise, we can obtain the
information about the affinity from indirect connection, even though between
user are not directly connected. To consider this point into recommendation, we
express the affinity among users into graph. The vertex of graph appears the
user, and it’s edges have direction as the affinity of user pair. Also, “James”
is indirectly connected with “Patricia” and this connection is called “two hop”.
Then, the affinity between two users is calculated by Definition 5. It is comprised
of the creation of affinity and normalization.

Definition 5 (Affinity Formula for Recommendation). Let H is the max-
imum number of indirect connection in the affinity network graph, and P is the
number of path in each hop such as one hop, two hop, three hop. The affinity for
recommendation is defined as follows:

affinity(A,B) = affi(A,B) +
H∑

h=2

P∑
p=1

(product(aff1, ..., affh)/P ), (9)

Affinity(A,B) =
affinity(A,B)

affinity(A,B) + affinity(B,A)
. (10)

We can get the “Affinity” between “James” and “Patricia” using the Affini-
ties of indirect connections (i.e., two hop about “James, John, and Patricia” and
“James, Robert, and Patricia”, three hop about “James, Mary, Michael, and
Patricia”. This affinity is calculated by the follows formula.

In the affinity, First term express the initial affinity about direct connection,
and Second and third term appear the indirect connection as two and three hop,
respectively. Particularly, Second term which is a multiply between two affinities
regular bigger than third which is a product of three values, because the rage
of used figures less than or equal to 1. It can be larger an influence of near
connection than a far connection.

4.2 Social Affinity of the Users to Group

Until now, we explain the generation of initial affinity graph based on the affin-
ity between two users who had watched the movie together. Additionally, we
introduce the calculation of the affinity between users who had not watched the
movie together based on the indirect connection in the affinity graph. We note
that It use the values in the initial affinity graph. To answer our third research
question, from now on we describe the member’s affinity computation method
to group which has three or more users. For this method, we use the case of
the group which has members such as James, John, Patricia, and Robert. It
appears the affinities which are calculated by the indirect connection among
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group members. Also, the affinities nearby an user express the affinities of the
user about the others.

In this case, we can consider several methods which get the affinity of users
to group such as average, product, and so on. However, the information of high
affinity can dilute in the integration methods. Therefore, we adopt the maximum
method which used the largest value as the user’s affinity about the group which
is processed as follows:

1. a maximum affinity and an applicable user is found,
2. the affinities relate to the user is removed,
3. process 1, 2 are repeated before a final user,
4. the affinity of the final user is allocated as the affinity about an user of the

previous step,
5. all affinities are normalized to group.

“Robert” who has large affinities about the others has higher affinity to group
than other users as 0.333. While, In the case of the “John” and “Patricia”, they
relatively have low affinity to group. It show the propriety of our method in the
example. Until now, we get the affinity of users to group based on the affinity
between users. In next section, we explain the proposed SAGRS based on the
previous definitions.

4.3 Recommendation Based on the Social Affinity

The SAGRS is comprised of three parts:

1. In the case of the input users movie history, this information is transformed
and saved to database in the preprocessing step. The transformation makes
the terms about the feature values of the movies to calculate the weighted
based similarity. The values is served by IMDB and Naver movie. We skip
the detail description of this part, because it is explained in Sect. 3.

2. Initial affinity graph is generated based on the user’s movie history. It not
influences in the aspects of the recommendation time, because it can be
processed in idle time. Alike the preprocessing part, it is introduced in Sect. 3.
Therefore, we show the simple order of this part.

3. In the recommendation part, the movie list is generated to recommendation
through the request of users. Firstly, the affinities of the users who are belong
to the request group are computed by the initial affinity graph. Secondly, the
affinities of users to group are created by these. Finally, these are applied the
recommendation for the group. It’s detail context is described in the next
section.

Social Affinity Based Group Movie Recommendation. The first, second
part are process in the idle time. While, third part is started by the recommen-
dation request of the users. This structure makes to reduce the response time of
recommendation. From now on, we explain the steps of third part as:
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1. The users who request the movie list are found in the graph.
2. The affinities of the pair users in the group are calculated by indirect connec-

tion in the graph.
3. The affinities of each user are computed about the group.
4. The movie lists are created by similarity to each user.
5. The user’s affinities are integrated with the similarities of the movie lists as

values to one movie list.
6. The list is ranked by the unified values, and a top n movies are recommended

to the group.

Because the others are described in the previous sections, we want to explain
steps 4, 5, and 6. Firstly, the movie lists for each user are obtained by the
similarity of the overlap coefficient between the user’s movie history and the novel
movies, because the similarity of overlap properly expresses the affinity between
two users than the others. Then, the product of movie similarities and the affinity
of user are unified as one movie list to the top N movie recommendation.

5 Experiment

To evaluate the proposed SAGRS, we create the virtual users and movie history
in this section. Firstly, the users are divided by three groups (i.e., group A is
very certain, group B is certain, and group C is uncertain) based on the degree
of obviousness. Hence, we generate the 18 users and distribute users into three
groups. Also, the characteristics of users who belong to group A and B are set.
The 100 movies of which the feature information is collected from the IMDB and
the Naver movie as the 7 features such as release, rating, director, genre, leading
actor, country, and language. Then, these are allocated as 7 to 10 movies into
per user, because the movie which are watched together is overlap. Also, we use
the graph which are made by the virtual movie history. The users of the group
A are appeared by black circle and white name as a vertex in the graph. The
users of the group B, C are expressed by the gray circle and the white circle as
black name, respectively. The average and standard deviation of the virtual data
result among group A, B, C are shown in Table 2. In this result, the proposed
method which use the affinity between users is effective, because it is natural as
our setting (i.e., the affinity of the group A bigger than group B, the group B
larger than the group C).

Table 2. The affinities of the result among groups

Groups Average of affinity Groups Average of affinity Standard deviation

A to B 0.531 B to A 0.469 0.022

B to C 0.580 C to B 0.420 0.035

A to C 0.584 C to A 0.416 0.055
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6 Conclusions and Future Work

The existing works adopted the friends information of user in online social net-
works to recommender system. In this paper, we propose the method which use
the affinity between users based on the movie watching history among users.
Besides, it can operate without the user’s rating or other profile information.
Also, we show the validation of the method using the virtual users and movie
watching history.
However, the limitations of this study are as follows:

1. We need to test on the more large user set instead of the only 18 users.
2. We have to create the virtual network which reflect the real world based on

the normal theory such as scale-free network, small wold network, and random
network.

3. The various networks based on the theories are tested about the range of the
used indirect connection (i.e., mutiple hop) in the aspects of the data sparsity.

4. Above all, our method needs the revaluation using the survey of user, because
the experiment is progressed on the virtual data which are the users and movie
history of three group based on the degree of obviousness.

Hence, we plan to construct the real system which connect to Facebook3 based on
the proposed SAGRS. Through the it’s service, we can analyze the performance
of the our system such as satisfaction, usefulness, response time, and so on.
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Abstract. In this paper, we propose a new traffic system recommenda-
tion based on support real-time flows in highly unpredictable sensor net-
work environments. The approach system is real-time recommendation
system which meet various demands of users. The proposed algorithm
include two phases. First phase is proposed to deal with the real-time
problem. By this way, the drivers are able to transfer on the way with the
shortest-time. For second phase, a research algorithm based on Depth
First Search (DFS) algorithm will recommend the paths which meet
demands of drivers based their context such as the paths with include
the famous landscapes or the paths where they can find out good restau-
rants for their break while driving.

Keywords: Recommendation system · Sensor network · DFS algorithm

1 Introduction

With growth rate of world population, vehicular traffic is also increasing tremen-
dously, especially in urban areas. This result affects directly to economies, human
health, and environment because of huge traffic congestion. An effective solution
is necessary to deal with this vehicular traffic problem. Wireless sensor net-
work (WSN) based intelligent transportation systems (ITS) have emerged as an
effective technology for management vehicular traffic since their low cost, flex-
ibility of deployment and ease to maintains. There have been many studies on
WSN technology to improve the circulation of vehicles. In [1], it has provided
an innovative Wireless Sensor Network for traffic safety measurements. Liang [2]
has used WSN to detect traffic flow. The simulation shows that the sensor nodes
provide average detection rate of above 90 percent. On other hands, some papers
focus on using sensor to monitor vehicular traffic. In [3], Li, X. et al. indicate
that Vehicle-based sensor can be used for traffic monitoring. The performance
evaluation shows that traffic congestion will be reduced.

Recommendation System is proposed as one of the effective solutions for
traffic management. Recommendation systems are a subclass of information fil-
tering system that seek to predict the ‘rating’ or ‘preference’ that a user would
give to an item [4]. It has become extremely common in recent years, and are
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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applied in a variety of applications. The most popular ones are probably movies,
music, news, books, research articles, search queries, social tags, and products
in general... In [5], Phanich et al. introduced a Food Recommendation System
(FRS) which recommend the proper substituted foods in the context of nutri-
tion and food characteristic. For the music application, Soo-Hyun et al. in [6]
proposed a new recommendation system for public places based on sensor net-
work, the system will play a music which best matches the current situation such
as the number of people, season, weather and time in public places. Otherwise,
there have been some studies using recommendation system to deal with traf-
fic problem. Wang, H. et al. in [7] developed a real-time route recommendation
system. They indicated that using route recommendation system can not help
control traffic jam since it always recommend the same route for users while
traffic flow are always changing. Recommendation Systems are designed broadly
in tourism. Long, L. et al. in [8] is also proposed a novel recommendation system
to provide self-drive tourist with real-time personalized route recommendation.
Meehan et al. in [9] proposed context-aware intelligent recommendation system
for tourism, their system is a hybrid based recommendation approach made up
of collaborative filtering, content based recommendation and demographic pro-
filing. Otherwise, Patcharee and Anongnart in [10] presented the personalized
recommendation system for e-tourism by using statistic technique base on Bayes
Theorem to analyze user behaviors and recommend trips to specific users.

In this paper, we propose a traffic recommendation system based on wireless
sensor network for users who want to find out a suitable path to theirs desti-
nation. There have been some studies using recommendation system for traffic
traveling problem, but they do not focus on traffic congestion. In this paper,
the approach system is a real-time system, this thing not only recommend for
users the paths to save their time but also meet theirs demand at that time
since drivers are not always want to find a short-path, sometimes they want to
enjoy theirs travel during driving. The proposed recommendation system works
based on contexts of vehicular traffic. In this paper, we assume the context that
the drivers on the road network usually prefer to transfer on the paths with the
shortest-time, famous landscapes and good restaurants... The approach system
will recommend the paths which include the most place names with taking as
little time as possible for users.

The main contributions of this paper include: (1) The proposed system based
on wireless sensor network which are flexible deployment and ease to manage-
ment. (2) Since the proposed system is a real-time system, it is able to control
traffic jam as well as recommend for users the best routes. (3) The proposed
system is not only provide for users the shortest-time paths to save their time
but also recommend for them the suitable paths to make their routes become
more interesting based on their favorite. The remaining parts of this paper are
organized as follows. In Sect. 2, The system architecture of the proposed system
is presented. The detailed algorithms of the approach system are proposed in
Sect. 3. We make a discussion by give out an example to evaluate the effective-
ness of our system in Sect. 4. Finally, we conclude this paper as well as point out
some problems for future work in the last section.
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2 System Architecture

This section describes the architecture of proposed traffic recommendation sys-
tem based on wireless sensor network. The architecture of system is shown in
the Fig. 1. As shown in the figure, the proposed system includes Road Network
which created by many nodes and edges between nodes in the map, a Host
Server analysis information and recommend lists for users. The process of pro-
posed system works as follows: User will send request to Host Server, and then
Host Server collects information from the request of user and data of Road Map
to analysis and return back a suitable recommendation list to user.

Road Network consists sensor nodes which located in cars and sensor nodes
which located fixedly in the public places where people coming and going fre-
quently. As shown in Fig. 2, Road Network consists nodes which presented as
sensor nodes and edges which are distance between two nodes. The sensor nodes
can be located in public places which up to the specification geography of each
areas, they may be located in popular places such as place names or famous
restaurants... and they all are managed by Host Server. When user send request,
sensor node which located in car transmit sensed information (the destination,
the latitude and longitude of the car..), sink node collects and transmit sensed
information to Host Server. By this way, Host Server collects all sensed informa-
tion to find out the suitable paths by proposed recommendation algorithms.

The proposed algorithm is real-time recommendation system, it can be solved
the problem which finding the shortest path between nodes. Since traffic flow is
always changed every time, the shortest distance sometimes is not the shortest
time, it is up to the traffic congestion at that time. The system will recommend
the shortest time for user based on their speed and distance from source to

Fig. 1. System architecture
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Fig. 2. Road network

destination of user. Moreover, drivers sometimes do not want to the shortest
time paths. In some cases, they like to drive on the path which include famous
landscapes or they want to enjoy their meal in a good restaurant for their break
during driving. The proposed algorithm will recommend the suitable path based
on the context of traffic network. Since the road network is developed based on
sensor network, we can see the sensor network structure as the graph structure
which the vertexes are nodes, the edges are the links of two neighboring nodes.
By this way, the recommendation algorithm is transform to graph coloring algo-
rithm. Detail of the proposed algorithm will be introduced in next section.

3 The Proposed Algorithm for Context-Based Traffic
Recommendation System

To solve with the approach problem, the proposed system is divided into two
phases. First phase is proposed to estimate the time to drive between two nodes
to deal with real-time problem. Second phase is the recommendation algorithm
to recommend the paths from source to destination which meet user’s demands
based on their context.

3.1 Phase 1: Estimate the Time Between Two Nodes

Since traffic flow is always changing, the shortest distance is not mean we can
reach the destination with shortest time. By this way, in first phase, we estimate
the time to transfer between nodes. The time to move from node A to node B
(in case there is an edge between Node A and Node B) can be calculated as:

tA,B =
sA,B

vA,B
(1)
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in Eq. (1), s is the distance between node A and node B, v is the average speed
of vehicular traffic transferring on the way from node A to node B at that time.
Thus, we are able to estimate the total time that the drivers need to take from
source to destination for their route. It is noticeable that if the traffic flow is
high, the average speed of vehicles will be low, so it takes more time to transfer
from node A to node B.

3.2 Phase 2: Recommendation Algorithm

In this phase, we propose the algorithm to recommend the suitable paths for
users. The outputs are different based on the contexts of vehicular traffic on the
road network.

Data: Source S; Destination D, Adjacency Matrix A, Set of Node N.
Result: Set of Paths P from S to D
initialization;
if S==D then

Print Path (P[S]); // Print out the path from S to D
else

marked S; // marked the Node S we already passed
for each U of set N do

if U ∈ AS then
if U is not marked then

marked U;
Put U in P; //get node U in the path
Recall DFS(U,A,D); // recursion method
Unmarked U; //unmarked for Node U
Put U out P;

end

end

end

end
Algorithm 1. Search Algorithm

The process of the proposed algorithm is given as follows: (1) first, we trans-
form the system model into undirected graph G(N,E) with N is set of Nodes and
E is set of Edges between neighboring nodes. The weigh of edge between two
neighboring nodes is the time that we computed in Eq. (1). (2) in second step, we
based on Depth-First Search (DFS) algorithm to find out the paths from Source
S to Destination D as shown in Algorithm1, A is Adjacency Matrix of network
which are computed based on sensed information from sensor nodes. (3) the
system will collect and analysis information from results of Phase 1 and Algo-
rithm1 to compute and synthesize the paths as much as possible from Source
to Destination of user (detail in Algorithm2). (4) Based on context of users, the
system will return back the recommendation list of paths for user (Algorithm 3).
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Data: Set of Paths P from S to D
Set of Time T between 2 node
R, L the set of specific of Nodes
Result: List Data of Paths P
initialization;
Rr[]; Ll[];
for each p of P do

for each V of p do
Totaltime = TV + TV+1 ; if V ∈ R then

put V ∈ Rr;
else

if V ∈ L then
Put V ∈ Ll;

end

end

end

end
Algorithm 2. The data of paths from Source to Destination

Data: Set of Paths P from S to D
Set of Time T between 2 node
t,r,l are contexts of users
Result: List Data of Paths P
initialization;
for each path p of paths P do

if p ∈ t then
if p ∈ r then

if p ∈ l then
print(p);

end

end

end

end
Algorithm 3. Recommendation algorithms

4 Discussion

To estimate the effectiveness of the proposed system, we give an example for
our recommendation system. The system parameters are shown in Fig. 3. For
instance, the distance between Node 1 and Node 2 is 7 km, and the car transfers
on this way with speed 40 km/h at that time. To estimate correctly, we assume
at least one taxi driving between nodes at that time (in case more taxi driving
in the same route, we will compute by their averaged speed).

By get information from taxi driving reports,we are able to compute the time
to transfer among nodes (1,2,3,4....11) based on their speed and distance between
nodes as shown in Fig. 4. Notice that these traffic information has few minutes
delay, we treat these information as the approximate real-time traffic condition.
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Fig. 3. System model for example

Fig. 4. Example: estimate the time (h) between neighboring nodes

After using phase 1, search algorithm will find out as much as possible the
paths from source to destination as well as their data as shown in Table 1. It is
up to the context of users, the Recommendation List shows the suitable paths
to recommend for users. In this paper, we assume the contexts of users are the
shortest-time driving, the famous landscapes and the restaurants.
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Table 1. Example: the data of paths from source to destination

Path Total time Famous Landscapes Restaurants

1-2-3-4-8-9-10-7-11 1.2086 3 7;9

1-2-3-4-8-9-10-11 1.035 3 7

1-2-3-4-8-10-7-11 1.128 3 7

1-2-3-4-9-8-10-7-11 1.108 3 7;9

1-2-3-4-9-10-7-11 0.935 3 7;9

1-2-3-5-6-11 0.73 3;5

1-2-3-7-10-11 0.835 3 7

1-2-3-7-11 0.688 3 7

1-2-5-3-4-8-9-10-7-11 1.343 3;5 7;9

1-2-5-3-4-8-9-10-11 1.17 3 9

1-2-5-3-4-8-10-7-11 1.238 3 7

1-2-5-3-4-9-8-10-7-11 1.483 3;5 7;9

1-2-5-3-4-9-10-7-11 1.263 3;5 7;9

1-2-5-3-4-9-10-11 1.09 3;5 9

1-2-5-3-7-10-11 0.97 3;5 7

1-2-5-3-7-11 0.823 3;5 7

1-2-5-6-11 0.625 5

1-4-3-2-5-6-11 0.87 3;5

1-4-3-5-6-11 0.655 3;5

1-4-3-7-10-11 0.76 3 7

1-4-3-7-11 0.613 3 7

1-4-8-9-10-7-3-2-5-6-11 1.43 3;5 7;9

1-4-8-9-10-7-3-5-6-11 1.195 3;5 7;9

1-4-8-9-10-7-11 0.933 7;9

1-4-8-9-10-11 0.76 4;9

1-4-8-9-10-11 0.76 4;9

1-4-8-10-7-3-2-5-6-11 1.37 3;5 7

1-4-8-10-7-3-5-6-11 1.155 3;5 7;9

1-4-8-10-7-11 0.873 7

1-4-8-10-11 0.7

1-4-9-8-10-7-3-2-5-6-11 1.57 3;5 7;9

1-4-9-8-10-7-3-5-6-11 1.355 3;5 7;9

1-4-9-8-10-7-11 0.993 7;9

1-4-9-8-10-11 0.82 9

1-4-9-10-7-3-2-5-6-11 1.35 3;5 7;9

1-4-9-10-7-3-5-6-11 1.135 3;5 7;9

1-4-9-10-7-11 0.853 7;9

1-4-9-10-11 0.68 9
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Table 2. Example: recommendation list for user

Route Path Total time (h) Distance (km)

1 1-4-3-7-11 0.613 26

2 1-2-5-6-11 0.625 25

3 1-4-3-5-6-11 0.655 30

4 1-4-9-10-11 0.68 34

5 1-4-9-10-7-11 0.853 38

As result which is showed in Table 2, the system will recommend a list of
paths which based on the context of users transferring in the road network. For
instance, the routes are the path with the shortest-time, the paths obtain place
names such as landscapes and restaurants with short-time driving, respectively.

5 Conclusion and Future Work

Recent years, the flow traffic problem become more serious because of the poten-
tial growth of vehicles. In this paper, we introduce a context-based traffic real-time
recommendation system based on wireless sensor network. First, we estimates the
real-time of user which is able to take for their route. Then, we recommend for
user the recommend list paths which suitable for their demands by using graph
coloring algorithm. This system will bring more benefit for user since it is not only
recommend the paths which saving their time, but also introduce the paths which
meets their specific preferences.

In this study, we give an example to estimate the effective of the proposed sys-
tem. The implementation as an experiment environment and evaluated through
real participants are considered as future work. Moreover, the context of users
could be added more information such as weather, period to recommend more
effective to users.
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Abstract. A lot of users and large amount of information have been
posted and shared through on-line systems. User timeline and interest are
important features on recommendation systems (e.g., user likes watching
action movies in the morning, and likes watching drama movies in the
afternoon however he/she likes watching thriller movies in the evening)
and also on social network. There are some recommendation applications
have been developed on social network to support users selecting what
kind of wanted items based on user timeline and interest. However, there
is not any approaches based on user timeline and interest have been
proposed that user interest have been separated into partitions of user
interest. Thus, a recommendation mechanism will be applied on social
networks based on extracting user timeline and user interest that is nec-
essary. In this paper, we propose a new approach that user interest will
be determined on a set of time partitions.

Keywords: Recommendation systems · Context · User timeline · User
interest

1 Introduction

Nowadays, social networking sites (SNS) are good choice to post and share what
on their mind is, what they did or their plan to group, community and the
world. The data on SNS is growing rapidly as Big Data. There are many appli-
cations have been developed on SNS by using social metadata. Recommendation
technique is being suitable approach for e-commercial systems. It helps users to
overcome the overload information on the web. User is suggested related items
that it predicts that they will be interested in. On the social network, these sug-
gestions can be shared to other people who is in the group (e.g., friends, family)
or community.

User context contains a set of particular situations that user interact with the
system. Context-based recommendation is an approach to improve user satisfac-
tion in particular context. Thus, the context extraction is an important task to
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understand user activities on the systems. In previous work, we have proposed a
context-based recommendation approach based on social context. However, we
did not mention about the partitions of time. We just considered time feature
as watched history [1].

We consider the following table:

Table 1. User-item model

Titanic Ghost rider Apollo 13 Spider man Frozen Lion King

u1 5 4 3

u2 5 3

u3 5 5

u4 5 4

Table 1 shows user-item model. In traditional collaborative filtering, we just
measure the similarity between two users to find potential movies to recommend.
However, if considering user watched history as timeline and time is separated
into partitions. We have the table as follows:

Table 2. User model in partitions of day

Morning Afternoon Evening

u1 (“Titanic”, 5, t11) (“Spider man”, 3, t12) (“Ghost rider”, 4, t13)

u2 (“Apollo 13”, 3, t21) (“Titanic”, 5, t22)

u3 (“Frozen”, 5, t31) (“Spider man”, 5, t32)

u4 (“Frozen”, 5, t41),
(“Lion King”, 4, t42)

Table 2 shows a description about user model in partition of day. The day is
separated by three partitions, morning, afternoon and evening. Each partition
shows a set of movies that each user watched, movie rating and watched time,
respectively. Each movie is described by title, a list of genres, director, a list
of actors and auxiliary information such as country, language, runtime, and so
on. User can rate movie from 1 to 5. Watched time identifies time that user
begin watching movie. Making the partition of time will measured by using this
parameter. The table has 4 users u1, u2, u3, u4. In this example, user u1 has
watched three movies in his/her timeline. Based on watched time and partition
of day, we separated them into partitions, “Titanic” in the morning, “Spider
man” in the afternoon and “Ghost rider” in the evening. The key question is
how to apply collaborative filtering in this scenario.

Extracting user interest in a particular context is very necessary for recom-
mending a list of items that user may be interested in at any one moment. There
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are many approaches to construct user preference. However, user interest may be
change over time. Thus, the capturing them is a challenge in recommendation
systems. In order to face this problem, in this paper we propose a new app-
roach to determine user interest over time. In our approach, user interest will
be determined on a set of time partitions with a set of pair item attribute and
value.

Therefore, we focus on two major tasks in this paper:

– Taking into account user interest in partitions of time
– Extending collaborative filtering approach based on them.

The outline of this paper is organized as follows. In Sect. 2, we represent
related work. In Sect. 3, we discuss about user timeline and user interest features
in social context and in recommendation systems and also present collaborative
filtering recommendation approach based on integrated user interest and par-
tition of time. Finally, in Sect. 4, we conclude our proposal and suggest future
work.

2 Related Work

Context-based recommendation systems try to improve user interest in particu-
lar context [2–6]. The contextual information has been exploited and applied to
improve the quality of recommendation systems and discussed by Adomavicius
et al. [2]. In [3] they introduced a new context-aware recommendation approach.
User profile has been splited into several possibly overlapping sub-profiles as
micro-profiling. Each profile represents users in particular contexts. However,
they have just focused on calculating the similarity based on user rating. A new
approach recommendation systems has been proposed in [5]. Braunhofer et al. [6]
has been proposed a new approach for recommendation task by selecting music
suited for a place of interest by using emotional tags and developed a mobile
application.

User profiling with temporal dynamics has been considered in this approach.
Another time-based approach has been proposed in [4,7,8]. Xiang et al. [4] try
to capture user preference over time. They focus on explicitly user profiling in
long-term and short-term preferences by using implicit datasets. In [7], they
proposed a new recommendation method based on time-framed user clustering
and association mining.

There are a lot of applications have been developed and posted on social net-
work including recommendation applications. A lot of users and large amount
of information have been posted and shared through social networks. The appli-
cations will be relied on these information to understand user interest to make
more better recommendation. In [9], they investigate the importance and useful-
ness of tag and time information for predicting users preference on social tagging
systems. Abel et al. [10] compare many different strategies for user profiling of
personalized recommendations in the social web based on the published Twitter
messages and try to understand it changing over time. In [11], a statistical user
interest models has been represented in social media.
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3 User Timeline and Interest-Based Collaborative
Filtering Recommendation Systems

In order to understand our approach, we denote as follows:

– U is a set of users
– I is a set of items
– A is a set of item attributes
– V is a set of attribute values
– R is a set of user ratings

Definition 1 (Recommendation Framework). Recommendation framework
on social network is defined as a tuple:

S = 〈U, I,R, T 〉
where, T is a timeline.

Definition 2 (Partition of Time). Partition of time is defined as follows:

P = {(t1, t2)|∀t1, t2 : (t2 − t1) ≥ λ}
In our approach, user timeline is separated into partitions of time, denoted

P , for example, in Table 2, P = {(4 : 00AM, 12 : 00AM), (12 : 01PM, 20 :
00PM), (20 : 01PM, 3 : 59AM)} and we can represent it as follows: P =
{morning, afternoon, evening}. In order to easy represent our example, we
denote: p1 ←− morning, p2 ←− afternoon, p3 ←− evening. Figure 1 shows
an illustration for partition of time.

Fig. 1. Partition of time for three users

Depending on each time partition, we collect a set of items for each user on
each partition. Each user partition contains a set of items that selected item
time belongs to the same time partition.
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Definition 3 (Partition of User). Given user u, the partition of user is
defined as follows:

Pu = {(i, r, t)p|∀p ∈ P, i ∈ I, r ∈ R : t ∈ T}

As Table 2, u1 watched three movies, each movie is in one partition. We have:
Pu1 = {(“Titanic”, 5, t11)p1 , (“Spider man”, 3, t12)p2 , (“Ghost rider”, 4, t13)p3}

Therefore, there is a set of items on partition p for all users will expressed as
follows:

p = {(u, i, r)|∀u ∈ U, i ∈ I, r ∈ R : i ∈ pu}
For example, in Table 2, we have:

p1 = {(u1,“Titanic”, 5), (u2, “Apollo 13”, 3), (u4,“Frozen”, 5), (u4,“Lion
King”, 4)}

p2 = {(u1, “Spider man”, 3), (u3, “Frozen”, 5)}
p3 = {(u1, “Ghost rider”, 4), (u2, “Titanic”, 5), (u3, “Spider man”, 5)}

3.1 User Timeline and User Interest

In the both social network and recommendation systems usually contain impor-
tant features, user timeline and user interest. Timeline feature is a collection user
interactions that is organized the following time feature. It is counted from first
login to system to now. It contains a set of time intervals including user contents.
For example, on Facebook, user timeline is grouped by year. We can see a set
of user events via month highlight. It expresses a lot of related information in
that month such as number of friends, number of photos and a list of posted
events. Another example on recommendation system as Facebook application
is proposed in [1], called my movie history. User timeline is represented one by
one for each movie. However, in this approach, we have not taken timeline into
account partition of times (i.e., time windows) and integrated interest of user.

Definition 4 (User Timeline). Timeline of user u, Tu, is defined as follows:

Tu = {t|t ∈ T : t1 < t2,∀t1, t2 ∈ T}

User timeline establishes including user interactions that will help the system
to refine user profiling. In this approach, we try to extract user interest by using
pair of values, item attributes and attribute values. Item description contains
rich information to understand what user is interested in. For example, a certain
user has high watching frequency on “Steven Spielberg” movies in movie rec-
ommendation systems then we can predict that this user want to watch action
movies and be directed by this director. Thus, genre (e.g., action) and director
(e.g., Steven Spielberg) are dominant item attributes including values in this
case, respectively.
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Definition 5 (User Interest). User interest is a representation of dominant
values based on a set of item attributes and values. It is defined as follows:

UI = {(a, v, p)|a ∈ A, v ∈ V, p ∈ P : (a, v) ∈ Dom(u, Iu)}

where, Dom(u, Iu) is a function to find out which dominant values.

In this paper, user interest will be determined with partitions of time
(e.i.,time windows). The size of partition is defined depending on user context.
The Algorithm 1 shows process to extract the partition of user.

Algorithm 1. Extracting partition of user
T = user timeline
read λ
Pu ← ∅
P ← Partition (λ)
for all t ∈ T do

t1 ← t
if (t − t1) ≤ λ then

p ← (t1, t)
if p /∈ P then

P ← P ∪ p
end if
Pu ← Pu ∪ (i, r, t)p

end if
end for
return Pu

3.2 Collaborative Filtering Approach

In this section, we will explain our approach based on user timeline and user
interest. In traditional collaborative filtering, the similarity between two users is
computed based on entire items of two users to make recommendation at current
time. However, the similarity on period of time may be different in some cases.
Thus, the accurately predicted results is not closed to user interest. In order to
apply collaborative filtering method to our model, we have to measure similarity
between two users based on partitions of user including user interest.

Definition 6 (User Similarity). Given two users u1, u2, a set of partitions P
and user interest UI, the similarity between two users is computed as follows:

sim(u1, u2) =

∑
p∈P

sim(u1, u2)p

card(P )
(1)
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where,

sim(u1, u2)p =

∑
v∈Vu1u2

card(vu1)card(vu2)

√ ∑
v∈Vu1u2

card(vu1)
√ ∑

v∈Vu1u2

card(vu2)
(2)

Depending on density of selected items of users, we separate in many dif-
ferent time such as day (e.g., morning, afternoon,evening), month (e.g., weeks),
year (e.g., seasons). The current time will consider to decide which is the best
choice for final recommendation results. For example, we consider the similar-
ity between two users on their time, sim(u1, u2) = 0.85, sim(u1, u3) = 0.6, it
means that they have the high similarity. However, if we consider them in certain
partition of time (current time belongs to this partition), denoted p, we have:
sim(u1, u2)p = 0.2, sim(u1, u3)p = 0.8. It leads to the final recommendation
results are different and not accurate.

The similarity is computed based on frequency of attribute values on a set
of items that users have already selected. The value vectors will be defined to
compute the similarity. We have the partition of user algorithm based on a set
of partitions for each user in Algorithm 1. Next, we present our algorithm of
collaborative filtering method.

Algorithm 2. User timeline and interest-based collaborative filtering
User u1

Extracting Pu1

Dom(u1, Iu1)Pu1
for all u2 ∈ U do

Extracting Pu2

Dom(u2, Iu2)Pu2
for all p ∈ Pu1,u2 do

Sim(u1, u2)pu1,u2
end for
Sim(u1, u2)

end for
L ← Rec (u, I ′)
return L

In this approach, the number of computed similarities among users will be
decreased. Instead of computation all candidates, we will focus on the partition
that current time belongs to.

4 Concluding Remarks

Context-based recommendation systems is an approach for dynamic scenario rec-
ommendation to bring more satisfied to users. There are many context features
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in recommendation systems and social networks. In this paper, we have focused
on partitioning user timeline and user interest. User interest is considered with
time feature in each partition. In this approach, a user interest model on parti-
tions of time have been built based on a set of attribute values and dominant
values. An collaborative filtering recommendation algorithm has been proposed
to find out a set of items for recommendation.

In future work, we will present our experimental results by using our collected
data and datasets [12] and our dataset. Also we have comparison with other
approaches.
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Abstract. Online social network today is an effective media to share
and disperse tons of information, especially for advertizing and market-
ing. However, with limited budgets, commercial companies make hard
efforts to determine a set of source persons who can highly diffuse infor-
mation of their products, implying that more benefits will be received. In
this paper, we propose an algorithm, called community centrality-based
greedy algorithm, for the problem of finding top-k influencers in social
networks. The algorithm is composed of four main processes. First, a
social network is partitioned into communities using the Markov cluster-
ing algorithm. Second, nodes with highest centrality values are extracted
from each community. Third, some communities are combined; and last,
top-k influencers are determined from a set of highest centrality nodes
based on the independent cascade model. We conduct experiments on
a publicly available Higgs Twitter dataset. Experimental results show
that the proposed algorithm executes much faster than the state-of-the-
art greedy one, while still maximized nearly the same influence spread.

Keywords: Social network · Community detection · Node centrality ·
Influence maximization · Influencer

1 Introduction

During the past decade, social network has played an important role as a virtual
community where people with common interests can connect to share informa-
tion, ideas, or even their thoughts. Though this network, commercial companies
can gain a lot of benefit by a mechanism of spreading information about their
products (or services) from one person to others, called word-of-mouth market-
ing. However, with the limited budget (say, k pieces of the sample product), the
companies need to make an attempt to determine a set of source persons who
can diffuse information to their friends in a social network as many as possible,
so that the number of persons adopting the product is maximized. This effort
has been introduced as the influence maximization problem [5], and those source
persons are called the influencers.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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To simulate the mechanism of influence propagation, two models are formally
introduced according to a stochastic cascade model [8], named the independent
cascade model (ICM) and the linear threshold model (LTM). Since a social net-
work, by nature, is very large, developing an efficient algorithm to find top-k
influencers is not trivial. Kempe et al. [8] have proven that the optimization
of influence maximization is NP-Hard. They then suggest applying the greedy
approach and have shown that the optimal solution can be approximated. How-
ever, their algorithm still takes much time. Recent studies have been proposed
algorithms for efficiently maximizing influence in several ways, for instance, by
enhancing the naive greedy version [1,11], by employing the centrality heuris-
tics [1,2,9], and by applying graph clustering or community-based detection
[3,6,10,12].

In this paper, we propose an algorithm applying community detection tech-
nique (i.e., the Markov clustering [14]) before determining top-k influential nodes
in social networks. The key contributions of our approach are as follows.

– We define a social network as a weighted directed graph constructed from a
combination of topological graph (i.e., relationship such as friendship in case
of Facebook or following in case of Twitter) and interaction one (e.g., wall
posting, user tagging, commenting, liking, and sharing in case of Facebook; or
tweeting, mentioning, replying, favoriting, and retweeting in case of Twitter).
The difference from other community-based approaches is that those existing
ones concentrate on the former type of graph only.

– We employ various node centrality heuristics: in-degree, out-degree, between-
ness, and closeness, in the analysis.

The remainder of this paper is organized as follows. Section 2 briefly men-
tions to some studies related to ours. Section 3 details the proposed commu-
nity centrality-based greedy algorithm. Section 4 reports performance evaluation.
Finally, Sect. 5 concludes the paper.

2 Related Work

Motivated by marketing applications, the influence maximization problem in
social networks is first investigated by Domingos and Richardson [5]. Later,
Kempe et al. [8] formulate it as a discrete optimization problem. They show
that the optimal solution is NP-hard, and present a greedy algorithm (GA) that
guarantees the influence spread within (1 − 1

e ) of the optimal solution. How-
ever, their algorithm is very slow in practice and not scalable with the network
size. Leskovec et al. [11] and Goyal et al. [7] propose CELF and CELF++ algo-
rithms, respectively. Both are relied on the lazy-forward optimization that uses
the submodularity property to reduce the number of evaluations on the influ-
ence spread of nodes. Although the algorithms significantly speed up the greedy,
they still cannot scale to very large networks. Chen et al. [1] propose two faster
greedy-based algorithms: NewGreedy and MixedGreedy. The main idea behind
the former is to reduce the original social graph into a smaller one by removing



CCGA for Identifying Top-K Influencers in Social Networks 143

edges that tend to have no contribution on information propagation, while the
latter is a combination of NewGreedy and CELF. That is, its iterative compu-
tation employs NewGreedy at the first round and CELF for the rest rounds.

Centrality heuristics also have been proven to be an efficient alternative for
maximizing influence spread in social networks. The most classic approach is
the degree centrality heuristic [16]. The key concept is that a user having a lot
of connections (i.e., friends) tends to highly influence others and thus should
be selected as an influential candidate seed. Based on such intuition, the degree
centrality heuristic selects k nodes that have the highest degree. Chen et al. [1]
propose the degree discount heuristic based on general idea that if one node is
considered as seed, then the links connecting with the node will not be counted
as a degree of the other nodes. Thus, when considering the next influential node,
a node with the highest degree after the discount is selected as a member of
the seed set. This procedure will be repeated until the first k highest degree
seeds are selected. Lastly, Chen et al. [2] use the eigenvector centrality heuristic
to select influential nodes based on their PageRank value [13]. That is, when a
social network is represented as a transitional matrix, a PageRank value for each
node is first calculated. Then, the k nodes with the highest PageRank values are
selected as seeds.

Recently, community-based greedy approaches are introduced in several stud-
ies; but, we will mention to some of them here. Most algorithms formally consist
of two phases: a graph partitioning and an influence examining on each partition.
Wang et al. [15] propose the community-based greedy algorithm (CGA) which
first detects communities in a social network by taking into account information
diffusion. Then, top-k influential nodes are selected and examined from those
communities using a dynamic programming to speed up the computation. Kim
et al. [10] propose the variations of a Markov clustering-based algorithm that
first partition a network and consider most k influential candidates in those com-
munities. Afterwards, an attractor identification procedure is performed again to
find the influencers. Similar to their work, based on the community structure of
the network, our community centrality-based greedy algorithm proposed in this
paper also employs the Markov clustering. However, the main differences are
that (1) top-k candidates are selected from each community using several node
centrality heuristics, and (2) a community combination is performed by grouping
some very small and dispersed communities to produce more proper ones.

3 Community Centrality-Based Greedy Algorithm

Given a social data—Twitter in our case study, the network is represented by
a weighted directed graph G = (V, E ,W), where V is a set of nodes, denoted
individuals. E is a set of edges, referred to reverse direction of followings, identical
direction of interactions, or both; for example, if a person v has followed a person
u, then an edge e(u, v) is defined. W is a set of normalized weights assigned on
each edge, determined by both topological structure and interactions. Let ruv be
a topological indicator, assigned to either 1 if v has followed u, or 0 otherwise;
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and let iuv be the number of interactions that u has acted to v. Then, a weight
wuv assigned on e(u, v) is defined as:

wuv = ω
ruv∑

∀x∈V rxv
+ (1 − ω)

iuv∑
∀x∈V iux

,

where ω is a pre-defined coefficient determining the effect of topological graph
and interaction one. For example, suppose that a person v has followed three
persons, including u; whereas the person u has two followers in total, i.e., v
and x. If u has publicly tweeted thrice and also directly mentioned to v twice,
implying that the actions from u may influence v and x with five and three
attempts, respectively. Then, a weight value of ω( 13 ) + (1 − ω)( 5

5+3 ) is assigned
on the edge e(u, v). Note that, in our experiments, we simply set ω by a uniform
value (i.e., 0.5).

First of all, an important concept employed in most greedy-based approaches
for the independent cascade model is that a node u is said to influence a node
v if the node u attempts to activate the node v so that v becomes active from
inactive. This activation must be success at least R/2 times out of R simulations
of the diffusion process. In addition, the ability that the node u can influence
the node v depends on the weight from u to v.

We now propose the community centrality-based greedy algorithm (CCGA).
The algorithm workflow, depicted in Fig. 1, is composed of 4 main modules: com-
munity detection, centrality analysis, community combination, and influencer
identification, respectively.

Fig. 1. The community centrality-based greedy workflow.

(1) Community Detection: The main idea of our method is to first partition a
large network into communities, and then a number of influential candidates are
examined from each community. Fortunately, most community detection algo-
rithms rely on the intrinsic property of social networks, i.e., individuals grouped
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together into a community will interact with each other more frequently than
with those outside the community. So that, within a community, they are more
likely to influence each other, in contrast to individuals across communities. This
property suggests a good approximation task for choosing and examining influ-
encers only within communities instead of the entire network, in order to reduce
the computational time.

In CCGA, the original social network is partitioned based on the topolog-
ical structure into several communities, referred to C = {C1, C2, . . . , Cn}, using
the Markov clustering [14]. Markov clustering (MCL) is an attractive algorithm
adopted in many domains since it divides the network without requiring the num-
ber of communities as an input parameter. The algorithm assumes that there
exist communities in a network, and takes a random walk approach to cluster-
ing. That is, a random walk through the network will result in longer time spent
walking within a community, and less time spent traveling along edges joining
two different communities. Thus, MCL uses such intuition and groups nodes
whose random walker stops at the same node.

(2) Centrality Analysis: In the graph theory, node centrality can heuristically
be identified as the most important vertices in a graph. We then apply this
centrality concept in a social network to determine a number of individuals with
the highest centrality values (i.e., top-k) from each community, and mark them
as the influential candidates. Furthermore, four criterions of centrality analysis
are employed in this paper, including:

– In-degree centrality – A simplest analysis measures a node importance by
counting the number of ties directed to that node. In other words, the in-
degree centrality can be interpreted as a form of node popularity. Suppose
a node u belongs to a community Ci. Then, the in-degree centrality of u is
defined as:

ϕI(u) = |{(v, u) : ∀v ∈ Ci}|.
– Out-degree Centrality – In contrast to in-degree, the out-degree analysis mea-

sure a node importance by counting the number of ties that the node directs
to others. Thus, the out-degree centrality can be interpreted as a form of
node socialness. Similarly, if a node u belongs to a community Ci then the
out-degree centrality of u is defined as:

ϕO(u) = |{(u, v) : ∀v ∈ Ci}|.
– Betweenness Centrality – A betweenness of a node is defined as the number

of pairs of individuals would have to go through that node in order to reach
one another with the minimum number of hops. Consider a community Ci, if
we let σst be total number of shortest paths from a node s to a node t within
Ci, and σst(u) be the number of those paths that pass through the node u.
Then, the betweenness of u is defined as:

ϕB(u) =
∑

∀s,t∈Ci:s �=t�=u

σst(u)
σst

.
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– Closeness Centrality – A closeness of a node is defined as the length of the
average shortest path between that node and all others in a connected net-
work. Thus, the more central a node is, the lower its total distance from all
other nodes. Let d(u, v) be the distance from a node u to a node v within a
community Ci. Then, the closeness of u is defined as:

ϕC(u) =
(∑

∀v∈Ci:v �=u d(u, v)
|Ci| − 1

)−1

,

where |Ci| denotes the number of nodes existing in Ci.

(3) Community Combination: Since the MCL algorithm sometimes generates
too many small and dispersed communities, finding influential nodes within those
small communities may lead to get useless results. To avoid this problem, the
community combination module is introduced to merge some communities in
order to produce more proper ones.

Suppose that we have already partitioned a network into n communities, and
top-k influential candidates are chosen from each community. Here, we hypoth-
esize that if any two candidates belonging to two different communities are
connected (i.e., via either topological structure, interaction, or both), then those
communities should be merged together. Mathematically, we let Ii and Ij be a
set of k candidates with the highest centrality values extracted from individual
communities Ci and Cj , respectively. Both Ci and Cj will be further combined if
an edge e(u, v) or e(v, u) exists in the social network G, where u ∈ Ii and v ∈ Ij .
Recall that the node centrality value can be defined as one of the above four
criterions.

(4) Influencer Identification: After we obtain the final communities, the influ-
encer identification module aims to find top-k influential nodes over the entire
network. More precisely, the top-k candidates are chosen again from each com-
munity using the same centrality criterion, and later collected them together as
a candidate set D. Then, we employ the independent cascade model (ICM) [8]
to simulate the influence propagation. Based on the iterative greedy-based com-
putation, the number of activated nodes (i.e., influence spread) is obtained by
examining each combination of candidates in D. Finally, a combination of k can-
didates with most corresponding influence spread is returned from the algorithm
as the first k influencers.

The proposed CCGA is outlined in Fig. 2. The algorithm first detects commu-
nities using MCL (line 1). Then, some communities are combined with respect
to connections between centrality nodes (line 2). At lines 3–7, all top-k influen-
tial candidates are collected from each community obtained after the combina-
tion process. Statements at lines 8–18 perform the greedy-based ICM for find-
ing the most k influential nodes from all candidates. Given a random process
RanCas(), in each round i, the algorithm selects a node v (line 10) such that
this node together with the previously selected ones in the set S maximizes the
influence spread (line 17). In other words, the node v is selected and further
included in S as it can maximize the incremental influence spread in this round.
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Algorithm: CCGA

Input: network G = (V, E ,W), size of results k
Output: set S denoted the top-k influencers

1: C ← CommunityDetection(G)
2: C ← CommunityCombination(C, k)
3: D = ∅
4: for i = 1 to |C | do
5: Ii ← CentralityDetection(Ci, k)
6: D = D ∪ Ii

7: end for
8: S = ∅,R = 20000
9: for i = 1 to k do

10: for each node v ∈ D \ S do
11: sv = 0
12: for j = 1 to R do
13: sv+ = |RanCas(S ∪ {v})|
14: end for
15: sv = sv/R
16: end for
17: S = S ∪ {argmaxv∈D\S(sv)}
18: end for
19: return S

Fig. 2. The community centrality-based greedy algorithm.

However, to ensure the influence spread of S ∪ {v}, the RanCas() process is
repeated R times, and the values of those spreads are then averaged (lines 11–
15). Finally, the algorithm is terminated by returning k selected influencers in
S at line 19.

4 Experiments

4.1 Experimental Setup

We conducted experiments to evaluate the effectiveness and efficiency of the pro-
posed CCGA, compared with the state-of-the-art greedy algorithm (GA) [8] and
NewGreedy [1]. We used a dataset excerpted from the publicly available Higgs
Twitter dataset [4], which contains 19,483 individuals and 393,136 connections
including topological relationships and interactions.

All the experiments were conducted on a server with 2.4 GHz Intel Xeon 8-
Core CPU and 32 GB main memory, running Centos/7.0 operating system. The
programs were coded using JAVA language.

4.2 Evaluation Metrics

We evaluate the effectiveness of an algorithm in term of the influence degree,
i.e., the proportion of active nodes to the entire ones in a network. Let S be the
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initial set of influencers, and VS be the set of nodes influenced by S during the
information diffusion process. Then, the influence degree of set S is calculated as:

A(S) =
|VS |
|V| .

To evaluate an efficiency of the algorithms, we measure it in term of the
running time spent during the information diffusion process. However, for fair-
ness comparisons, we therefore report the time consumed by CCGA in total,
including all four processes as described in Sect. 3.

4.3 Results

Figures 3 and 4 report experimental performances in term of the influence degree
and the running time for each individual parameter k, respectively. Notice that,
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in Fig. 4, we excerpt the curves to show only at most 10,000 s for clear comparison
reason.

As it can be seen from the results, all variations of CCGA (except CCGA in-
degree) can produce the influence degree closed to GA and NewGreedy while
consume significantly lower time, indicating that they are quite effective and
indeed efficient. Although CCGA in-degree tents to spend the lowest time as k
increases, it results the lowest influence degree. Consequently, CCGA out-degree
seems to be the best one since it can produce quite high influence degree and
takes the second lowest time.

5 Conclusion

In this paper, we investigate the problem of influence maximization. We propose
four variations of community centrality-based greedy algorithm. The experimen-
tal results show that our algorithms not only can execute much faster than the
state-of-the-art greedy and NewGreedy algorithms but also still provide nearly
the same effectiveness in influence spread.

For the future work, we anticipate to explore other graph-based clustering
algorithms to detect the communities. We also interest to experiment with other
social network datasets derived from Facebook, Google+, etc. To accelerate the
running time of influence maximization, we plan to extend our algorithm in a
parallel computing environment.
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Abstract. The substantial growth in technology with multi-featured
devices, wireless networks and interacting computing infrastructure has
increased the demand of ubiquitous services. A ubiquitous service, unlike
other service is decided by the system without user requests or interven-
tions. The system uses different contexts such as user context, device
context, network context, and many others to decide accurate services
for the user. In this work, we design a technique to identify the required
services for the visitors in the museum environment by considering the
context of the visitors and their surrounding environment. The tech-
nique acquires the required context information and formulates Com-
posite Context (CC) which leads to Essential Context-derived Reasons
(ECR). We use these ECR to identify the visitor’s required service. The
designed technique has been tested in the museum environment with
variety of exhibits and services. The experimental results demonstrate
the effectiveness of the technique.

Keywords: Context information · Essential Context-derived Reasons ·
Service identification · Ubiquitous museum-guide services

1 Introduction

The technological advancements in the multi-featured handheld devices, wear-
ables, sensors, storage systems, wireless networks, and interacting computing
infrastructure have brought Weiser’s concept of ubiquitous computing into real-
ity [1]. The notion of ubiquitous computing is to offer ubiquitous services to the
users without their requests or interventions. To facilitate such ubiquitous ser-
vices, context awareness i.e., understanding the situation of the users and their
surrounding environment has been recognized as one of the prerequisite require-
ment [2,3]. The context of the user such as location, time, type of devices, net-
works and professional qualifications enable the system to anticipate the user’s
requirements for providing ubiquitous services [4]. Since last two decades, the
needs and benefits of ubiquitous services have been explored in various appli-
cations such as museum and tourist guides, health care, learning, and several
others.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

P.C. Vinh and V. Alagar (Eds.): ICCASA 2015, LNICST 165, pp. 151–164, 2016.

DOI: 10.1007/978-3-319-29236-6 16



152 P. Khanwalkar and P. Venkataram

In the museum environment with large area containing variety of exhibits
and several other facilities, it is time consuming and exhausting for the visitors
to find suitable services as per their requirements. Also, visitors in the museum
have different professional backgrounds and hence they have different perspec-
tive towards exhibits. The ubiquitous service is considered to be useful in the
museum environment to solve many such purposes. For instance, by means of
ubiquitous service the system triggers intuitive services to the visitors based on
their change of context, provides exhibit information to the visitors according to
their perceptions, provides transparent adaptive services without any location
and time constraints, and executes many such tasks. However, from the large
number of existing services in the museum environment, the identification of the
most relevant service is a challenging task. Thus, according to the visitor’s con-
text and his/her service requirements which have been previously analyzed by
the system, the system identifies the request without visitor’s intervention [5].
The use of context provides a promising way to assist/guide the visitors with
relevant ubiquitous services and to enhance the museum visiting experience.

In this work, we propose a technique to identify the required Ubiquitous
Museum-guide Services (UMS) by considering the Context Information (CI) of
the visitors, their surrounding system and physical environment. We acquire the
required CI and combined them to formulate Composite Context (CC) which
further leads to Essential Context-derived Reasons (ECR). These ECR are used
to identify the required service for the visitor. Also, based on the variation in
ECR, the proposed system decides the suitable service configuration. We demon-
strate the application of the proposed technique through different case studies
in the museum environment.

The rest of the paper is organized as follows. Section 2 describes some of the
related works. The overview of the museum environment is illustrated in Sect. 3.
The procedure of context information acquisition and analysis is presented in
Sect. 4. The system architecture is discussed in Sect. 5 by describing each module
functionality. The application of the proposed technique is described in Sect. 6.
We discuss the implementation of the system with experimental results in Sect. 7,
followed by the conclusion and future works in Sect. 8.

2 Related Work

In the literature, several works have utilized the context information to provide
services in the museum environment with different purposes [6–9]. For context-
aware mobile applications in the museum, authors in [6] have described the the-
oretical framework considering different dimensions of the context and discussed
the importance of context affecting the visitors and the museum interaction. The
context aware museum system iMuseum [7] has proposed to provide customized
relic information. They have utilized a 2 sets 3 layers context model based on
the ontology and hierarchical model and discussed applications to provide nearby
and visitor’s interested relic information.

In [10], a context aware framework using mobile agents has been described.
They have used location sensing systems to guide the groups of visitors and to
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Fig. 1. An overview of the museum envi-
ronment

Table 1. Some examples of services in the
museum environment

Examples of Available Services

1. Location of Registration Service;
2. Exhibit Information Service;
3. Path of Next Exhibit of Interests Service;
4. Restaurant Service;
5. Rest Room Facility Service;
6. Transportation Service;
7. Emergency Exit Service;
8. Infant/Child Care Facility Service;
9. Path to Kids Play Area Service;
10. Antique Items Shopping Service;

provide services on the computers screens that are close to visitors locations. Ubi-
Cicero [11], a location aware support with multi-device museum guide services
has proposed to provide context dependent museum information and associated
games on multiple devices such as mobiles and large screens at nearby locations
of the visitors. Authors in [12] has proposed the Context-Information Observa-
tion Belief (C-IOB) model with an application of the museum environment in
which service requests have been generated based on the acquired context by
formulating a set of beliefs combined with the personalization parameters of the
visitors. However, unlike other approaches our technique focuses on the identi-
fication of the required ubiquitous service in the museum environment without
visitor’s requests. The proposed system has utilized the record of the set of ser-
vices in different context availed by the visitors over the past few years. The
system correlates and match the context of these services with the formulated
context of various combinations of the acquired context to dynamically identify
the required services with more accuracy.

3 Museum Environment

An overview of the museum environment is depicted in Fig. 1. The museum
environment is enriched with many embedded, sensing and intelligent comput-
ing devices to acquire the dynamic context of the visitors. The proposed system
functions in the museum environment to offer a wide variety of UMS to the vis-
itors, i.e. information regarding the available exhibits, restaurants/food courts,
emergency exits, and several others. Some of the examples of available services
are given in the Table 1. With the change in service requirements due to the
variation of context such as location, time, activity, network, devices, etc., auto-
matically the relevant UMS is triggered to the visitors.

4 Context Information Analysis

In this section, we first explain different categories of context information related
to the visitor in the museum environment and the procedure to acquire them.
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Next, we analyze the context information with various combinations to formulate
CC and ECR.

4.1 Context Information (CI)

CI is the primitive set of information related to the visitor while using UMS.
Different CI are acquired by considering the visitor and his/her surrounding
environment by using a variety of sources such as embedded, sensing and intel-
ligent computing devices, databases [13]. The CI of the visitor is classified and
considered to be the set of three categories of information which is given as CI =
{PECI, VCI, SCI}. Each one of these categories of CI are described as follows:

Physical Environment Context Information (PECI): It specifies the
information related to the local surroundings of the visitor. For example, visitor
location: geographic location co-ordinates, near or far from the exhibit, specific
region; Time: time at which visitor use the service, time duration for which the
service is used, etc.

Visitor’s Context Information (VCI): It refers to the information specific
to the visitors and their present state of operation. For instance, it includes visi-
tor’s educational qualifications: professional, college student, preliminary school
student; Visitor activity: standing, walking, sitting, etc.

System Context Information (SCI): It provides the information regarding
both the device on which the ubiquitous service is running and the network
being used by the visitor. For example, it includes the device context such as
Type of device: laptop, smart phone, and others; Device battery strength: low,
moderate, or high, and network context such as type of network: 2G/3G, WiFi,
etc.; network delay: low, moderate, or high.

4.2 CI Acquisition

The CI of the visitors are acquired from the various sources by adopting the
procedure of CI-Constructs followed in [14]. The CI-Constructs represent the
multiway data structure with each construct used to acquire related pre-defined
CI. Different CI-Constructs are utilized to collect the complete set of CI in a
well-defined manner. Some examples of the CI-Constructs are:

– What : To collect the information related to an object/entity, e.g., visitors
activity, visitors schedule, etc.;

– When: To get the information regarding time, instant, duration, day of occur-
rence of an event/occasion;

– Where: To obtain the information about location and place of the visitors;
– Who: To acquire the information specific to a person or group;
– Which: To collect the information about the devices, networks, etc.;
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However, these acquired individual primitive CI do not convey the signifi-
cant information about the visitor’s situation [15]. Consequently, CI are further
combined together in different possible combinations which provide more realistic
aspects about the situation of the visitor. We analyzed different CI combinations
which are formulated as CC and further leads to the ECR. For the analysis we
dynamically designed the definite structures of different combinations depending
on the application specific services. The further analysis of CI is discussed in
the following sections.

4.3 Composite Context (CC)

The individual CI in different combinations will lead to define high level CC
which are more realistically useful for identifying the required services. The CI
are combined together in the combinations of two’s, three’s, four’s and so on,
which result into comprehensive number of CC. On matching with the definite
structures of combinations of CI the appropriate valid CC can be obtained.
Consider the case, if for the visitor the museum environment the system has
acquired 8 context parameters from the different categories of CI such as:

PECI = {Visitor/Device Location, Time of Service, Time Duration};
VCI = {Visitor Activity, Educational Qualifications};
SCI = {Type of Device, Battery Strength, Access Network Delay};

For instance, two’s combinations of CI using these 8 context parameters
results into total of 28 (8C2) combinations of CC. However, based on the definite
structures of CI combinations the system formulates 25 valid CC. Likewise,
three’s, four’s and other possible CI combinations results into total 247 CC,
among which 60 valid CC are formulated. The examples of CC formation from
the two’s and three’s CI combinations are depicted in the Fig. 2. The procedure
of CC formulation is given in Algorithm 1.

Visitor/Device
location

Time duration
of service

access

Visitor at
exhibit spending

longer time

at
exhibit

longer

time

Visitor/Device
Location

Type of device

Access Net-
work Delay

.
Visitor standing at ex-

hibit has smart phone with
high WiFi network delay

at exhibit
smart phone

WiFi high net-

work delay

Fig. 2. Examples of CC formation

4.4 Essential Context-Derived Reasons (ECR)

The ECR are deduced over the different combinations of the CC. The formu-
lated ECR realizes the visitor’s service requirement and enables the system to
accurately identify the required service. For instance, suppose that at particular
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Algorithm 1. Algorithm for CC formulation
Input: CI parameters; Output: A set of ‘m’ formulated CC ;
while Change in CI observed do

Acquire CI={PECI, VCI, SCI} using associated CI-Constructs respectively;
Get total ‘n’ number of CI ;
Initialize y=1 (* y = number of valid cc *);
for x = 2 to n do

Generate ’k’ combinations of CI such that k =
n∗(n−1)∗···∗(n−r−1)

1∗2∗···∗r with r=x ;

for i = 1 to k do
for j = i to k do

if Matched with CI Combinations in the Context Structures Storage
then

Formulate valid ccy = CI(i,j+1) ∪ · · · ∪ CI(i,j=k) with ’r’
combinations of the CI ;
y=y+1;

Obtain a set of valid CC ;

instant the system obtains 60 CC (mentioned in the previous section). These
CC are further combined in two’s, three’s, four’s, and all possible combinations
which results into enormous number of ECR. However, on matching with the
definite structures of combinations of CC the system obtains 400 valid ECR.
These exhaustive set of formulated ECR provides more realistic information
about the visitor’s service requirement. The examples of ECR formulation with
two’s and three’s combinations of CC are depicted in Fig. 3. The procedure of
ECR formulation is given in Algorithm 2.

Professional standing at
exhibit in the morning

Professional standing
at exhibit having smart
phone with high battery

.

Professional standing at
exhibit has smart phone

with high battery looking
for the exhibit information

Professional standing at
exhibit spending more time

Professional using WiFi net-
work has high network delay

Professional standing at
exhibit has smart phone

.

Professional standing at
exhibit spending more
time has smart phone

with high WiFi network
delay looking for more

exhibit information

Fig. 3. Examples of ECR formation

5 UMS Identification System

The UMS Identification System identifies the required services for visitors in the
museum environment without their requests. Figure 4 illustrates the architec-
ture of the UMS Identification System. It consists of three modules: (1) Context
Analyzer Module (2) Service Identification Module and (3) UMS Identification
Main Module. The functionality of each module is discussed as follows.
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Algorithm 2. Algorithm for ECR formulation
Input: ’m’ number of CC ; Output: A set of ’n’ valid ECR;
while Change in CC observed do

Obtain ’m’ number of CC ;
Initialize y=1 (* y = number of valid ecr *);
for x = 2 to m do

Generate ’k’ combinations of CC such that k =
m∗(m−1)∗···∗(m−r−1)

1∗2∗···∗r with r=x ;

for i = 1 to k do
for j = i to k do

if Matched with CC Combinations in the Context Structures Storage
then

Deduce valid ecry = CC(i,j+1) ∪ · · · ∪ CC(i,j=k) with ’r’
combinations of the CC ;
y=y+1;

Obtain a set of valid formulated ECR;

Fig. 4. Ubiquitous museum-guide service identification system architecture

Context Analyzer Module
It is responsible for formulating the ECR from the acquired CI. As and when the
acquired CI instances are concurred with the available structures of combina-
tions in the Context Structures Storage, accordingly it formulates an exhaustive
set of ECR. Further, it sends the formulated ECR to the UMS Identification
Main Module.

Context Structures Storage
A persistent storage in the form of the Context Structures is used to store dynam-
ically designed definite structures of CI combinations based on the application
specific services. These predefined structures of different combinations of CI
enable the system to yield more realistic CC and further ECR respectively.

Service Mapping Templates
A dynamic storage of service mapping templates is maintained by the system. The
system designs and stores the templates based on the set of services in different
contexts availed by the visitors over the past few years. The implicit information
contained in the templates are potentially found useful to identify the service. For-
mally, templates define two tuple hypothetical information 〈ECR, sj〉 as given in
the Table 2, that maps a set of ECR to a specific category of the service. A partic-
ular template can be chosen using the set of formulated ECR to obtain the related
service.
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Table 2. Examples of service mapping templates

ECR Exhibit information service in dif-
ferent categories (sj )

{Professional scientist standing at the exhibit spending longer time,
Professional looking towards exhibit waiting for the information,
Professional standing at exhibit with smart phone waiting for the information,
· · · , Professional looking at exhibit has smart phone with high battery,
Professional standing at the exhibit has smart phone with high WiFi network delay}

s1: At higher level for professionals
with summarized information;

{College student standing at the exhibit spending longer time,
College student looking at exhibit has smart phone with high battery,
Student looking towards exhibit waiting for the information,
· · · , Student standing at exhibit with smart phone,
College student standing at the exhibit has smart phone with high battery and low WiFi network delay}

s2: At average level for college stu-
dent with detail information;

{Preliminary school kid standing at the exhibit spending longer time,
Preliminary school kid looking towards exhibit waiting for information,
· · · , Kid standing at the exhibit with smart phone waiting for the information,
Preliminary school kid looking at the exhibit has smart phone with high battery,
Kid standing at the exhibit has smart phone with high battery and high WiFi network delay}

s3: At lower level for elementary
school kids with summarized infor-
mation;

Service Identification Module
It identifies the visitor’s required service according to the formulated ECR.
The Service Identification Module correlates the formulated set of ECR with
the information available in the Service Mapping Templates. Depending on the
matched template it obtains the mapping of ECR �−→ sj , i.e., a set of formu-
lated ECR associated against the available service. Further, it sends the identi-
fied service to the UMS Identification Main Module. The working of the Service
Identification Module is explained in Algorithm 3.

Algorithm 3. Working of Service Identification Module
Input: A set of formulated ECR; A set of different categories of services S = {s1, s2, · · · ,
sk};
Output: Identified Service sj ∈ S ;
while Visitor is interacting with the system do

Get a set of formulated ECR from the UMS Identification Main Module;
Correlate the formulated ECR and match 〈ECR, sj〉 in the Service Mapping
Templates;
Map the ECR �−→ sj in the template and select the relevant sj ;
Send the identified sj to the UMS Identification Main Module;

UMS Identification Main Module
It acts as an intermediary module of the system. Based on the dynamic variations
in the CI, it obtains a set of ECR from the Context Analyzer Module. It forwards
ECR to the Service Identification Module and gets the identified service. Finally,
according to the requirements, it fetches the URL of the relevant configuration
of the identified service from the Service Configurations Database and triggers
the required service. Algorithm 4 explains the working of the UMS Identification
Main Module.

Service Configurations
TheService Configurations Database consists of theURLs of the transcodingproxy
servers providing different configuration of the services. Several proxy servers are
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Algorithm 4. Working of the UMS Identification Main Module
Input: A set of formulated ECR; Identified Service sj ; Output: Triggered sj ;
while Visitor is interacting with the system do

if Change in the CI is Observed then
Obtain a set of ECR from the Context Analyzer Module;
Forward the formulated ECR to the Service Identification Module;
Get the identified service sj from the Service Identification Module;
Select the relevant configuration of the sj with service lookup in the Service
Configurations Database;
Trigger the relevant configuration of sj to the visitor;

distributed in the museum environment to provide the variety of service config-
urations such as filtered information at summarized and detailed levels, different
adaptable formats, different modalities, and many other forms [16]. Also, periodi-
cally the Service Configurations Database is updated subject to service availabil-
ity. Table 3 indicates some of the configurations of available services in the museum
environment.

6 Application of Proposed Technique in the Museum
Environment

We demonstrate the application of the proposed technique with different case
studies in the museum environment. As and when their will be change of CI
accordingly ECR are formulated. The following cases demonstrate the decision
of the system to identify the visitor’s required services depending on a set of
formulated ECR.

Case 1: Exhibit information service. When a professional scientist is stand-
ing at the exhibit, he is spending longer time waiting for the exhibit information,
and has a smart phone with high battery and high network delay. The system
maps these formulated set of ECR to the exhibit information service at a profes-
sional level. Due to high network delay, according to the requirement the system
provides the relevant service configuration containing the summarized exhibit
information with the necessary details based on the knowledge level of scientist.

Case 2: Path to next exhibit of interests service. When the visitor stand-
ing at the exhibit and has spent adequate time, also visitor is looking at other
exhibits with the constraint of limited available time, and has a smart phone
with moderate battery and low WiFi network delay. Using these set of ECR the
system identifies service as the path to next exhibit of interests. With limited
available time and low network delay, the system provides the detailed informa-
tion containing map and optimal paths to the exhibits of visitor’s interests.

Case 3: Restaurant information service. During the afternoon around 1:00
pm, when the visitor has spent adequate time in the museum, sitting on the
bench using a laptop with high battery and low WiFi network delay waiting for
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Table 3. Examples of configurations of services

Available
Services

Configurations of the Services (sj) URLs

Exhibit
information
service

At higher level I for professionals with
summarized/detail information;

exhiinfo l1@pet.iisc.in

At average level II for students with
summarized/detail information;

exhiinfo l2@pet.iisc.in

At lower level III for preliminary
school kids with summarized/detail
information;

exhiinfo l3@pet.iisc.in

Path to next
exhibit of
interests
service

Paths to different exhibits with
summarized/detail information;

exhipath l1@pet.iisc.in

Optimal path to visitor interested
exhibits with summarized/detail
information;

exhipath l2@pet.iisc.in

Shortest path for visitor in hurry with
summarized/detail information;

exhipath l3@pet.iisc.in

Restaurant
service

Breakfast menu with
summarized/detail information of
path and seat availability status;

restser l1@pet.iisc.in

Lunch menu with summarized/detail
information of path to reach and
seat availability status;

restser l2@pet.iisc.in

Snacks menu with summarized/detail
information of path to reach and
seat availability status;

restser l3@pet.iisc.in

Emergency
exit service

Optimal route to emergency exits,
location of fire extinguishers, etc.
with summarized/detail
information;

emerexi l1@pet.iisc.in

Shortest route to emergency exits,
emergency contact numbers,
ambulance facility for critical
conditions with summarized/detail
information;

emerexi l2@pet.iisc.in

Transportation
facility
service

Information regarding different types
of transports with
summarized/detail information of
routes;

transinfo l1@pet.iisc.in

Transportation routes according to
the budget with summarized/detail
information;

transinfo l2@pet.iisc.in
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the information. The system maps these set of ECR and identifies the restau-
rant service. Based on the visitor’s requirements determined from the ECR,
the system provides the relevant configuration of the restaurant service contain-
ing summarized information of lunch menu along with the path to reach the
restaurant.

Figure 5 depicts the various sequences of events taken place in the museum
environment and accordingly the visitor’s required services triggered by the
system.

Fig. 5. Event sequence diagram of different cases

7 System Implementation

To explain the functioning of the system, the museum environment is considered
with three to four WiFi units and one 2G/3G network unit. Different visitors are
considered according to their educational qualifications. On registration for each
visitors unique-Id has been assigned. We have considered ten different services
depending on the generally used services in the museum environment. A context
structure storage has been fed with the definite structures of different combina-
tions of CI to formulate the ECR depending on the application specific services.
Based on the set of services in different contexts availed by the visitors over the
past few years, the service mapping templates are created and maintained by
the system. Additionally, we have taken the services in different configurations
to offer the visitor’s required service.

7.1 Results and Discussion

We have conducted series of experiments in the museum environment for different
visitors with their variety of acquired CI. We have periodically collected CI
of the visitors consisting of eight different context parameters based on which
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Fig. 6. Average service identification
time vs. number of generated service
requests
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Fig. 7. Precision of the identified ser-
vice with and without considering ECR
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Fig. 9. Precision and recall of the iden-
tified service with available templates

ECR are formulated. We have measured the system performance by considering
the service identification time, precision and recall of the identified services.
During the experiments we found that using an exhaustive set of formulated
ECR, the system is able to correlate and match quickly with the information in
the service mapping templates. Accordingly, using formulated ECR the average
time required to identify the service is reduced as shown in the Fig. 6 when
compared to without ECR, i.e. without analyzing different combinations of CC.

Further, the system performance is measured by considering the precision
and recall of the identified services based on the ECR. Precision determines
fraction of the identified relevant services among total services retrieved by the
system. Recall denotes fraction of the identified services which are expected to
be relevant visitor’s required services. Precision and Recall are given by Eqs. 1
and 2.

Precision =
| {Identified Services

⋂
Retrieved Services} |

| {Retrieved Services} | ; (1)

Recall =
| {Identified Services

⋂
Retrieved Services} |

| {Identified Services} | ; (2)

As indicated in the Fig. 7 for several instance of generated service requests
using an exhaustive set of ECR, the system identified more relevent set of services
among the existing services. This indicates that, ECR enables the system to
accurately decide the required services and hence improves the precision. Also,
as shown in the Fig. 8, the recall of services are improved using the ECR with
identified the most relevent services.
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Also, we have measured the precision and recall of the identified service
depending on the number of service mapping templates. As shown in the Fig. 9
with more number of available service mapping templates based on the ECR the
system retrieves more relevant services and improves the precision and recall of
the identified service.

8 Conclusion and Future Works

This paper has presented a novel technique to identify the ubiquitous museum-
guide services for the visitors in the museum environment without their requests.
The proposed system has identified the required services based on the acquired
context by formulating an exhaustive set of ECR. The formulated ECR were cor-
related and matched on to the service mapping templates which were potentially
found useful to identify the ubiquitous services. The experimental results have
shown that by considering the an exhaustive set of formulated ECR the preci-
sion and recall of the identified service has improved. In addition to the museum
environment, the proposed technique can also be applied in several applications
such as tourist guides, smart homes, ubiquitous commerce and like others. In
future works, we are intended to consider the certainty of the required service
according to dynamic variation in the context information. Also, we incorporate
the visitor’s personal interests to identify the required service as per individual
requirements. Additionally, we emphasize on the design of content adaptation
mechanism to provide the optimal services to the visitors.
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Abstract. In this paper, we propose a new approach to federate sim-
ulations for cyber-physical systems. A federation is a combination of
simulations being able to interact with each other upon a standard of
communication. In addition, mixed simulations are defined as several par-
allel simulations that are taken place in a common time progress. These
simulations run on the models of physical systems, which are built based
on cellular automata. The experimental results are performed on a typ-
ical federation of three simulations for forest fire spread, river pollution
diffusion and wireless sensor network. The obtained results can be used
to predict as well as observe the behavior of physical systems in their
interactions.

Keywords: Cyber-Physical System (CPS) · Cellular Automata (CA) ·
Federation · High Level Architecture (HLA) · Mixed simulations

1 Introduction

In recent years, more and more researches focus on the cyber-physical system
(CPS) [1], which is defined as an integration of computation with the physi-
cal systems. Taking advantage of Wireless sensor network (WSN) [12], sensing
ability of CPS is significantly considered over the last years. This ability allows
CPSs to be able to sense data from the physical world by the facilitation of
sensor networks.

Simulating the sensing ability before real implementations will highly reduce
cost and effort of development of CPSs. However, due to uncertain interactions of
complex physical systems, simulating this type of system is much more compli-
cated compared to the traditional computing systems. One of critical challenges
is the involvement of the interoperability in the models.

Several solutions were suggested to confront with that issue over the last
years [5,6,20]. But, they do not consider on federating physical systems instead
of integrating exiting tools and languages. Furthermore, those approaches are
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almost targeting embedded systems. This leads to challenges due to the needs
of modeling various kinds of physical systems in the sensing process, natural
systems as examples.

Cellular automata (CA) [2,3] model has emerged as a very promising tech-
nique for dealing with complex physical systems [4]. A typical CA consists of
two components: cellular space and transition rule. The cellular space compo-
nent presents a lattice of cells, each with an identical pattern of local connection
to other cells (neighborhood pattern). In addition, each cell consist of a set
of states. Meanwhile, the other component indicates how one cell achieves the
new states (at time t+1) according to the current local states and states of its
neighborhood (at time t).

In this paper, we propose a new approach for federating simulations. This
enables to coordinate several parallel simulations as a distributed simulation
system, so-called mixed simulation. To achieve it, we at first present a method
to model physical systems in accordance with the CA [2,3] model. Then, the
parallelism is used to accelerate large scale simulations. A federation of several
parallel simulations is conducted according to high level architecture (HLA) [19]
standard.

The remainder of this paper is organized as follows. In Sect. 2, we introduce
related work. Section 3 describes mixed simulations in the context of CA. A
federation of mixed simulations and related discussions are presented in Sect. 4.
Section 5 gives some experiments of running a federation. The conclusion of this
work will be expressed in Sect. 6.

2 Related Work

In the last decade, several researches have focused on handling challenges of
interoperability of various components in CPSs [1].

An approach about coordinating data communication and time synchroniza-
tion between simulation frameworks is considered. Some practical works follow-
ing that track are presented in [5,23]. These solutions allow to federate several
simulations, however, the issues related to synchronization time are not taken
into account.

Likewise, [22] presents a framework for exchanging data and time synchro-
nization by integrating two available tools. This work aims to facilitate design
and evaluation of networked control and cyber-physical system (NCCPS) [22] in
CPSs.

There are no work replying on applying the CA model for representing phys-
ical systems in the context of CPSs. Modeling phenomena and natural systems
as well as their interactions in space and time are not taken into account in
almost situations.

3 Mixed Simulations

3.1 Modeling Physical Systems Based on Cellular Automata

A physical system is considered as a region which may be monitored by sen-
sor networks such as river, ocean, forest, or road system. However, since their
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complex behavior and large size, modeling this type of system confronts with
many issues. Cellular automata (CA) [2,3] is feasible to handle those issues [4].

In order to model physical systems, a definition of cell system is considered. It
consists of a collection of cells. Each cell holds its local states (namely pollution
density, insect population), and connections to surrounding cells (neighboring
cells), as presented in Fig. 1. We also suppose to use two common types of neigh-
borhood patterns Von neumann 1 (4 neighbor) and Moore 1 (8 neighbor) [2] in
this study.

Figure 2 depicts a process of developing physical simulations in terms of the
cell systems. Initially, geographic data are processed to generate a cell system,
which is associated with definitions of states and transition rules make up a
complete model. Physical simulations are achieved by the model executions.

Fig. 1. Illustrating a cell system struc-
ture with the Von neumann 1 pattern.

Fig. 2. A process of developing physical
simulations from cell systems.

Two models of physical systems are suggested in the next sections: forest
fire spread model and river pollution diffusion model. We also suppose that a
WSN [12] is deployed to monitor fire in the forest, and its model is thus presented.

3.2 River Pollution Diffusion Model

River pollution diffusion model is built based on the method in the previous
section. In the context of pollution, it is possible to think of various potential
situations such as chemical, oil, or contaminant. Generally, the diffusion signif-
icantly depends on the pollution density. Therefore, pollution density is chosen
as cell states

• state: The cell state holds a value of the pollution density.
• transition rules: Updating the pollution density at celli at time t+1, termed

as S(i)t+1.
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S(i)t+1 ← S(i)t/2
for (j in neighbor of celli)

S(i)t+1 ← S(i)t+1 + S(j)t / (2 * number of neighbor of cellj)
end for

3.3 Forest Fire Spread Model

The fire spread model is defined for simulating the fire spread in the forest. For
the sake of simplicity, cell state is represented by one of the four values: tree,
fire, ash, and empty.

• state: tree, fire, ash, and empty.
• transition rules: Updating the new state of celli at time t+1, termed as
S(i)t+1.

if (S(i)t is TREE and at least one of its neighbor is FIRE )
S(i)t+1 ← FIRE

end if
if (S(i)t is FIRE )

S(i)t+1 ← ASH
end if
if (S(i)t is ASH )

S(i)t+1 ← EMPTY
end if

3.4 Wireless Sensor Network Model

To represent a sensing component of CPSs, wireless sensor network (WSN) is
also taken into account. It regularly collect raw data from the forest, processes
those data, and raises emergency alerts in the case of the fire detected. To carry
it out, a collection of sensors will first be deployed to monitor the forest. In this
case, each sensor node is considered as a cell in cell system. The connectivity
of the model is formed by radio links among sensors. And sensing data can be
viewed as cell states of the model.

• state: The cell state holds a value of sensed data collected from the forest.
Thus, its value should be fire or normal.

• transition rule: Every simulation cycle, celli checks the sensed data. Signals
will be emitted as the fire is detected.

3.5 Parallel Simulations

The simplicity of the CA models actually brings about several benefits in com-
putations. However, since huge sizes and complicated behavior of the physical
systems, simulating them poses a challenge to existing simulator, especially in
the case of several simulations working together. The parallelism mechanism is
thus employed to deal with that in our work.
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To implement it, we propose to use the Graphic Processing Unit (GPU) [7,8].
This architecture comes with a set of threads running in parallel. As a result,
the computations of cells are easy to be executed simultaneously.

3.6 Mixed Simulations

A mixed simulation is considered as a collection of parallel simulations that
are capable of communicating with each other while running concurrently as a
distributed system. It is expected that the mixed simulations are able to imitate
not only behavior of real systems, but also interactions between them. A central
component is responsible for controlling that interoperability, as shown in Fig. 3.

For instance, considering on interactions between the river and the forest
system, as shown in Fig. 4. Ashes produced by fire in the forest can pollute the
river at the frontier between them. Otherwise, evaporation will also affects fired
spread in the forest. These physical interactions are regarded in this type of
simulation.

Fig. 3. A general architecture of mixed
simulations.

Fig. 4. An example for describ-
ing interactions can be happened
between river and forest. (data
source: OpenStreetMap [16]).

4 Federation of Simulations

As mentioned earlier, a mixed simulation consists of several parallel simulations
that concurrently run on different hosts and are connected via a network sys-
tem. Thus, a federation approach is required to make those parallel simulations
working together as a synchronous system. To do that, a model designed in
accordance with the High Level Architecture (HLA) [13,14,19] is applied.
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In HLA terminology, the entire system is considered as a federation which
contains several federates connected via the central component Run-Time
Infrastructure (RTI) [19]. The HLA is formally defined by three components.

1. A set of rules describes the responsibilities of federates and their relationship
with RTI. An example is that all exchange of data among federates should
occur via the RTI during a federation execution.

2. An interface specification provides services for managing federates and inter-
actions. For example, it indicates how a federate join or leave a federation.

3. An Object Model Template [15] defines how information is communicated
between federates, and how the federates and federation have to be docu-
mented (using Federation Object Model FOM) [15]. FOM defines the shared
objects, attributes, and interactions for a whole federation.

We assume that some interactions occur between the three systems. Firstly, as
fires of the forest approach to the river, ashes produced by the fires will pollute
the river. Secondly, the evolution of the physical environment results in the
changing of WSN’s behavior, emitting signals as soon as the fire is detected.

The overall architecture of the proposed federation is presented in Fig. 5. It
is noted that Observer, a passive federate, used to visualize the federation.

Fig. 5. A federation of four federates: River, forest, WSN, and observer.

4.1 Exchanging Data

Exchanging data between federates is an obligation to the proposed model. To
deal with that, a publish-subscribe mechanism is used. This enables subscribers
may automatically receive updates from publishers. Thus, federates have to
declare what information they publish and subscribe to the central component
before the execution of the federation, as shown in Table 1.

The communications are taken place at the end of simulation cycles. This
means that the new states are simultaneously computed on the GPUs of the
federates which are independently run on their host. Then, data are copied to
the CPUs to serve interactions. Thus, the states of publishers at time t may be
involved in the evolution of other subscribers at time t+1, as depicted in Fig. 6.
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Table 1. Describing publishers and subscribers of shared data between the four fed-
erates: forest, river, WSN, and observer.

Object Class Attributes Published by Subscribed by

ForestNode State, Position ForestNode River, WSN, Observer

RiverNode Pollution density, Position RiverNode Observer

WSNNode State, Position WSNNode Obsever

Fig. 6. The model of exchanging data in the federation with two federates.

Clearly, this approach enables to make of an environment of several parallel
simulations running at the same time. Although, it costs a little of time for
copying data, it significant benefits in the case of several complex and large
systems.

4.2 Time Management

Time management is a mechanism for controlling the advancement of each fed-
erate in simulation time. This enables federates in the federation to be able to
synchronize their local logical time together to ensure the causality. In this case,
each federate owns its logical time that will be associated with the sending data,
so-called time-stamp. Upon that information, the central component is capable
of synchronizing federates as a synchronous system.

This mechanism comes up with two properties, constrained and regulating.
The former ensures the federates to be able to send updates. Meanwhile, the
latter allows the federates to receive updates from the central component. There-
fore, both of them are often enabled for all federates, and only the constrained
property is assigned to the observer federate since it is designed without any
sending. Table 2 shows time policies proposed for the proposed federation.

Time stepped federates will calculate values based on a point in time and
process all data being sent up to the next point in time (current time + time
step). Thus, to advance logical time for the time-stepped simulation, each fed-
erate has to send its request to the central component. Then, all receive data,
which have been sent from federates, with the time-stamp less than or equal
to the time requested will be released from the central component. After those
data have been received by federates, a time grant is returned to the requesting
federate. And then, the federate is able to advance its logical time. In addition,
Fig. 7 illustrates how to initialize the synchronizing point for all federates.
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Table 2. Time management of the four federates.

Federate Time constrained Time regulating Time advance

Forest Yes Yes Time stepped

River Yes Yes Time stepped

WSN Yes Yes Time stepped

Observer Yes Yes/No Time stepped

Fig. 7. Federate synchronization for the river and the forest federate.

Therefore, for the proposed federation, the time synchronization of the four
federates can be obtained via the following steps.

1. All federates connect to the federation initialized earlier.
2. The federates are put into a common time progress by requesting synchro-

nization point services, as demonstrated in Fig. 7.
3. The federates update the new states, and then send the updates to the central

component if they are publishers.
4. Each federate sends an advance time request to the central component.
5. For each federate, it needs to wait until all data on the central component

with the time stamps are less than or equal to its requested time are received
by subscribers, then it is able to advance its logical time.

5 Experiment

5.1 Data Used

Data used in this study was taken from OpenStreetMap [16]. In which, we con-
sidered on a small area located in the Mekong Delta of Vietnam as a study
region 4. Those data were used to generate cell system of river, forest, and
WSN. The pattern neighborhood were 8, 4, and 4 neighbor, respectively. Since
our current focus is the federation of mixed simulation, input data were randomly
created for simulations.
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5.2 FEMIS Tool

We have developed the FEMIS (FEderation of MIxed Simulation) tool by using
C/C++ language. It enables to develop parallel simulations and federate them
as distributed simulations from outputs of the PickCell tool [11]. The frame-
work CERTI [17,18] was used in this project as role of RTI. Meanwhile, the X
Window System [24] was employed to provide a GUI (Graphical User Interface)
environment for displaying simulation results and interacting with users.

5.3 Scenario 1 - The Parallel Simulation of Pollution Diffusion in
the River

We used the river model for pollution diffusion that presented in Sect. 3.2. Ini-
tially, two polluted points were randomly created in the river. After 4 steps the
diffusion of pollution is shown in Fig. 8. The darker regions implied the larger
density of pollution, and vice versa.

Fig. 8. The parallel simulation of diffusing pollution in a river. This is initialized with
two polluted points (dark points).

5.4 Scenario 2 - The Interactions Between the Forest and the River
Federate

Regarding to simulate the interactions of physical systems in CPSs. We lunched a
federation of a mixed simulation with three federates: river, forest, and observer.
In which, the two first ones run on the GPUs.

In this case, the river federate created and joined the federation on the
RTI-CERTI. It waited for the forest federates to enter. The river federate sent a
request to others to achieve a synchronization point in the federation. And then
the synchronization point was achieved.

Figure 9 showed that the ashes (brown points) formed by the fire (red points)
polluted the river from the step 4 as they spread close to the river. This also
shows that models based on the CA can work together in the common time
progress.
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Fig. 9. The screen shoot was taken from the observer federate. It shows the data
exchange between the river and forest federate in the federation. Two regions marked
the small red circles represent the new polluted points created by the ashes, which are
formed from the forest fire after 4 steps (Color figure online).

Fig. 10. The interoperability of four federates under the context of the mixed simula-
tion: river, forest, WSN, and observer. The sensors changed to red color since the fire
was detected close to them (Color figure online).
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5.5 Scenario 3 - The Federation of Mixed Simulation with the Four
Federates: River, Forest, WSN, and Observer

The models were presented in Sect. 3.6. The sensors nodes were represented by
black points in the forest. They appeared with the sensing ranges (small circles)
and communication ranges (large circles).

As the previous case, the four federates first need to achieved a synchronous
point. At each step, these federates exchange data together via the RTI.

Figure 10 presents the results captured from the observer federate. In this
scenarios, due to no fire close to the river, until step 4, there were no new
polluted points created in the river. Meanwhile, since a sensor recognizes that
the fire appeared within its sensing range (smaller circle), it will change its color,
sensing and communication range (larger circle) to red color.

6 Conclusion

In context of modeling and simulating for cyber-physical systems, we have
described a new approach on the federation for simulations. The models of phys-
ical systems are based on cellular automata. In this method, they must have at
least two components: cell system and transition rules. The FEMIS tool has
developed in order to simulate those models in parallel and perform the fed-
erations of the those simulations. The parallel computations on the GPU aim
to reduce the simulating time for large and complex models. The experimental
results were obtained by federating the three parallel simulations for forest fire
spread, river pollution diffusion and wireless sensor network. By using federated
simulations, the behavior of physical systems with their interactions could be
observed in simulation progress.
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Abstract. This study introduces a new approach in forecasting the brown plant
hopper (BPH) infection levels using the set-valued decision rules. The experi-
ment was conducted in two scenarios, and was supported by the tool SSBPH –

the tool is developed by authors. The experimental results help the agricultural
managers process information on BPH, forecast the infection of BPH, and give
the recommendation to farmers.

Keywords: Brown plant hopper � Set-valued decision rule � Infection level

1 Introduction

Brown plant hoppers (BPH) cling to the stem of rice to absorb the sap. In addition,
BPH also cause the yellow dwarf disease - an extremely dangerous disease for rice. The
life cycle of BPH is 25–28 days. In each month, the peak period that the mature BPH
fly into light traps is 5–7 days [3]. BPH not only spread in the local scope, but also
migrate from one region to another [2]. Therefore, forecasting the BPH infection levels
help the agricultural managers give the recommendation to farmers. The agricultural
managers use the number of mature BPH flying into light traps and other influential
factors such as the wind direction, the wind speed, the rainfall, the humidity, etc. to
conduct the forecast of BPH.

Some studies on warning BPH are presented in [2, 13, 15, 16]. In [15], simulating
the BPH density based on the interpolation technique and the multi-agents system
supports the managers in observing the distribution of BPH populations on rice fields.
In [13], simulating the spread of BPH in the Mekong River delta is based on the life
cycle of BPH and the wind direction. In [2], monitoring the cultivated area, the used
rice varieties as well as the development stages of the rice are used in order to prevent
BPH. In [16], the linear correlation between the areas cultivated by the BHP resistance
varieties and the areas infected by BHP, and the linear regression equation was used to
delineate the map of the BHP infected areas. However, all these studies are the
single-valued approaches.

This paper proposes a new approach to forecast the BPH infection level using the
set-valued decision rule. This rule is formed by many factors such as the number of
BPH flying into the light traps, the wind speed, the wind direction, the temperature, and
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the rainfall. In addition, the peak period must also be selected. This approach will
specify the BPH infection level in a region; thereby build the plans for the BPH
warning on the immigration levels and the propagation directions in scenarios.

The paper is organized into 5 sections. The first section introduces the context and
the approach for solving the problem. The second section focuses on some definitions
of set-valued decision information system. The third section proposes the model, forms
the set-valued decision rules to warn BPH. The fourth section introduces data and the
tool SISBPH used for experiments, and some scenarios for warning BPH. The final
section is the conclusion.

2 Set-Valued Decision Rules

2.1 Set-Valued Decision Information System

The set-valued decision information system is defined as as a collection of 4 elements
[18] \U;Q1 [ df g;V ; f [ , where U is a nonempty finite set of N objects
x1; x2; . . .; xNf g; Q1 is a finite set of the condition attributes; d is a decision attribute;

Q ¼ Q1 [ df g;Q1 \ df g ¼ ;; V ¼ VQ1 [Vd , where VQ1 is a set of the condition attri-
bute values and Vd is a set of the decision attribute value; f is a mapping from
UxðQ1 [fdgÞ to V, that is f : UxQ1 ! 2VQ1 is a set-valued mapping and f : Ux df g !
Vd is a single-valued mapping.

For example, Table 1 presents a set-valued decision information system of 10
objects ¼ x1; x2; . . .; x10f g, each object has 1 decision attribute {d} and 5 condition
attributes Q1 ¼ q1; q2; q3; q4; q5f g.

2.2 Maximal Tolerance Class

Given a set-valued decision information system \U;Q1 [ df g;V ; f [ , a tolerance
class of x2U based on set of the condition attributes B�Q1 is defined as the following
[18]: TB xð Þ ¼ y=y 2 U; 8b 2 B : b xð Þ \ b yð Þ 6¼ ;f g ¼ \b2B TbðxÞ.

Table 1. A set-valued decision information system of 10 objects.

U q1 q2 q3 q4 q5 d

x1 {1} {0,1} {0} {1,2} {2} 3
x2 {0,1} {2} {1,2} {0} {0} 1
x3 {0} {1,2} {1} {0,1} {0} 1
x4 {0} {1} {1} {1} {0,2} 2
x5 {2} {1} {0,1} {0} {1} 2
x6 {0,2} {1} {0,1} {0} {1} 2
x7 {1} {0,2} {0,1} {1} {2} 3
x8 {0} {2} {1} {0} {0,1} 1
x9 {1} {0,1} {0,2} {1} {2} 3
x10 {1} {1} {2} {0,1} {2} 2
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For example, using Table 1 and if B ¼ Q1 ¼ q1; q2; q3; q4; q5f g, we have
TB x1ð Þ ¼ TB x7ð Þ ¼ fx1; x7; x9g, TB x2ð Þ ¼ TB x8ð Þ ¼ fx2; x3; x8g, TB x3ð Þ ¼ fx2; x3; x4;
x8g, TB x4ð Þ ¼ fx3; x4g, TB x5ð Þ ¼ TB x6ð Þ ¼ fx5; x6g, TB x9ð Þ ¼ fx1; x7; x9; x10g,
TB x10ð Þ ¼ fx9; x10g.

Classifying the set of objects U using the concept of the tolerance class can lead to
two cases: (1) the objects of TQðxÞ may not possess any common attribute values;
(2) with x ≠ y; x, y2U, there exist the inclusion relation between TQðxÞ and TQðyÞ. In
the above example, the inclusion relation is TBðx2Þ 2 TB x3ð Þ.

The maximal tolerance class is the maximal set of objects which are tolerant with
each other. For example, using Table 1, the maximal tolerance classes are presented in
Table 2.

2.3 Set-Valued Decision Rules

Given a set-valued decision information system \U;Q1 [ df g;V ; f [ , and B�Q1, K
B

(KP) is called the set of maximal tolerance classes on B (P). desKB is the set of
tolerance values of KB. The decision rule defined by KB is [18]:

desKB ! _i2dðKBÞ d; ið Þwhere d KB
� � ¼ fij9x 2 KB; d xð Þ ¼ ig

(i) if d(KB) = {i}, desðKBÞ ! ðd; iÞ is called the finite set-valued rule;
(ii) if i 2 d KBð Þand d KBð Þ � fig 6¼ ;, desðKBÞ ! ðd; iÞ is called the infinite

set-valued rule.

Table 2. The maximal tolerance classes.

Maximal tolerance class Tolerance value

{x1, x7, x9} (1, 0, 0, 1, 2)
{x2, x3, x8} (0, 2, 1, 0, 0)
{x3, x4} (0, 1, 1, 1, 0)
{x5, x6} (2, 1, {0, 1}, 0, 1)
{x9, x10} (1, 1, 2, 1, 2)

Table 3. An example of the decision rules (*: the finite decision rule; **: the infinite decision
rule).

KB
i desðKB

i Þ The decision rule

KB
1 ¼ {x1, x7, x9} (1, 0, 0, 1, 2) (1, 0, 0, 1, 2) → (d,3)*

KB
2 ¼ {x2, x3, x8} (0, 2, 1, 0, 0) (0, 2, 1, 0, 0) → (d,1)*

KB
3 ¼ {x3, x4} (0, 1, 1, 1, 0) (0, 1, 1, 1, 0) → (d,1)∨(d,2)**

KB
4 ¼ {x5, x6} (2, 1, {0, 1}, 0, 1) (2, 1, {0, 1}, 0, 1) → (d,2)*

KB
5 ¼ {x9, x10} (1, 1, 2, 1, 2) (1, 1, 2, 1, 2) → (d,2)∨(d,3)**
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For example, using Table 1 and if B ¼ Q1 ¼ q1; q2; q3; q4; q5f g, we have the
results as follows (Table 3).

3 Forecasting the BPH Infection Level Using the Set-Valued
Decision Rules

3.1 The Set-Valued Decision Information System of the BPH Forecast

The set-valued decision information system is defined as a collection of 4 elements
\U;Q;V ; f [ . U is a nonempty finite set of N objects which are the light traps
U ¼ b1; b2; . . .; bNf g. Q is the set of 5 condition attributes which are the number of
BPH, the wind direction, the wind speed, the temperature, and the rainfall
Q ¼ q1; q2; q3; q4; q5f g; and 1 decision atrribute. To solve the problem using the
set-valued decision information system, some conventions are proposed as follows.

The number of BPH (q1): this attribute is the number of BPH flying into a light trap,
and is described in Table 4.

The wind direction (q2): Vietnam has the tropical monsoon climate with two sea-
sons annually (the dry season and the rainy season); and two main wind directions:
southwest from January to July and northeast from late July to December. Therefore, in

Table 4. The convention on the number of BPH flying into a light trap (unit: individual).

The number of BPH (r) Value of q1 (the migration level of BPH)

0 0
0 < r ≤ 200 1
200 < r ≤ 600 2
600 < r ≤ 900 3
900 < r ≤ 1200 4
1200 < r 5

Table 5. The description of the set-valued decision rules.

d Explanation

0 At present, the place of a light trap and its neighbours do not have BPH.
1.1 At present, the migration level and the propagation direction at the place of a light trap

and its neighbours is 1 and 1 respectively.
1.2 The migration level and the propagation direction are 1 and 2 respectively.
2.1 The migration level and the propagation direction are 2 and 1 respectively.
2.2 The migration level and the propagation direction are 2 and 2 respectively.
3.1 The migration level and the propagation direction are 3 and 1 respectively.
3.2 The migration level and the propagation direction are 3 and 2 respectively.
4.1 The migration level and the propagation direction are 4 and 1 respectively.
4.2 The migration level and the propagation direction are 4 and 2 respectively.
5.1 The migration level and the propagation direction is 5 and 1 respectively.
5.2 The migration level and the propagation direction is 5 and 2 respectively.
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the proposed model, information on the wind direction at a light trap is assigned one of
two values: 1 (southwest) and 2 (northeast).

The wind speed, the temperature, and the rainfall (q3, q4, q5): are assigned the
measured values in the reality (unit of wind speed is m/s, unit of temperature is °C, and
unit of rainfall is mm).

The decision attribute (d): is defined as Table 5.
For example, data collected at 3 light traps and on 5 constitutive days is shown in

Table 6. The value f of the light trap bi and the attribute qj is a set of 5 values
corresponding to 5 days.

3.2 Forecasting the Migration of BPH – Scenario 1

At the nymphal period of the life cycle (7–10 days), BPH can move from this rice field
to other rice fields. The migration of BPH will outbreak when the density is greater than
10000 individual/m2 or the food is depleted (rice at the pre-harvest stage). When BPH
migrate to a particular area, after 5 to 7 days, they will spawn. In the suitable envi-
ronmental conditions, the proportion of female: male is 3: 1; each female can lay
150–250 eggs, and the hatching time is about 1 week, therefore there are the overlap
generations [14].

The objective of the scenario is to identify locations where BPH migrate to and the
propagation direction of BPH.

The decision rules
f q1ið Þ is called the value from day 1 to day i, n:k is called the decision value. If
9f q1ið Þ ¼ n and n ¼ max f q1ið Þð Þthen d ¼ n:k. Suppose that the value of wind direc-
tion q2 is 1, and attributes q3, q4, q5 are suitable for the development and the migration
of BPH, we define the decision rules as follows.

q1i ¼ 1; q2 ¼ 1; q3; q4; q5f g ! d; 1:1ð Þ;
q1i ¼ 2; q2 ¼ 1; q3; q4; q5f g ! d; 2:1ð Þ;
q1i ¼ 3; q2 ¼ 1; q3; q4; q5f g ! d; 3:1ð Þ;
q1i ¼ 4; q2 ¼ 1; q3; q4; q5f g ! d; 4:1ð Þ;
q1i ¼ 5; q2 ¼ 1; q3; q4; q5f g ! d; 1:1ð Þ:

Table 6. A set-valued decision information system collected at 3 light traps and on 5
constitutive days.

U q1 q2 q3 q4 q5 d

b1 {1,1,1,1,1} {1,1,1,1,1} {2.3,3,4,4,2,3.6} {27,28,28,28,29} {4,3,0,0,0} 1.1
b2 {1,1,2,1,1} {1,1,1,1,1} {2.3,3,4,4,2,3.5} {27,28,28,28,29} {3,1,0,0,0} 2.1
b3 {3,1,1,1,1} {1,1,1,1,1} {2.3,3,4,4,2,3.6} {27,28,28,28,29} {4,3,0,0,0} 3.2
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The propagation direction of BPH
If BPH migrate, they mainly move by jumping from this rice leaf to other leaf. Only
individual with the long wing can move far. The migration of BPH is based on wind,
therefore determining the wind direction and the wind speed is very important [11].

Suppose that the condition attributes q3, q4, q5 are suitable for the development and
the migration of BPH, and the value of q1 is 3, the decision rules corresponding to the
wind directions are:

q1 ¼ 3; q2 ¼ 1; q3; q4; q5f g ! d; 3:1ð Þ;
q1 ¼ 3; q2 ¼ 2; q3; q4; q5f g ! d; 3:2ð Þ:

We call R to be the propagation radius R ¼ VwindxTwindð1Þ where Vwind is the wind
speed, Twind is the moving time. The spread area is the circular sector with an angle β.
Its area is calculated by S ¼ 1

2R
2bð2Þ. BPH can migrate to regions of this area.

3.3 Forecasting the Migration of BPH – Scenario 2

The objective of the scenario is to identify locations where BPH do not migrate. The
mature BPH tend to fly into the light traps strongly [3]. Therefore,

– If a light trap does not collect any BPH, there are three cases: (1) at present, the
migration of BPH does not occur at the place of that light trap and its neighbors;
(2) at present, BPH is not yet mature; (3) both of the above cases. The decision rule
will be fq1 ¼ 0; q2; q3; q4; q5g ! ðd; 0Þ.

– If a light trap has BPH, the food (rice) is copious, and the BPH density in the rice
field <10000 individual/m2; then the decision rule will be

– q1 6¼ 0; q2; q3; q4; q5f g ! ðd; 0Þ.

4 Experiment

4.1 Experimental Data

Experimental data is collected at 7 places locating 7 light traps b1; b2; . . .; b7f g on 5
constitutive days from 02/10/2014 to 02/14/2014. For each place, data is stored in the
table as the follow (Table 7).

Table 7. The collected data of the first place (b1) on 5 constitutive days.

The number
of BPH

Wind direction Wind speed Temperature Rainfall

Day 1 0 Southwest 2.3 27 30
Day 2 0 Southwest 3.4 28 3
Day 3 0 Southwest 4 28 0
Day 4 0 Southwest 2 28 0
Day 5 0 Southwest 3.4 29 0
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4.2 Tool SSBPH

Tool SSBPH (Set valued decision Information System - warning Brown Plant Hopper)
is implemented by using Smalltalk [10], and integrated into Netgen framework [9].
This tool support users the functions: (i) read and store data into a template; (ii) stan-
dardize the single-valued data to store into a set-valued decision information systems;
(iii) build the tolerance classes; (iv) define the maximal tolerance classes; (v) create the
set-valued decision rules; (vi) display the migration level and the propagation direction
of BPH on the map; (vii) produce the reports, the charts, and the support plans on
warning BPH (Fig. 1).

4.3 Identifying the Migration of BPH – Scenario 1

The objective of the scenario is to identify locations where BPH migrate to and the
propagation direction of BPH for 7 locations b1; b2; b3; b4; b5; b6; b7f g.

Using the tool SISBPH and empirical data collected from 7 light traps, the obtained
results are the follows.

The maximal tolerance classes are K1 ¼ b1; b3f g;K2 ¼ b2; b6f g;K3 ¼ fb4; b5; b7g
The decision rules are

(I)

(II)

(III)

Fig. 1. The tool SISBPH: (I) is the input data – information collected from the places locating
the light traps are the number of BPH, the wind direction, the wind speed, the temperature, the
rainfall; (II) is the list of functions of this tool; and (III) is the output such as the chart, the report,
and the support plans.
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desK1 ¼ 0; 1; 2:3; 3:4; 4f g; 27; 28; 29f g; 30; 3; 0f gð Þ ! d; 0ð Þ
desK2 ¼ ðf1; 2g; 1; 2:3; 4; 2f g; 27; 28; 29f g; 3; 0f gÞ ! ðd; 1Þ_ðd; 2Þ
desK3 ¼ ðf2; 3g; 1; 2; 28f g; 3; 1; 0f gÞ ! ðd; 2Þ _ ðd; 3Þ

Because of q1 [ 0f g; q2; q3; q4; q5ð Þ ! d; að Þand a[ 0; the decision rules created
by K2 and K3 are used for identifying the migration of BPH. For K2, we choose
d2 ¼ max d2ið Þ ¼ 2ð2:1Þ; For K3, we choose d3 ¼ max d3ið Þ ¼ 3ð3:1Þ. Therefore, the
migration level of BPH at locations K2 ¼ b2; b6f g is level 2, and at locations K3 ¼
fb4; b5; b7g is level 3.

The propagation direction. At locations ð b2; b6f g; b4; b5; b7f gÞ, given the moving
time Twind = 2 h and β = 30°, using formulae (1) and (2), the propagation radius R and
the area of the circular sector S are R = 19.92 km and S = 597.6 km2. The result is
shown in Fig. 2.

At that time, the mature BPH flying into the light traps is in level 2 (200–600
individuals) and level 3 (600–900 individuals), we propose the following plans.

Plan 1: at locations K2 and K3, rice planted at the propagation regions is very
young (seedlings).

R

S
bi

Fig. 2. The map displaying the propagation of BPH at locations K2 and K3 with the propagation
radius R = 19.92 km and the propagation area S = 597.6 km2.
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The farmers should let the rice sprout to be flooded in water at night (from 5 pm to
7 am the next morning), and outcropped the water at daytime; this work is maintained
in 3–4 days; until the farmers do not see the mature BPH flying the light traps, the
water will be managed under the normal method.

Plan 2: at locations K2 and K3, rice planted at the propagation regions is less than
20 days old.

Plan 1 can be applied. However, if the density of migration of BPH is high, the
farmers should spray the pesticide to keep the natural enemies system on the rice fields.
The best time to spray is the time that the number of BPH flying into the light traps is
the largest.

Plan 3: at locations K2 and K3, rice planted at the propagation regions is greater
than 20 days old.

If on the rice field, the BPH is at the age of 1-3, or the number of mature BPH is
equal or greater than 3 individuals/strand, the farmers should spray the pesticide.

Plan 4: at locations K2 and K3, the propagation regions are prepared for sowing.
The number of BPH flying into the light traps is still collected in next days, if this

number decreases, the farmers should prepare seeds and sow them.

4.4 Identifying the Migration of BPH – Scenario 2

The objective of the scenario is to identify locations where BPH do not migrate for 7
locations b1; b2; b3; b4; b5; b6; b7f g.

Similar to scenario 1, the tool SISBPH and empirical data collected from 7 light
traps are also used. The maximal tolerance classes K1, K2, K3 and the decision rules of
both scenarios are the same. Because of desK1 ! d; 0ð Þ; there is no BPH at locations
K1 ¼ b1; b3f g and its neighbors. In this case, we do not calculate the radius R and
identify the propagation direction.

Plan 1: b1, b3 are the propagation regions.
The farmers should visit the rice fields regularly; specify the age of BPH; continue

to monitor the light traps every day. When there is the migration of BPH, scenario 1
will be used.

Plan 2: b1, b3 are not the propagation regions.
The farmers should visit the rice fields regularly; specify the density of BPH; follow

the recommendations of experts on using rice varieties, the pesticide, etc.

5 Conclusion

The paper presents the set-valued decision information system and the basis for
establishing the set-valued decision rules. Based on the presented theory, this paper
proposes a model to warn the migration of BPH.

In this study, the tool SISBPH is developed to support the experts on warning BPH.
This tool process the collected data, established the set-valued decision rules, identify
the locations where BPH migrate to as well as the infection levels. The experiment is
conducted at seven locations in the Mekong Delta; from this experiment the plans are
proposed.
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Abstract. Wireless sensor networks are being effectively applied in the forest
fire detection. Building a model of sensors covering the entire area of the forest
is the important problem. This paper proposes the coverage model using the new
approach to decrease the number of sensors. With this approach, the sensors are
classified into several groups; and those groups work in the alternative way but
meet the complete coverage. Experimental results on the map of the forest in
Dong Thap province shows that the model works well and meets the complete
coverage.

Keywords: Wireless sensor networks � Coverage model � Forest fire detection

1 Introduction

Wireless sensor networks [8] when deployed have to cover the targets (subjects to be
observed and tracked), that is the targets must always lie within the scope for monitoring
and tracking sensors. Guaranteeing the coverage is the most important requirement for a
sensor network [1, 7] and identifying the coverage area is the task to be studied firstly
before sensor networks are deployed. The coverage also helps overcome the limitations
of a sensor network such as supporting for routing protocol and MAC protocol [4], or
addressing the strict requirement of energy and increasing the lifetime of the network
[2, 3]. Therefore, the coverage is an important problem for wireless sensor networks and
the problem for identifying the coverage has posed many challenges.

Two approaches related to the use of wireless sensor networks for the forest fire
detection are interested in [5, 6]. The first approach studies and improves the collected
data processing methods in order to make more accurate forecasts. The second
approach optimizes the coverage problem of a sensor network. In the first approach, the
theory of Type-2 Fuzzy System, the theory of Dempster-Shafer and the threshold
method, the probability and the simulated model, and SVM machine learning are used
in [9, 10, 11, 12] respectively. All of those methods identify the forest fires based on
collected data sets of wireless sensor networks. The second approach builds the
algorithms to optimize the coverage problem in a sensor network. The distribution

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
P.C. Vinh and V. Alagar (Eds.): ICCASA 2015, LNICST 165, pp. 187–197, 2016.
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algorithm PEAS, the algorithm evaluating the redundant nodes, the Clifford algebra,
the coverage algorithm for related multi-targets MTACA, K-coverage algorithm are
used in [13–16] respectively. Overall, many algorithms were proposed but there are
many problems in the algorithms [5–7], and especially, the research on the complete
coverage problem for wireless sensor networks of the forest fire detection has not yet
investigated.

In this paper, we propose a new approach in specifying the forest area is covered by
a wireless sensor network based on a coverage graph. With this approach, the wireless
sensor network is seen as an undirected graph, each sensor is a node of the graph, and
the communication connection between sensors is a graph edge. The professional
knowledge base is the opinions of experts and the specialized information resources in
forestry. The research results provide a basis for building the forest fire detection model
using the wireless sensor network, a new method to determine the coverage area and to
implement the group to subnets to increase the lifetime of the network.

This paper is divided into four parts. The first section presents the importance of the
coverage problem for wireless sensor networks, the recent researches for solving the
coverage problem and the new approaches for building the coverage model of a wireless
sensor network for the forest fire detection. The second section presents the modeling of
the forest coverage problem and the method of specifying the coverage of the built
model. The third section describes the experimental data and the tool CGFNET, and
describes three scenarios: defining the forest areas that are not covered by the wireless
sensor network, defining the forest areas that are covered by the sensor network, and
defining the minimum coverage groups. The last section is the conclusion.

2 The Forest Coverage Problem

2.1 Modeling the Coverage Problem

Consider a sensor network consisting of n sensors si; i ¼ 1::; n. Set ri and Ri to be the
sensing scope and communication scope of a sensor si respectively. The sensing area of
sensor si is the plate where si is located at the center and ri is the radius (similarity to
the communication scope). There are some problems as the follows (Figs. 1 and 2).

Fig. 1. The connection between the sensor si
and the sensor sj.

Fig. 2. The target coverage.
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The target coverage: for the target q and the sensor si, d is called the Euclidean
distance between q and si. The target q is covered by sensor si if and only if dðq; siÞri
The coverage (the area coverage): an areaA is covered by sensor si if and only if the target
q is located in the area Awith dðq; siÞri. From the coverage problem, the area A is covered
by a sensor network S if and only if every point q in A must be covered by at least one
sensor si belonging S. Two sensors si; sj are connected to each other directly when
dðsi; sjÞRC where d is the Euclidean distance between si and sj; RC is the communication
scope of si and sj, it means each sensor must be within their communication scope.

The communication graph: given a sensor network of n sensors, the communication
graph of the network is the undirected graph G ¼ ðV ;EÞ in which V is the set of sensors,
and E is the set of edges connecting two sensors that can communicate directly.

The coverage connection: given a sensor network of n sensors, and the observed area
A; S is called the coverage connection of A if it meets two conditions: (1) the area A is
covered by S; (2) the communication graph created by S is connected.

2.2 The Coverage Graph Based on the Wireless Sensor Network

With convention mentioned in Sect. 2.1, the coverage graph of a wireless sensor
network for the forest fire detection is created as follows. Given a wireless sensor
network of n sensor and the forest area A, if there is at least 01 sensor of S for 01
location in A, then the network S has the undirected graph G ¼ ðV ;EÞ in which
V ¼ fs1; s2; . . .; sng is a set of vertices of the sensors, E is a set of edges between two
sensors which its Euclidean distance is within their communication scope.

For example, Fig. 3 presents a network of 5 sensors P1;P2;P3;P4;P5f g with the
communication radius (the communication scope) RC. The distances d P1;P2ð Þ;
d P1;P3ð Þ; d P2;P3ð Þ; d P4;P5ð Þ\RC and d P1;P4ð Þ; d P1;P5ð Þ; d P2;P4ð Þ; d P2;P5ð Þ;
dðP3;P4Þ; dðP3;P5Þ[RC. Therefore, the respective coverage graph of the network
consists of 2 sub-networks: G1 ¼ ðV1;E1Þ where V1 ¼ fP1;P2;P3g;E1 ¼ fP1:P2;
P3:P1;P2:P3;P2:P1;P1:P3;P3:P2g and G2 ¼ ðV2;E2Þ where V1 ¼ fP4;P5g;
E1 ¼ fP4:P5;P5:P4g.

Fig. 3. The coverage graph of the sensor network (5 sensors)
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The coverage graph fully reflects the statuses of the deployed sensor network, the
cases can occur as follows:

(i) The sensor network for the forest fire detection S if it satisfies the coverage
connection, the coverage graph created using S is connected, corresponding to
the forest covered by the deployed network.

(ii) The communication graph of the unconnected network, i.e. the network is dis-
continued or there are the isolated nodes. The corresponding coverage graph
consists of the sub-graphs, or is the single graph with the number of vertices less
than the number of nodes of the sensor network. For example, in Fig. 3,
dðP1;P4Þ; dðP1;P5Þ; dðP2;P4Þ; dðP2;P5Þ; dðP3;P4Þ; dðP3;P5Þ[RC, or P4;
P5 are not communicated to P1;P2;P3, therefore, the coverage graph has 2
sub-graphs G1 and G2.

(iii) The network that does not satisfy the coverage, i.e. there are areas that have not
yet been put sensors.

2.3 Defining the Coverage Area

The distance between 02 points that have coordinates (latitude and longitude) is
calculated by the Haversine formula [23].

a ¼ sin2 Du=2ð Þþ cosu1 cosu2 sin
2 Dk=2ð Þ

c ¼ 2:atan2ð
ffiffiffiffiffiffiffi
að Þ

p
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞ

p
Þ

ð1Þ

d ¼ R:c

where u is the latitude, k is the longitude, Du ¼ u2 � u1; Dk ¼ k1 � k1; and
R ¼ 6:371 km.

According to geographic coordinate system, the adjacent coordinates separates 01 s
in latitude or longitude.

For example, Fig. 4 shows the coordinateðlatitude; longitudeÞ of xi ðh0t m
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where o is the degree, ′ is the minute, and ″ is the second. 4 adjacent coordinates of xi
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0
lðsl � 1Þ00 Þ. Using the formula (1), the distance between xi and xb is

d xi; xbð Þ � 30:9m, and the distance between xi and xd is dðxi; xdÞ � 30:3m. Therefore,
the area of xi is Sxi ¼ 30:9x30:3 ¼ 936:27m2.

The forest area: given the forest A; QA is a set of coordinates xi, i ¼ 1; ::; n
QA ¼ fxi; i ¼ 1; ::; ng. Sxi is called the area of xi, then the area of the forest A is
SA ¼ Pn

i¼1 Sxi where xiQA.

The coverage of a sensor: given a sensor w with the coordinate t (the location where the
sensor w is located), and the communication radius Rw. The set Qw of coordinates xi,
i ¼ 1; ::; n is called the coverage of the sensor w if dðt; xiÞRw, or
Qw ¼ fxijdðt; xiÞRw; i ¼ 1; ::; ng.
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The coverage area of a sensor: given a sensor w with the coverage
Qw ¼ fxijdðt; xiÞRw; i ¼ 1; ::; ng, then the coverage area of the sensor w is calculated as
the following. Sw ¼ Pn

i¼1 Sxi where xiQw.

The coverage of a sensor network: given a sensor network W of m sensors,
w1; w2; . . .;wm; and Qw1 ;Qw2 ; . . .;Qwm are the coverage of each sensor respectively. QC

is called the coverage of the sensor network if QC ¼ Qw1 [Qw2 [ . . .[Qwm , or
QC ¼ f xijxi 2 Qwi ; i ¼ 1; ::; n; j ¼ 1; ::;mg.
The coverage area of a sensor network: given a sensor network W with the coverage
QC ¼ fxijxi 2 Qwi ; i ¼ 1; ::; n; j ¼ 1; ::;mg, then the coverage area of the sensor net-
work QC is calculated the follow: Sc ¼

Pn
i¼1 Sxi where xi 2 QC:

The complete coverage: given a forest A with the set of coordinates QA, and a sensor
network W with the coverage QC. The forest A is covered completely by the sensor
network W if and only if QAnQC ¼ ;, or all coordinates of QA have to belong QC.

2.4 Defining the Minimum Coverage Groups

The minimum coverage group: given a sensor network W of m sensors w1 w2; . . .;wm,
Qw1 ;Qw2 ; . . .;Qwm are the coverage of each sensor respectively. The coverage of that
sensor network is QC ¼ fxijxi 2 Qwi ; i ¼ 1; ::; n; j ¼ 1; ::;mg. With a group of k sen-
sors G ¼ w1, w2; . . .;wk and k�m, the coverage of that group is called QG. G is called
the minimum coverage group of the sensor network W if and only if QG � QC, or all
coordinates of QG and QC are the same.

The method for defining the minimum coverage group: given a forest A with n coor-
dinates xi, i ¼ 1; ::; n, and a sensor network S with m sensors sj, j ¼ 1; ::;m. Qwi is the
coverage of sj. The following steps are implemented.

Step 1: create a Descartes table m x n where columns are sensors sj and rows are
coordinates xi; ðxi; sjÞ ¼ 1 if xi 2 Qj and ðxi; sjÞ ¼ 0 if xi 62 Qj.

North 

East West 

South 

Latitude 

Longitude 

Fig. 4. Locations of the adjacent coordinates
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Step 2: create a set of equations using
the table Descartes. For each equation, its
left side equals 1, and its right side is the
“collection” of sj if ðsj; xiÞ ¼ 1.

Step 3: solve that set of equations; its
results are the minimum coverage groups.

For a sensor network of n minimal
coverage groups, the lifetime of the net-
work can be increased if the groups work
in the alternative way, and the sensors of
the groups that do not work at a specific
time is in the sleep status [2].

3 Experiments

3.1 Experimental Data

The Forest of Tam Nong district, Dong Thap province was chosen to pilot and assess
the empirical results. The input data consists of 02 datasets: the first dataset contains the
coordinates (latitude, longitude) of 67 sensors to be deployed; the second dataset
contains 81,301 coordinates (latitude, longitude) corresponding to the locations and
7,612 hectares of the forest in Tam Nong. The communication radius of the sensor is
1.2 km. The locations of those sensors are provided by experts (Fig. 5).

3.2 CGFNET Tool

Tools CGFNET (Coverage Graphs of Wireless Sensor Network for Forest Fire
Detection) is created by ourselves. This tool is built on the Smalltalk language [24] and
integrated into the platform NetGen [22]. CGFNET contains the following main
functions: (i) processing the original data - including the locations of the map, the
coordinates, and the sensing radius - refining input data, and storing data in the data-
base. (ii) identifying the set of coordinates of the forest, the set of coordinates in the
coverage of the sensor network. (iii) calculating the distance between the coordinates.
(iv) defining the forest areas that are covered and not covered by the sensor network.
(v) calculating the covered area and non-covered area. (vi) constructing the coverage
graph of the sensor network. (vii) defining the minimum coverage groups. (viii) dis-
playing the results on a map (Fig. 6).

Fig. 5. The representation of 67 sensing
locations on the map
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3.3 Scenarios

Scenario 1: defining the forest areas that are not covered
This scenario must identify the coordinates of all locations that are not covered by

the sensor network, and calculate the area that is not covered. The set of identified
coordinates are stored in a file.

The sensor network of 67 sensors with the radius 1.2 km deployed in Tam Nong
forest is represented as Fig. 7. Figure 8 shows the coverage graph of this network. The
constructed graph has 67 nodes, and 197 edges. The result of scenario 1 is displayed in
Fig. 9. There are 1,076 locations (with the area 1,007,426.52 m2) that are not covered
by the sensor network. This result is consistent with the opinion of experts, because the
locations that have not been covered are lakes, rivers, swamps unnecessary to arrange
sensors. The locations - that are not covered by the sensor network - are marked the
gray on the map.

 

The coverage graph 

The coverage  

The sensor network  

Set of functions 

Fig. 6. Tool CGFNET

Fig. 7. The network of 67 sensors with the radius 1.2 km
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Scenario 2: defining the forest areas that are covered
This scenario must identify the coordinates of all locations that are covered by the
sensor network, and calculate the coverage area. The set of identified coordinates are
also stored in a file.

The sensor network of 67 sensors and the coverage graph of this network are
presented in Figs. 7 and 8 respectively. The result of scenario 2 - the coverage area is
marked by the diagonal lines - is displayed in Fig. 10. There are 80,225 locations (with
the area 75,112,260.75 m2) that are covered by the sensor network. For the sensor
network to be deployed, this result is suitable with the requirement of experts.

Fig. 8. The representation of the coverage graph (the network of 67 sensors with the radius
1.2 km)

Fig. 9. The representation of the areas that
are not covered by the sensor network (1)

Fig. 10. The representation of the areas that are
covered by the sensor network (2)
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Scenario 3: defining the minimum coverage groups
This scenario must identify the minimum coverage groups. The return result of sce-
nario 3 is the set of locations of those groups stored in a file, and displays the coverage
of groups on the map. With a network of 18 sensors in Fig. 11, we can find 01
minimum coverage group of 15 sensors {P1, P2, P3, P4, P6, P7, P9, P10, P11, P12,
P13, P14, P16, P17, P18} as Fig. 12. The group of 15 sensors and the network of 18
sensors have the same coverage.

4 Conclusion

On the basic of the coverage problem for the wireless sensor network and the related
issues such as specifying the distance between the coordinates of the geographic
coordinate system, finding the minimal coverage, …, the model of the coverage graph
is built to define and calculate the coverage area. This model (i) presents a wireless
sensor network as a graph; (ii) evaluates the coverage; (iii) develops a method for
defining the coverage and calculating the coverage area by using the tool CGFNET.

The coverage problem is modeled to help the experts the support tool in defining
and calculating the coverage area. The scenarios - in which the forest area, the locations
and the communication radius of the wireless sensor network are provided by experts -
are tested. They (i) define the locations and calculate the area that has not been covered;
(ii) define the locations and calculate the area that has been covered; (iii) define the
minimum coverage groups. The results of those scenarios are verified and validated by
the experts.
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Abstract. Project Management Information System (PMIS) is a core stone for
organizations to plan and implement successfully their projects. Hence, PMIS
success is also a central topic for both academicians and practitioners. Based on
well–known Information Systems Success model (DeLone & McLean), highly
cited Technology Acceptance Model (TAM), and the related works, a success
model of PMIS for ERP projects is proposed and validated. A survey study with
path analysis of 160 participants who have used the PMIS for the ERP projects
at FPT Information System – a member of the FPT Group that shows all
hypotheses empirically supported. The findings indicate that ERP project’s
success is determined by PMIS user satisfaction that in turn is influenced by user
ease of use, system quality, functional–information quality, and support–service
quality.

Keywords: ERP � Information systems � PMIS � Project success

1 Introduction

Globalization and the internationalization of markets have increased competitive
pressures on business enterprises [42]. PMIS are widely regarded as an important
building block in project management [3, 49]. In the IT industry, Gartner provides that
75 % of projects managed with the support of the PMIS will succeed, while 75 % of
projects without such support will fail [27]. The nature and role of a PMIS within a
project management system, have been characterized as fundamentally “subservient to
the attainment of project goals and the implementation of project strategies” [42].
Using PMIS to manage projects, while not sufficient to insure project success, has thus
become a necessity [6, 42]. DeLone and McLean [9–11] models refer back to research
conducted in the model theoretical foundation of Shannon and Weaver [46] commu-
nication theory as well as Mason [29] communication systems approach. However,
several researchers had referenced the original model and made suggestions for
improvement (e.g., Rai et al. [39]; Seddon [44, 45]). Consequently, the studies on the
IS success are essential, it is evidenced by different research that several models have
been proposed to determine and measure the IS success (e.g., DeLone and McLean
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[9, 11]; Seddon [44]; Nguyen [30]). Besides, there are several kinds of studies on PMIS
(e.g., Ali et al. [4]; Raymond and Bergeron [42]; Kaiser and Ahlemann [23]). However,
these studies are not entirely appropriate for measuring ERP project’s success for
several reasons, namely specificities, characteristics, implementation complexity [16].

Based on DeLone and McLean [9–11], TAM [8], and the related works (e.g.,
Seddon [44]; Kaiser and Ahlemann [23]; DeToni et al. [12]; Nwankpa [35] …), this
work validates a model of the success of PMIS for ERP projects at FPT Information
System (FPT IS). FPT IS is a member of the FPT Group. It includes 10 subsidiaries and
a joint venture. FPT IS employs more than 2,700 engineers with in–depth expertise in
application, IT and ERP services, systems integration, business process outsourcing, IT
equipment provision [15]. This study addresses the following objectives: improving the
understanding of the impacts of PMIS on performance for ERP projects. Specifically,
one intends to ascertain the success of ERP systems (e.g., information quality, system
quality, user satisfaction). The other one will also ascertain to what extent PMIS
contribute to the successful completion of ERP projects through the individual and
organizational impacts. Besides, verifying if user satisfaction is related to qualities
(e.g., service quality, ease of use), and also influence on the ERP project’s success.
Accordingly, this work is structured as follows: (1) introduction indicates research
problem. (2) Research model shows literature review and theoretical framework,
including hypotheses, and research methods. (3) Research results provide data, and
these analysis results with reliability analysis, exploratory factor analysis, regression
analysis, path analysis, and result discussions. (4) Conclusions and future work.

2 Research Model

2.1 Literature Review

Project Management Information System. The theoretical and practical importance
of PMIS to the project management field [42], there have been as of yet few studies on
the actual use and impacts of these systems. Therefore, highlighting the need to extend
project management theory with the developing practice [50]. The PMIS empirical
works have been mostly limited to describing the project management software usage
characteristics [26] and to evaluating specific applications of these systems to support
project management tasks. For example, planning [5], managing risks [22], scheduling
[19], estimating and controlling costs [28], managing documents [5]. Project man-
agement software usage has also been found to have many drawbacks and limitations,
both in theory when compared to an ideal PMIS by scholars and in practice as per-
ceived by project managers [22, 49].

There are several kinds of studies on PMIS. For instance, algorithms for operational
problems related to project management [42]; new types of functionality [25]; project
management software usage [23]. Besides, PMIS adoption and success have been
worked by Ali et al. [4] provided the impact of organizational and project factors on the
PMIS adoption and discovered that higher project complexity and the level of
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information quality explain PMIS usage. Raymond and Bergeron [42] confirmed the role
of the information quality. Furthermore, these authors showed that positive impacts on
the project manager will lead to higher project success [23]. Specifically, one intends to
ascertain the success of these systems as determined by the PMIS quality and the
information quality that provide. One will also determine to what extent PMIS contribute
to the success of projects through their individual and organizational impacts [42].

Information Systems Success. In 1980, Keen [24] referred to the lack of the scientific
basis in IS research and argued that mandatory variables (e.g., user satisfaction, usage)
would continue to mislead researchers and dodge the information theory issue. In
searching for the IS success, there are many studies have been shown. This is under-
standable when considers as “information”, an output of IS or a message in commu-
nication systems, can be viewed at different levels (e.g., technical level, semantic level,
and effectiveness level) [9]. In communication context, Shannon and Weaver [46]
defined technical level as the propriety and efficiency of the system that effectiveness
the information, semantic level as the intended the information in promulgate the
intended meaning, and effectiveness level as the effect of the information to the
receiver. Based on this basis, Mason [29] considered “effectiveness” as “influence” and
defined information influence level as “hierarchy of events which take place at the
receiving end of an information system which may be used to identify the various
approaches that might be used to measure output at the influence level” [29, p. 227].
According to DeLone and McLean [9], the influence events include the receipt of the
information, and the application of the information, leading to a change in recipient
behavior and a change in system performance.

After the publication of the first IS success model [9], some scholars claimed that
the IS success is incomplete and suggested that more dimensions should be included in
the model or proposed the other models. For example, Seddon [44] argued that the IS
success model gaps comprehensiveness and further respecified the original IS success
model by differentiating actual and expected impacts, as well as by incorporating the
additional perceived usefulness in TAM [8]. Then, Rai et al. [39] showed that both
original D&M model and Seddon [44]’s model are adequately explained IS success.
Therefore, DeLone and McLean [10, 11] added service quality in an updated IS success
model. After that, several authors tried to test this model empirically. For example,
Gable et al. [16] re–conceptualized the DeLone and McLean model and suggested new
IS success model. Additionally, Sabherwal et al. [43] conducted a comprehensive
analysis to validate the D&M model and highlighted the importance of contextual
attributes in IS success. However, Gable et al. [16] evaluated that many measures in
D&M model were inappropriate to measure the ERP success. Thus, Gable et al. [16]
removed user satisfaction and proposed another model, including system quality,
information quality, individual impact, and organizational impact. This model was also
considered as a base for the IS success model [41]. After that, Petter et al. [37] reviewed
research published from 1992 to 2007 and identified the variables that potentially can
influence on IS success. Furthermore, other domains have been tested using the D&M
model that integrated with technology adoption model, including ERP [14, 20, 21, 41],
social network [32], cloud–based e–learning [33, 34], e–banking [31, 38], etc.
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Moreover, technology adoption is examined extensively in IS research. First, TRA
was investigated in psychosocial perspective to identify elements of the trend conscious
behavior [2]. Then, TPB proposed from the TRA and add perceived behavioral control
dimension [1]. Next, TAM based on the theoretical foundation of the TRA to establish
relationships among variables to explain behavior regarding acceptance of IS [8]. The
most extended of TAM (e.g., TAM2, TAM3) can be best understood by exploring the
determinants to perceived usefulness and perceived ease of use [33, 34].

2.2 Theoretical Framework

According to DeLone and McLean [9–11], TAM [8], and the related studies. The
conceptual model and measurement have been proposed that there are five independent
variables – such as information quality [9, 11, 16, 23, 42]; system quality [7–11, 13, 16,
42]; service quality [11, 20, 23, 44, 45]; functional quality [23, 25]; ease of use [8, 12,
23]. One intermediate variable – called PMIS user satisfaction [7, 11, 13, 23, 27]. And
one dependent variable, namely ERP project’s success [11, 17, 21, 23, 40].

Similar to other IS, a successful PMIS should have individual impacts in terms of
user satisfaction [7]. The success dimension PMIS for ERP projects should have
organizational impacts (e.g., cost, schedule, time [42], quality [11]), and also satis-
faction. The success dimension PMIS user satisfaction (PUS) constitutes the satis-
faction level of the user when utilizing PMIS for ERP projects [11]. It is considered as
one of the most important IS success measurement. Widely used user satisfaction
instruments are the ones by Doll et al. [13]. However, these instruments also contain
quality factors (system, information, and service) rather than measuring user satisfac-
tion. Accordingly, other items have been developed to measure exclusively user sat-
isfaction with an IS [47]. This dimension is referred by the D&M model of DeLone and
McLean [10, 11]; research on PMIS on decision making of Caniels and Bakens [7],
measuring PMIS success of Doll et al. [13]; Kaiser and Ahlemann [23], research on
ERP success by Hsu et al. [20]; Nwankpa [35].

The success dimension information quality (INQ) constitutes the desirable char-
acteristics of an IS’s output [9, 11]. It subsumes measures the information quality that
the system produces and its usefulness for the user [47]. Information quality is seen as a
key antecedent of user satisfaction [16]. This dimension is referred by the D&M model
of DeLone and McLean [10, 11], research on the extension of the D&M model of IS
success of Seddon [44, 45], measuring PMIS success of Kaiser and Ahlemann [23],
research on ERP success by Gupta and Naqvi [17]; Hsu et al. [20]; Ifinedo and Olsen
[21]. Thus, with PMIS for ERP Projects, it hypothesizes that:

– H1: Information quality has a positive effect on PMIS user satisfaction.

The success dimension system quality (SYQ) constitutes the desirable character-
istics of an IS and subsumes measures of the IS itself [9–11]. These measures typically
focus on usability aspects and performance characteristics of the system under exam-
ination [47]. This dimension is referred by the D&M model of DeLone and McLean
[9–11], TAM by Davis [8]; research on re–conceptualizing IS success of Gable et al.
[16], PMIS on project performance of Raymond and Bergeron [42], research on ERP
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success by DeToni et al. [12]; Hsu et al. [20]; Ifinedo and Olsen [21]. Thus, with PMIS
for ERP projects, it hypothesizes that:

– H2: System quality has a positive effect on PMIS user satisfaction.

The success dimension service quality (SEQ) represents the quality of the support
that the users receive from the IS department and IT support personnel [10, 11]. This
construct is an enhancement of the updated D&M model that was not part of the
original model [47]. The inclusion of this success dimension is not indisputable since
system quality is not seen as an important quality measure of a single system [44, 45].
In the PMIS context, this dimension covers the aspects responsiveness, reliability,
empathy and competence [23, 48]. This dimension is referred by the D&M model of
DeLone and McLean [10, 11]; research on the extension of the DeLone and McLean
model of IS success of Seddon [44, 45], measuring PMIS success of Kaiser and
Ahlemann [23], research on ERP success by Hsu et al. [20]. Thus, with PMIS for ERP
projects, it hypothesizes that:

– H3: Service quality has a positive effect on PMIS user satisfaction.

The success dimension functional quality (FUQ) consist of measures describing the
alignment of the PMIS functionality with the user requirements [23]. This construct is
an exaltation of Kaiser and Ahlemann [23] that was not part of the D&M model. High
functional quality means that the users find the functionality supports in project
management [25]. This dimension is referred by research on measuring PMIS success
of Kaiser and Ahlemann [23], the software project management system of Kurbel [25],
research on ERP success by DeToni et al. [12]; Ifinedo and Olsen [21]; Nwankpa [35].
Thus, with PMIS for ERP projects, it hypothesizes that:

– H4: Functional quality has a positive effect on PMIS user satisfaction.

The success dimension ease of use (EOU) is defined as the degree to which cus-
tomers believe that using PMIS for ERP projects do not require much effort [8].
A common measure is perceived ease of use caused by several of research related to the
TAM [8]. This dimension is referred by TAM of Davis [8]; research on measuring
PMIS success of Kaiser and Ahlemann [23], research on ERP success by DeToni et al.
[12]. Thus, with PMIS for ERP projects, it hypothesizes that:

– H5: Ease of use has a positive effect on PMIS user satisfaction.

Besides, PMIS are increasingly used by project managers in all project types that
contribute to ERP project’s success [42]. In this research, ERP project’s success is
referred by the D&M model of DeLone and McLean [10, 11]; research on measuring
PMIS success by Kaiser and Ahlemann [23], PMIS on project performance by Ray-
mond and Bergeron [42], offshore IS project success by Rai et al. [40], research on ERP
success by Gupta and Naqvi [17]; DeToni et al. [12]; Hsu et al. [20]; Ifinedo and Olsen
[21]; Ravasan et al. [41]; Nwankpa [35]. Hence, the effecting of PMIS user satisfaction
on ERP project’s success is hypothesized that:

– H6: PMIS user satisfaction has a positive effect on ERP project’s success.
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2.3 Methodology

Multiple–item scales, closely following previous studies, were used to measure each
construct. Data was collected by a survey using convenient sampling. The question-
naires were delivered using Google docs and hard copies to respondents who have been
the members of project teams, and who have used the PMIS for ERP projects at FPT IS
in Vietnam. A total of 175 respondents was obtained, 160 was finally usable (15 invalid
respondents). All scales were scored on a 5–point Likert scale anchored with strongly
disagree (1) and strongly agree (5), with 31 indicators. The data were then analyzed by
reliability analysis (Cronbach alpha), exploratory factor analysis (EFA), and regression
analysis with the SPSS application. Finally, the results of two–phase regression analysis
are used for path analysis.

3 Research Results

3.1 Project Characteristics

(1) Gender: there is a sizable difference between 71.8 % male and 29.2 % female
because most of the people who are members of project teams and PMIS users being
male. (2) Job position: the majority of the respondents are users who have used the
PMIS for ERP projects 30.4 %; then, the members of project teams: functional con-
sultant accounted for 29.2 %, team leader 15.5 %, project manager or project director
12.5 %, technical consultant 9.3 %, only 3.1 % respondent is quality assurance.
(3) Experience: as regards the more than 10–year experience, more than 6–year to 10–
year, more than 3–year to 6–year, and 1–year to 3–year is by far the highest at roughly
38.5 %, followed by the latter at 28 %, 18 %, and 15.5 % respectively. (4) ERP
product: SAP amounted to the highest percentage 38.1 %, Oracle amounted to 31.1 %,
Oracle & SAP 9.3 %, others 3.1 %… The detail of project characteristics is presented
in Table 1.

3.2 Model and Hypotheses Testing

Exploratory Factor Analysis. After eliminating 2 items that are INQ3 of information
quality (INQ) and PUS2 of PMIS user satisfaction (PUS) dominants in reliability
analysis (Cronbach alpha) due to the correlation–item of each factor < 0.60 [18]. The
Cronbach alpha of constructs ranges between 0.723 and 0.933. Next, the exploratory
factor analysis (EFA) with 29 indicators which are divided into groups of factors in a
rotated component matrix according to each factor. There are 2 factors have been
loaded from the other observed variations: (i) INQ and functional quality
(FUQ) dominants group to a factor, thus, the authors propose a new name for this factor
called “functional–information quality” (F–IQ), and (ii) SYQ4 of system quality
(SYQ) dominant and service quality (SEQ) dominant group to a factor, thus, the
authors propose a new name for this factor called “support–service quality” (S–SQ).
For those reasons, functional–information quality and support–service quality
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components mean that the impact on PMIS user satisfaction (PUS). Then, the Cron-
bach alpha coefficients for all items of F–IQ and S–SQ included in official measures are
satisfactory, implying that they are proper measures with F–IQ (0.785) and S–SQ
(0.818). The reliability analysis and EFA are presented in Table 2.

Consequently, these hypotheses H1, H3, and H4 are restated:

– H1.4: Functional–information quality has a positive effect on user satisfaction.
– H3.2: Support–service quality has a positive effect on user satisfaction.

Besides, Kaiser–Meyer–Olkin (KMO) measure and Bartlett’s test with the coeffi-
cient KMO equal 0.794 (level of statistical significance, p–value = 0.000), implying
that EFA of the independent components is appropriate. Total variance extracted
(VE) of variables are 71.378 % where these components have eigenvalues > 1
(Table 2), which implies that they can explain 71.378 % of variation in data. Fur-
thermore, with the coefficient KMO equal 0.865 (p–value = 0.000) and the VE of
79.275 %, ERP project’s success (EPS) component can explain the variation in the data
rather well. Hence, after EFA, the final measurement scales of the adjusted model
include 6 components: F–IQ, S–SQ, SYQ, EOU, PUS, and EPS with 29 observed
variables.

Table 1. Project characteristics

Characteristics Frequency
(n = 160)

Percentage
(%)

Gender
– Male
– Female

115
45

71.8
29.2

Job position
– Functional consultant 46 29.2
– Project manager/Project director 20 12.5
– Quality assurance 5 3.1
– Team leader 25 15.5
– Technical consultant 15 9.3
– Other users 49 30.4
Experience
– 1–year to 3–year 28 18.0
– More than 3–year to 6–year 25 15.5
– More than 6–year to 10–year 45 28.0
– More than 10–year 62 38.5
ERP product
– Oracle 49 31.1
– SAP 91 38.1
– Oracle & SAP 15 9.3
– Others 5 3.1
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Regression Analysis. The regression equation representing the relationship between
the independent components and PMIS user satisfaction (PUS) is written by the fol-
lowing formula:

Ypus ¼ bp0 þ bp1Xp1 þ bp2Xp2 þ bp3Xp3 þ bp4Xp4 þ epus ð1Þ

Ypus: PUS value; Xpi: F–IQ, S–SQ, SYQ, EOU; bpi: regression coefficient; epus:
random error.

Table 2. The summary of reliability and exploratory factor analysis

stlusersisylanAsroitacidnI/srotcaF

EFA loading Cronbach alpha Eigenvalues 

F–
IQ

 

Functional–information quality 0.785 8.377 
FUQ1 Planning 0.834  
FUQ3 Auditing 0.814 
INQ1 Availability 0.793 
INQ2 Understandability 0.743 
FUQ4 Reporting 0.702 
FUQ2 Controlling 0.694 
INQ5 Security 0.661 
INQ4 Comprehensiveness 0.656 
FUQ5 Customizing 0.596 

S–
SQ

 

Support–service quality 0.818 4.062 
SEQ4 Empathy 0.883 
SEQ2 Responsiveness 0.858 
SEQ3 Assurance 0.844 
SYQ4 Maintainability 0.690 
SEQ1 Tangible 0.673 

SY
Q

 System quality 0.723 1.404 
SYQ2 Adaptability 0.724 
SYQ1 Reliability 0.715 
SYQ3 Credibility 0.613 

E
O

U
 Ease of use 0.826 1.148

EOU3 Overall 0.874 
EOU1 Ease of study 0.865 
EOU2 Self–efficiency 0.778 

PU
S

 

PMIS user satisfaction 0.907 3.669 
PUS5 Enjoyment 0.873 
PUS3 Effectiveness 0.858 
PUS4 User survey 0.851 
PUS1 Repeat use 0.850 

E
PS

 

ERP project’s success 0.933 3.964
EPS3 Quality 0.951 
EPS1 Schedule 0.911 
EPS5 Satisfaction 0.881 
EPS4 Scope 0.875 
EPS2 Cost 0.838 
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The regression equation representing the relationship between PUS and ERP
project’s success (EPS) is written by the following formula:

Yeps ¼ be0 þ be1Xe1 þ eeps ð2Þ

Yeps: EPS value; Xe1: PUS; bej: regression coefficient; eeps: random error.
The regression analysis results are presented in Table 3, with variable values of

indicators based on point factor that is scored from EFA. According to Table 3. and
formula (1), the regression analysis results show that these factors F–IQ, S–SQ, SYQ,
and EOU have positive effect on PUS, with b equaling 0.716 (level of statistical
significance, p–value = 0.000), 0.416 (p–value = 0.000), 0.177 (p–value = 0.000), and
0.364 (p–value = 0.000) respectively. Hence, H1.4, H3.2, H2 and H5 are supported.
Hence, regression equation of PUS is written by the following:

PUS = 0.716 F� IQð Þ þ 0:416 S� SQð Þ þ 0:177 SYQð Þ þ 0:364 EOUð Þ þ epus ð3Þ

According to Table 3 and formula (2), the regression analysis results show that PUS
has a positive effect on ERP project’s success (EPS) with b = 0.818 (p–value = 0.000),
leading to support of H6. Thus, regression equation of EPS is written by the following:

EPS = 0.818 PUSð Þ þ eeps ð4Þ

In addition, t test of PUS and EPS components are qualified (level of statistical
significance, p–value = 0.000). The determination coefficient – adjusted R square of
PUS (R2

pus) and EPS (R2
eps) are 0.850 and 0.669 respectively. F test with level statis-

tically significant p–value = 0.000, so the regression equations, formulas (3) and (4),
conform to the data that can be used. The adjusted model to explain the success of
PMIS for ERP projects is depicted in Fig. 1.

Path Analysis. According to Pedhazur [36], path analysis is an extension of multi-
variate regression analysis, total determination coefficient – adjusted R square (R2) of
the model is calculated by following formula:

Table 3. The summary of regression analysis and hypothesis testing results

Model   SE t p–value Result 

(1) H1
.4 F–IQ PUS 0.716 0.031 23.111 *** Supported 

H3
.2

S–SQ PUS 0.416 0.031 13.411 *** Supported

H2 SYQ PUS 0.177 0.031 5.715 *** Supported

H5 EOU PUS 0.364 0.031 11.751 *** Supported

(2) H6 PUS EPS 0.818 0.046 17.945 *** Supported 

 = 0.850;   = 0.669 

*** p = 0.000 
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R2 ¼ 1� 1� R2
pus

� �
1� R2

eps

� �
ð5Þ

Consequently, according to Table 3 and formula (5), path analysis result:

R2 ¼ 1� 1� 0:850ð Þ 1� 0:669ð Þ ¼ 0:950 ð6Þ

According to the formula (6), the path analysis result provides that total determi-
nation coefficient R2 = 0.950, which means that the independent variables (F–IQ, S–
SQ, SYQ, EOU) and the intermediate variable (PUS) can explain about 95 % of the
variation in the dependent variable (EPS).

These factors, functional–information quality (F–IQ), support–service quality (S–
SQ), system quality (SYQ), and ease of use (EOU) have impacts on PMIS user sat-
isfaction (PUS). Specifically, the strongest influence is from F–IQ, the weakest one is
from SYQ, and impact from S–SQ and EOU on PUS. ERP project’s success (EPS) has
been signed by PUS. Generally, the research results provide that five hypotheses (H1.4,
H3.2, H2, H5, and H6) are supported. In summary, Fig. 1 demonstrates the adjusted
model for the success of PMIS for ERP projects, the presentation of all paths of the
model, and also all hypothesis testing results.

3.3 Discussions

The research results accommodate that all scales of independent variables, PMIS user
satisfaction, and ERP project’s success stabilize reliability. The EFA provides two
elements, called system quality, and ease of use are extracted in accordance following
the proposed model. Additionally, information quality, service quality, functional
quality elements, and one item of system quality are extracted into two factors, which

0.716 
***

0.416
***

0.177
***

0.364
***

0.818
***

*** p = 0.000

Functional–information
quality 
(F-IQ) 

System quality
(SYQ)

Support–service 
quality
(S-SQ)

Ease of use
(EOU)

PMIS 
user satisfaction 

(PUS)

ERP 
project’s success 

(EPS)

0.850 0.669

Fig. 1. The success of PMIS for ERP projects – adjusted model
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have been named functional–system quality, support–service quality, so research model
is changed to adjust model, also changed and reduced the hypotheses – H1, H3, and H4
are restated to H1.4 and H3.2.

Interestingly, the regression analysis results indicate that these factors, functional–
system quality, support–service quality, system quality, and ease of use have the direct
impact on PMIS user satisfaction. The determination coefficient – adjusted R square of
PMIS user satisfaction R2

pus = 0.850, so that the independent variables can explain
about 85 % of the PMIS user satisfaction. Especially, it shows the results by strongly
supporting the relationships between the quality factors (b = 0.716 of functional–system
quality; b = 0.416 of support–service quality) and PMIS user satisfaction. Besides,
PMIS user satisfaction has a positive effect on ERP project’s success, and it also
provides a result strongly supporting the relationship among them (b = 0.818). The
determination coefficient – adjusted R square of ERP project’s success R2

eps = 0.699, so
that the intermediate variable can explain roughly 69.9 % of the ERP project’s success.
Overall, total determination coefficient R2 = 0.950 in the path analysis result, which
means that the independent variables and the intermediate variable can explain about
95 % of the variation in the success of PMIS for ERP projects.

Some empirical studies exploring the DeLone and McLean [9–11] models have
been provided in the literature and extended in the IS success models (e.g., Gable et al.
[16]; Seddon [44, 45]), and the related works (e.g., Kaiser and Ahlemann [23]; DeToni
et al. [12]; Nwankpa [35]). This study continues to contribute to the body of knowledge
exploring the predictors of the IS success models, especially the success of PMIS for
ERP projects. Besides, a common measure is perceived ease of use of the TAM [8] has
been added to the research model. Generally, the research model explains about the
ERP project’s success being tantamount with Ravasan et al. [41], and better than some
related works (e.g., DeToni et al. [12]; Ifinedo and Olsen [21]; Nwankpa [35]). Which
is harmonized to the context of IS projects.

4 Conclusions and Future Work

Based on well–known IS success model, highly cited TAM, and the related works, a
success model of PMIS for ERP projects is proposed. The findings indicate that ERP
project’s success is determined by the PMIS user satisfaction that in turn is influenced
by the user ease of use, system quality, functional–information quality, and support–
service quality. The research model was empirically tested and mainly supported.
Moreover, the path analysis result also means that the independent variables and the
PMIS user satisfaction can explain roughly 95 % of the variation in the success of
PMIS for ERP projects. This study continues to contribute to the body of knowledge
exploring the predictors of the IS success models, especially the success of PMIS for
ERP projects. Interestingly, the research model explains the ERP project’s success
being tantamount with Ravasan et al. [41], and better than some related works (e.g.,
DeToni et al. [12]; Ifinedo and Olsen [21]; Nwankpa [35]). Which is harmonized to the
context of IS project’s success.
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In the future work, the authors will work out for the combined effect of the factors,
and also expand the research scope and object, add more variables and relationships
among the elements of the research model. The measures will be revised more
appropriate than with the development situation of the PMIS and the ERP project.
Structural equation modeling (SEM) will be used for data analysis.

Acknowledgment. The authors would like to say thank to four anonymous reviewers for their
helpful comments on this research.
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Abstract. The surveillance systems are more and more popular because of the
security needs, but the traditional ones do not meet human’s expectation. This
paper proposes the algorithm to classify objects mainly based on their contour
property which are represented by the amplitude of zernike moment on non-
subsampled contourlet transform of a binary contour image. This feature shows
promising results by just a simple association with the aspect ratio but gives high
accuracy. The aspect ratio helps contour feature in case that the image is too
blurred to extract the object’s contour. It also plays as a weak filter with nearly
no more computational cost except for a division to support contour feature
when applying gentle boost algorithm.

Keywords: Object classification � Zernike moment � Nonsubsampled
contourlet transform

1 Introduction

Nowadays, the surveillance systems are more and more popular because of the security
needs, but the traditional ones do not meet human’s expectation. Human must spend
money not only on such devices as cameras, monitoring rooms but also on those who
sit in front of the monitors and check every second if something happens. That’s why
we need the intelligent surveillance systems, which can automatically do monitoring
tasks. In that tendency, many researchers focus on image and video processing to
answer that question. Building an intelligent surveillance system can be split into four
main challenges: moving object detection, object classification, object tracking and
event or behavior recognition.

Object classification can be applied in many purposes such as security surveillance
systems for airports, train stations, schools, or buildings of government etc.; or traffic
control systems like automatic traffic signal systems, street-crossing safety systems,
traffic density statistics systems etc. Object classification brings the class information of
objects for a system to assess the situation. For example, if a situation in which an object
moves fast toward another one happens, even you cannot guess what it means without
their class information. If that’s a man and an airplane, it may be a late coming. If that’s a
car and a crossing human, it may potentially be a traffic accident. Many expected jobs of
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the intelligent surveillance systems just cannot be done without object classification
problem solved.

The overview of object classification has three stages: moving object detection,
feature extraction and classification. A lot of research can be found in recent years such
as Setitra [1] and Karasulu [2] some of which are to review about proposed methods for
each stage, and their strong and weak points. The successive research will improve
and/or merge one or more methods to reach better results. For the moving object
detection, Lin [3] use Gaussian Mixture Model (GMM) and Elhoseiny [4] use
non-parametric Kernel Density Estimation (KDE), which are both quite old now (more
than ten years). GMM is quite fast that it can meet real time requirement for outdoor
scenes, but it’s not robust to many types of noise like illumination changes, removed
object – ghost effect. KDE is quite complex with many sub algorithms for each step
that brings it robustness for many types of noise like illumination changes, occlusion,
shadow of object etc., and the slow speed, too. The proposal uses the recently proposed
algorithm FTSG which is shown better than many state-of-the-art algorithms in [5]. It
gives a medium speed (10 fps for a 320 × 240 video) and the robustness to many types
of noise mentioned.

For feature extraction and classification, Lin [3] use four features like: speed, width,
RMI and CAR. The speed and RMI features are more complex because of requiring
tracks of previous frames for calculating. The classification algorithm bases on
thresholds, which may be less accurate in case of different video resolution, camera
distance, and perspective. Vishnyakov [6] bases on statistics and Logistic Regression
training algorithm, which is tested with a large number. The high accuracy is quite
promising but the algorithm uses only statistics as feature so it does not exploit much
information from the object image. Elhoseiny [4] uses many features which exploit
much information from the object image, so it gives a better result with the support of
Adaboost algorithm. But many features cost high computation and the result shows that
it requires a lot of training (80 % dataset), which may be scene-dependent. It may be
less accurate for completely new scene. In this paper, we proposed a new method for
object classification. The proposed method uses contour property as the main feature,
which is quite robust to video resolution, distance or perspective because the object can
be rotated and characterized the shape of its contour to make training data. This main
feature is associated with the aspect ratio to build a better classifier with gentle boost,
which is simple and promising to be effective to classify objects. The rest of the paper
is organized as follows: we described the background of selecting a new generation
wavelet transform and zernike moment in Sect. 2; the proposed method is shown in
Sect. 3; the result and conclusion of the paper are presented in Sects. 4 and 5
respectively.

2 Background

2.1 Select a New Generation Wavelet Transform

The wavelet transform (WT) is a good tool to provide time - frequency representation
of the signal, so its applications appear in many fields. But WT is not really perfect; it’s
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only good at representing point singularities. If they are lines, edges or textures, WT
has a lot of redundant coefficients and is computationally expensive. Ridgelet transform
[9] is proposed with better representation for linear singularities. But most of the real
world applications do not show straight - line singularities, especially the object’s
contour. Curvelet transform [10] takes its place to solve the problem by partitioning the
image then applying Ridgelet to each part. The idea is a curve split into many parts
which correspond to lines. But curvelet also has two drawbacks: first, not optimal for
sparse approximation of curve beyond C2 singularities and second, highly redundant.
Contourlet transform [11] is built from a discrete domain first, then extend to the
continuous domain, it has lower redundancy and a faster discrete implementation
version than curvelet. But contourlet is just multidirectional and multi-scale but not
shift - invariant, which causes pseudo-Gibbs phenomena visible on the decoded image
by high compression ratio. Nonsubsampled Contourlet transform (NSCT) [12] brings
shift - invariance for contourlet with the trade-off of more redundancy. As NSCT is
used for contour detection, this redundancy is not a drawback but even gives better
results.

The important feature of the proposal bases on object’s contour and NSCT is
chosen to extract the object’s contour. NSCT belongs to the family of the new gen-
eration wavelet transform. The NSCT development through its main predecessors may
start at wavelet transform (WT) [7] as in [8].

NSCT comprises two parts: a Nonsubsampled Pyramid structure (NSP) which
gives multi-scale property and a Nonsubsampled Directional Filter Bank (NSDFB)
structure that brings directional property. Both of them are shift - invariant due to
Nonsubsampled filter banks. NSP comprises four filters: H0(z) and H1(z) are low and
high pass decomposition filters, and G0(z) and G1(z) are low and high pass recon-
struction filters. In an ideal case, the passband supported by low filter at the jth stage is
½ð�p=2 jÞ; ðp=2 jÞ�2 and the corresponding high filter supports the complement region
½ð�p=2j�1Þ; ðp=2j�1Þ�2n½ð�p=2 jÞ; ðp=2 jÞ�2. The filters of first stage are upsampled to
obtain filters for next stages, so it gives multi-scale property without any more filter
design. NSDFB has filters constructed from fan filter banks. The upsampled fan filters
of the second stage supports checker-board frequency, when combined with first stage
filters will give the four directions in frequency decomposition. The properties of
NSCT like multi-scale, multi-direction, shift-invariant make it very suitable for contour
detection.

2.2 Zernike Moment

In image processing, moments can be used as object recognition feature which is
invariant under translate, scale and/or rotation. There are many types of moments,
which can be categorized in two groups [13]:

Non orthogonal moments: Cartesian moments, rotational moments and complex
moments are some of this type. This moment type has non orthogonal basis, so as the
high redundancy. The invariance is up to the specific moments.

Orthogonal moments: legendre moments, zernike moments and pseudo - zernike
moments are some examples. With orthogonal basis, they have no redundancy between
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moments. Legendre moments are highly sensitive to noise. Zernike moments have
better reconstructed image than other moments like Cartesian Moments with same
computational accuracy. It is easier to choose the order of moments based on the
contribution of each moment due to orthogonality. This property also brings better
performance. Zernike is only rotationally invariant, so it will need to be normalized by
another moment to be invariant under translation and scale too.

Pseudo - zernike moments are an improved version of Zernike with most of the
advantages of Zernike and a higher noisy tolerance, but they are not popular because of
high computational cost.

3 Object Classification Based on NSCT Combined
with Zernike Moment

In this section, we proposed the method for object classification based on NSCT
combined with zernike moment. The overall of the proposed method is presented as
Fig. 1.

The proposed method has three stages: moving object detection, features extraction
and object classification. The input data are videos which have the same serial frames.
The outputs are classification of a human or car.

3.1 Moving Object Detection

In this stage, we use Flux Tensor with Split Gaussian models (FTSG) combined with
blob analysis for moving object detection. The FTSG algorithm has three main steps:
(i) Flux Tensor (FT) and Split Gaussian Model (SG), (ii) Fusion of FT and SG,
(iii) Stopped and removed objects classification. Most of detailed implementation can
be found in [5].

Flux Tensor is a temporal variation of optical flow field in a local 3D spatiotem-
poral image volume. It can classify pixels as foreground or background based on
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Fig. 1. The overall of the proposed method.
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temporal gradient changes information incorporated at each step without calculating
eigenvalue. Detailed implementation can be found in [14, 15].

Split Gaussian Model is based on GMM [16], but has the model with variable K
Gaussian for background and a separated model with one Gaussian only for fore-
ground. This separation prevents background from corrupted by foreground pixels,
brings better adaption for complex background environment (static and dynamic).
Some not mentioned default values can be used from [16]. In [5], the parameter r2t is
the variance at the time t and defined as:

r2t ¼ 1� að ÞMr2t�1 þMa It � ltð ÞTa It � ltð Þ: ð1Þ

In here, we defined

r2t ¼ 1� að ÞMr2t�1 þMa It � ltð Þ2: ð2Þ

This variance plays as standard to check if a pixel value is considered to be matched
to the model or not. T in (1) is from [16], which is the minimum proportion of data that
should be accounted for the model. Higher T allows multi-modal distribution to adapt
to small motions like leaves, grass or flags in the wind. a is the learning rate at each
time a new pixel is updated to the model. Here the proposal chooses to use the version
in (2). This is equivalent to T = 1 and just a multiplied to variance of the pixel. By this
way, the model adapts to small motions more than just a small portion at each time like
in (1). But this way also means that we completely lie on a to update this variance.
A value of 0.004 for background and 0.5 for foreground is small enough to avoid this
defect.

Fusion of FT and SG in step 2 is complementary. FT is robust to illumination
changes, but fails to detect stopped objects. SG is sensitive to illumination changes, but
can handle stopped objects due to its background model.

The last step is to help SG to recognize revealed background pixels to incorporate
into its model after object moving to another location. By chamfer matching [17] the
contour of input image and background model image of SG with foreground mask, it
can detect the old object in background model image and foreground mask but not
input image.

The algorithm to get moving objects as a bounding box from foreground mask is
from Matlab’s vision blob analysis [18]. This built-in class will return bounding box
information (x, y, width, height) of moving objects and ignore small blobs which are
false alarm if any.

3.2 Feature Extraction

Each bounding boxed object will be calculated two values as feature vector: Aspect
ratio and Zernike NSCT value. Aspect ratio (AR) is:
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AR ¼ W=H ð3Þ

where W, H are width and height of the bounding box.
AR feature is very simple but quite efficient. The rule of it is that the bounding box

of human usually has less in width than height, and the opposite for car. That
assumption is usually correct in outdoor scenes, because human usually appears in the
standing pose like walking, running. For the car, most cars in real world are more in
width than in height, and they appear in one pose only. This feature may fail in cases
that human sits down and his height is just a half of the standing pose. Or poses with
two raising arms may increase the width of the bounding box and break the assump-
tion. For the car, that is the perspective of the camera. If the camera view is in the same
line of a moving car, it will show the longer dimension in height not width. But many
of the outdoor cases, the assumption are true.

AR feature is chosen to associate with main feature – contour because it is fast and
its nature is completely different so that the union of failed case set of them is smaller.
When the AR fails by the human pose or car’s perspective, the contour fills in the gap
with the training of many poses and perspective of object. And if the contour is blurred
because of surrounding color, or bad contour detection algorithm, AR does the job.

Zernike NSCT value is a value that represents the contour property of objects and
used to differentiate between a human and a car. It is calculated as the amplitude of
Zernike moment on contour binary image of the bounding boxed object as followings:
first, the bounding boxed object image is contour detected by applying NSCT [12]
decomposition on it. The n levels parameter is [0, 1, 3]. This parameter is has 3
numbers, means using 3 pyramidal levels (from coarser to finer scale). The first number
– zero means at level 1 of pyramid, the level of directional filter bank decomposition
will be 2 exponent zero to 1. It is the contour image received which is synthesized from
two next levels. The second level of pyramid is 2 exponents 1 to 2. It’s p=21 so we may
see it like the two images with horizontal and vertical ways of energy. Similarly, third
level is p=23, which is 8 images with rotation of energy. The synthesis of from third
through second and to first level gives us contour image with energy at all ways
keeping. The number of levels and direction number at each level is chosen to be
computationally efficient and good enough to reflex the contour of object. In our
experiment, NSCT is quite slow, but three levels are also enough to do the job. Not all
contour images are perfectly detected but it is good enough for the classification result.
Detailed implementation of NSCT can be found in [12].

Second, the contour image is converted to binary image based on threshold which
is just simply the mean of the pixel values in image. This is just a preparatory step for
Zernike, which is done due to [19] that the binary image with just contour point is
faster and more accurate than the original image for Zernike.

Third, the binary image is passed through Zernike moment to get amplitude [20].
Zernike moment is rotationally invariant, so it is suitable for characterizing contour of
object, which may be changed because of the various activities and this property
reduces effort in training many poses which are just the rotations of another. Detailed
implementation of Zernike and its amplitude can be found in [12].
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3.3 Object Classification

Classifier of the proposal uses Gentle Boost (or Gentle AdaBoost) algorithm [21]. First,
the classifier is trained with labeled-by-human-eyes data. Then, it will be used to
classify based on object’s feature vector.

The training stage is as follows: N objects in training data give us N feature vectors
which are merged into a matrix called X with N rows and two columns (each vector has
two numbers as in Sect. 3.2). N class values of these objects which are classified by
human-eyes are merged into a matrix called Y with N rows and one column. Gentle
Boost implementation in Matlab [22] will take X and Y matrixes as parameters to
initialize and train the classifier. Three more parameters required by the classifier are
(i) method, which is filled by “GentleBoost”, (ii) nlearn, which is 2, and (iii) learners
which is “Tree”.

Boost algorithm family is used because of better performance than SVM [23], and
the ability to associate two weak classifiers (two features in Sect. 3.2) to a better
classifier that show better accuracy for recognizing objects [4]. The defect of Boost is
sensitive to noise in training data, but there is no problem with our
labeled-by-human-eye training data. Gentle Boost is chosen from many Boost candi-
dates because of its better performance than Real AdaBoost and LogitBoost [21] and
gentle property. By using weighted least-squares regression to update, Gentle Boost
does not cause large update like Real AdaBoost and LogitBoost when a weak learner
shows a perfect classification.

Learners parameter is an array of weak learner templates. The proposal chooses
only one template for better performance (the less templates, the less work) and the
“Tree” template because in [22], two other options are (i) KNN, which is just for
Subspace ensemble and (ii) Discriminant, which requires an assumption about Gaus-
sian distributions to ensure its accuracy that may be not the case for our data.

Nlearn parameter is the number of times that each weak leaner will be trained for
every template in Learners. The value of 2 means that two weak learners corresponding
to two feature values. By experiment, it also shows high accuracy and speed.

The classification stage is just simple that the feature vector is passed to the pre-
dicted method of classifier to get the class value, 0 for human and 1 for car in the
proposal. Gentle Boost just aggregates results from weak learners for each class as
scores. The class with higher score is returned.

4 Experiments and Results

Experiments are developed in Matlab 2013a and carried out on computer of Intel i7
4700MQ 2.4 GHz CPU and 16 GB DDR3 memory. The proposal focuses on the
outdoor scenes so PETS 2001 [24] is chosen. Videos are at the resolution of 768 × 576
and the rate of 25 frames per second. Dataset 1, 2 and 3 are used which include testing
and training videos in different folders. Training data comprise 4710 human and 2714
car objects. Testing data contain 5830 human and 2093 car objects. Some test scene
images and sample bounding boxed images of human and car are shown in Figs. 2 and 3.
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For the accuracy assessment, the overall result is affected a lot by moving detection
stage and compared with human eyes’ result for classification. So, missed or wrong
(not moving or bounding box bigger than twice of width or height of objects) objects
by moving detection stage and objects unrecognizable even by human eyes without the
whole frame are ignored. In each frame of videos, each bounding box is counted as an
instance of its class. The proposal uses the contour of object as feature, so the object
with changing poses will need to be reclassified. The speed is per object and calculated
for feature extracting and classification stage only (single threaded), so if each frame
has more than one object, the speed per frame will be slower. Certainly, the size of each
bounding boxed object image also affects this speed. Table 1 is the experimental
results.

The table shows the classification result for test data. There are 5685 correct and
145 incorrect (which are classified as car) results for total 5830 human images and for
2093 car images, they are 1981 correct and 112 incorrect (which are classified as
human) images. The overall accuracy of both human and car classification is 96.8 % at
2.0 object per second speed. The proposal fails when objects appear with just a part of
them because of stepping in or out of the scene, occlusion by something or bad

(a) (b)  (c) 

 (d)   (e) (f) 

Fig. 2. Scenes in test dataset. (a) and (b) are scenes in test dataset 1. (c) and (d) are scenes in test
dataset 2. (e) and (f) are scenes in test dataset 3.

(a)   (b)   (c)   (d) 

Fig. 3. Sample images. (a) A car in training data. (b) A human in training data. (c) A car in test
data. (d) A human in test data.
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bounding box (redundant or not enough). But this result is quite good with just a simple
association of two features. The limitation on speed of NSCT prevents the experiment
from more dataset but it is enough to show the promising of the proposal when
compared to the proposal of Somasundaram et al. [25]. Table 2 shows the comparison.

Somasundaram et al. [25] uses area, velocity, DHOG and DCOV features which are
combined by a Naive Bayes classifier. These features are also simple and show high
accuracy when combined together. DHOG changes HOG to reflex rigid and non rigid
motion between vehicles and humans. DCOV uses color, first order and second order
gradients to differentiate human from vehicles. Somasundaram’s approach bases much
on object’s appearance; this is a drawback because traffic videos are usually recorded
from an average or far view. This results in low resolution of moving object images and
less details of moving arms or legs or clothes colors. The proposal bases on contour
which is less dependent on resolution than details inside the contour of the object. The
more far view, the less details but the whole contour is usually still clear. That’s why
the proposal can reach a higher accuracy.

5 Conclusion

Object classification can be applied in many purposes such as security surveillance
systems for airports, train stations, schools, or buildings of government etc. This task is
not easy because they depend on context and environment. This paper proposes the
algorithm to classify objects mainly based on their contour property which are repre-
sented by the amplitude of Zernike moment on NSCT binary contour image. This
feature shows promising results by just a simple association with aspect ratio but gives
high accuracy 96.8 %. The speed of NSCT is a bottle neck point for the whole
algorithm which needs to be improved in the future to test on more data. And more
object classes like scooter, bus, van or group of people, cars, etc. can be added to the
experiment to exploit the effectiveness of the main feature in characterizing objects.

Acknowledgments. This research is funded by Ho Chi Minh City University of Technology,
VNU-HCM under grant number TSĐH-2015-KHMT-07

Table 1. The overall experimental result.

Human Car Accuracy per class

Human (5,830) 5,685 145 97.5 %
Car (2,093) 112 1,981 94.6 %
Average speed 2.0 object/s Overall accuracy 96.8 %

Table 2. The overall accuracy comparison on PETS 2001 (dataset 1 to 3).

The proposal Somasundaram [25]

Overall accuracy 96.8 % 95.7 %
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Abstract. Medical image segmentation plays a great role in image processing
because it can help human to extract some suspicious regions from a medical
image especially brain images. Brain tumor is one of the huge medical prob-
lems. It has an influence on our lives. In this paper, we proposed a method for
brain tumor segmentation and detection in magnetic resonance image (MRI).
The contrast of MRI is enhanced by using histogram equalization and the tumor
region is labeled by using the region-growing technique combined with the level
set method to create the exact boundary of tumor region and return the seg-
mentation result. The proposed method is better than the other recent methods
based on compared results.

Keywords: Tumor � Magnetic resonance � Segmentation � Region-growing �
Level set

1 Introduction

In the modern life, MRI is very useful for doctors in diagnosing and determining
medical problems. With the support of MRI, doctors can detect brain tumors to treat as
soon as possible in order to reduce the mortality rate in the world. However, detection
all regions in MRI is not easy if we use pure MRI. Because the brain consists of various
tissues such as gray matters (GM), cerebrospinal fluid (CSF), white matter (WM) and
other abnormal tissues. In the brain, old cells will be replaced by new cells. If the
process runs wrong, new cells will be created while these cells are not required by the
body. And old or spoiled cells do not disappear as they should. A mass of tissue is
called a tumor that is created by the increase of extra cells.

Recently, a lot of methods are proposed to segment tumors in MRI. Researchers
have combined some algorithms together in order to build new better methods. They
however cannot solve some special cases, particularly, when the tumor is small and has
low sensitivity. Bing [1] and Chuang [2] proposed a method that is combined spatial
fuzzy clustering with the level set method to segment medical images. This method is
successful in general but its result is not the best because the result of level set method
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depends on the output of Fuzzy C-mean algorithm which may contain more segmented
region than the ones of the region-growing technique. In other words, the result of
region-growing only contains tumor regions. Salvakumar [3] used K-mean clustering
and Fuzzy C-mean algorithm to segment and compute the area of the tumor in MRI.
This technique determines a threshold [18] based on intensity values to separate pixels
in various classes into two groups. The first group includes the pixels having their
intensity value greater than the threshold. And the second one is remained pixels. The
technique images can present two colors in black and white. Therefore, it will ignore
tumor cells. Kalaiselve [4] proposed a method that is better than Fuzzy c-means
because this method bases on intensity values to choose the centroids. Its result
however depends on how to set the value for the initial centroid of the regions in gray
image. Chenyang [5] formulated a new variation level set. It provides a new kind of
level set evolution named distance regularized level set evolution (DRLSE).
The DRLSE formulation is effective for image segmentation. Particularly, it is applied
to an edge-based active contour model. Chunming [6] presented a framework of level
set to segment as well as bias correction of image with intensity in homogeneities. In
[6], a minimized energy function is proposed to combine segmentation and bias field
estimation. Tran [7] proposed an efficient pancreas segmentation method. Histogram
equalization is used to enhance the quality of input images and then the region-growing
technique is also applied to segment pancreas. Kailash [8] proposed efficient seg-
mentation methods for tumor detection in MRI images, in which some clustering
methods and segmentation algorithms are combined together in order to improve the
result. Gopal [9] proposed a method to build an intelligent system which can be used to
diagnose brain tumor via MRI by using image processing clustering algorithms.
Jichuan [10] proposed a novel local threshold segmentation algorithm with shape
information to improve quality. This method is useful for the case, in which, many
objects with a similar shape locate in an image. Because most of local threshold
algorithms often use intensity value to analyze. Nabizadeh [11] proposed a method to
detect and segment brain tumors in MR images. This method shows that statistical
features are better than Gabor wavelet features. The result of method however depends
on the threshold for the number of mutual information. It has a detectable influence on
the size of the tumors. Halder [12] used K-means and Object labeling method to detect
tumor in MR images. But the accuracy of the approach is depended on the result of
K-means method. Koley [13] used region growing technique to identify the infected
regions in brain MR images and then contour detection algorithm is applied to create
accurate boundaries of the regions. However, most of these methods are complex.

In this paper, we have proposed an approach to segment tumor in brain MRI using
histogram equalization to enhance images and the region growing technique to segment
tumor regions if present and then using the level set method to make the exact contour
of tumor region based on the previous result. The rest of the paper is organized as
follows: we described the background of Jaccard index, the region-based segmentation
and level set method in Sect. 2; the proposed method is shown in Sect. 3; the result and
conclusion of the paper are presented in Sects. 4 and 5 respectively.
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2 Background

2.1 Jaccard Index (J.I)

The similarity between two operational taxonomic units (OTUs) is considered by
Jaccard’s similarity index. Jaccard’s index [19] can be introduced in various ways. One
of the popular ways is:

J ¼ C
AþB� C

ð1Þ

where A and B are the amount of attributes present in OTU a and OTU b respectively
and C is the amount of attributes present in both OTU a and OTU b.

Jaccard’s index can also be introduced by:

J ¼ C
AþBþC

ð2Þ

in which A is the amount of attributes present in OTU a and absent in OTU b, B is the
amount of attributes present in OTU b and absent in OTU a, and the role of C is the
same in Eq. (1).

Another approach of introducing Jaccard’s index is:

J ¼ C
N

ð3Þ

where C holds the role as in Eq. (2) and N is the total amount of attributes found in both
OTUs together.

2.2 Region-Based Segmentation

The aim of region-based segmentation is to try to split or group regions based on
common image characteristics [16]. The characteristics of images include intensity
values, textures and spectral profiles.

In region-growing algorithm, intensity value is considered as a property. Com-
bining the seeding and region-growing method to segment pixels set that is made by
initially choosing one or more pixels in the image (named the seed points). Those seeds
are made by interacting between users and beginning from the growing regions by
appending to each seed with its neighbor pixels which satisfy the conditions. In this
algorithm, the segmented pixels set will be added by all the pixels which are
r-connected to the initial seed pixel and fall the limits of threshold. To be r-connected to
another, two pixels must share at least r corner points. The segmented pixel set is added
recursively by all the pixels which are connected to the current members of the pixel
set. Region growth will stop if no more pixels satisfy the condition for inclusion in that
region.
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Let: f x; yð Þ means an array of input image; S x; yð Þ means a seed array containing
two values (1 and 0), the value at the locations of seed points is 1s and 0s elsewhere;
and Q means a predication to be applied for each location (x, y). The size of arrays
f and S are assumed to be equal. The core of region-growing algorithm based on
8-connectivity should be followed by:

(i) Find all connected components in S x; yð Þ and erode each one to a pixel and label
all pixels found as 1. The other ones in S are assigned 0.

(ii) Build an image fQ such that, with each pair of coordinates (x, y), if the given
predication Q is satisfied at those coordinates then fQ(x, y) is set to 1; in contrast, it
is set to 0.

(iii) Adding to each seed point in S all 1-valued points in fQ that are 8-connected to the
seed point in order to form an image g.

(iv) Various region label is assigned to each connected component in g. The obtaining
segmented image is region growing.

And then, a predication must be specified and add all the pixels to each seed. Those
pixels are not only k-connected to the seed but also similar to it. Various intensities are
used as a measure of similarity, the predication used at each location (x, y) is Q.
Q = true if the absolute difference of the intensities between the seed and the pixel at (x,
y) is ≤ T where T is a specified threshold. Otherwise, Q = false.

2.3 Level Set Method

The level set method [14, 17] is simple and useful for calculating and analyzing the
motion of an interface Γ in two or three dimensions. A region Ω is bounded by the Γ.
Its aim is to calculate and analyze the next motion of Γ under a velocity field v. The
velocity can be affected by the geometry of the interface, the external physics, time and
position. This interface is for the next time as this zero level set of a smooth function
φ(x, t). It means that Γ(t) = {x| φ(x, t) = 0}, φ is positive inside Ω, negative outside Ω,
and is zero on Γ(t).

The function (φ) of level set includes some properties below:

u x; tð Þ[ 0 for x 2 X

u x; tð Þ\0 for x 62 X

u x; tð Þ ¼ 0 for x 2 @ X ¼ C tð Þ
ð4Þ

3 Efficient Brain Tumor Segmentation in MRI

In this section, we propose an efficient brain tumor segmentation in magnetic resonance
that is based on region-growing combined with level set method. The generalized block
diagram of the proposed method is given in Fig. 1. The proposed method includes three
stages: histogram processing, region-growing segmentation and level set. The stages
will be explained in the following subsections.
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3.1 Histogram Processing

In the first stage, we apply histogram equalization method to enhance the input image.
This task should be done because the real medical image usually has low contrast. With
the support of the method, the contrast of output image is improved significantly. As a
result, it is easier to recognize the subjects in the image. Especially, the subjects are
tumors with low contrast as well as strange shapes. It can be described as follows:

Input image I 

Enhance the input image by Histogram 
equalization (H.E) with: 
- Compute the histogram of the input image 
- Compute the CDF of the input image 

- Equalize the histogram of the input image  

New seed point = chosen pixel and 
Neighbor list = Neighbor list – chosen pixel 

The new mean of the segmented 
region is updated by Eq. (12)

Segmented image 
(Result of stage 2) 

Stage 1 

Stage 2 

True 

True 

False 

Final stage  

Segmented image with 
exact contour

(Result of final stage) 

Choosing a point in tumor 
region to create a seed point 

New neighbor pixels are formed 
by Eq. (10) 

Add new neighbor pixel in to neighbor 
list and maked as checked pixel. 

Find new seed point in 
neighbor list with its intensity 

is nearest to mean value

Create exact boundary  of 
tumor region by (t) = {x | 

(x, t) = 0} 

Enhanced image I by using H.E 
(Result of stage 1will show the 

tumor regions if present) 

Add current seed point in to 
segmented region

New neighbor pixel • 
input image && 

neighbor list 

|Ichosen pixel - mean|< threshold 

Fig. 1. Block diagram of proposed method.
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3.1.1 Compute the Histogram of the Input Image
Histogram is a basic processing method in spatial domain. The information can be
gotten directly from an image by statistics. The image can be enhanced easily by
histogram. The histogram [15] with intensity levels in the range [0, L−1] of an image is
a discrete function

h rkð Þ ¼ nk ð5Þ

where rk is the k
th value of intensity, nk is the amount of pixels in the range of intensity

rk and L is the amount of intensity levels. With r is a discrete random variable showing
intensity values in the range [0, L−1] and with p(rk) is the normalized histogram
component corresponding to value rk , and it is considered as an estimate of the
probability that intensity rk happens in the image base on that the histogram is obtained.

3.1.2 Compute the CDF of the Input Image
In a given image the probability p(rk) of intensity level rk is computed as

p rkð Þ ¼ nk
MN

k ¼ 0; 1; 2; . . .; L� 1 ð6Þ

where MN is the total amount of pixels.
A function of transformation of special importance in image processing follows the

form

s ¼ T rð Þ ¼ ðL� 1Þ
Z r

0
pr wð Þdw ð7Þ

with w is an integration dummy variable. The equation right side is recognized as the
Cumulative Distribution Function (CDF) of random variable r. The discrete form of the
above transformation follows by:

sk ¼ T rkð Þ ¼ L� 1ð Þ
Xk

j¼0
pr rj
� �

k ¼ 0; 1; 2; . . .; L� 1 ð8Þ

Therefore, a result image is that each pixel in the input image maps with intensity rk
into a corresponding pixel with level sk in the result image. This transformation TðrkÞ is
named a histogram equalization.

3.1.3 The Histogram of the Input Image
is equalized by

Ip ¼ TðIpÞ ð9Þ

Where Ip is intensity value of pixel in the input image.
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3.2 Region-Growing Segmentation

In the second stage, the result image of the first stage is used as the input image. This
result is very useful for choosing a point on the tumor region being a seed point (x, y)
because the contrast of among regions in the image becomes higher. We can find out
where tumor regions easily. Moreover, the result of region-growing technique is also
more accurate because the nature of this technique is based on intensity value of
neighbor pixels. The region-growing technique will segment tumor regions. The stage
can be described as follows:

(i) The neighbors of each pixel (x, y) are formed by

xþ 1; yð Þ; x� 1; yð Þ; x; yþ 1ð Þ; x; y� 1ð Þ ð10Þ

If neighbor pixel 2 input image and not belong the neighbor list then this neighbor
pixel will be added to the neighbor list and marked as checked pixels.

(ii) The current seed point will be added in to segmented region.
(iii) In the next iteration the new seed point will be chosen by finding the pixel with

intensity nearest to mean value of segmented region. The minimum distance
depends on the chosen pixel and means value of intensity:

mindistance ¼ mini¼1::n Ii�mmeanj j ð11Þ
where Ii is an intensity of pixel pi in neighbor list, mmean is mean of the segmented
region which is computed by:

mmean ¼ ðmmean � Rj j þ IpÞ=ð Rj j þ 1Þ ð12Þ

where Rj j is size of segmented region
(iv) The new mean of the segmented region is updated by Eq. (12) and then the

neighbor list = neighbor list\chosen pixel.
(v) While (distance between region and possible new pixels ≤ the certain threshold)

do the above processes.

Proposed algorithm will return the segmented region as a logical matrix that
contains brain tumor region which has the same properties to seed point.

3.3 Level Set Method

In the final stage, this process needs to use the result of the second stage because this
result is the image with intensity homogeneity. In real world, it is not easy for us to get
images with intensity homogeneity because of different factors. As a consequence, it
causes many problems in image processing. It is considered as hard work for image
segmentation especially images with intensity inhomogeneity because of the over-laps
among the ranges of the intensities in the regions. It cannot identify the regions based
on the pixel intensity value. Meanwhile, the level set method will give a good seg-
mentation result if input data is an image with intensity homogeneity. That is why the
region-growing technique is required in the proposed method. Osher [14] gave the level
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set way to hold topology changes of curves. In the paper, the initial segmentation is run
by region-growing technique that makes approximated boundary. The level set method
is applied to make the exact boundary. A demonstration of the level set method is when
the surface intersects with zero planes to give the curve that depends on the changes of
surface. To see the evolution of boundary by tracking the zero level set implicitly with
Eq. (4).

4 Experiments and Evaluation

In this section, we implemented the proposed approach in Sect. 3. We applied the
proposed method for MRI data that obtained from many cases. We use the Jaccard
index (J.I) between an extracted region and a true one [19].

The index ranges from 0 to 100 %, with higher values representing better perfor-
mance. The resolution of tested images is 512 × 512. The threshold used in experi-
ments ranges from 0.04 to 0.08. We have experimented on image dataset collected
from many resources. Here, we report the results of some cases as Fig. 2.

In Fig. 2, the results of the proposed method are better than the other method. The
region-growing technique and the method of [3] are based on the threshold to segment
brain tumor region. It is not easy to set an ideal threshold value for these methods. If
this value is too low the segmented region will lack the pixels which belong to the
tumor region. Because the intensity distance between those pixels and mean value is

Original image 1 The results of region-
growing technique

The result of [3] Proposed method

(J.I. = 83.23 ) (J.I. = 84.45) (J.I. = 85.95)

Original image 2 The results of region-
growing technique

The result of [3] Proposed method

(J.I. =81.15) (J.I. =83.23 ) (J.I. = 87.69)

Fig. 2. Some results of the proposed method
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higher than the threshold value. In contrast, if the value is too high the segmented
region will contain the pixels which belong to other regions. Because the intensity
distance between those pixels and mean value is lower than the threshold value. That is
reason why those proposed methods need to be improved.

Our method has solved the problem. It means that our results are more exact than
the ones of these methods thanks to using the level set method to improve the result of
the region-growing technique. The level set method is simple and useful for calculating
and analyzing the motion of an interface Γ in two or three dimensions. The tumor
region is bounded by the Γ. The method supports to calculate and analyze the next
motion of Γ under a velocity field v. The tumor region is get for next time as this zero
level set of a smooth function φ(x, t). It means that Γ(t) = {x | φ(x, t) = 0}. The speaking
above explains why the result of our method which is evaluated by J.I tool is better than
other methods in Fig. 2.

5 Conclusion

Brain tumor segmentation helps the doctors during diagnosis. This is hard work
because the brain cells usually have a small size. Therefore, algorithm segmentation
must be high. This paper shows an efficient brain tumor segmentation method from
MRI. Histogram equalization is applied to improve the contrast of MRI in which a
brain tumor region is labeled by using the region-growing technique. And then, the
level set method is used to create the exact boundary of the brain tumor region which is
labeled in the previous stage. The proposed method performs better because it is easy
for us to find out tumor regions thanks to the histogram equalization technique. And
only tumor regions are labeled by using the region-growing technique. Finally, the
level set method is applied to the output result of the previous stage to create the exact
boundary of tumor region. As a result, the proposed method gives a good result which
presents segmented tumor regions with the exact contour.
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Abstract. Burn image classification is critical and attempted problems in
medical image processing. This paper proposes the image classification model
applied for burn images. The proposal model use one-class Support Vector
Machine with color features for burn image classification. The aim of this model
is to identify automatically the degrees of burns in three levels: II, III, and IV.
The skin burn color images are used as inputs to the model. Then, we apply the
multi-color channels extraction and binary based on adaptive threshold for
Support Vector Machine classifier. The proposal model uses One- class Support
Vector Machine instead of kernel Support Vector Machine because of unbalance
degrees of burns images database. The experiments are conducted with the
real-life image provided by Cho Ray hospital with the precision 77.78 %. The
validation process shows that our main results and the feasibility of our proposal
model are stated (Fig. 1) .

Keywords: Burn image classification � Support Vector Machine (SVM) �
Multi- color channels

1 Introduction

Medical image processing has a variety of potential applications in the recent years.
There were many research results applying image processing for medical in both
general applicable theory and specific applications. Computer-aided diagnostic pro-
cessing has already become a significant part of clinical routine. The aim of this
research is to develop the computer-aided system for burn image classification.

Burns, commonly caused by fire, can also result from chemicals, electricity, and
other heat accidents. Burns are classified based on how much of the skin’s thickness is
involved [1]. The purpose of burn image classification is to identify automatically the
burning degree of patients based on the color images of burning regions.
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1.1 Medical Image Processing

The historical study of medical imaging has been very long. This is an interesting
research problem [2]. In recent years, the more developing of computer vision, the
more integration of computer vision system and medical image process system:

In the above Fig. 2, the computer vision technology can apply for almost phases in
the medical imaging system, especially, some artificial intelligent tools are very useful
for data analysis such as pattern recognition, classification.

In the medical imaging topic, automatic burn image classification is the open
problem. In this research, we try to apply computer vision processing and machine
learning for identifying the degrees of burns. In the clinical burning patient diagnosing
code, the doctor need to identify the degrees of burn: Degrees I, Degrees II, Degrees III,
and Degrees IV based on the depth of levels of burns and scalds and some clinical
diagnosis and diagnosis related groups. Degree I of burns involves only the top layer
of the skin. Degree II of burns injures deeper into the skin and cause blistering.

Fig. 1. Degrees of burn [1]. This shows a figure consisting of four types of burns relating to the
depths of skin. The more into the depths, higher degree of burn, for example, as the fourth
degree, the burn wounds are into the muscle depth.

Fig. 2. Computer vision applies for medical image processing in almost phase such as image
acquisition, segmentation extraction, processing and classification or recognition.
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Degree III of burns involves all the layers of the skin, including the nerves. Degree IV
of burns extends into the muscle.

1.2 Medical Image Classification

The medical test in the medical diagnosis often uses laboratory analysis, bio signal
analysis (ECG, EEEG…) and image analysis. Burn image classification is a kind of
image classification with the lower number classes in the medical imaging focusing on
the image analysis. Thus, we must use the image processing techniques for image
feature extraction. The feature extraction techniques common used for medical imaging
is Fourier transform, 2D function for monochrome image, image brightness profiles, or
RGB color component profiles.

In the burn images process, the Red channel is the most significant channel. There
is a little difference between the Blue and the Green channel. For the above burn image
example in Fig. 3, Degree II and Degree IV have the same form in the Blue and the
Green channel, but the Red channel of Degree II and Degree IV are not the same.

1.3 Classifier Based on Machine Learning

The image classification model using machine-learning technique often has two phases:
training phase and classifying phase. In the training phase, the system uses
machine-learning algorithm to update the parameter of classifier model. For example,
SVM computes the coefficient of hyperplanes in the training. After that, SVM uses the
hyperplanes to classify the image in the testing phase. The common architecture of
image classification using machine-learning system is below:

Fig. 3. An example of multi-color channels. The top-left is the original burn image. The
top-right is the red channel extracting from the original image. The bottom-left is the blue
channel extracting from the original image. The bottom-right is the green channel extracting from
the original image.
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There are many kinds of classifiers applied for medical classification: some use
expert system and some use learning from data. They often use machine learning
Neural Network, Support Vector Machine… with the suitable learning algorithm
(Fig. 4).

Some popular learning algorithms are unsupervised learning, supervised learning,
semi-supervisor learning, or active learning. In the burn image classification, most of
burn image data from the hospital labeled. Given the data with annotation by the
doctors, either supervised or unsupervised learning approaches could apply for burn
image classification. The burn images dataset is small and pre-labeled. Thus, we uses
supervised learning approaches.

There is very little burn image classification systems suggested by some
researchers. For example, M. Survana [3] has applied Template Matching, k-NN and
SVM classification methods for skin burn images with their own collection dataset with
only 120 images in 3 types of burns (superficial dermal, partial thickness and full
thickness). This experimental results show that SVM is more suitable classifier for burn
images than k-NN and Template Matching. Besides, B. Acha [4] also proposed the
classification of burn wounds using SVM by color and texture information of burn
images. That is the reason why we suggest using SVM for burn images of classifi-
cation. To the best of our knowledge, there is not any image classification model for
identifying the degrees of burns based on machine learning in Vietnam. The aim of this
paper is to build a burning classification system for Vietnamese patients (Fig. 5).

The digital color burn image will be drop and segmentation before it is extracted
color feature. The color features of burn images are used as inputs to the SVM clas-
sifier. The out of SVM classifier are the degrees of burn. The remainder of this paper is
organized as follows. Section 2 deals with the preprocessing and feature extraction
from burn images. Section 3 provides a detailed exposition of the proposal model

Fig. 4. Image classification architecture using machine learning. The feature extraction
component is used in both training and classifying phases. The feature vectors of images are
used as inputs to the image classifier.
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applying for burn image classification. Section 4 is devoted to the study and discussion
of the experimental results. Conclusion and future works are mentioned in the Sect. 5.

In some cases, it is the Contact Volume Editor that checks all the pdfs. In such
cases, the authors are not involved in the checking phase (Fig. 6).

2 Burn Image Feature Extraction

Firstly, we normalize the burn images in a standard size with the rate 4:3 for removing
un-burned region of images. The dropped images will be segmented based on color
information by B. Acha [4].

Due to the requirement of the processing speed is real time, this paper suggested to
use the fast feature extraction based on multi-color channels Red, Green, Blue and
Gray. In order to improve the performance of machine learning, the multi-color
channels will be binary to 0 or 1 (Fig. 7).

3 Burn Image Classification Model

The overview of burn image classification model includes four stages: image acqui-
sition, image pre-processing, feature extraction and classification. It is presented in the
below diagram:

Fig. 5. SVM classifier applies for burn image. This figure shows diagram of SVM burn image
classification from the burn image input to the degrees of burn output.

Fig. 6. Burn image size standardization for segmentation. The original burn image is on the left
and the dropped image removing some unrelated burning background objects is on the right.
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The burn images have been collected and supplied from the Cho Ray hospital,
Vietnam and published in http://fit.hcmup.edu.vn/medical_image_project/. The burn
image will be standardize and segmentation before inputting the feature extraction
component. The output burn image features are the multi-color binary channels, which
are used as inputs to the SVM classifier (Fig. 8).

4 Experimental Results

We have built images databases from Cho Ray hospital consisting 396 burn images in
the 4 degrees of burn II, III and IV. We do not classify the degrees I of burn because it
is minor level and might cause from the sun sight. This is also the reason why many
Vietnamese people do not care about the degrees I of burns at this time. The degree II
of burns has 180 images, the degree III of burns has 192 and the degree IV of burns has

Fig. 7. Multi-color channels extraction. The burn image is extracted into Red, Green, Blue and
Gray color channels (color figure online).

Fig. 8. Burn image classification model. The figure shows the overview of our burn image
classification using SVM.
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24 images. There are very little images of the degrees IV of burns because this is high
level of burn and the patients maybe die before inpatient entrance (Fig. 9).

We create two folders: a half images in training and a half images in testing like
two-folded cross validation scheme to divide the database. Some images in training
folder and in testing folder are below:

The precision, false acceptance rate (FAR) and false reject rate is the common
criterion to evaluate the classification rate, simplify given by:

Precision ¼#correctly classified images
# total images

FAR ¼#False classified images
classified images

FRR ¼#False classified images
rejected images

ð1Þ

The experimental results in the precision, FAR and FRR will help us to analysis the
root cause of classification errors and improve the suggested model. The experimental
results with multiple SVM kernels are presented in the below Table 1 in order to
identify the suitable SVM kernel for burn image classification (Fig. 10).

The results show that the One-Class SVM (OC-SVM) [5] is suitable in this clas-
sification problem because of the unbalance data. It shows that our main aims are stated
and proved. OC-SVM if compared to SVM has the higher accuracy of burn image
classification. However, OC-SVM required the trade of computing time to the accuracy
in the case using the simple binary features (Table 2).

Fig. 9. Illustration for degrees of burn images. The degrees from I to IV display from top-left to
bottom-right.
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From experimental results of SVM classification method using Polynomial kernel
is more accuracy than Gauss kernel. It maybe cause from the distributed of burn image
data is 48 % in the degrees II of burn and 47 % in the degrees III of burns. The rest
distributes under 5 %. The wrong classification is focus on the Degrees IV of burn.

Table 1. Burn image classification detail results using SVM

Degrees #image
for
training

#image
for
testing

#image
classified
correctly
using
Gauss
kernel

Precision
classification
using Gauss
kernel

#image
classified
correctly
using
Polynomial

Precision
classification
using
Polynomial

II 90 90 63 70 % 68 76 %
III 96 96 72 75 % 72 75 %
IV 12 12 7 58 % 6 50 %

Fig. 10. Precision and FAR- FRR on Degrees of Burn Identification results. the FAR of
Degrees IV is high and the FRR of Degrees IV is low because of unbalance burn image of
Degrees IV image is too low due to the number of burn inpatient in this level. To improve upon
this unbalance data shortcoming, we suggest using One Class SVM instead of traditional SVM.

Table 2. Classification results using one-class SVM vs. traditional SVM

Methods #training
images

#testing
images

Precision classification
using Gauss kernel

Precision classification
using Polynomial

SVM 198 198 71.71 % 73.73 %
One-class
SVMIV

198 198 73.23 % 77.78 %
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The number of images of this degree is too lower than the Degrees II and III. Due to
this unbalance in the training, we try to use one-class SVM instead of traditional SVM.
It has been improve the accuracy of classification.

The overall precision is less than 80 % because we have not yet combined local
feature extraction method, for example, Local Binary Pattern (LBP) with multi-color
channels feature. Besides, the training and testing images are very difference in the
same Degree. For example, the burning Degree II patient is on the hand used for
training and another one is on the leg used for testing. These burn images are only
similar in some local features, but they are very difference in general view.

5 Conclusion and Future Works

This paper introduces an approach using one-class SVM with color feature for burn
image classification. This paper proposes the classification model for burn image to
identify automatically the degrees of burns in three levels for Vietnamese patients. The
proposal model uses the multi-color channels extraction and binary based on adaptive
threshold. Because of the unbalance degrees of burns data, we suggest use one-class
SVM instead of traditional SVM. The experiments were conducted with the real-life
image provided by Cho Ray hospital with the precision 77.78 %. The experimental
results show the feasibility of the proposal model in the starting researching phase.

The expectation of improving the accuracy and the real time processing are opening
challenges of this problem. We cannot trade off the classification time because its
requirement is real time in the diagnosis degrees of burns phase of treatment process.
However, we can trade off the training time to improve the precision of classification.
So that in the future work, we can use a big data for training phase and use some
improved SVM such Fuzzy SVM or another complex training model in order to
increase the classifying accuracy.

Acknowledgments. The author is greatly indebted to Doctor Vo Van Phuc and his colleges in
the burn department of Cho Ray hospital for his helping, guidance, understanding, and most
importantly, his expertise during this study.
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Abstract. Linear Discriminant Analysis (LDA) is a commonly used method for
dimensionality reduction, which preserves class separability. Despite its suc-
cesses, it has limitations under some situations, including the small sample size
problem. In practice, when the training data set is small, the covariance matrix of
each class may not be accurately estimated. Moreover, LDA doesn’t handle
unlabeled data. In this paper, we propose a semi-supervised method called
Discriminative Semi-supervised Learning in Manifold subspace (DSLM), which
aims at overcoming all these limitations. The proposed method is designed to
explore the discriminative information of labeled data and to preserve the
intrinsic geometric structure of the data. We empirically compare our method
with several related methods on face databases. Results are obtained from the
experiments showing the effectiveness of our proposed method .

Keywords: Face recognition � Manifold � Semi-supervised

1 Introduction

In many areas of artificial intelligence, information retrieval, and data mining, one is
often confronted with intrinsically low-dimensional data lying in a very
high-dimensional space. This leads one to consider methods of dimensionality
reduction that allow one to represent the data in a lower dimensional space. Two of the
most popular techniques for this purpose are Principal Component Analysis (PCA) and
Linear Discriminant Analysis (LDA).

PCA is an unsupervised and an eigenvector method designed to model linear
variation in high-dimensional data. PCA is guaranteed to discover the dimensionality
of the subspace and produces a compact representation when the data is embedded in a
linear subspace.

LDA is a supervised method. LDA searches for the project axes on which the data
points of different classes are far from each other while requiring data points of the
same class to be close to each other. LDA encodes discriminating information in a
linear separable space using bases are not necessarily orthogonal. When label infor-
mation available, e.g. for classification task, LDA can achieve significant better per-
formance than PCA. However, recent work [4] shows that when the training dataset is
small, PCA can outperform LDA. The reason is covariance matrix of each class in
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LDA may not be accurately estimated. There are a lot of approaches that try to improve
the performance of PCA and LDA, which are [1–3].

Recently, a number of research efforts have shown that the face images possibly
reside on a nonlinear manifold [6, 10, 11, 16–18, 20–22]. Both PCA and LDA fail to
discover the underlying structure when the face images lie on a manifold since they
effectively see only the Euclidean structure. There has been some interest in the
problem of developing low dimensional representations through kernel based tech-
niques for face recognition [14,15]. These methods can discover the nonlinear structure
of the face images. However, they are computationally expensive, and none of them
explicitly considers the structure of the manifold on which the face images possibly
reside. In the meantime, some nonlinear techniques have been proposed to discover the
nonlinear structure of manifold, e.g. ISOMAP [13], LLE [6], Laplacian Eigenmap [12].
However, these nonlinear manifold learning techniques might not be suitable for face
recognition since they do not generally provide a functional mapping between the high
and low dimensional spaces that are valid both on and off the training data. There are a
lot of approaches that try to address this issue by explicitly requiring an embedding
function either linear or in reproducing kernel Hilbert space when minimizing the
objective function [16–18]. One of the major limitations of these methods is that they
fail to characterize the manifold structure of data when there are insufficient training
samples. To solve this problem, many techniques have been proposed [19, 20] which
have significantly improved the face recognition performance. However, these recog-
nition algorithms struggle in achieving a reliable performance under more practical
environments, where facial appearances are of large variations in illumination,
expression, pose. An approach based on deep neural network has been proposed [5] to
learn a nonlinear embedding from a high-dimensional data space to a low-dimensional
space. However, this technique is computationally expensive and hard to determine the
parameters.

In reality, we usually have small part of input data labeled, along with a large
number of unlabeled data. Thus, semi-supervised learning has attracted an increasing
amount of attention. Two well-known algorithms are extension of Support Vector
Machine [21] and graph-based learning [10, 22]. Despite of their performance, it is
unclear to determine the good graph.

In this paper, we propose a new semi-supervised dimensionality reduction algo-
rithm, called Semi-supervised Learning in Manifold subspace (DSLM). Our proposed
algorithm aims to find a projection which captures not only the discriminant structure
inferred from the labeled data but also the intrinsic geometrical structure inferred from
the whole training data. Specifically, the training data is used to build a graph incor-
porating neighborhood information in which each data point is represented as a linear
combination of the neighboring data points. The graph provides a discrete approxi-
mation to the local geometry of the data manifold. In this way, DSLM can optimally
preserves the manifold structure.

The rest of this paper is organized as follows: The Semi-supervised Learning in
Manifold subspace (DSLM) algorithm is described in Sect. 2. A variety of experi-
mental results are presented in Sect. 3. Section 4 discusses the effectiveness of our
proposed algorithm. Finally, we provide some concluding remarks and suggestions for
future work in Sect. 5.
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2 Semi-supervised Learning in Manifold Subspace (DSLM)

2.1 The Objective Function

Suppose we have a set of n sample X ¼ xif gni¼1; xi 2 R
D belonging to c classes. The

basic idea of Linear Discriminant Analysis (LDA) is to seek directions on which the
data points of different classes are far from each other while requiring data points of the
same class to be close to each other. The objective function of LDA is as follow:

aopt ¼ arg max
a

aTSba
aTSwa

: ð1Þ

where Sw is called the within-class scatter matrix and Sb is called the between-class
scatter matrix. Define the total scatter matrix St ¼ SW þ Sb:

St ¼
Xn
i¼1

xi � lð Þ xi � lð ÞT : ð2Þ

where l is the total sample mean vector, nk is the number of samples in the k-th class,

l kð Þ is the average vector of the k-th class, x kð Þ
i is the i-th sample of the k-th class. Then

the object function of LDA in Eq. (1) is equivalent to

aopt ¼ arg max
a

aTSba
aTSta

: ð3Þ

We denote the matrix X ¼ ½X 1ð Þ; . . .;XðcÞ� and the matrix WLDA as

WLDA ¼
W 1ð Þ 0 � � � 0
0 W 2ð Þ � � � 0
..
. ..

. . .
. ..

.

0 0 � � � W cð Þ

2
6664

3
7775: ð4Þ

where W kð Þ is a nk � nk matrix with all elements equal to 1
nk
and X kð Þ is the data matrix

of k-th class. The object function of LDA in Eq. (3) can be rewritten as [10]:

aopt ¼ arg maxa
aTXWLDAXTa

aTXXTa
: ð5Þ

When there is only one sample, LDA may be an ill-posed problem. When there is a
small training set, overfitting may occur. The technique to solve those problem is
regularization by introducing additional information. The optimization problem of
regularized version of LDA can be written as follows [9]:
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max
a

aTSba
aTStaþ aJ að Þ : ð6Þ

where JðaÞ controls the learning complexity of the hypothesis family, and the coeffi-
cient a controls balance between the model complexity and the empirical loss. The
regularizer term JðaÞ provides us the flexibility to incorporate our prior knowledge on
some particular applications. The key to semi-supervised learning algorithm is the prior
assumption of consistency. For classification, it means nearby points are likely to have
the same label [7]. For dimensionally reduction, it means nearby points will have
similar low-dimensional representations. Motivated by this intuition, we take advantage
of the geometric properties of manifold patches. Specifically, if the data points lying on
the same patch are likely to have the same label, which can be seen as Fig. 1.

Suppose X is from a smooth underlying manifold of dimensionality d � D. Each
data points can be reconstructed from its neighbors with appropriate weights and these
weights should be the same in low-dimensional space. Let y1; . . .; yn 2 R

d be the
corresponded mapped data. We have the cost function of a good map [6] under
appropriate constraints as:

U yð Þ ¼
X
i

yi �
X
j

Wijyj

 !2

: ð8Þ

which adds up the squared distances between all the data points and their recon-
structions. Wi reveals the layout of the point around xi. Suppose the transformation is
linear, that is, yi ¼ f xið Þ ¼ aTxi. We define

z ¼ y�Wy ¼ I �Wð Þy: ð9Þ

The cost function in Eq. (8) can be reduced to

U yð Þ ¼
X
i

yi �
X
j

Wijyj

 !2

¼
X
i

zið Þ2¼ aTXMXTa: ð10Þ

where M ¼ I �Wð ÞTðI �WÞ

Fig. 1. Data points lie on same patch
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Finally, we apply the approach of LDA and use the preserving local patches cost
function as a regularizer term to make the objective function of DSLM:

max
a

aTSba
aTStaþ aJ að Þ ¼ max

a

aTSba
aTðSt þ aXMXTÞa : ð11Þ

Without loss of generality, we assume that the first n data points are labeled and
ordered according to their labels. We use Xl ¼ ½x1; . . .; xl� to denote the labeled data
matrix. We define the weight matrix W 2 R

n�n as

W ¼ WLDA 0
0 0

� �
;~I ¼ I 0

0 0

� �
:

where WLDA 2 R
l�l is defined in Eq. (4), I is an identity matrix of size l� l.

We have

Sb ¼ XlWLDAXT
l ¼ XWXT : ð12Þ

St ¼ XlXT
l ¼ X~IXT : ð13Þ

Then the objective function of DSLM in Eq. (11) can be rewritten as

max
a

aXWXTa

aTXð~Iþ aMÞXTa
: ð14Þ

2.2 The Algorithm

Given data set X ¼ xif gni¼1 includes labeled set Xl ¼ xi; yif gli¼1 belonging to c classes
and ordered according to their labels, and unlabeled set Xu ¼ xif gni¼lþ 1. The k-th class

have lk samples,
Pc
i¼1

lk ¼ l.

1. Construct the adjacency graph:
In this step, we construct the adjacency graph G of all data set X by using the k-
nearest neighbors method.

2. Compute the weights:
In this step, we compute the weights on the edges of G. Let W be the weight matrix
with Wij having the weight of the edge from node i to node j, and 0 if there is no
such edge. We define M ¼ I �Wð ÞT I �Wð Þ where I is the identity matrix of size
n� n.
Please see [6] for details about how to compute W.
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3. Construct the graph for labeled data:
In this step, we construct the weight matrix ~W 2 R

n�n for labeled data

~W ¼ Wl 0
0 0

� �
;~I ¼ I 0

0 0

� �
:

where Wl 2 R
l�l is defined in Eq. (9), I is an identity matrix of size l� l.

4. Computing the projections:
In this step, we compute the linear projections by solving the following generalized
eigenvector problem

X ~WX
T
a ¼ kX ~Iþ aM

� �
XTa ð16Þ

It is easy to check that ~W is of rank c and we will have c eigenvectors with respect
to non-zero eigenvalue [8]. Let A ¼ ½a0; a1; . . .; ac�1� be the solution of Eq. (16),
ordered according to their eigenvalues, k0 � k1 � . . .� kc�1 [ 0. A is a n� c
matrix. The mapping subspace is as follows

x ! z ¼ ATx

3 Experimental Results

In this section, we investigate the use of our proposed approach for face recognition.
We compare our DSLM algorithm with several representative dimension reduction
algorithms, which include PCA, LDA, SDA [10]. PCA and LDA are the two most
widely used subspace learning techniques for face recognition. SDA is the algorithm
with high accuracy on semi-supervised face recognition [10].

3.1 Dataset Descriptions

The YALE face database contains 165 grayscale images of size 320� 243 of 15 people
(11 samples for person). The images demonstrate variations in lighting condition
(left-light, center-light, right-light), facial expression (normal, happy, sad, sleepy,
surprised and wink), and with/without glasses.

The ORL face database contains 400 gray images of size 92� 112 of 40 people (10
samples for person). The images were captured at different times and have different
variation including expressions (open or closed eyes, smiling or non-smiling) and face
details (glasses or no glasses). The images were taken with a tolerance for some tilting
and rotation of face up to 20 degrees.
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3.2 Data Preparation and Experimental Settings

In all the experiments, preprocessing to locate the faces was applying. Original images
were normalized (in scale and orientation) such that the two eyes were aligned at the
same position. Then the facial areas were cropped into the final image for matching.
The size of each cropped image in all the experiment is 32� 32 pixels, with 256 gray
levels per pixel. Thus, each image can be represented by 1024-dimesional vector in
image space. No further preprocessing is done. 10 images of a person in YALE and 10
images of a person in ORL are displayed in Fig. 2.

We use the semi-supervised setting for our experiments. That is, the available
training set during the training phase contains both labeled and unlabeled examples,
and the testing set is not available during the training phase. In this paper, we apply
nearest-neighbor classifier for its simplicity. For each person in dataset, n images are
randomly selected as the training set. Among these n images, l images are randomly
selected and labeled which leaves other n� l images unlabeled. We average the result
over 25 random split. The recognition performance is measured by the accuracy:

Acc ¼ Number of correctly classificated test samples
Number of test samples

� 100%

3.3 Face Recognition with Different Dimensions

In this experiment, we fix a ¼ 0:1 for two methods SDA and DSLM. The number of
nearest neighbors k is between 2 and 4, the recognition is carried out then. In general,
the accuracy rates varies with the dimension of the face subspace. Figure 3 shows the
plots of accuracy rates versus dimensionality reduction for the PCA, LDA, SDA and
DSLM. The best result obtained in the optimal subspace and the corresponding
dimensionality for each method are shown in Table 1. Note that the upper bound of
dimensionality of SDA and DSLM is c where c is the number of classes. When there is
a single labeled training image per class, LDA cannot be applied since the within-class

(a) YALE face database (b) ORL face database

Fig. 2. Samples from YALE face database and ORL face database with different facial
expression and details.
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scatter matrix is the zero matrix. As can be seen, our DSLM algorithm performed the
best for all the cases. Moreover, the optimal dimensionality obtained by DSLM, SDA
and LDA is much lower than that obtained by PCA.

3.4 Face Recognition with Different k-Nearest Neighbors

The most important parameter in all of the manifold approaches which make use of the
manifold structure is k-nearest neighbors. We test and compare two methods SDA and
DSLM with different values of k. In this experiment, we use the ORL face database and
fix n ¼ 7; l ¼ 3, a ¼ 0:1; k is chosen between 2 and 6; the recognition is carried out
then. Figure 4 shows the plots of accuracy rates versus number nearest of neighbor.
Table 2 shows the performance comparison of those. As can be seen, our DSLM
algorithm performed better result. Moreover, the accuracy of our DSLM algorithm is
stable with varying value of parameter k. It is shown that our DSLM algorithm is
stability with varying size of patches on manifold.

(a) )b(

(c) )d(

Fig. 3. Accuracy rates vs. dimensionality reduction on the YALE face database.

Table 1. Performance comparisons on the YALE face database

Method PCA LDA SDA DSLM

n ¼ 5 l ¼ 1 32.6 (14) – 32.8 (15) 32.8 (15)
l ¼ 2 43.5 (29) 45.8 (9)5454 52.5 (15) 54.2 (15)
l ¼ 3 50.4 (44) 63.6 (14) 62.1 (15) 64.6 (15)
l ¼ 4 54.4 (59) 69.1 (14) 69.7 (15) 71.6 (15)
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4 Discussion

It is worthwhile to high light several aspects of the proposed approach here:

1. Our proposed algorithm DSLM shares some similar properties with
Semi-supervised Discriminant Analysis [10] algorithm. Both of them aim to find the
optimal projection of the discriminative power of the labeled data and of the locality
preserving power of manifold. However, their graphs which discover manifold
structure are totally different. Thus, their objective functions are different.

2. Some manifold learning algorithms like ISOMAP, LLE, Laplacian eigenmaps are
defined only on the training data points and it is unclear how to evaluate the map for
new test points. DSLM can find the optimal linear projection. Thus, this makes it
fast and suitable for practical applications, e.g. face recognition.

3. DSLM can be performed and product significant results in small datasets which
cannot be achieved by LDA, which can be seen as experimental results.

5 Conclusion

In this paper, we proposed a new linear dimensionality reduction algorithm called
Discriminative Semi-supervised Learning in Manifold subspace. By using a graph
which characterizes the locality structure of manifold data and taking advance of
discriminative power of LDA method, our algorithm can make use of both labeled data
and unlabeled data points to find optimal projection. Experimental results on face
recognition have demonstrated the effectiveness of our algorithm.

For future works, we are interested in applying the proposed method to other
graphs which characterize better the geometric properties of the dataset. On the other
hand, the algorithm should be investigated in supervised mode.

Acknowledgements. This research is supported by research funding from Science Research
funding (T-2015.21) and Honors Program, University of Science, Vietnam National University -
Ho Chi Minh City.

Fig. 4. Accuracy rates vs. k-nearest neighbor

Table 2. Performance comparison on ORL
face database

k SDA DSLM

2 88.83 88.70
3 88.57 88.83
4 88.23 89.02
5 87.80 88.77
6 86.70 88.64
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Abstract. This paper proposes a novel context-aware handwritten and optical
character recognition algorithm using a combination of wavelet transform, PCA
and neural networks. At first, the features of character are extracted using
combination of wavelet transform and PCA. Then multi-layer feed-forward
neural networks will be used to classify these extracted features. In this algo-
rithm, we use one neural network for each training character. This neural net-
work is used to determine whether an input character is training character or not.
The paper experimental results show that the proposed algorithm gives an
effective performance of character recognition on noisy images and competes
with state-of-the-art algorithms.

Keywords: Character recognition � Wavelet transform � PCA � Neural net-
work � Image processing

1 Introduction

In recent years, pattern recognition problem is one of the most widely studied tasks in
the field of image processing. The solution of pattern recognition is demanded in
various areas of modern society. In addition, character recognition is one of the urgent
pattern recognition tasks. The solution of this task can be used to solve other tasks, such
as license plate recognition, text recognition and so on.

Wavelet transform is an effective method used to extract image features. By using
wavelet transform, we will obtain the necessary information about the image. In
addition, the wavelet transform is also quickly enough to be calculated. In the algo-
rithms [1–6], wavelet transform is used to solve problem of image classification. The
experimental results of these algorithms show that image features extracted by using
wavelet transform give 76–99.7 % accuracy rate of image classification.

In addition, the experimental results of the algorithms [7–12] show that wavelet
transform is effectively used to solve the pattern recognition tasks, in particular face
recognition task on noisy images. Accuracy rate of face recognition in this case is
90–98.5 %.
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Thus, using wavelet transform is perspective way for development of novel
context-aware character recognition algorithm. In this paper we propose a novel
context-aware algorithm for character recognition based on combination of wavelet
transform, PCA and neural networks. In case of image processing, context is any
information about an image such as: image pixel, contour, noise and so on.

2 Proposed Algorithm

The proposed algorithm for character recognition consists of two main steps. The first
step is training neural networks. In the second one character is recognized by using
trained neural networks. The proposed character recognition algorithm works as
follows.

Step 1: Training neural networks

1:1. Using wavelet transform to extract features of characters of training set.
1:2. Using PCA to reduce dimension of vectors of extracted feature.
1:3. Using obtained feature vectors to train neural networks.

Step 2: Recognizing character

2:1. Using wavelet transform to extract features of testing character.
2:2. Using PCA to reduce dimension of vector of extracted feature.
2:3. Using obtained vector and trained neural networks to recognize character.

2.1 Character Feature Extraction

Extracting feature of character using wavelet transform works as follows. Firstly, the
image of character is resized to 64 × 64 pixels. Then wavelet transform is applied to
obtained image and the low-frequency wavelet coefficients are extracted. In the result,
we have matrix that consists of 32 × 32 low-frequency wavelet coefficients.

In order to extract local features of character, the image of character is divided to 12
parts with the same size 32 × 32 pixels (Fig. 1). Then wavelet transform is applied to
each part and the low-frequency wavelet coefficients are extracted. In the result we
have 12 matrixes, each of which consists of 16 × 16 low-frequency wavelet
coefficients.

Fig. 1. Example of feature extraction of character “A”.
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Finally, character feature vector is formed using low-frequency wavelet coefficients
obtained in the previous steps. In the result we have character feature vector that
consists of 32 × 32 + 12 × 32 × 32 = 4096 elements (Fig. 1).

2.2 Dimension Reduction

Before submission to the inputs of neural networks, dimension of feature vector is
reduced. In order to solve this problem we use PCA. At first, we create eigenspace for
characters (eigencharacter) using M images of characters. Creation of character
eigenspace is carried out as follows.

At first, extraction feature process is applied to each of M images. In the result we
have a set of~I1; . . .;~IM : feature vectors. Then we form the mean vector, the value of
each element of which is calculated by the formula (1):

~Iavg ¼ 1
M

XM
n¼1

~In: ð1Þ

Then each of the M feature vectors is subtracted mean vector by formula (2):

~Un ¼~In �~Icp; n ¼ 1; . . .; M: ð2Þ

After that we create the eigenspace consisting of K eigenvectors of the covariance
matrix C (3), that in the best way describe the distribution ofM feature vectors (K <M).

C ¼ 1
M

XM
n¼1

~Un~U
T
n ¼ AAT ; A ¼ ~U1; . . .; ~UM

n o
: ð3Þ

In this case k-th vector ~uk satisfies maximization of the following (4):

kk ¼ 1
M

XM
n¼1

~uTk~Un

� �2
: ð4Þ

and an orthogonality condition (5):

~uTl~uk ¼
1; l ¼ k
0; otherwise

�
: ð5Þ

Vectors~uk and values kk are eigenvectors and eigenvalues of covariance matrix C.
In order to create this eigenspace, at first, we calculate M eigenvectors ~ul of

covariance matrix C by using eigenvectors of other matrix L ¼ ATA. Each vector~ul is
calculated by the following formula (6):

256 N.H. Phan and T.T.T. Bui



~ul ¼ 1
M

XM
k¼1

vlkUk; l ¼ 1; . . .;M: ð6Þ

Then we select K eigenvectors with the largest eigenvalues from M obtained
eigenvectors. The eigenspace is the set of K selected eigenvectors (Fig. 2).

After the character eigenspace is created, reducing of dimension of character feature
vector~Iin is carried out as follows.

At first, the character feature vector is decomposed on K eigenvectors ~ui and
corresponding decomposition coefficients are calculated by the following formula (7):

wi ¼~uTi ð~Iin �~IavgÞ; i ¼ 1; . . .;K: ð7Þ

Then we obtain a vector (8):

XT
!

¼ fw1; . . .;wKg: ð8Þ

This vector describes the distribution of each eigenvectors in presentation of
character feature vector. In the result of dimension reduction we have a new character

feature vector X
!

consisting of K elements. In this case K < <4096 (Fig. 3).

2.3 Character Recognition

Back-propagation feed-forward neural networks are used for classifying character
based on obtained feature vectors. In this proposed algorithm we create one multi-
layered feed-forward neural network for each character of training set. These neural

Fig. 2. Creation of character eigenspace.

Fig. 3. Reducing of dimension of character feature vector.
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networks are trained by back propagation method. The input of these neural networks is

the character feature vector X
!
(8), that consists of K elements. The output layer of these

neural networks has one neuron, which returns a value from 0 to 1. Using one neural
network for each character of training set can speed up the process of neural network
training.

Each neural network determines the similarity between input character and the only
one character of training set. The input character is recognized by neural networks as
follows. At first, we extract feature vector of the input character and reduce its
dimension. Then obtained feature vector is used as the input of all trained neural
networks. Input character is recognized as a character of training set, neural network of
which returns the largest value (Fig. 4.).

Besides, using one neural network for each character of training set allows us to
include the second guess in recognition result. The second guess is a character of
training set, neural network of which returns the second largest value. Using the second
guess has an advantage when recognizing characters, that similarly written, such as {c,
C}, {o, O}, {p, P}, {s, S}, {u, U}, {v, V}, {w, W}, {x, X} и {z, Z} (Fig. 4).

3 Experimetal Results

The proposed algorithm was tested using handwritten character and printed character
images. All experiments were performed on a laptop with the processor Intel Core Duo
P7350 2.0 GHz and 2.0 GB of RAM.

3.1 Handwritten Character Recognition

In the first experiment the proposed algorithm was tested on handwritten character
recognition task. In order to carry out this experiment we use the known data set of
handwritten digits MNIST [13, 14]. This data set consists of 60000 images for training
and 10000 images for testing. All images have the same size 28 × 28 pixels and all
digits are centered within the images.

In this experiment we created additional test data set by adding to images of
original test set MNIST “salt and pepper” noise with probation 5, 10, 15, 20, 25, 30 %.

Fig. 4. Recognizing character by neural networks.
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Examples of using images are shown in Fig. 5 (from left to right: images of handwritten
digit with 10, 20 and 30 % noise).

The recognition results of handwritten digits MNIST depending on dimension of
feature vector are shown in Fig. 6. Handwritten digits recognition accuracy (d, %) is
presented on vertical axis, and number of features (K) – on horizontal axis. It is shown
that the recognition accuracy depends on dimension of character feature vector. When
using more number of features, the recognition accuracy is higher. The recognition
accuracy becomes stable and ranges 97–97.5 % (1st guess) and 98.8–99 % (2nd guess)
when number of features is more than 37. The highest recognition accuracy 97.5 % (1st
guess) and 99 % (2nd guess) is obtained when using the vector of 49 features. So the
vector of 49 features will be used for testing with noisy data set.

Fig. 5. Examples of test images of handwritten digits.

Fig. 6. Results of recognition of handwritten digits MNIST.

Table 1. Comparison of proposed algorithm and HTM network.

Processor Algorithm δ,
%

Trainning
time

Testing
time

Intel coreTM 3.47 GHz HTM network (Greedy) 97.3 05:34:12 01:38:43
HTM network (AHC) 97.6 05:15:17 01:30:56
HTM network (MTC) 98.5 05:21:47 01:32:35

Intel core Duo P3750
2.0 GHz

Proposed algorithm (1st
guess)

97.5 00:24:36 00:06:08

Proposed algorithm (2nd
guess)

99.0 00:24:36 00:06:08
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Recognition results of handwritten digits MNIST by proposed algorithm and
Hierarchical Temporary Memory (HTM) network are shown in Table 1. In this case
HTM network was trained by various algorithms, such as Greedy, Aglomerative
Hierarchical Clustering (AHC) и Maximum Temporal Connection (MTC).

It is shown that proposed algorithm is 13 times trained and 15 times performs more
rapidly, than HTM network. The highest recognition accuracy 99 % obtained by using
proposed algorithm (2nd guess).

The obtained results were also compared with the results of other algorithms tested
on the handwritten digits data set MNIST [13, 14]. The comparison results of different
algorithms are shown in Table 2. It is shown that the recognition accuracy of proposed
algorithm is comparable with other recognition algorithms.

In this experiment the proposed algorithm was also tested with noisy images of
handwritten digits using vector of 49 features. The testing results are shown in Fig. 7. It
is shown that the proposed algorithm allows recognizing handwritten digits on noisy
images. The recognition accuracy considerably decreases when the noise level exceeds
20 %.

Table 2. Recognition results of different algorithms tested on MNIST data set.

Algorithm Minimum error, % Maximum error, %

Linear clssifiers 7.6 12
Non-linear classifier 3.3 3.6
HTM network 1.5 1.5
Boosted stumps 0.87 7.7
K-nearest neighbors 0.63 5
SVMs 0.56 1.4
Neural nets 0.35 4.7
Convolutional nets 0.23 1.7
Proposed algorithm (1st guess) 2.5 3
Proposed algorithm (2nd guess) 1 1.2

Fig. 7. Results of recognition of handwritten digits MNIST on noisy images.
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3.2 Optical Printed Character Recognition

In this experiment the proposed algorithm was tested with printed characters. In order
to train the proposed algorithm we created the training set consisting of 1488 images of
10 digits (0–9) and 52 characters (a–z, A–Z). Each character was presented by two
fonts Times New Roman and Arial with bold and normal styles, and 16, 18, 20, 22, 24
and 26 sizes. In this case each character of training set has 24 images.

In order to test the proposed algorithm we used images of printed characters of 8
popular fonts: 4 serif fonts – Times New Roman, Garamond, Courier New and
Bookman Old Style, 4 sans-serif fonts – Arial, Lucida Sans, Tahoma and Verdana. For
each font we created one test set consisting 2480 images of 10 digits (0–9) and 52
characters (a–z, A–Z). Each character was presented with bold and normal styles, and
12, 14, 16, 18, 20, 22, 24, 26, 28 and 36 sizes.

Figure 8 shows the recognition results of printed characters of different fonts
depending on the dimensionality of feature vector. The vertical axis is recognition
accuracy (d, %), and the horizontal axis is the number of features (K).

The experiment results show that the propose algorithm, that trained by only
characters of two fonts, may recognize characters of other fonts. It is shown that the
recognition accuracy of proposed algorithm for all fonts is acceptable when the number
of features is between 20 and 60. The recognition accuracy of sans-serif fonts is better
and more stable than the recognition results of serif fonts. The best recognition result
for most fonts obtained using vector of 27 features. So this feature vector is being used
to test proposed algorithm with printed characters on noisy images.

Time New Romans     Garamond           Courier New          Bookman Old Style 

Arial   Lucida Sans   Tahoma   Verdana 

Fig. 8. Results of recognition of printed characters.
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For each font we created additional test set by adding 5, 10, 15, 20, 25 and 30 % of
salt and pepper noise to images of existing test sample. Examples of printed character
image and his noisy images with level 10, 20, and 30 % are shown in Fig. 9 from left to
right.

The results of recognition printed character on noisy images are presented in
Fig. 10. It is shown that the proposed algorithm is able to effectively recognize printed
character of different fonts on noisy images. Recognition accuracy depends on the
noise level.

The comparison results of proposed algorithm and systems ABBYY FineReader 11
and Tesseract OCR on recognition of printed character with two fonts Times New
Roman and Arial on noisy images are shown in Fig. 11.

It is shown that when noise level is increased the recognition accuracy of systems
FineReader 11 and Tesseract OCR significantly decreased, but the recognition accuracy

Fig. 9. Examples of optical printed character images.

1st guess           2nd guess 

Fig. 10. Results of optical printed character recognition on noisy images.

Time New Romans  Arial 

Fig. 11. Comparision results of printed character recognition on noisy images.
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of proposed algorithm is more slowly decreased. The proposed algorithm more
effectively recognize printed character on noisy images than systems FineReader 11
and Tesseract OCR. When the noise level is more than 15 %, the difference between
their recognition results becomes more noticeable.

4 Conclusion

In this paper we developed a novel algorithm for handwritten and printed character
recognition based on wavelet transform, principal component analysis and neural
networks. Developed algorithm allows effectively recognizing handwritten and printed
on noisy images.
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Abstract. Data collected from wearable devices form basis for assessment,
analysis, and predictions. It is used in various fields of study such as health and
education to improve status, define goals, and measure progress. Currently, there
is no formal model used to define relationships among goals in a particular
wearable system. Therefore, this paper proposes a novel approach based on
context information and Formal Concept Analysis theory for modeling an entire
problem domain using lattice theory. The resulted model shows the conceptual
structure, different layers of abstractions, and hierarchical relations between
wearable devices, collected data, defined goals, and predicted results. The
structure is prerequisite for any further analysis.

Keywords: Context � Wearable system � Model � Formal Concept Analysis
FCA � Lattice tree

1 Introduction

Wearable devices comprise built-in sensors to gather data about human’s body. They
can track different health metrics such as burned calories, sleeping habits and activities
pattern during the day [3]. Moreover, some wearable devices can be used as health
cards for their users, where users can define other inputs such as blood sugar, blood
pressure and oxygen saturation [4].

Users of healthcare wearable devices aim to achieve healthy goals. The way of
reaching these healthy goals can be different based on the healthy goal to be reached,
the user data sensed by the wearable device, and the proper technique to reach the goal.

Wearable device continuously collect huge amount of information to track health
metrics. This information is collected to update the users of their progress on reaching
their set goals. However, this huge amount of contextual information is not used more
than to update the users of their status. The current architecture of wearable devices
does not allow this data to be analyzed. The collected data about the user is only used to
track their progress on a set goal. Furthermore, there is no model that can make full use
of the history of the collected data, or allow for further data analysis.

Due to the absence of a model to manage and analyze this amount of data
many problems appear. People are slowly losing interest in wearable devices.
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“Consumers indicated less interest in buying smart watches (35 %), smart
(sensor-equipped) clothing (20 %), smart glasses (19 %) or people tracking devices
(13 %)” [5]. The main reason mentioned is that users do not feel involved. “Dean
Hovey, CEO of Digifit, an online ecosystem for health trackers, said the challenge is
understanding each user and hooking the people who could benefit most”. There is a
need for a formal model that can hook the different information together and pave the
road for further analysis to solve the mentioned consumers’ problems. That is, the
current wearable applications1 collect data to monitor information about different goals
such as sleeping quality and burned calories. However, why does the device collect
information about these goals? Does one goal affect another one? The answers for these
questions help users to be more engaged and more motivated to accomplish their goals.
The definition for relationships among two or more goals must be based on logical
trustable theory. Hence, the use of a formal model to define the relationships among
goals of a particular system is essential.

In this paper, we provide a new architecture for wearable devices. In this archi-
tecture, we consider the context and context history of the user. Moreover, we propose
a formal model based on Formal Concept Analysis (FCA) theory that can define the
data and its interrelationship. Our proposed solution allow for this huge amount of
information to be analyzed. Our contributions in this work are listed hereunder:

1. Propose a data model for wearable systems.
2. Use Formal Context Analysis Theory to define a formal relationship among data

components of wearable system.

2 Data of Wearable Systems

Users of wearable devices aim to achieve health goals by working on one or set of
health metrics. We will refer to health goals as goals and health metrics as attributes.

In wearable systems, data is collected by different methodologies. Based on this,
data is classified into three different data types explained as follows:

a. Sensed Data: user data gathered by sensors of wearable systems such as heart rate.
b. Entered Data: data entered manually by user such as height.
c. Generated Data: data that is automatically calculated using sensed or entered data

such as age from date of birth.

The above mentioned data types are structured in the following manner Fig. 1:

1. Attribute: A health metric that is sensed by the wearable device or entered by the
user. This metric affect one or more goals.

2. Goal: A high level definition of the health goal that the user aims to achieve.
3. Technique: A node that includes one or set of attributes. Every technique can

influence one or more goals. A list of these goals is also included in the techinique.

1 GymGoal2, Jawbone UP, Google Fit, 7 Minute Workout, MyFitnessPal, Amwell, MyNetDiary, Diet
Assistant, Endomondo, Fitness Body, Fitoracy, Fooducate, JEFIT workout, Instant Heart Rate, Run
Keeper, Ideal Weight, Daily Burn, Charge HR, Nike + Running, Weight Watcher Mobile.
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The distribution of these techniques and their relationships are based on the FCA
analysis that is discussed in Sect. 3.

4. Context: Context is set of attributes and their values Fig. 2. This notion of context
is formally defined by WAN [7]. In this paper, we propose two types of contexts;

a. User Context: The user context defined by a set of attributes that are relevant to
the user and their values.

b. Technique Context: The technique context includes the values of the attributes
defined in the technique. The technique context and the user context have some
attributes in common. The difference in the values of these attributes let users
know how far they are from achieving their goals.

Fig. 1. Data model of wearable system

Fig. 2. Context component structure
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Whenever the data is collected, the user context is constructed by mapping each
attribute of user context to its mutual attribute of the collected data Fig. 3.

By now, we have introduced the data components that we will use in our work.
Given these different categories of data and the huge amount of contextual information
gathered by wearable device, we need a formal model that defines the relationship
among different data components. This will allow the users to be aware of goals that are
enhanced or affected by attributes they are working on. For example, if a user is using a
wearable system to lose weight, he will work on every part that helps them to achieve
their goal. However, many users do not know that decreasing weight of body is related
to sleeping habits [8], which is a different health goal. Current solutions do not capture
this information. However, the formal model provided in this paper, allows the user to
be aware that sleeping habits will be enhanced too. Considering formalism in modeling
data of wearable systems is a building block for further analysis.

The following sections, we will introduce the FCA theory and then our solution
will be explained.

Fig. 3. Constructing user context from collected data
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3 Formal Concept Analysis (FCA)

Formal Concept Analysis (FCA) “is a method mainly used for the analysis of data, i.e.
for deriving implicit relationships between objects described through a set of attributes
on the one hand and these attributes on the other. The data are structured into units
which are formal abstractions of concepts of human thought, allowing meaningful
comprehensible interpretation (Ganter & Wille, 1999)” [1].

Thus, as FCA supports the abstract concept by providing the intentional description
or data it produces, it might be used as a clustering method. In addition, FCA provides
a definition for the concept of context*2:

Definition 1 (Formal Context): A triple (G, M, I) is a formal context if G and M are
sets and I � G × M is a binary relation between G and M. G elements are objects, and
M elements are attributes and I is the incidence of the context.

For A � G, A’: = {m 2 M| 8g 2 A: (g,m) 2 I}
For B � M: B’: = {g 2 G | 8m 2 B: (g,m) 2 I}
A’ is the set that includes all attributes common to objects of A
B’ is the set that includes all objects that have all attributes in B [1]

Definition 2 (Formal Concept): “A pair (A, B) is a formal concept of (G, M, I) if and
only if A � G; B � M, A’ = B and A = B’. That is, (A,B) is a formal concept if the set
of all attributes shared by the objects of A is identical with B and on the other hand A is
also the set of all objects that have all attributes in B. A is then called the extent and B
the intent of the formal concept (A, B). The formal concepts of a given context are
naturally ordered by the subconcept-superconcept relation as defined by:

(A1, B1) ≤ (A2, B2) ⇔ A1 � A2 (⇔ B2 � B1)’’ [1, 2]
Extent and Intent Formula
Concepts Extent = Ext (X, Y, I) = {A 2 2x | (A, B) 2 B (X, Y, I) for some B}
Concepts Intent = Int (X, Y, I) = {B 2 2y | (A, B) 2 B (X, Y, I) for some A} [6]

Definition 3 (Lattice Tree): Concept lattice is a classification system, which is an
output of formal concept analysis. Generally, a concept lattice might not need to be a
tree as it is possible to include overlapping clusters. On the other hand, tree-like
structures are appealing and many methods of classification produce this tree as an
output [6].

4 Modeling Based on FCA Theory – Lattice Tree

Based on the FCA, we want to define the relation among specific goals and their
defined attributes. Therefore, we used Lattice Miner software to create a table that
defines four health goals and mapped to all or a subset of five defined attributes Fig. 4.

2 The underlined context is an FCA terminology and it is different from the one stated in the rest of the
paper.
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Before we explain the model, we need to map the FCA terminologies to our data
components Table 1:

Then, the lattice tree is generated from the defined table Fig. 5.

In the lattice tree Fig. 5, the techniques are ordered sub-concept- super-concept top
to bottom techniques. Every technique includes attributes and goals influenced by these
attributes. That is, the least upper bound (join) has the fewest number of attributes and
is a subset of the three techniques in the second layer. If we take any possible path of a
goal starting from the join down to the greatest lower bound (meet). We find the
following remarks:

Table 1. Mapping FCA to wearable system model

FCA terminology Data component

Object Goal
Attribute Attribute
Tree Node Technique

Fig. 4. Table include object and attributes sets

Fig. 5. Generated Lattice Tree from created table.

Enhancing Wearable Systems 269



• The number of attributes increases as we go down the lattice tree, which is resulting
from the natural relationship between the layers such that the attributes in the upper
layer is a subset of the attributes set in the lower layer.

• The number of goals decreases as we travel down the lattice tree. This means that
the lower we go, the more focused we are on a specific goal.

• Reaching the lowest level means reaching the ultimate improvement for a specific
goal.

• The higher the technique on the lattice tree, the more goals are influenced.

5 Overall Observation

Using this model Fig. 1 in practical case will solve some existing problems such as lack
of user engagement and the poor utilization of wearable systems data.

When data of user is gathered, he will be able to pick up one of the health goals
provided by the wearable device. Once he starts working on a particular goal, he will be
aware of influences he is making on other goals. With the help of our model, he will
also be able to know information such as the techniques that affect the maximum
number of goals and the ultimate level he can reach for a certain goal. More impor-
tantly, with the comparison between technique context and user context, user can know
how far he is from reaching a specific technique.

The details the model provides make the user more engaged and motivated to keep
working to reach their health goals. Moreover, the work done on data categorization
and inclusion of context information made a better use of the gathered data.

6 Conclusion

Context-awareness and formal modeling should be introduced to wearable devices to
take them to the next level. We have introduced the concept of user context and
technique context for wearable system. Also, we have introduced a new classification
for data of the wearable system. Afterward, we use a formal approach, i.e. lattice tree to
provide a formal model goals and techniques defining relationships among them. This
formal concept allows the user to be informed of goal influenced in each technique
he/she passes through. The novelty of our approach is focused on the formal modeling
of the whole domain problem. Thus, in this work we provided the first building block
to a smarter, formal, and practical wearable systems.

References

1. Cimiano, P., Hotho, A., Staab, S.: Learning concept hierarchies from text corpora using
formal concept analysis. J. Artif. Intell. Res. (JAIR) 24, 305–339 (2005)

2. Godin, R., Valtchev, P.: Formal concept analysis-based class hierarchy design in
object-oriented software development. In: Ganter, B., Stumme, G., Wille, R. (eds.) Formal
Concept Analysis. LNCS (LNAI), vol. 3626, pp. 304–323. Springer, Heidelberg (2005)

270 A. Alsaig et al.



3. Pantelopoulos, A., Bourbakis, N.G.: A survey on wearable sensor-based systems for health
monitoring and prognosis. IEEE Trans. Syst. Man Cybern. Part C Appl. Rev. 40(1), 1–12
(2010)

4. Gurman, M.: This is Healthbook, Apple’s major first step into health & fitness tracking
(2014). http://9to5mac.com/2014/03/17/this-is-healthbook-apples-first-major-step-into-health-
fitness-tracking/. Accessed 17 March 2014

5. Barnes, K., Kauffman, V., Connolly, C. (n.d.).: Health wearables: Early days (2014). http://
www.pwc.com/en_US/us/health-industries/top-health-industry-issues/assets/pwc-hri-wearable-
devices.pdf. Accessed 1 June 2014

6. Wormuth, B., Becker, P.: Introduction to formal concept analysis. In: 2nd International
Conference of Formal Concept Analysis, vol. 23, February 2004

7. Wan, K.: Lucx: Lucid enriched with context (Doctoral dissertation, Concordia University)
(2006)

8. Schmid, S.M., Hallschmid, M., Jauch-Chara, K., Born, J., Schultes, B.: A single night of sleep
deprivation increases ghrelin levels and feelings of hunger in normal-weight healthy men.
J. Sleep Res. 17(3), 331–334 (2008)

Enhancing Wearable Systems 271

http://9to5mac.com/2014/03/17/this-is-healthbook-apples-first-major-step-into-health-fitness-tracking/
http://9to5mac.com/2014/03/17/this-is-healthbook-apples-first-major-step-into-health-fitness-tracking/
http://www.pwc.com/en_US/us/health-industries/top-health-industry-issues/assets/pwc-hri-wearable-devices.pdf
http://www.pwc.com/en_US/us/health-industries/top-health-industry-issues/assets/pwc-hri-wearable-devices.pdf
http://www.pwc.com/en_US/us/health-industries/top-health-industry-issues/assets/pwc-hri-wearable-devices.pdf


Applying PNZ Model in Reliability Prediction
of Component-Based Systems and Fault

Tolerance Structures Technique

Pham Binh1(B), Huynh Quyet-Thang1, Nguyen Thanh-Hung1,
and Nguyen Hung-Cuong2

1 Department of Software Engineering, School of Information and Communication
Technology, Hanoi University of Science and Technology, Hanoi, Vietnam

binh.pham92@gmail.com, {thanghq,hungnt}@soict.hust.edu.vn
2 Math - Technology Faculty, Hung Vuong University, Viet Tri, Vietnam

cuongnh@hvu.edu.vn

Abstract. Reliability is the chief quality that one wishes for in any-
thing. Reliability is also the main issue with computer systems. One of
the purposes of system reliability analysis is to identify the weakness in
a system and to quantify the impact of component failures. However,
existing reliability prediction approaches for component-based software
systems are limited in their applicability because they either neglect or
do not support modeling explicitly several factors like error propagation,
software fault tolerance mechanisms. In this paper, we evaluate reliabil-
ity prediction of component-based system and fault tolerance structures
technique by applying Pham Nordmann Zhang (PNZ) model, one of
the best models based on non homogeneous Poisson process. Our app-
roach uses a reliability modeling schema whose models are automati-
cally transformed by a reliability prediction tool into PNZ models for
reliability predictions and sensitivity analyses. Via these our case stud-
ies, we demonstrate its applicability and introduce how much reliability
of software system can be improved by using fault tolerance structures
technique.

Keywords: Software reliability prediction · Software reliability growth
model

1 Introduction

Software reliability is one of eight main quality characteristics of software system
[1]. This measure has a big number of applications in many phases of software
life cycle: analysis, design, coding and testing. There are two approaches to
work with this characteristic: evaluating [2–4] and predicting [5–7]. Trung et al.
[7] introduced prediction scenario for component-based architecture, a modern
technique of software engineering, with six steps.

Software reliability modelling is a mathematics model to evaluate some reli-
ability properties of software system. There are more than hundred introduced
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models based on many mathematics techniques and work with many areas of
project resources. One of the most developed group based on non-homogeneous
Poisson process (NHPP) to build a time dependent function to present expected
number of faults detected by time t. From this function, a practitioner can calcu-
late some reliability measures of system as: the total number of errors, the pre-
dicted time of next failure. Pham [8] shows that Pham Nordman Zhang (PNZ)
model is one of the best models in this group.

Fault tolerance structures technique (FTS) is a part of Software Fault Tol-
erance Mechanisms (FTMs). Avizienis et al. [9] describe in detail the principle
of FTMs, and Trung et al. [7] introduced some basic concept of FTS. FTMs
are often included in a software system and constitute an important means
to improve the system reliability. FTMs mask faults in systems, prevent them
from leading to failures, and can be applied on diffierent abstraction levels (e.g.
source code level with exception handling, architecture level with replication)
[10]. FTS only provides RetryStructure and MultiTryCatchStructure. Because
in an FTMs, error detection is a prerequisite for error handling and not all
detected errors can be handled. Therefore, at most, a RetryStructure or a Mul-
tiTryCatchStructure can provide error handling only for signaled failures, which
are consequences of errors that can be detected and signaled by error detection.

Based on a good evaluation of PNZ model in NHPP group, we try to apply it
into reliability prediction of component-based system and fault tolerance struc-
tures technique. Our study is organised as follows: after this introduction section,
next section presents about software reliability modelling and PNZ model, the
used model. Section 3 presents a reliability-prediction scenario to component
based system and Sect. 4 introduces fault tolerance structures to improve soft-
ware reliability. The last section shows some experimental results when apply
those theoretical methods in real system.

2 Software Reliability Modelling and PNZ Model

Let’s use some functions to describe characteristic of system when model it by
non-homogeneous Poisson process in Table 1.

By time t, a system has a(t) faults and m(t) faults have been detected so
we have a(t) − m(t) remaining faults. With detection rate is b(t), we have a
relationship among number of faults detected in period Δt, total remaining faults
of system and fault detection rate:

Table 1. Characteristic functions of software system

a(t) Total number of faults

b(t) Fault detection rate

m(t) Expected number of fault detected by time t

(mean value function)

λ(t) Failure intensity
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m(t + Δt) − m(t) = b(t)[a(t) − m(t)]Δt + o(Δt) (1)

where o(Δt) is infinitesimal value with Δt: limΔt→0
o(Δt)

Δt = 0. Let Δt → 0:

∂

∂t
m(t) = b(t)[a(t) − m(t)] (2)

If t0 is the starting time of testing process, with initial conditions m(t0) = m0

and limt→∞ m(t) = a(t), Pham shows that general solution of (2) is [11]:

m(t) = e−B(t)
[
m0 +

t∫
t0

a(τ)b(τ)eB(τ)dτ
]

(3)

where

B(t) =

t∫
t0

b(s)ds (4)

Pham et al. [11] introduce a Non-homogeneous Poisson process (NHPP) software
reliability modeling (SRM) with time dependent functions:

a(t) = a(1 + αt) (5)

b(t) =
b

1 + βe−bt
(6)

So:

m(t) =
a

1 + βe−bt
[(1 − e−bt)(1 − a

β
) + at] (7)

Existing publications show that PNZ model is one of the best model in NHPP
sub-group.

3 Reliability Prediction for Component-Based System

3.1 Prediction Scenario

Our approach follows repetitively six steps [7] as depicted in Fig. 1.

3.2 Applying PNZ Model in Prediction Scenario

In step 3 of prediction scenario for component-based software system which has
been shown in 3.1. After software architects create a system reliability model,
the resulting model should be transformed into some kinds of model that can
execute reliability, in this paper we use PNZ models.
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Fig. 1. Prediction scenario for component-based software system

In RetryStructure. For each possible input I ∈ AIOS (Set of All sets of failure
types) of a RetryStructure, the transformation instead of building a PNZ model
like original from RMPI tool, we build a PNZ model that reflects all the possible
execution paths of the RetryStructure with the input I and their corresponding
probabilities, and then build up the failure model for the equivalent IA from
this PNZ model.

Step 1: The transformation builds a PNZ block for each retry. The PNZ Block for
the ith retry (MB(I,RPi)) reflects its possible execution paths for signaled failures
(Fig. 2). It includes a state labeled “I,RPi” ([I,RPi], for short) as an initial state,
states [RPi, F ] for all F ∈ AFS as states of signaled failures. The probability of
reaching state [RPi, F ] from state [I,RPi] is PrRP (I, F ) ∀F ∈ AFS.

MB )

1
}

2
} }

Pr
1

) Pr )

Pr
2

)

Fig. 2. PNZ block for ith retry

Step 2: The transformation assembles these PNZ blocks into a single PNZ
model that reflects all the possible execution paths of the RetryStructure with
the input I ∈ AIOS as follows:
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– Add a state [I,START].
– Add states [F ] for all F ∈ AFS.
– Add states [O] for all O ∈ AIOS.
– Add a transition from state [I,START] to state [I,RP0] with probability 1.0.
– For all PNZ block MB(I,RPi) with i ∈ {0, 1, · · · , rc}, let rc be the retry count,

add transitions from state [I,RPi] to state [O] with probability PrPR(I,O)
for all O ∈ AIOS. This is because a correct (resp. erroneous) output of the
RetryPart’s execution leads to a correct (resp. erroneous) output of the whole
RetryStructure.

– For PNZ block MB(I,RPrc) (i.e. the PNZ block of the last retry), add tran-
sitions from state [RPrc, F ] to state [F ] with probability 1.0 for all F ∈ AFS.

– For other PNZ blocks, i.e. MB(I,RPi) with i ∈ {0, 1, · · · , rc − 1}, add transi-
tions from state [RPi, F ] to
(1) state [I,RPi+1] with probability 1.0 if F ∈ FH , or otherwise to
(2) state [F ] with probability 1.0 for all F ∈ AFS.

Step 3: After the transformation generated the PNZ model, the failure model
for the equivalent IA is built up as follows:

– For all F ∈ AFS: PrIA(I, F ) is the probability of reaching absorbing state [F ]
from transient state [I,START].

– For all O ∈ AIOS: PrIA(I,O) is the probability of reaching absorbing state
[O] from transient state [I,START].

The transition matrix for the generated chain of PNZ blocks has the following
format:

P =
(
Q R
O I

)
(8)

where the upper left transition matrix Q is a square matrix representing one-
step transitions between transient states [I,START], [I,RPi], and [RPi, F ] for
all F ∈ AFS (with i ∈ {0, 1, · · · , rc}), the upper right transition matrix R
represents one-step transitions from the transient states to absorbing states [F ]
for all F ∈ AFS and [O] for all O ∈ AIOS, I is an identify matrix with the size
equal to the number of the absorbing states. Let B = (I −Q)−1R be the matrix
computed from the matrices I, Q and R. Because this is an absorbing chain of
PNZ Blocks, the entry bij of the matrix B is the probability that the chain will
be absorbed in the absorbing state sj if it starts in the transient state si. Thus,
the failure model of the equivalent IA can be obtained from the matrix B.

In MultiTryCastStructure. Similar to the case of RetryStructures, for each
possible input I ∈ AIOS of a MultiTryCatchStructure, the transformation builds
a PNZ model that reflects all the possible execution paths of the MultiTryCatch-
Structure with the input I and their corresponding probabilities, and then builds
up the failure model for the equivalent IA from this PNZ model.
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Fig. 3. PNZ block for MultiTryCatchPart i

Step 1: The transformation builds a PNZ block for each MultiTryCatchPart.
The PNZ Block for the MultiTryCatchPart i (MB(I,MPi)) reflects its possible
execution paths for signaled failures (Fig. 3). It includes a state [I,MPi] as an
initial state, states [MPi, F ] for all F ∈ AFS as states of signaled failures. The
probability of reaching state [MPi, F ] from state [I,MPi] is PrMPi

(I, F ) for all
F ∈ AFS.
Step 2: The transformation assembles these PNZ blocks into a single PNZ model
that reflects all the possible execution paths of the MultiTryCatchStructure with
the input I ∈ AIOS as follows:

– Add a state [I,START].
– Add states [F ] for all F ∈ AFS.
– Add states [O] for all O ∈ AIOS.
– Add a transition from state [I,START] to state [I,MPi] with probability 1.0.
– For all PNZ blocks MB(I,MPi) with i ∈ {1, 2, · · · , n}, let n be the number

of MultiTryCatchParts, add transitions from state [I,MPi] to state [O] with
probability PrMPi

(I,O) for all O ∈ AIOS. This is because a correct (resp.
erroneous) output of a MultiTryCatchPart’s execution leads to a correct (resp.
erroneous) output of the whole MultiTryCatchStructure.

– For PNZ block MB(I,MPn) (i.e. the PNZ block of the last MultiTryCatch-
Part), add transitions from state [MPn, F ] to state [F ] with probability 1.0
for all F ∈ AFS.

– For other PNZ blocks, i.e. MB(I,MPi) with i ∈ {1, 2, · · · , n − 1}, add transi-
tions from state [MPi, F ] to
(1) state [I,MPx] with probability 1.0 where x ∈ {i + 1, i + 2, · · · , n} is the

lowest index satisfying F ∈ FHx, or to
(2) state [F ] with probability 1.0 if no such index x ∈ {i + 1, i + 2, · · · , n}

satisfying F ∈ FHx for all F ∈ AFS.

Step 3: Because the resulting PNZ model is an absorbing chain of PNZ blocks,
the failure model for the equivalent IA is built up as follows. For all F ∈ AFS,
PrIA(I, F ) is the probability of reaching absorbing state [F ] from transient state
[I,START]. For all O ∈ AIOS, PrIA(I,O) is the probability of reaching absorb-
ing state [O] from transient state [I,START].
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4 Improving Reliability of Software System by Fault
Tolerance Structures

Avizienis et al. [9] describe in detail the principle of Software Fault Tolerance
Mechanisms (FTMs). An FTM is carried out via error detection and system
recovery. Error detection is to identify the presence of an error. Error handling
followed by fault handling together form system recovery. Error handling is to
eliminate errors from the system state, e.g. by bringing the system back to a
saved state that existed prior to error occurrence. Fault handling is to prevent
faults from being activated again, e.g. by either switching in spare components
or reassigning tasks among non-failed components.

To support modeling FTMs, our reliability modeling schema provides Fault
Tolerance Structures (FTSs) [12], namely RetryStructure and MultiTryCatch-
Structure. Because in an FTM, error detection is a prerequisite for error handling
and not all detected errors can be handled. Therefore, at most, a RetryStruc-
ture or a MultiTryCatchStructure can provide error handling only for signaled
failures, which are consequences of errors that can be detected and signaled by
error detection.

RetryStructure. An effective technique to handle transient failures is service
re-execution. A RetryStructure is taking ideas from this technique. The structure
contains a single RetryPart which, in turn, can contain different activity types,
structure types, and even a nested RetryStructure. The first execution of the
RetryPart models normal service execution while the following executions of the
RetryPart model the service re-executions.

MultiTryCatchStructure. A MultiTryCatchStructure is taking ideas from the
exception handling in object-oriented programming. The structure consists of
two or more MultiTryCatchParts. Each MultiTryCatchPart can contain differ-
ent activity types, structure types, and even a nested MultiTryCatchStructure.
Similar to try and catch blocks in exception handling, the first MultiTryCatch-
Part models the normal service execution while the following MultiTryCatch-
Parts handle certain failures of stopping failure types and launch alternative
activities.

After obtaining the results of system reliability, as well as the rate of occur-
rence of the error by using the tools RMPI. We will determine the type of error
that has the highest rate of appearance and then follow the 3 steps below to
reduce the possibility that errors occur and thereby improve the overall reliabil-
ity of the entire system.

In system reliability model that system architects have designed from the
beginning, we will add a module called fault-tolerant module, this module will
be built right before the module that contains the error rates appear most which
been identified above. We follow 3 steps:

Step 1. Model the component Fault-Tolerance.
Step 2. Create an instance of this component.
Step 3. Redefine some component connectors.
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5 Experimental Results of WebScan Sub-system

5.1 Preparing Reliability Prediction Scenario

We take following steps to build reliability model.

Step 1: modeling services, components and service implementations.
Sub-step 1.1: first of all, we model all the services, here we have six services:

1. serveClientRequest.
2. configureScanSettings.
3. scan.
4. createNewDocument.
5. addPageToDocument.
6. saveDocument.

Sub-step 1.2: after that, we model three components.
Sub-step 1.3: then, we model service implementations for provided services
of components.

Step 2: modeling failure models. We model all kinds of failure models include:
propagating failure type and stopping failure types.

1. For propagating failure type:
– ContentPropagatingFailure ↔ FP1.

2. For stopping failure types:
– ServingRequestFailure ↔ FS1.
– ConfiguringScanFailure ↔ FS2.
– ScanningFailure ↔ FS3.
– CreatingDocumentFailure ↔ FS4.
– AddingPageFailure ↔ FS5.
– SavingDocumentFailure ↔ FS6.

Step 3: modeling system architecture and usage profile
Sub-step 3.1: first, we define architecure of the whole system.
Sub-step 3.2: then, we define component instances:

– ClientInteraction ↔ clientInteraction
– WebScanControl ↔ webScanControl
– DocumentManager ↔ documentManager

Sub-step 3.3: after that, we define component connectors.
Sub-step 3.4: we define user interface(s). For WebScan sub-system, we
only have one user interface corresponding to serverClientRequest service
and called as webScanUI.

Step 4: using tool RMPI to predict WebScan sub-systems reliability. From this,
failure FS2 “ConfiguringScanFailure” is the most frequent failure type. This fail-
ure occurred between 2 modules is “WebScanControl” model and “Document-
Manager” model and its corresponding with”configureScanSettings” service.

5.2 Applying Fault Tolerance Structures Method

Follow 3 steps outlined in Sect. 4, we have
Step 1: model the component Fault-Tolerance.
Step 2: create an instance of this component WebScanControlFaultTolerance
↔ webScanControlFaultTolerance
Step 3: redefine some component connectors.
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5.3 Reliability Comparison

After we have completed the structural changes in the system like above, we use
RMPI tool to compare results (before and after changing happened) by:

java -jar RMPITool.jar -p WebScan WithFTS.xml Output.txt

Comparing the results of the reliability and rate of occurrence of system fail-
ures before and after Webscan sub-system have added fault-tolerant components
FTS, we have the following result in Table 2. From this result:

– The predicted reliability has increased 0.042277 %.
– The predicted failure probability for “ConfiguringScanFailure” has decreased

99.84899954 %.

Table 2. Result after applying fault tolenrance structures method

WebScan WebScan WithFTS

Reliability 0.9981865558446795 0.9986085685485016

CreatingDocumentFailure 1.5764455152E-4 1.5764455152E-4

ConfiguringScanFailure 4.22706018E-4 6.382880502600001E-7

ServingRequestFailure 2.25E-4 2.25E-4

AddingPageFailure 2.9063232776269386E-4 2.9063232776269386E-4

SavingDocumentFailure 1.5098630021824724E-4 1.5098630021824724E-4

ScanningFailure 3.085747310766729E-4 3.085747310766729E-4

ContentPropagatingFailure 2.5790022674295393E-4 2.5795525287075817E-4

6 Conclusions and Future Works

The article evaluates reliability prediction of component-based system and fault
tolerance structures technique by applying PNZ model based on good evaluation
of PNZ model in NHPP group. We presented prediction scenario for component-
based architecture, a modern technique of software engineering, with six steps.
We also introduced PNZ model and how to apply this model into reliability
prediction of component-based system.

To apply our approach, component developers create component reliability
specifications and software architects create a system reliability model using
provide reliability modeling schema. Then, these artifacts are transformed auto-
matically to PNZ models for reliability predictions and sensitivity analyses by
our reliability prediction tool. After all, to improve reliability of software system
by FTS, component developers can revise the components and/or software archi-
tects can revise the system architecture and the usage profile. Via case studies,
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we demonstrated the applicability of our approach, also shown how much relia-
bility of software system can be improved. This kind of helps can lead to more
reliable software systems in a cost-effective way because potentially high costs
for late life-cycle changes for reliability improvements can be avoided.

We plan to extend our approach with more complex error propagation for
concurrent executions, to include more software FTSs, and to validate further our
approach. We also plan to continue developing our reliability modeling schema
and prediction tool to help component developers automatically provide compo-
nent reliability specifications. Those future works was sketched and will further
increase the applicability of our approach.
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12. Avižienis, A.: Fault-tolerance and fault-intolerance: complementary approaches to
reliable computing. In: ACM SIGPLAN Notices, vol. 10, pp. 458–464 (1975)



The Performance of TimeER Model
by Description Logics

Nguyen Viet Chanh(&) and Hoang Quang

Faculty of Information Technology – College of Sciences, Hue University, 77
Nguyen Hue Street, Hue City, Vietnam

chanhkhmt@gmail.com, hquang@hueuni.edu.vn

Abstract. The relationship between Description Logic (DL) and database is
quite close. Indeed, the needs for the building of the systems that can manage
both the database and the knowledge representation are really necessary. A de-
scription-logic based on the knowledge representation system not only allows
the knowledge management, but also provides a standard framework which is
considered to be very close to the language used to represent the
Entity-Relationship model (ER model). On the other hand, the temporal ER
model is used to model the time aspects of the conceptual database schema.
Thus, the problem of the use of description logic to express temporal ER models
is really useful for modeling the conceptual data models. Based on the temporal
DL, Alessandro Artale et al. (2011) presented temporal ER schemas and
integrity constraints in the form of complex inclusion dependencies. The paper
approaches the representation method of Alessandro Artale and proposes
mapping multi-valued attributes in the temporal ER model to DL. Description
logic application in TimeER modeling

Keywords: ER model � Temporal ER model � Description logic � Temporal
description logic

1 Introduction

In recent years, Description Logic has usually been mentioned as an effective
knowledge representation method. Description Logic is applied in varied fields, it is
considered as languages representing knowledge and inference. In particular applica-
tions, they can use description logic, the application domain’s knowledge specified by
the concepts and relationships.

During the past time, the description logic has been used in many fields such as:
software technology, configuration setting, electronic library systems, information
system, semantic web, natural language processing, and database administration…

Description logic has a quite close relationship with database. In fact, it is really
necessary to build a system that is able to represent description logic knowledge while
it still allows database administration. Database administration systems resolve date
integrity issue and administers a large amount of data, while description logic
knowledge base representation system manages knowledge. In addition, description
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logic provides a standard frame considered to be close to the languages is used to
model data as Entity– Relationship model.

In temporal database, it has launched many different data models, each model has its
certain advantages and disadvantages. Temporal ER model (Entity model– Relationship
with time factor) is a model using for modeling temporal database in the concept That
temporal ER model is performed as diagrams (Figs. 1 and 4) and has developed the time
factor in the database schema, that is valid time and transaction time, makes us easily see
the change of data at different times. Temporal ER models has been researched such as:
TERM, RAKE, MOTAR, TEER, STEER, ERT, TimeER,….

In the other side, Entity– Relationship (ER) model has temporal component used to
model temporal aspects of the conceptual database schema, such as valid time– a time
that event happens is right in practice, and transaction time– a time that event is stored
in database. Temporal ER model has two main approaches proposed by researchers are:
Implicit approach (Fig. 1) and explicit approach (Fig. 4), which are used to support
modeling temporal ER models, then to represent temporal integrity constraints. Dif-
ferent versions of ER model have been proposed to model temporal concepts of models
at concept level. This modeling has provided some formalization methods and
expansions in temporal ER model. However, there are some complex constraints which
can not be represented in temporal ER model, and temporal ER model has many
different versions which have some inconsistent representation symbols, they causes
many difficulties for designers in designing database.

Based on description logic with temporal factor, Alessandro Artale and partners [1]
have represented temporal ER schemes and integrity constraints by formalizing
inclusion dependencies with inclusion axioms. This study, in addition to the intro-
duction of a method performed by the authors, we would like to propose multi-valued
attributes representation on temporal ER models by representation logic. In this paper,
we present a method of performing the ER models representation by describing the
logic time with the temporal factor and indicate the result through modeling temporal
ER model with description logic. Finally, this is the conclusion.

2 Modeling Temporal ER Model by Description Logic

Representing a temporal ER model in the description logic is performed through
defining a conversion function U from temporal ER model to knowledge base
ALCQIT.

Modeling is performed as the following. All the names of entities and relationships
in temporal ER scheme are switched in correspondence with the names of the concepts
in ALCQIT. The names of the domains are corresponding with additional concepts in
separated pair. The attributes of entity sets and the role of relationships in corre-
sponding ER model are names of roles in ALCQIT and with limited number to clear
that the attribute is single-valued, in case of the multi-valued attributes, this limited
number will be removed. IS-A relationship among entity sets or relationships is
modeled by using term axioms. Number version constraints in temporal ER model are
represented by number of words in ALCQIT. Natures of temporal in ER model are
represented in correspondence with temporal operators in ALCQIT [2].

The Performance of TimeER Model by Description Logics 283



As mentioned above, there are two approaches in building a temporal ER model:
implicit approach and explicit approach. Therefore, in order to model temporal ER
models, we need to perform this representation on each particular approach. However,
this research only focuses on modeling with implicit ER model.

Firstly, we consider switching an ER model (regardless of integrity constraints) to
ALCQIT knowledge base as the following.

2.1 Modeling Implicit Temporal ER Model

2.1.1 Switch Implicit Temporal ER Model to Knowledge Base
Consider temporal ER model in implicit approach as the following Fig. 1

Given an ER model D. Then, knowledge base R is called a switch from scheme D
through the function U(D), if R contains 3 following sets:

• Set of elementary concepts UðAÞ corresponding with each range name, entity name
and relationship name A in ER model D;

• Set of elementary concepts U Pð Þ corresponding with attributes name and roles
name of a relationship P in ER model D;

• Set of term axioms of R includes the following components:
• Each IS-A relationship between two sets of entities E1, E2 (or two corresponding

relationships R1, R2) with E1 Isa E2 (or R1 Isa R2) in D then we have the
following term axiom:

Fig. 1. A temporal ER model by implicit approach.
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UðE1ÞYUðE2Þ ðorUðR1ÞYUðR2ÞÞ

• Each set of entities E with attributes A1,…,Ah corresponding with value range
D1,…,Dh then term axiom:

U Eð ÞY 8U A1ð Þ:U D1ð Þ u . . .u8U Ahð Þ:U Dhð Þ u
¼ 1U A1ð Þð Þ u . . .u ð¼ 1U Ahð ÞÞ

• Each relationship R with attributes A1,…,Ah corresponding with value range
D1,…,Dh then we have the following term axiom:

U Rð ÞY 8U A1ð Þ:U D1ð Þ u . . .u8U Ahð Þ:U Dhð Þ u
¼ 1U A1ð Þð Þ u . . .u ¼ 1U Ahð Þð Þ

• Each relationship R level k between sets of entities E1,…,Ek with R is connected
by k roles U1,…,Uk then we have following term axiom:

U Rð ÞY 8U U1ð Þ:U E1ð Þ u . . .u ¼ 8U Ukð Þ:U Ekð Þ u
¼ 1U U1ð Þð Þ u . . .u ð¼ 1U Ukð ÞÞ

• To the value n, m corresponding with the value (min, max) in number version
constraint, on the role U connecting relationship R and set of entities E, and:
– If n ≠ 0 then we have the following term axiom:

U Eð ÞY � n U Uið Þð Þ�:U Rð Þð Þwith i 2 1; . . .; kf g; k is level:

– If m ≠ ∞ then we have the following term axiom:

U Eð ÞY ð�m U Uið Þð Þ�:U Rð ÞÞwith i 2 1; . . .; kf g; k islevel:

• Each pair of symbol X1, X2 that:
– X1 2 D;X2 2 E[D;X1 6¼ X2, or:
– X1 2 R;X2 2 E[R;X1 và X2 with different levels, then we have the fol-

lowing term axiom: UðX1ÞY:UðX2Þ, with D is the name of value range;
R is set of relationships name and E is set of enities name.

U Eð ÞY ¼ 1� �U Að Þð Þ
>Y ð� 1 U Að Þð Þ�:U Eð Þ

• To each attribute A which is a key attribute of entity set E then we have the
following term axiom:

U Eð ÞY ¼ 1� �U Að Þð Þ
>Y ð� 1 U Að Þð Þ�:U Eð Þ
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• If the entity set E is the generalization of separate entity sets E1,…,En then it can
be switched to the following term axiom:

U Eð ÞYU E1ð Þt. . .tU Enð Þ
U E1ð ÞYU Eð Þu:U E2ð Þu:U E3ð Þu. . .u:U Enð Þ
U E2ð ÞYU Eð Þu:U E3ð Þu:U E4ð Þu. . .u:U Enð Þ

U En�1ð ÞYU Eð Þu:U Enð Þ
U Enð ÞYU Eð Þ

• Each entity set E with attribute A1,…,Ap, Ap+1,…,Ah corresponding with value
ranges D1,….,Dp, Dp+1,…,Dh, in which A1,..,Ap are single-valued attributes and
Ap+1,…,Ah are multi-valued attributes, then we have the following axiom:

U Eð ÞY 8U A1ð Þ:U D1ð Þ u . . .u8U Ap
� �

:U Dp
� �u

� 1U Apþ 1
� �

:U Dpþ 1
� �� �u . . .u � 1U Ahð Þ:U Dhð Þð Þ u ¼ 1U A1ð Þð Þ u. . .

u ¼ 1U Ap
� �� �u :� 1U Apþ 1

� �
::U Dpþ 1

� �� �u . . .u :� 1U Ahð Þ::U Dhð Þð Þ

• If an entity set E with attribute A which is a compound attribute with compo-
nents A1,…,Ap then we have the term axiom for representation as following:

U Eð ÞY 8U Að Þ:ð8U A1ð Þ:U D1ð Þ u . . .u8U Ap
� �

:U Dp
� �u

¼ 1U A1ð Þð Þ u . . .u ¼ 1U Ap
� �� �Þ u ð¼ 1U Að ÞÞ

Example 1.

In the above example, entity set Department with attribute Locations is
multi-valued attribute, we have the representing term axiom:

DepartmentY 8IDDepart:Stringu8NameDepart:Stringu
� 1Locations:Stringð Þ u 8Profit:Integeru ¼ 1IDDepartð Þ u

ð¼ 1NameDepartÞ u ð¼1ProfitÞÞ u :� 1Locations::Stringð Þ

Fig. 2. Example of multi-valued attribute
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Example 2.

In Fig. 3 the entity set Employee with the attribute Name has a compound attribute
containing two elementary attributes FirstName and LastName, we will have a rep-
resentation term axiom:

EmployeeY IDEmp:Stringu8Name:ð8Firstname:Stringu
Lastname:Stringu ¼ 1Firstnameð Þ u ð¼ 1LastnameÞÞ u

8Birthday:Dateu8Salary:Integeru ¼ 1IDEmpð Þ u
¼ 1Nameð Þ u ð¼ 1BirthdayÞ u ð¼ 1SalaryÞ

In addition, this constraint of temporal integrity is represented in description logic
by adding term axioms in …. A term axiom represents an inclusion among the con-
cepts. Therefore, a integrity constraint is an inclusive dependence form represented in
temporal description logic ALCQIT.

2.1.2 Inclusive Dependence
An integrity constraint for an ER model D is an inclusive dependence that can be
represented in a knowledge base in correspondence with R by a term axiom in a form
of CYD, in which elementary concept appears in C, D corresponding with the name of
the domain, entity set or relationship in D.

There is a correspondence in switching between valid database status of D and
models of deduced knowledge base. The appearance of this correspondence drags on
correspondence between solutions for checking a nature in ER model and corre-
sponding deduction in description logic and vice versa. Thus, it can use deduction
operations in description logic to check a nature of ER schema [4].

Example 3. Consider the example shown in Fig. 2, coding integrity constraints is
represented by term axioms in a knowledge base RIC as following:

ManagerYQualified S ðEmployeeu:ManagerÞ

The above constraint shows that all of managers are eligible after a period of being
a staff.

Fig. 3. Example of compound attribute
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In fact, integrity constraints are logical deductions from RER [RIC, for example:

RER [RIC �ProjectY 9 act� � empð Þ::Manager

The above constraint shows that each project exists a staff who is not a manager
working for it.

RER [RIC �ManagerY �9 emp� � actð Þ:Project

The above constraint represents that a manager needs to have a temporal of the
work in the past for a project (maybe another project).

2.2 Modeling Explicit Temporal ER Model

As we know, temporal ER model with explicit approach remains non-temporal
semantic meaning for normal ER models, in the other side, it also implements new
structures which allow to represent entity sets, temporal relationships and temporal
dependences between them.

In this part, we propose a formalization approach to model explicit temporal ER
model by using simple constraints to define temporal and non-temporal structures, thus
it remains upward compatibility. Temporal description logic ALCQIT can represent
explicit ER model, at first by applying switching principles in the previous part
(modeling explicit temporal ER model) and then adding axioms to distinguish temporal
and non-temporal structures. Below are some presentations of additional axioms for
coding this model.

2.2.1 Entity Set and Temporal and Non-Temporal Relationship
As stated above, for an explicit temporal ER model, entity sets and relationships
include non-temporal structure and temporal structure. Therefore, when modeling, we
have more additional axioms to clear the following structure:

• Each non-temporal entity set E is represented by the following axiom:

UðEÞY � þU Eð Þð Þ u ��U Eð Þð Þ; that means UðEÞ 	 � �U Eð Þ

The above axiom shows that entity set is right whenever that entity set must be right
at any point in the past and the future. Indeed, non-temporal entity sets have an
overall living temporal.

• In the other side, if the entity set E is a temporal entity set, it will be represented:

UðEÞY þ:U Eð Þð Þ t �:U Eð Þð Þ

The axiom represents that there is a point in the past or in the future when entities
exist. Indeed, temporal entity sets have a limit of living temporal of entity set.

Similar to entity sets, the relationships also have axioms to distinguish temporal
and non-temporal structures.
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• Each non-temporal relationship R level k between entity sets E1,…,Ek that R is
connected by k roles U1,…,Uk is represented by the following term axioms:

UðRÞY � þU Rð Þð Þ u ��U Rð Þð Þ� that meansUðRÞ 	 � �U Rð Þ;
UðRÞY ð¼ 1� �U U1ð ÞÞ u . . .u ð¼ 1� �U Ukð ÞÞ

• If the relationship R is a temporal relationship, it will be distinguished by the
following term axiom:

UðRÞY þ:U Rð Þð Þ t �:U Rð Þð Þ t:ð ¼ 1� �U U1ð Þð Þ u . . .u ¼ 1� �U Ukð Þð ÞÞ

Example 4. Consider temporal ER model in Fig. 4.

In Fig. 4. The entity set Department can be considered as a non-temporal entity set
because organizational structure of the business does not change over temporal, while
the entity set Manager can be considered as a temporal entity set because the manager
can change over temporal. Thus we have the distinguishing axiom which is temporal or
non-temporal entity set added when representing the entity set Department and
Manager as following:

DepartmentY � þDepartmentð Þ u ��Departmentð Þ
ManagerY þ:Managerð Þ t �:Managerð Þ

Fig. 4. An example of temporal ER model [4]
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With considered example in Figs. 1 and 4; the relationship Worksfor is a temporal
relationship, the relationship Responsiblefor is a non-temporal relationship, therefore
we have the following distinguishing axioms:

– Non-temporal relationship Responsiblefor

ResponsibleforY �þResponsibleforð Þ u ��Responsibleforð Þ;
ResponsibleforY ð¼ 1� �rebyÞ u ð¼ 1� �reforÞ

– Temporal relationship Worksfor

WorksforY þ:Worksforð Þ t �:Worksforð Þ t
:ð ¼ 1� �actð Þ u ¼ 1� �empð ÞÞ

Using of deduction ability of ALCQIT can support database designer to identify
matching natures with temporal ER scheme:

– An entity subset of a temporal entity set is a temporal entity set.
– An entity subset of a non-temporal entity set and an entity father-set of a temporal

entity set or implicit temporal entity set may be a non-temporal entity set or tem-
poral entity set or implicit temporal entity set.

– An entity father-set of a non-temporal entity set is a non-temporal entity set.
– A schema is inconsistent if one entity set of all separate subsets is a temporal entity

set.
– Entity sets taking part in non-temporal relationships can be non-temporal entity sets

or implicit temporal entity sets.
– Entity sets taking part in temporal relationships or implicit relationships with

temporal factor can be non-temporal entity sets or implicit temporal entity sets or
temporal entity sets.

For instance, we consider the following example to see the correction of the scheme
organization for using both temporal entity set and non-temporal entity set, we consider
the interactive between entity sets by IS-A relations. Assuming that there is an IS-A
relation between a time less entity set E1 and a temporal entity set E2. The temporal ER
model switched to the following knowledge base is not satisfied:

UðE1ÞY � þU E1ð Þð Þ u ��U E1ð Þð Þ
UðE2ÞY þ:U E2ð Þð Þ t �:U E2ð Þð Þ
UðE1ÞYUðE2Þ

Thus, a non-temporal entity set cannot be a subset of a temporal entity set, this is
always true with taxonomic relation included in temporal ER model. This can be
explained by an observation: if the relation IS-A has a representation called a, for
example: a is representation of E1 and E2 at a certain instance t0– is represented by the
following symbol set: fa : E1; a : E2gt0 . According to the statement of temporal axiom
for E2, at an instance of t1, the representation a is not E2 - fa : :E2gt1 . In the other side,
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because E1 is a non-temporal entity set, the representation a is E1 at any instance, and
especially at the instance of t1 - fa : :E2; a : E1gt1 . According to layer relation, it will
be shown that a is E2 at t1 - fa : :E2; a : E1; a : E2gt1 . This shows that both a of E2 and
a are not E2 at t1, this is a contradiction.

Based on those comments, it is easy to understand the reasons of the following
consequences:

U E2ð ÞY þ:U E2ð Þð Þ t �:U E2ð Þð Þ;U E1ð ÞYU E2ð Þf g�U E1ð ÞY
þ:U E1ð Þð Þ t �:U E1ð Þð Þ

U E1ð ÞY � þU E1ð Þð Þ u ��U E1ð Þð Þ;U E1ð ÞYU E2ð Þf g�U E2ð ÞY
� þU E2ð Þð Þ u ��U E2ð Þð Þ

that means, all entity subsets of temporal entity set are temporal entity sets and an entity
father-set of a non-temporal entity set is a non-temporal entity set [4].

2.2.2 Attributes with Time Factor
At different instances, an entity set may have different values for the same attribute.
These attributes are combined by a valid time, in other words, they are attributes with
time factor. Therefore, so as to model attributes with time factor, there are some more
term axioms to distinguish attributes with and without time factor besides applying
switching principles for attribute given in the part of modeling a model.

An entity set E (corresponding with R) with attributes A1,…,Ah and with:

• Each attribute Ai (so that Ai 2 A1; . . .;Ahf g) is a non-temporal attribute of the entity
set E (corresponding with the relationship R) then the term axiom is added as
following:

UðEÞY ð¼ 1� �U Aið ÞÞ
equal to UðRÞY ð¼ 1� �U Aið ÞÞ

• Each attribute Ai (so that Ai 2 A1; . . .;Ahf g) is a temporal attribute of the entity
attribute E (corresponding with the relationship R) then the term axiom is added as
following:

UðEÞY:ð¼ 1� �U Aið ÞÞ
equal to UðRÞY:ð¼ 1� �U Aið ÞÞ

Example 5. In the entity set Employee in Figs. 1 and 4, we see that attributes First-
Name, LastName, Birthday are non-temporal attributes, Salary is temporal attribute, so
we have the distinguishing axioms as following:
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EmployeeY ð¼ 1� �FirstNameÞ;
EmployeeY ð¼ 1� �LastNameÞ;
EmployeeY ð¼ 1� �BirthdayÞ;
EmployeeY:ð¼ 1� �SalaryÞ

2.2.3 Coding Time Number Version Constraint
For temporal ER model with explicit approach, besides number versions constraint
(min, max) assigned a role to limit number of entity of an entity set that is allowed to
take part in through roles of relationship, there is also a constraint of living temporal of
entity set with relationship represented by the pair of number version (minL, maxL) on
the role from entity set to relationship. With the meaning that during the time of the
exist of an entity, each entity e 2 E will have relationship with minimum of minL
element and maximum of maxL element of relationship R.

Assuming that the values n, m are corresponding with the values (minL, maxL) in
number version constraint of living temporal of entity set to relationship, and:

• If n ≠ 0 then we have the following term axiom:

U Eð ÞY ð� n U Uið Þð Þ�:�U Rð Þ with i 2 1; . . .; kf g and k is the level:

• If m ≠ ∞ then we have the following term axiom:

U Eð ÞY ð�m U Uið Þð Þ�:�U Rð ÞÞ with i 2 1; . . .; kf g and k is level:

Example 6. Assuming that during exist the manager has managed 1 project at mini-
mum and 5 projects at maximum. With this constraint of living temporal we have the
following representation:

ManagerY ð� 1man�:�ManagesÞ u ð� 5man�:�ManagesÞ

3 Application of Description Logic in Modeling
TimeER Model

In this part, the paper will proceed modeling TimeER model with description logic. As
above introduction, TimeER model (Fig. 5) is a temporal ER model in explicit
approach. Therefore, in order to model this model we need to use switching principles
for explicit temporal ER model, in other words, we have to apply both switch definition
in 2.1 and implement axioms to distinguish temporal and non-temporal structures in 2.2
(Table 1).

Considering temporal ER model represented in Fig. 4. If we represent this model
with TimeER model, we have the following scheme:
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With TimeER model in Fig. 5, assuming that attributes of entity sets and rela-
tionships in this model are corresponding with the domains as following:

Modeling TimeER model (Fig. 5) by switching function U from TimeER model to
knowledge base R. We have knowledge base received from this switch including:

Set of elementary concepts U Að Þ ¼ String; Integer; Date; Employee; Manager;f
Department; Project; Belongto;Worksfor; Responsiblefor; Managesg

Set of elementary roles U Pð Þ ¼ fIDEmp; FirstName; LastName;Name; Birthday;
Salary; joindate; IDDepart; NameDep; Locations; Profit; Hours=week; IDPro;
Budget; Startdate; Type; Rank; emp; act; bein; belg; refor; reby; man; prjg

Fig. 5. An example of TimeER model

Table 1. Corresponding domains for attribute in Fig. 5

Entity set or
relationship

Attribute and corresponding domain

Employee {IDEmp: String, FirstName: String, LastName: String, Birthday: Date,
Salary: Integer}

Manager {Rank: String}
Department {IDDepart: String, NameDep: String, Locations: String, Profit:

Integer}
Project {IDPro: String, Budget: Integer}
Belongto {joindate: Date}
Worksfor {Hours/week: String}
Manages {Startdate: Date, Type: String}
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Set of term axioms of R as the following:

• Entity sets and their attributes

EmployeeY 8IDEmp:Stringu8Name:ð8Firstname:Stringu
8Lastname:Stringu ¼ 1Firstnameð Þ u ð¼ 1LastnameÞÞ u

8Birthday:Date u8Salary:Integer u ¼ 1IDEmpð Þ u
¼ 1Nameð Þ u ð¼ 1BirthdayÞ u ð¼ 1SalaryÞ

DepartmentY 8IDDepart:Stringu8NameDepart:Stringu
� 1Locations:Stringð Þ u 8Profit:Integer u ¼ 1IDDepartð Þ u

¼ 1NameDepartð Þ u ð¼ 1ProfitÞÞ u :� 1Locations::Stringð Þ
ProjectY 8IDPro:Stringu8Budget:Integeru

¼ 1IDProð Þ u ¼ 1Budgetð Þ
ManagerYEmployeeu8Rank:Stringu ð¼ 1RankÞ

• Relationships and their attributes

BelongtoY 8joindate:Dateu ð¼ 1joindateÞ
WorksforY 8Hours=week:Stringu ð¼ 1Hours=weekÞ
ManagesY 8Startdate:Dateu8Type:Stringu

¼ 1Startdateð Þ u ð¼ 1TypeÞ

• Relationships with connecting role between these relationships and entity sets

BelongtoY 8bein:Employeeu8belg:Departmentu
¼ 1beinð Þ u ð¼ 1belgÞ

WorkforY 8emp:Employeeu8act:Projectu ð¼ 1empÞ u ð¼ 1actÞ
ResponsibleforY 8refor:Department u8reby:Projectu

ð¼ 1reforÞ u ð¼ 1rebyÞ
ManagesY 8man:Manager u8prj:Projectu ð¼ 1manÞ u ð¼ 1prjÞ

• Non-temporal constraints

EmployeeY ð¼ 1bein�:BelongtoÞ u ð¼ 1emp�:WorksforÞ
ProjectY ¼ 1prj�:Managesð Þ u ¼ 1reby�:Responsibleforð Þ u

� 1act�:Worksforð Þ
DepartmentY � 1belg�:Belongtoð Þ u � 1refor�:Responsibleforð Þ
ManagerY ¼ 1man�:Managesð Þ
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• Keys of entity sets

EmployeeY ð¼ 1�IDEmpÞ
>Y ð� 1IDEmp�:EmployeeÞ

DepartmentY ð¼ 1�IDDepartÞ
>Y ð� 1IDDepart�:DepartmentÞ

ProjectY ð ¼ 1�IDProÞ
>Y ð� 1IDPro�:ProjectÞ

• Distinguishing temporal and non-temporal entity sets

EmployeeY � þEmployeeð Þ u ��Employeeð Þ
ProjectY � þProjectð Þ u ��Projectð Þ
DepartmentY � þDepartmentð Þ u ��Departmentð Þ
ManagerY þ:Managerð Þ t �:Managerð Þ

• Distinguishing temporal and non-temporal relationships

BelongtoY � þBelongtoð Þ u ��Belongtoð Þ
BelongtoY ð¼ 1� �beinÞ u ð¼ 1� �belgÞ
ResponsibleforY � þResponsibleforð Þ u ��Responsibleforð Þ
ResponsibleforY ð¼ 1� �rebyÞ u ð¼ 1� �reforÞ
WorkforY þ:Workforð Þ t �:Workforð Þ t

:ð ¼ 1�actð Þ u ¼ 1�empð ÞÞ
ManagesY þ:Managesð Þ t �:Managesð Þ t

:ð ¼ 1� �manð Þ u ¼ 1� �prjð ÞÞ

• Attributes with and without time factor

EmployeeY ¼ 1� �Nameð Þ:ð ¼ 1� �FirstNameð Þ u
¼ 1� �LastNameð ÞÞ u ð¼ 1� �BirthdayÞ

EmployeeY:ð¼ 1� �SalaryÞ
DepartmentY ¼ 1� �NameDepð Þ u ¼ 1� �Locationsð Þ
DepartmentY:ð¼ 1� �ProfitÞ
ProjectY ¼ 1� �Budgetð Þ
ManagerY ¼ 1� �Rankð Þ
BelongtoY ¼ 1� �joindateð Þ
Worksfor Y ¼ 1� �Hours=weekð Þ
ManagesY ¼ 1� �Startdateð Þ u ¼ 1� �Typeð Þ
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• Constraint of living time

ManagerYð� 1man�:�ManagesÞuð� 5man�:�ManagesÞ

4 Conclusion

In this paper, we have shown the representation of implicit and explicit TimeER
models with temporal description logic. In addition, we have implemented represen-
tation multi-valued and compound attribute on TimeER models with inclusive axioms
in description logic. The paper will also present an application of description logic in
modeling TimeER model with the above approaches.

Besides, in practice there are still many extending issues in theory of description
logic and its applications in the field of the database. Therefore, according to this
research, we will continue to use description logic to perform database models having
the time factor, which are relational database model and object-oriented database
model.
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Abstract. Chen and his partners [2] proposed an approach which combines
nested signature file hierarchy and signature graph as follow: (1) all files con-
taining signatures are organized in a hierarchy for a quick filter of unsuitable
data; (2) Each signature file is stored in a graph structure (called signature graph)
to speed up signature scanning. This technique reduces significantly searching
space, so it improves significantly query time complexity. In this paper, we
improve query algorithm on signature graph based on the approach proposed by
Chen and his partners, to improve query time on signature graph.

Keywords: Object-oriented query � Object signature � Signature file �
Signature graph

1 Introduction

Study of indexing technique is always an important issue in effective information
searching from databases. For object-oriented databases, direct query on objects has a
large time cost. There are many database indexing techniques to process query on
object-oriented databases in which signature file approach has been widely acknowl-
edged and been an effective approach in processing query on object-oriented databases.
For this approach, objects of a class are coded into object signatures by using hash
function and stored in a signature file. However, query on signature file has a disad-
vantage which is high cost due to scanning the whole file. Some other indexing
methods try to overcome this and can be found in many researches [1–3, 8, 9].

In this paper, we propose improvement of query algorithm on signature graph
which can be used to improve query time. Firstly, we organize sequential signature files
in nested signature file hierarchy to reduce searching space during querying. Then we
store each signature file in signature graph to speed up signature file scanning. The
larger signature file is, the more time can be saved by using this approach.

This paper is organized as follows. In part 2, we provide background. Part 3
proposes an improved approach of algorithm on signature graph. Part 4 proposes an
approach combining signature file hierarchy and signature graph. Finally, part 5 gives
out a conclusion.
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2 Background

This part only presents some basic concepts related to object signatures, signature files.
Further information can be found in [1, 2].

2.1 Attribute Signature

In an object-oriented database, each object is presented by a set of attribute values.
Signature of an attribute value is a sequence of hashed-code bits. Given an attribute
value, for example the word “student”, we decompose it into a string of three-letter sets
as follow: “stu”, “tud”, “ude”, “den” and “ent”. Then, using hash function h, we map a
triplet to an integer k which means kth bit in a string assigned value 1. For example,
assuming that we have h(stu) = 2, h(tud) = 7, h(ude) = 10, h(den) = 5 and h(ent) = 11.
Then we create a bit string: 010 010 100 110 which is signature of the word.

2.2 Attribute Signature, Signature File

Object signature is constructed by logical OR algorithm for all signatures of attribute
values of the object. Below is an example of an attribute signature:

Example 1. Consider an object which has attribute values of “student”, “12345678”,
“professor”. Suppose that signature of these attributes is:

010 010 100 110
100 010 010 100
110 100 011 000

In this case, object signature is 110 110 111 110, generated from attribute signa-
tures by using logical OR algorithm. Object signatures of a class are stored in a file,
called object signature file.

2.3 Query Signature

An object query will be encoded into a query signature together with hash function
applied to objects. When a query needs to be executed, object signatures will be
scanned and unmatched objects will be excluded. Then query signature is compared
with object signatures of signature file. There are three possibilities:

(i) The object matches with the query, i.e., for every bit in query signature sq,
corresponding bit in object signature s is the same, i.e., sq˄s = sq, a real object of
query.

(ii) The object does not match with the query, i.e., sq˄s ≠ sq;
(iii) Signatures are compared and matching one is found but its object does not match

with searching condition of the query. To eliminate this case, objects must be
checked after object signatures are matched.
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Example 2. This example illustrates the query for object signature in Example 1:

Query : Query signature : Result :
student 010 000 100 110 successful
john 011 000 100 100 unsuccessful
11223344 110 100 100 000 false drop

Comment: comparing query signature sq object signature s is incorrect compari-
son. That means, query signature sq matches with signature s if for any 1 bit in sq, the
corresponding bit in s is also 1 bit. However, for any 0 bit in sq, the corresponding bit in
s can be 0 or 1.

2.4 Querying Object-Oriented Databases

In object-oriented CSDL system, an entity displayed according to object type including
methods and properties. Objects have similar methods and properties gathered in the
same layer. If the C layer has a complex property with domain C’, so we shall create
relation between C and C’. This relation is general relation. When using arrow to
connect layers for displaying general relation, need to create general hierarchy for
displaying nested structure of layers.

Example 3. This is an example about nested object hierarchy system illustrated like this:

Object o referenced is a property of object o’, then object o considered as nested
with each other in o’, and o’ considered as ‘father-object’ of o.

In object-oriented CSDL, condition found in query collected in a collection of
properties. This property is a nested property of target layers.

Student

- Stud-Name:  char
- University:  University
- Programme:  Programme
- Stud-Birthplace:  char
- Stud-Sex:  byte
- Family:  Family

University

- Dept:  Dept
- Uni-Name:  char
- Uni-Addr:  char

Dept

- Dept-Name:  char
- Dept-Addr:  char

Programme

- Sub-Name:  Subject
- Prog-Name:  char

Subject

- Sub-Name:  char

Family

- Fam-Name:  char
- Fam-Birthplace:  char
- Fam-Sex:  byte

Fig. 1. An example of a nested object hierarchy
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Example 4. The query “retrieve all students born in Ben Tre of dept information
technology” can be expressed as:

Without indexing structures, the above query can be evaluated in a top-down
manner as follows. First, the system has to retrieve all of the objects in the class Student
and single out those who were born in Ben Tre. Then, the system retrieves the
University objects referenced by the Student born in Ben Tre and checks the
Dept-Name of the Dept. Finally, those Students born in Ben Tre by a University that
has Dept information technology are returned.

2.5 Signature File Hierarchy and Query Algorithm

2.5.1 Signature File Hierarchy
Purpose of using signature file: remove unconditional objects, it means if we have a
signature is not suitable with query signature so the object related with this signature
surely ignored. So therefore we do not need to access to these objects.

Example 5. Signature and signature file hierarchy:

s(o, Dept-Name)

s(o, Dept-Addr)

s(o)

s(o)

s(o’, Uni-Name)

s(o’, Uni-Addr)

s(o’)

(a) (b)

OID

OID

OID

OID 

OID 

(c)

110 110 111 110 
… … 

110 110 111 110 
… …

110 100 000 100 
… …

110 010 110 110 
… …

010 000 100 110 
… … 

100 100 001 100 
… …

Student

University

Programme

Family

Dept

Subject

Fig. 2. Signature and signature file hierarchy
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Considering Dept layer in 0 hierarchy of complex properties in Fig. 1. Signature of
o object can be created by method in Fig. 2(a), each s(o, x) signature symbol created for
property value x of o and s(o) signature symbol o. To layers of complex properties,
signature of objects can be created with the same method, like layer of original
properties. Difference: signature of complex property is signature of referenced object
illustrated in Fig. 2(b). In Fig. 2(b), o’ marked object of University layer. And o object
of Dept layer is Dept’s property value of o’. Hierarchy of signature file is used for
creating databases displayed in Fig. 1 also illustrated in Fig. 2(c).

2.5.2 Query Algorithm Based on Signature File
We use query signature-tree to decrease searching-space. In this method, we need two
stack structures to control prioritize scanning according to depth of tree structures:
stackq to Q(s, t) and stackc to class hierarchy. In stackq, each component is a signature,
meanwhile in stackc, each component is a collection of objects belong to the same layer
can be approached by scanning class-hierarchy.
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This technique helps for optimization when we implement step (4). In this step,
some objects selected by using corresponding signature in query signature tree. In step
(5), referenced objects and son-node’s signatures of query signature tree is added to
stackc and stackq. In step (7), we will conduct inspection on errors.

Example 6. Assuming we have a part of signature file hierarchy is created for a CSDL
based on a diagram in Fig. 1 belongs to type described in Fig. 3:

When the first signatures of signature-file for Student is suitable with signature in
query signature tree, signatures are referenced by themselves in signature file for
University need to have additional inspection. Assuming we have the first signature of
University is referenced by the first signature in Student meanwhile the second sig-
nature in University is referenced by the second signature in Student. We can see that
the second signature in University is not suitable with corresponding signature in query
signature tree. Therefore, all signatures of Dept object is referenced by Dept object
won’t be inspected (watching grey illustration in Fig. 3). This method is optimal
method when comparing with “searching from top to bottom” because in “searching
from top to bottom” must inspect all Dept‘s object-signatures.

2.6 Signature Graph

2.6.1 Construction of Signature Graph
To find a matching signature, a signature file has to be scanned. If it is large, the
amount of time elapsed for searching such a file becomes significant. The first idea to

Fig. 3. Illustration of query evaluation
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improve this process is to sort the signature file and then employ a binary searching.
Unfortunately, this does not work due to the fact that a signature file is only an inexact
filter. The following example helps for illustration.

Example 7. Consider a sorted signature file containing only three signatures:

010 000 100 110
010 100 011 000
100 010 010 100

Assume that the query signature sq is equal to 000 010 010 100. It matches 100 010
010 100. However, if we use a binary search, 100 010 010 100 cannot be found. On the
other side, there might be the same signatures in the signature file that match with
objects having the same content, query processing needs to find out all locations of
suitable objects. Due to this reason, we will organize signature file in a graph, called
signature graph, to store signature list and allow reverse query for location of corre-
sponding data. We have the following definition:

Example 8. Consider the signature file and signature graph (Fig. 4):

3 Improved Algorithm

In this part, we propose improvement of query algorithm on signature graph [3] which
can be used to improve query time as follows:

Fig. 4. Signature file and signature graph
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3.1 Improved Algorithm for Signature Graph Search

3.2 Time Complexity

From [3], query time complexity on signature graph is O(N/2 l), where N is the number
of signatures in the signature file and l is the number of bit 1 put in query signature Sq.

If query signature weight is higher than 50 % then the number of bit 1 is larger than
the number of bit 0 in Sq. Let k be the number of bit 0 put in query signature Sq, then
we have O(N/2 l) > O(N/2 k). Otherwise, O(N/2 l) < O(N/2 k).
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The above analysis shows that if signature weight is higher than 50 %, comparison
between query signature and signature of signature file will be based on bit 1. Otherwise,
it will be based on bit 0, this way can improve query time on signature graph.

4 Approach Combining Signature File Hierarchy
and Signature Graph

4.1 Query Data Structure Model

To improve query time on databases, we need to describe data structure in a more
simple way and build a corresponding data structure to reduce searching space during
implementing query while ensuring query of necessary objects by using signature
graph. From [3], to make query more optimized, we need to combine signature file
hierarchy and signature graph, this issue has been proved to improve query time better.
From Algorithm 3, query time complexity on signature graph is smaller than query
time complexity of Algorithm 2. Thus, we still use signature file hierarchy as in [3], but
replace Algorithm 2 with Algorithm 3 to improve query time better.

Base on theoretical basis and suggested algorithm, the paper proposes improved
approach for query algorithm on signature graph combining signature file hierarchy as
follows: (1) Each signature file is stored in signature graph structure to speed up
signature file scanning; (2) All of signature files are organized in hierarchy to facilitate
implementing step by step filter technique.

Example 9. Construction of signature graph is illustrated as below (Fig. 5):

Example 10. Combination of signature file hierarchy and signature graph is illustrated
as follow (Fig. 6):

Class Student 

Class University 

Class Dept 

110 110 111 

110 110 111 

010 000 100 

… … … … … …

Fig. 5. Construction signature graph
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Data structure is totally stored in the main memory, in this case, inserting or
deleting a signature on a signature graph can be done easily. However, files are very
large in databases, so database structure cannot store in the main memory but in the
external memory. For object-oriented databases, they will be stored and implemented
on the external memory. An object-oriented database has many classes, each class has
many objects. There is a signature graph structure corresponding with each class, also
each object will form an object signature. The entire object-oriented database is par-
titioned in a hash table structure including object’s signatures to implement query
process.

4.2 Object-Oriented Query Processing

To execute a query of an object in an object-oriented database, firstly we have to
change an object-oriented database into data structure as above, we do:

After having data structure for query, we execute object query process on object-
oriented databases as follow:

Student

University

Programme

Family

Dept

Subject 

Fig. 6. Signature file hierarchy and signature graph
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5 Conclusion

In this paper, we propose a query algorithm improvement on signature graph. Signature
graph structure is built on signature file for a class and help improve significantly
signature file searching. Signature files are built up to a hierarchy with structure of
nested classes in an object-oriented database to improve significantly query time.
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Abstract. Direct query on objects in object-oriented databases costs a lot of
data storage during query processing and time to execute query on real data
systems. Recently, there are many researches focusing on resolving that problem
by indexing on single classes, class hierarchies or nested objects hierarchies. In
this paper, we propose a new indexing approach. This approach is based on the
technique of using signature files and SD-Trees where signature files are in
hierarchical organization to quickly filter irrelevant data and each signature file
is stored in the similar structure with SD-Tree to fasten signatures scanning. This
technique helps reduce significantly searching space, hence improves signifi-
cantly time complexity of query.

Keywords: Object-oriented database system � Index � Signature file �
SD-Tree � Object-oriented query

1 Introduction

Direct query on objects in object-oriented databases costs a lot of data storage during
processing query and time to execute query on real data system. The problem is to
describe data system in a more simple way and construct a corresponding data structure
to reduce searching space during executing query while necessary objects are ensured
to be searched.

To reduce space of data query, proposed indexing techniques used to evaluate
query in databases [6] have been developed based on binary tree balancing mechanism
which was added some special characteristics to reduce tree balance or minimize
accesses to data files. These techniques have been developed to increase query speed in
object-oriented databases [10–12]. The main idea is that each SD-Tree on a class in
hierarchy is remained but indexes are nested by relation of subclass–target class.
Besides indexes in inherited hierarchy structure, many indexing approaches used for
nested characteristic query have been proposed [1–3, 7, 9]. Instead of concentrating on
inherited hierarchy of classes, researchers have discovered general hierarchy of classes
and proposed different index structures following nested characteristics [1, 2, 7, 9] …
Signature file storage structures will reduce searching space and optimize data query
process.
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It is necessary to construct a data structure for signature file storage to improve
searching. These signature file storage structures can be in form of sequential signature
files, sliced signature files, signature tree structure, signature graph structure… where
the cost of sliced signature file storage is double of sequential signature files and triple
of sequential signature files or more [8]. The main advantage of this approach is its
effect in processing new insert and query to parts of word. However, when comparing
with indexing based on tree structure, using sequential signature files has 2 disad-
vantages: (1) they cannot be used to evaluate range query; (2) for each processed query,
entire signature files need to be scanned, it makes I/O processing cost increase.

In this paper, we try to improve the second problem to a certain point. Firstly, we
organize sequential signature files in hierarchical structure to reduce searching space
during query evaluating process. Next, we store signature files in form of a SD-Tree to
execute scanning only one single signature file. If signature file size is large, time saved
by this approach is really significant. In fact, this is a B+-tree constructed by signature
files. Therefore, it can speed up the process of identifying signature position in a
signature file. However, in a signature tree, each path is corresponding with one sig-
nature identification which can be used to determine its only corresponding signature in
signature file. This way helps quickly find out a set of corresponding signatures with
query signature.

The remaining of this paper is presented as follows. In Part 2, we provide back-
ground. Part 3 proposes an approach combining signature files and SD-Tree hierarchy.
Finally, Part 4 gives the conclusion.

2 Background

2.1 Characteristic Signature

In an object-oriented database, each object is presented by a set of characteristic values.
Signature of an characteristic value is a sequence of hashed-code bits. Given an
characteristic value, for example the word “student”, we decompose it into a string of
three-letter sets as follow: “stu”, “tud”, “ude”, “den” and “ent”. Then, using hash
function h, we map a triplet to an integer k which means kth bit in a string assigned
value 1. For example, assuming that we have h(stu) = 2, h(tud) = 7, h(ude) = 10, h
(den) = 5 and h(ent) = 11. Then we create a bit string: 010 010 100 110 which is
signature of the word.

2.2 Characteristic Signature, Signature File

Object signature is constructed by logical OR algorithm for all signatures of charac-
teristic values of the object. Below is an example of an characteristic signature:

Example 1. Consider an object which has characteristic values of “student”,
“12345678”, “professor”. Suppose that signature of these characteristic is:
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010 010 100 110
100 010 010 100
110 100 011 000

In this case, object signature is 110 110 111 110, generated from characteristic
signatures by using logical OR algorithm. Object signatures of a class are stored in a
file, called object signature file.

2.3 Query Signature

An object query will be encoded into a query signature together with hash function
applied to objects. When a query needs to be executed, object signatures will be
scanned and unmatched objects will be excluded. Then query signature is compared
with object signatures of signature file. There are three possibilities:

(i) The object matches with the query, i.e., for every bit in query signature sq,
corresponding bit in object signature s is the same, i.e., sq ^ s ¼ sq, a real object
of query.

(ii) The object does not match with the query, i.e., sq˄s ≠ sq.;
(iii) Signatures are compared and matching one is found but its object does not match

with searching condition of the query. To eliminate this case, objects must be
checked after object signatures are matched.

Example 2. This example illustrates the query for object signature in Example 1:

Query : Query signature : Result :
student 010 000 100 110 successful
john 011 000 100 100 unsuccessful
11223344 110 100 100 000 false drop

Comment: comparing query signature sq to object signature s is incorrect comparison.
That means, query signature sq matches with signature s if for any 1 bit in sq, the
corresponding bit in s is also 1 bit. However, for any 0 bit in sq, the corresponding bit in
s can be 0 or 1.

2.4 Querying Object-Oriented Databases

In object-oriented CSDL system, an entity displayed according to object type including
methods and properties. Objects have similar methods and properties gathered in the
same layer. If the C layer has a complex property with domain C’, so we shall create
relation between C and C’. This relation is a general relation. When using arrows to
connect layers for displaying general relation, have to create general hierarchies for
displaying nested structure of layers.
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Example 3. An example for nested object hierarchy system illustrated such as follows:

Object o referenced is a property of object o’, then object o considered as nested in
o’, and o’ considered as ‘father-object’ of o.

In object-oriented CSDL system, condition found in query collected in a properties
collection. This property is nested property of target layers.

Example 4. The query “retrieve all students born in Ben Tre of dept information
technology” can be expressed as:

Without indexing structures, the above query can be evaluated in a top-down manner as
follows. First, the system has to retrieve all of the objects in the class Student and single
out those who were born in Ben Tre. Then, the system retrieves the University objects
referenced by the Student born in Ben Tre and checks the Dept-Name of the Dept.
Finally, those Students born in Ben Tre by a University that has Dept information
technology are returned.

2.5 Signature File Hierarchy and Query Algorithm

2.5.1 Signature File Hierarchy
Purpose of using signature file: remove unconditional objects, means if a signature is
not suitable with query signature so the object related with this signature surely
ignored. So therefore we do not need to access to these objects.

Student

- Stud-Name:  char

- University:  University

- Programme:  Programme

- Stud-Birthplace:  char

- Stud-Sex:  byte

- Family:  Family

University

- Dept:  Dept

- Uni-Name:  char

- Uni-Addr:  char

Dept

- Dept-Name:  char

- Dept-Addr:  char

Programme

- Sub-Name:  Subject

- Prog-Name:  char

Subject

- Sub-Name:  char

Family

- Fam-Name:  char

- Fam-Birthplace:  char

- Fam-Sex:  byte

Fig. 1. An example of a nested object hierarchy
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Example 5. Signature and signature file hierarchy:

Considering Dept layer in 0 hierarchy of complex properties in Fig. 1. Signature of
o object can be created by method in Fig. 2(a), each s(o, x) signature symbol created for
property value x of o and s(o) signature symbol o. To layers of complex properties,
signature of objects can be created with the same method, like layer of original
properties. Difference: signature of complex property is signature of referenced object
illustrated in Fig. 2(b). In Fig. 2(b), o’ marked object of University layer. And o object
of Dept layer is property value of Dept of o’. Hierarchy of signature file can be used for
building database displayed in Fig. 1 also illustrated in Fig. 2(c).

2.5.2 Query Algorithm Based on Signature File
Using query signature tree to decrease searching space. This method, we need two
stack structures to control prioritize scanning according to depth of tree structures:
stackq to Q(s, t) and stackc to class hierarchy. In stackq, each component is a signature,
meanwhile in stackc, each component is a collection of objects belong to the same layer
can be approached by scanning class hierarchy.

s(o, Dept-Name)

s(o, Dept-Addr)

s(o)

s(o)

s(o’, Uni-Name)

s(o’, Uni-Addr)

s(o’)

(a) (b)

OID

OID

OID

OID 

OID 

(c)

110 110 111 110 
… … 

110 110 111 110 
… …

110 100 000 100 
… …

110 010 110 110 
… …

010 000 100 110 
… … 

100 100 001 100 
… …

Student 

University

Programme

Family

Dept

Subject

Fig. 2. Signature and signature file hierarchy

Query Optimization in Object Oriented Databases 313



This technique helps for optimization when implementing step (4). In this step, some
objects selected by using corresponding signature in query signature tree. In step (5),
referenced objects and son node’s signatures of query signature tree is added to stackc
and stackq. In step (7), conduct inspection on errors.

Example 6. Assuming a part of signature file hierarchy created for a CSDL according
to a diagram in Fig. 1 belongs to type described in Fig. 3:

When the first signatures of signature file for Student suitable with signature in
query signature tree, signatures are referenced by themselves in signature file for
University need to have additional inspection. Assuming the first signature of
University is referenced by the first signature in Student meanwhile the second sig-
nature in University is referenced by the second signature in Student. We can see that
the second signature in University is not suitable with corresponding signature in query
signature tree. Therefore all signatures of Dept object is referenced by Dept object
won’t be inspected (watching grey illustration in Fig. 3). This method is optimal
method when comparing with “searching from top to bottom” because in “searching
from top to bottom” must inspect all object signatures of Dept.
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2.6 SD-Tree

2.6.1 Overall Structure of SD-Tree
Technique on creating index in Object-Oriented CSDL system using dynamic balance
method of B+-tree called SD-Tree (Signature Declustering). In this implementation,
positions of bit 1 in signature is overall via collection of leaf node. Using this method
for an available query signature, so all matched signatures can be queried accumulated
in a single-node. Querying, optimal searching method is considered to boost speed of
total progress.

Example 7. Overall structure of SD-Tree (Fig. 4):

Fig. 3. Illustration of query evaluation

Fig. 4. Overall structure of SD-Tree [13]
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Processing a query signature Sq, final appearance of bit 1 at position i in Sq is found
out together with creating intermediate prefix (B). Then signature node of leaf node i
accessed from root and all signatures with queried prefix B.

Example 8. Give Sq = 011001000110. To search all matched signatures Sq, SD-Tree
considered well from root and node values compared with bit’s position of Sq. Final
appearance of 1 in Sq stay at position 11. Binary prefixes is created for Sq by using
position of bit 1 such 0110010001. A node with key-value is 11 accessed in saved
signature list bit 1 with collection type and all signatures in signatures list are inspected
prefix value 0110010001. Therefore, except bit sample of Sq, all matched signatures are
returned in a single-access.

2.6.2 Query Algorithm Based on SD-Tree

3 Approach Combining Signature File Hierarchy
and SD-Tree

3.1 Query Data Structure Model

Direct query on objects in object-oriented databases costs a large space for data storage
during query process and a long time to execute query on real databases. To improve
this problem, we need to represent data system more simply and construct corre-
sponding data structure to reduce searching space during query executing process while
necessary objects are still retrieved by using signature tree. From [4], to optimize the
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query we need to combine signature file hierarchy with signature tree. This has been
shown to improve query time. From [13], query time complexity on SD-Tree is much
smaller than signature tree’s query time complexity. Therefore, we still use signature
file hierarchy as in [4] but replace signature tree with SD-Tree to improve query time.
Base on theory and suggested algorithms, this paper proposes an approach which
combines signature file hierarchy with SD-Tree as follows: (1) all of signature files are
organized in hierarchical structure to make it easier for executing stepwise filtering
technique; (2) each signature file is stored in form of SD-Tree structure to speed up
signature file scanning.

In an object-oriented database, each object is presented by a set of characteristic
values. Signature of an characteristic is a string of hash-encoded bits. Object signature is
constructed by overlapping all of characteristic signatures of the object. Object signa-
tures of a class are stored in a file, called signature file. Signature files form SD-Tree.

Example 9. Construction of SD-Tree is illustrated as below (Fig. 5):

On an object-oriented database, if a class C has an characteristic that is composite
with domain C’, relation between C and C’ will be created. This relation is called
general relation. When connecting these classes by using arrows to present general
relation, a general hierarchy is built to present nested structure of classes. Classes are
encoded into signature files and signature files form signature file hierarchy. Each
signature file forms a SD-Tree.

Example 10. Combination of signature file hierarchy and SD-Tree is illustrated as
follow (Fig. 6):

Data structure is stored entirely in the main memory. In this case, inserting and
deleting a signature on SD-Tree is executed easily. However, files in databases are
usually very big. Therefore, data structure cannot be stored in the main memory but
external memory. For object-oriented databases, they will be stored and executed in
external memory. An object-oriented database has many classes, each class has many
objects. A SD-Tree structure will be constructed corresponding with each class, in the

Fig. 5. SD-Tree construction
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same time, each object will form an object signature. The entire object-oriented
database will be organized in form of hash table structure including object signatures to
execute queries.

3.2 Object-Oriented Query Processing

To execute a query of an object in an object-oriented database, firstly we have to
change an object-oriented database into data structure as above. We do:

After having data structure for query, we execute object query process on
object-oriented databases as follow:

Fig. 6. Signature files hierarchy and SD-Tree
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3.3 Time Complexity

3.3.1 Comparison of Searching Between Young’s Method and Signature
File Hierarchy
In [4], to estimate objects accessed in a query using two different methods: (1) Yong
method is recommended in [15]; (2) searching according to hierarchy from top to
bottom.

(i) Yong’s method
Yong method, signature of the referenced object will be saved in referenced objects.
Then, we can inspect first-order logic on signatures of them before accessing. In this
way, we do not need to implement too much mathematical methods I/O.

(ii) Top down hierarchy retrieval
This method helps us to select stronger than Yong’s method. Because of inspection on
a node in query signature hierarchy, not only first-order logic related to current node
but also other first-order logics, their effects will be added into links leading to that
node. Using query signature hierarchy, has objects in target layer will be removed by
inspecting matched signature files, helps to decrease effectively accessed objects.

In [4], we can see that we can get high performance by using hierarchy search
method from top to bottom from abstract perspective, query signature hierarchy is a
“general” filter meanwhile cloning techniques developed by Yong is a “internal” filter.
These two methods help to decrease accessed objects.

3.3.2 Comparison of Time Complexity Between Signature Tree
and SD-Tree

(i) Signature tree method
In [13], complexity of time to insert into signature tree is O(nF), n is amount of
signatures of files and F is length of signature including bit 0 and bit 1. To signature
tree, height of signature tree is limited: O(log2n), n is amount of leaf node. Costs used
for searching signature tree normally is O(λ.log2n), λ is amount of ways passed.

(ii) SD-Tree method
In [13], SD-Tree used according to indexing structure for big data collection, F value is
small, time used for creating SD-Tree will be decreased. Complexity of time to insert is
limited: O(n.m), n is amount of signatures in files and m is amount of bit 1 in available
signature. Another useful characteristic of SD-Tree: with higher F value, by changing p
value, h value, height of signature tree can be remained in low-level to boost speed of
searching faster limited is O(logp(F/p-1)). Search time is used for a query with a
collection of bit at i position, finally is total accessed time on leaf node (Tli) and time is
used for searching signature node (Tsi) is calculated like this:

Ts ¼ Tli þTsi:
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We can see that Tli doesn’t change for all leaf nodes for a dynamic balance structure
such as SD-Tree and Tsi will be increased when the value of i is increased. Therefore,
search time is limited is O(Tli + 2i −1).

Comparing search time’s complexity of signature tree is O(λ.log 2 n) and SD-Tree
is O(Tli + 2i −1), we can see that Tli value is very small comparing with λ value, that’s a
good point of SD-Tree.

4 Conclusion

In this paper, we propose a new indexing technique. This approach is a combination of
signature file and SD-Tree hierarchy. To optimize scanning objects hierarchy, we base
on signature file hierarchy to reduce number of sub-trees. However, because signature
file only works as an incorrect filter, it cannot be ordered or binary searched, thus
cannot be used to speed up signature scanning process. Hence, we propose construction
of a SD-Tree on the file where signature appears as a node of signature file hierarchy.
This technique can avoid sequential searching, thus help reduce time needed for
searching on signature file.
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Abstract. The grow of data on the Internet has brought to people many
information and it also opened some important problem in Information retrie-
val…Along with it, some search engines have developed for user’s purpose.
User can retrieve information by content, keyword or anything what they need.
However, data on the Internet is too huge, the results feedback is often millions
or hundreds millions for each query. Therefore, with the narrow field, we will
meet a difficult to find related information, especially technical information that
contain formulas. In this paper, we present a method for building Vietnamese
technical text based on topic modeling and MathML for indexing. System has
built and tested with over 500 Vietnamese technical text shown that, this system
satisfied users’ requires in accuracy and speed.

Keywords: Mathml � Topic modeling � Vietnamese technical text � Search
engine � Information retrieval

1 Introduction

Big data is a very widespread concept in life today when data sources on the Internet
become popular. The huge amounts of data share online every day brings convenience
to seek information consistent with user’s purpose, but also difficulties to find financing
specialty information, especially is technical documents contain multiple formulations,

special notation: π, Ω, �b�
ffiffiffiffiffiffiffiffiffiffiffi
b2�4ac

p
2a , xþ að Þn¼ Pn

k¼0

n
k

� �
xkan�k [3, 8]. These popular

search engines Google Search, Yahoo Search, Live Search,… not allow type and
identify the formula naturally, so search results usually are not matched with user’s
requires. Therefore, should have a search engine for searching mathematical formula
that have shared on the Internet [7, 8].
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There are many search engines that can search formulas developed. Egomath allow
searches mathematical formulas on Wikipedia.org [18], LatexSearch support the
mathematical formula that using LaTeX markup language [15]. But these search
engines didn’t support formula typing frame so the user feel very difficult when they
want to find documents that contain flexibility formula and they can’t search for
particular language or specific major.

There isn’t any similar system for Vietnamese technical document because it is
seem difficult to Vietnamese. In this paper, we present our research on building,
developing and result of experimental with Vietnamese technical text retrieval by using
topic modeling and MathML to indexing formula solution, It has a frame for typing
formula based on WIRIS open source [19] and topic modeling is the way to optimize
retrieval technical text, easy to search, matched with user’s query better than other
general search engines.

The rest of the paper structured as follows: Sect. 2 introduce some related works,
our method in the Sect. 3, the results and experimental in Sect. 4 and Sect. 5 is
conclusion.

2 Related Works

For advantage some function of popular search engines: Google, Yahoo search, Live
search in searching mathematical documents, some search engines have been built.
MathWebSearch is a mathematical engine based on expression semantic. Mathematic
Expressions are stored by data tree. Each node on these tree called substitution that
corresponds to a function. A mathematic expression can be represented from root along
path on the tree. With this, there are many mathematic expression represented on a tree,
and the searching become easier. MathWebSearch can process and index expressions
encoded with content MathML or OpenMath [6, 9, 11].

LeActiveMath index OMDoc documents, in this, mathematical formulas processed
by OpenMath. User can search text or formulas via this system. With each docu-
ment, LeActiveMath index title, content and formulas. Like some other search engines,
documents will be rank by similarity score of queries. LeActiveMath is devel-
oped based on Lucene, documents stored in database [20] (Fig. 1).

Egomath has been developed by Charles University in Prague. It can search
mathematical formulas that wrote in LaTeX or MathML and simple document, the
search results display along with quotations that contain matches the queries. From the
search interface, users can enter queries through two data fields. A field to enter the
plain text and the rest to enter mathematical formulas [18].
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3 Indexing Method Effectively for Building Vietnamese
Technical Document Retrieval System

3.1 Topic Modeling

Vietnamese is a single syllable language, one of the Asian languages have single word
and compound of word. These words in Vietnamese no distinction based on white
spaces, so when mine Vietnamese text, the traditional methods commonly used word
processing tool kit to solve the problem of Vietnamese as: text summary, text
extraction, information retrieval, text classification… With this approach, always need
so much times for processing, and effective is not high in Fig. 2.

Fig. 1. Representation of
ffiffiffiffiffiffiffiffiffiffiffiffi
xþ x2

p
and

ffiffiffiffiffi
2x

p

Fig. 2. Vietnamese text mining system.
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For text classification problem, large of features are extracted from text and then use
one of machine learning methods: SVM, Naïve Bayes, Decision tree, K-nearest
neighbor… to classify or identify what category it belong is. With this approach, need
high cost and time to process with a large amount of texts and features (Fig. 3).

Topic modeling developed by Blei [1], there are many approach for text mining have
been proposed, and proven it’s really effective in text mining field by reducing features
in text. It helps text mining systems become faster and more accuracy [2, 5, 10].

In this paper, we use the topic modeling to identify Vietnamese technical docu-
ments automatic. With topic modeling, very easy to recognize Vietnamese texts in the
large database with multiple languages. We can reduce time for processing, identify
Vietnamese technical documents more correctly, and improve retrieval process by
reduced large number of features.

3.2 Indexing and Store Database with MathML

MathML (Mathematical Markup Language) is an extension language based on XML to
present symbols and mathematical formulas. MathML’s purpose is to display mathe-
matic communication methods on the computer and the World Wide Web. For display
on websites, structure of MathML is not concise like TeX, but it is easy analyzed by the
browser, immediate display of mathematical formulas, and transmit to calculating
applications. MathML is supported by the office software like Microsoft Word,
OpenOffice.org, and other calculation software like Maple, Mathematica and MathCad
and on the difference operating systems like Linux, Windows [13, 16].

We can present a + b2 formula can be written in MatML.

Fig. 3. Topic modeling in text classification.
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<math xmlns="http://www.w3.org/1998/Math/MathML"> 
 <mrow> 
  <mi>a</mi> 
  <mo>+</mo> 
  <msup> 
   <mi>b</mi> 
   <mn>2</mn> 
  </msup> 
 </mrow> 
</math>

After that, it convert to

math(mrow(mi(a)mo(+)msup(mi(b)mn(2))))

3.3 Methodology of Vietnamese Technical Document Retrieval

Based on topic modeling and MathML for indexing and storing Vietnamese technical
document in the database, we present a solution for building Vietnamese technical
document retrieval system through some steps:

• Step 1: Collect training set with n Vietnamese technical documents D ¼
fd1; d2; . . .; dng automatic by classify documents based on topic modeling [5].

• Step 2: Store terms in Technical field that extract from topic modeling.
• Step 3: Identify formulas from training set by Infty Reader. And use MathML to

store formulas in database by tree indexing.
• Step 4: Feature representation of each document with probabilistic.

Four steps can be present like Fig. 4 below.

4 Experimental

4.1 Functions of Vietnamese Technical Documents Retrieval System

We built a system for searching Vietnamese technical documents that contains math-
ematical formulas by entering formula visually on the input box. Here is some func-
tions of system:

• Allow searching PDF, .Doc, .docx and XHTML format type.
• User can enter formula from input box.
• User can enter text from input box.
• Searching document based on content or formula. (User can enter: “Pythagoras”, all

documents contain formula: a2 + b2 = c2 or content: Pythagoras will be appearance
in the interface of system).

• Results are ranked by user’s queries.
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4.2 Integrate Formula Input Box

On the interface of system, user can type mathematical formulas directly on the search
box by integrating mathematical formulas tool called WIRIS. WIRIS is an open source
that wrote by JavaScript helps users enter and edit formulas, it is a visual formulas
editor like equation tool in Microsoft word. Users select format of formula and then
they edit its to complete form.

WIRIS can display all web browsers: Firefox, Internet Explorer, Chrome, Safari,…
and anything of operators Windows, Linux, Mac,…It is integrated in the web appli-
cation like a plugin. Responds of results are stored MathML and we use it for indexing
(Fig. 5).

Here is the interface of WIRIS

4.3 Ranking

Ranking equivalent with two searching ways: based on text query and based on visual
formula. For formulas searching, we used similarity score between input formula and
documents in database that contain formula indexed by tree graph. For example: when
users enter a2, the first document contain independent a2, and from the second

Fig. 4. Indexing and storing Vietnamese technical documents on database.
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document can contain formulas that deployment from a2. With queries, the results rank
by frequency of terms that occurred on queries and documents.

4.4 Results

Typically, a search engine includes three components: Crawl, index creation and search.
Our corpus has been built from many source: Internet, library of Danang University, and
corpus includes: articles, technical reports, scientific projects, e-books,… The table
below is the description of the corpus (Table 1).

Index creator is a function of administrator when we developed this system.
Administrator can create new indexes or delete. Figure below is the index creator what
we use indexing with documents and then store it in the database of system (Fig. 6).

Formulas are converted to MathML form after indexing and stored in the SQL
Server Database (Fig. 7).

Fig. 5. Formulas input frame - WIRIS

Table 1. Corpus

Sources Library of Danang university, Online material, Offline material,
…

Quantity 50 files collected manually from library of Danang university:
articles, reports, scientific projects, e- books,…

530 files collected from Internet by Vietnamese text classification
system based on topic modeling [5]

Format type .doc, .docx, .pdf, .html, .latex
Number of formulas after
indexing

694
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The Vietnamese technical document retrieval engine has been built and developed
by web technology. Searching interface of system includes input box that allow user
enter text or formula. Visual formula frame has been integrated in it (Fig. 8).

After users enter mathematical formulas or any query and then click Search button,
the system will find related documents. Results displayed and ranked on the interface:

• Name of document.
• Quote part document that contains formula or terms that user entered on the input

box.
• Query execution time.

Vietnamese technical document retrieval system hasn’t built before. Therefore, it is
difficult to compare our method with others. In this paper, we have to evaluate the
results that generated by system by Precision and Recall (Fig. 9).

Fig. 6. Indexing creator

Fig. 7. Stored formulas in the database
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Fig. 8. Searching interface

Fig. 9. Results interface
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We tested based on 580 Vietnamese technical documents

• Mathematical major: 210 documents.
• Physic major: 17 documents.
• Information technology major: 140 documents.
• Electric engineering, electronic and automation major: 152 documents.
• Others: 61 documents.

On the other documents have *70 % documents isn’t contain in its. Experimental
were performed two searching methods: by query and by formula. Formulas entered
from WIRIS that integrated on system.

Results of experimental are display on the Table 2.

5 Conclusion

The convenient search engine on the Internet allows users find their purpose’s relatedly
documents very easily. However, when the amount of information is too much, the
results returned to hundreds of millions of documents with each query, it become
difficult to find documents in a narrow field.

In this paper, we presented our research and solutions for Vietnamese technical
documents retrieval. It can help for Scientists, technicians search technical documents
contain formulas through enter formulas from visualization input box and system
display related documents contain formulas that user entered.

We have carried out to build system and evaluated results of the system based on
precision and recall measure. Its results shown that, our method and solution is really
effectively and high accuracy with each queries. In the future, we will develop our
system to online and receive any feedback from users to improve Vietnamese technical
document retrieval system.
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Abstract. We deal with two main issues in this article for the contexts of
Vietnamese paragraphs composing two simple sentences having the main fea-
ture: the first sentence has two identical objects connected by copula “là”; the
second sentence has one anaphoric pronoun indicating human. As the special
context, between two identical objects at the first sentence there is only one is
actually referred to by the pronoun at the second sentence. At the first issue, we
express the mechanism for determining exact antecedents of anaphoric human
pronouns and building the meaning representation structure for each sentential
pair. We continue to present techniques for analyzing this structure for the issue
which is to determine main contents and relationships. Then, we propose the
method to generate a new complete Vietnamese sentence having the content
which summarizes the meaning of the original pair of sentences.

Keywords: Anaphoric pronoun � Referent resolution � Meaning representa-
tion � Meaning summarization � Sentence generation

1 Introduction

In our new approach for summarizing the meaning of pairs of simple Vietnamese
sentences, an important step is to resolve the ambiguous problem in determining
antecedents of anaphoric pronouns. Firstly, we proposed in [13] a new approach which
is the combination of ideas and techniques belonging to two research fields are Natural
Language Generation (cf. [3]) and Text Summarization (cf. [1, 2, 5–7]). At the first
phase, we proposed the solution to understand the meaning of the input pair with two
processes: resolve anaphoric pronouns and build a meaning representation structure for
the paragraph. Next, we proposed the solution for generating the new meaning-
summarizing Vietnamese sentence with three processes: determine and model rela-
tionship factors from the above structure; generate the syntactic structure; combine the
lexical set to complete the new sentence. However, in [13] we only applied the new
approach in the contexts of four pair types having the general characteristic: the first
sentence has one transitive verb relating to two objects which are not identical; the
second sentence has one pronoun indicating human, standing with demonstrative
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adjective [“ta” / “ấy” / “này”] and relating to the object at the first sentence taking the
object role of the transitive verb. We only presented in [13] steps for implementing
processes at the second phase, and we applied techniques in [12] to implement pro-
cesses at the first phase.

Expanding the research, in [14] we considered the others contexts of four types in
which there is the appearance of pronoun “nó” at the second sentence. This is a special
pronoun in Vietnamese, can indicate human, animated or non-animated object
depending on the actual context and content of the paragraph. Therefore, an important
issue is to resolve the ambiguous problem in determining the object at the first sentence
which is referred to by pronoun “nó”. We applied techniques in [12] and proposed
some improvements in describing lexical structure to determine the exact referent and
build the meaning representation structure. Next, we analyze this structure, identify
relationships. Finally we proposed the algorithm for generating the syntactic structure
and combined with the built lexical set to complete the new sentence.

Based on the new approach, the considered contexts here are pairs of simple
Vietnamese sentences having characteristic: the first sentence has two identical objects
are connected by copula “là” (is) and has the structure as in Table 1; the second
sentence has one pronoun indicating human and has the structure as in Table 2. With
these types, although two objects at the first sentence are identical but there is only one
object is mentioned and referred to by the pronoun at the second sentence. To handle
this problem, we propose some improvements in comparison with [12]:

• Propose the new strategy to find the antecedent at the first sentence.
• Add appropriate information in technique of describing the lexical characteristics.
• Adjust the technique that implements the referent finding algorithm.

At the next phase, we analyze the meaning representation structure to determine: the
main content of the paragraph; relationships between found object with the next verb or
adjective. Then, we propose new general algorithm for generating the syntactic
structure of the new sentence and combine with the lexical set to complete.

Table 1. The structure of the first sentence
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2 Determine the Referent of Anaphoric Human Pronoun

In this section, we present some improvements from the method in [12] to determine
the exact antecedent and build the appropriate meaning representation structure.

Based on framework Graph Unification Logic Programming (GULP) [8], our
method of resolving anaphoric pronouns and building the meaning representation
structure in [12] included steps: (i) analyzed the paragraph into two separated sentences
and described position information; (ii) analyzed the syntactic structure of each sen-
tence and described the appropriate characteristic information; (iii) described the
characteristic of each lexicon; (iv) in turn built each component of the meaning rep-
resentation structure; (v) determine the referent for each pronoun. These steps were
implemented based on information transferring mechanism in the syntactic tree of
theory Unification-Based Grammar [8]. In our approach, we apply Discourse Repre-
sentation Theory (DRT [4, 9–11]) in which the semantic of a paragraph is represented
by a structure called Discourse Representation Structure (DRS) which is a tuple of two
ordered lists: (i) the first contains unique indexes indicating each object in the para-
graph and denoted as U; (ii) the second contains predicates (in the sense of theory
DRT) represent conditions which objects have to satisfy and denoted as Con.

With considered paragraphs in this study, we propose the new referent finding
strategy. The main idea is based on the experiences in actual contexts: a main object
will normally be referred to first or described by a proper noun. The general strategy:

• If the first sentence has proper noun:
– If the first sentence has one proper noun: The referent is the object which is

described by this proper noun.
– If the first sentence has two proper nouns: The referent is either the first or the

second object. We choose the object standing at the object role of copula “là”.

Table 2. The structure of the second sentence
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• If the first sentence does not have proper noun: The referent is the object which is
described by the noun standing at the subject role of copula “là”.

To realize this strategy, firstly we identify the information for finding the referent:
position of the object in the paragraph (at the first or second sentence); sub-class of
category (proper or common noun); role of verb or adjective (subject or object role).
Then, we implement improvements from techniques in [12] as follows:

• Describe additional feature flag_role describing the role of the object in rela-
tionship with copula “là” in analyzing structure of the sentence which has the
structure in Table 1. This feature takes value [subject] for the object taking the
subject role, [object] for the object taking the object role (Fig. 1).

• Describe additional feature flag_proper and predicate f_proper in describing
lexical characteristics. This feature and predicate take value [proper] if the
lexicon is proper noun, [common] if the lexicon is common noun. Predicate
f_proper is added to the DRS structure and helps for determining the referent in
the technique that resolves the anaphoric pronoun (Fig. 2).

When meet a pronoun at the second sentence, we in turn resolve according to two
algorithms: the first algorithm finds the proper noun (Fig. 3), the second algorithm finds
the noun standing at the subject role of copula “là” (Fig. 4).

Fig. 1. Analyze the structure of the sentence in Table 1 (based on framework GULP [8])
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The final result of this first phase is a DRS structure representing the meaning of the
paragraph. As an example, the DRS structure of the pair of Vietnamese sentences “Tín
là nhà thơ. Anh nhạy cảm.” (English: “Tín is a poet. He is sensitive.”) (Fig. 5):

3 Generate the New Vietnamese Sentence

The main content of this section is to present determining main contents and rela-
tionships in the paragraph through analyzing the DRS structure. Thence, we propose
the algorithm for generating the syntactic structure and complete the new sentence.

Fig. 2. Describe the characteristics of proper noun “Nhân” (based on framework GULP [8])

Fig. 3. Implement Algorithm 1 (based on framework GULP [8])
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3.1 Determine Main Contents and Relationships

At the first analyzing step, we determine that contents of the paragraph is described by
main predicates in list Con of the DRS. These are predicates describing semantic of
noun, verb, adjective and in turn indicate object, action or property. With the con-
sidered sentential pairs, the content indicating two identical objects is described by a
special predicate form which we call identical predicate. This predicate form has
structure “I1 = I2” in which I1 is unique index indicating the first object and I2 is
unique index indicating the second object. Consider the DRS in Fig. 5, we build three
ordered lists containing indexes and predicates which describe main contents:

• mapIndexObjects: contain indexes indicating each object in the paragraph: 1 –

indicates object “Tín”; 2 – indicates object “nhà thơ”.
• mapPredicateObjects: contain predicates describing semantic of nouns:

– named(1,[tín],noun,proper) – describe the semantic of proper noun
“Tín”.

– nhà_thơ(2,[nhà,thơ],noun,common) – describe the semantic of com-
mon noun “nhà thơ”.

• mapPredicateBehaviors: contain predicates describing semantic of verb,
adjective and identical predicates:
– 1 = 2 – describes object “Tín” is identical with object “nhà thơ”.

Fig. 4. Implement Algorithm 2 (based on framework GULP [8])

Fig. 5. The DRS structure of paragraph “Tín là nhà thơ. Anh nhạy cảm.”
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– nhạy_cảm(1,[nhạy,cảm],adjective,property) – describe the
semantic of adjective “nhạy cảm”.

We determine relationships when analyzing predicates in mapPredicateBehav-
iors. These predicates contain the information about indexes associating to objects
which have the relationship with each other and with action or property. Generally, we
model in Table 3 predicates describing semantic of verb, adjective or identical.

3.2 Generate the New Meaning-Summarizing Vietnamese Sentence

Based on predicate structures in Table 3, we determine considered pairs of sentences
are represented by pairs of predicates in which the first predicate has the structure form
4 and the second predicate has the structure 1, 2, 3, 4. We propose the algorithm for
generating the syntactic structure of the new sentence: in turn adds predicates
describing semantic of lexicons into appropriate positions in the syntactic structure.
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In Table 4, we synthesize pairs of predicates and general syntactic structures of new
Vietnamese sentences when applying Algorithm 3. We use the notation [I] to indicate
the semantic predicate of the object associating to index I.

Applying the algorithm in [14] about replacing each component in the syntactic
structure by the appropriate Vietnamese lexicon, we complete the new
meaning-summarizing Vietnamese sentence. Ad an example, consider the paragraph
having the DRS structure in Fig. 5, determined main predicates in Sect. 3.1, the
syntactic structure and new complete Vietnamese sentence:

• The syntactic structure: named(1,[tín],noun,proper) + “là” + nhà_thơ
(2,[nhà,thơ],noun,common) + “và” + nhạy_cảm(1,[nhạy,cảm],ad-
jective,property)

• The complete Vietnamese sentence: “Tín là nhà thơ và nhạy cảm” (English: “Tín is
a poet and is sensitive.”)

4 Experiment and Discussions

For testing, we collected 120 paragraphs in which the first sentence has the structure as
in Table 1 and the second sentence has the structure as in Table 2. The experiment is
performed through two phases: the first phase is to test determining the antecedent of
the anaphoric pronoun and build the semantic representation structure; the second
phase is to test generating the new meaning-summarizing Vietnamese sentence.

At the first experiment phase, the system determines antecedents for anaphoric
pronouns and builds DRS structures for all 120 paragraphs. Analyzing the results, due
to there is no impaction of external factors of time or space, so the pronoun resolution
for these paragraphs is suitable for proposed strategies in Sect. 2. There is a problem
here with some pairs of sentences in which the first sentence does not have proper
noun, and the proposed strategy in Sect. 2 is finding the object which is described by
the noun standing at the subject role of copula “là” and is commonly accepted in
reality. However, if the sentence structure is more complex and there are addition
factors then the result may be not correct.

Table 3. Modeled structure of semantic predicates of verb, adjective, identical
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At the second experiment phase, the system generates 120 newVietnamese sentences
for 120 DRS structures. Analyzing the results, these new Vietnamese sentences satisfy
two main requirements: having the grammatically correct structure in Vietnamese; and
having the content that summarizes the meaning of the original paragraph. However, we
point out that there are two issues here:

• Following the new approach, the new Vietnamese sentence is generated based on
the DRS structure which is built from the source pair of Vietnamese sentences. This
leads to if the anaphoric pronoun resolution is not totally correct and thus the DRS

Table 4. Pairs of Predicates and Syntactic Structures of the New Sentences
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structure does not exactly represent the meaning of the paragraph, then the new
Vietnamese sentence does not have accurate content.

• With Algorithm 3 generating the syntactic structure, there are some generated
Vietnamese sentences are not totally natural, in the sense of commonly using, in the
common Vietnamese communication.

Moreover, we see that can continue to extend the research to apply for paragraphs
having more complex structure or composing more than two sentences.

5 Conclusion

We presented in this paper some changes and improvements in comparison with [12] to
resolve some ambiguity in determining antecedents for anaphoric human pronouns in
paragraphs composing two Vietnamese sentences which have the structure presented in
section Introduction. We also presented steps in the phase that generates the new
meaning-summarizing Vietnamese sentences with modeling the structure of pairs of
predicates corresponding to each sentential pair and the general syntactic structure of
each form of new Vietnamese sentence.

The experiment shows that with presented techniques based on the new approach,
the generated Vietnamese sentences satisfied the given requirements. We also pointed
out some limitations. These limitations will be objectives in our next researches.
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Abstract. In Vietnamese paragraphs, there are two types of personal pronoun
which are often used simultaneously in the sentences: type (i) – personal pro-
nouns which stand alone; type (ii) – personal pronouns standing with demon-
strative adjectives. This paper considers the contexts of pairs of simple
Vietnamese sentences in which there are the simultaneous appearances of two
personal pronouns belonging to these above types at the second sentence. The
objectives of this research have the following characteristics: the first sentence
has one transitive verb having the relationship with two different human objects;
the second sentence has one transitive verb having the relationship with two
different pronouns, in which the one belonging to type (ii) takes the subject role
and the other belonging to type (i) takes the object role. To determine the object in
the first sentence which is referred to by each pronoun at the second sentence, we
propose a presupposition about the relationship contexts between two verbs. The
proposed strategy is based on the idea: the transitive verbs are classified according
to two properties which is “affect” and “communication”, then specify the pair of
properties of two transitive verbs to determine the antecedent for each pronoun.

Keywords: Anaphoric human pronoun � Ambiguous referent � Verbal rela-
tionship context � Discourse representation structure � Semantic representation

1 Introduction

In general, to understand and represent the semantics of a paragraph is an important
research section in “abstractive” approach in text summarization field [2, 4, 5, 6, 10, 11,
16]. Especially, the most important part which has to be resolved when doing this study
is to determine the exact relationship of a personal pronoun appearing at a sentence and
its antecedent appearing at the preceding sentence in some appropriate contexts of the
paragraph. To handle this problem, many authors proposed different strategies and
methods based on the foundations: Discourse Representation Theory [8, 13, 14, 15,
17], WordNet Ontology [19], Centering Theory [1, 3], and others [7, 9].

Studying the pairs of Vietnamese sentences, which are considered as simplest
paragraphs, we initially proposed in [20] the basic strategies and mechanism to perform
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these strategies with framework Graph Unification Logic Programming (GULP – [12])
combining between Discourse Representation Theory (DRT – [8, 13, 14, 17]) and
Unification-Based Grammar (UBG – [18]). The performing mechanism was proposed
with the main phases: (a) analyze the syntactic structure of the paragraph into two
separated sentences and set the position for each sentence; (b) analyze the syntactic tree
of each sentence and set the appropriate informational characteristics; (c) describe the
grammatical characteristics of each lexicon and build the Discourse Representation
Structure (DRS) – the central structure of DRT theory which help for representing the
relationship between the anaphoric pronoun and its antecedent in the context of each
sentence and from this representing the meaning of the paragraph; (d) find the ante-
cedent for each pronoun according to the strategies based on the components of the
DRS structure which had been built before.

Based on performing mechanism in [20], we considered in [22, 23] the sentential
pairs having the special characteristics with the contexts in which there are the
appearances of pronoun “nó” – a special pronoun in Vietnamese – and the contexts in
which using relative clauses. We established the strategies for resolving the pronouns
which were more detail than as in [20] with the priority orders: (i) determine that
pronoun “nó” refers to animate or non-animated object at the first sentence; (ii) deter-
mine pronoun “nó” refers to object having smaller age in the identified context;
(iii) determine the only pronoun indicating person standing with demonstrative
adjective [“ta”/“ấy”/“này”] refers to the human object taking the object role at the first
sentence. With these strategies, we improved the performing mechanism: added some
characteristics in analyzing the syntactic tree of the sentence; added some grammatical
characteristics of lexicon; adjusted the antecedent finding algorithm.

In this research, we consider the following contexts of pairs of sentences: the first
sentence has one transitive verb having the relationships with two different persons; the
second sentence has one transitive verb having the relationship with two different
pronouns indicating person, in which the pronoun belonging to type (ii) takes the
subject role and the pronoun belonging to type (i) takes the object role. In this context,
we focus on two types of pronouns indicating person: type (i) are pronouns [“anh”/
“cô”/“chị”/“ông”/“bà”/“bạn”/“em”] standing alone; and type (ii) are these pronouns
standing with demonstrative adjective [“ta”/“ấy”/“này”]. We establish a presupposition
based on reality experience in using Vietnamese: a transitive verb often has one of two
properties “affect” and “communication” in the context of sentence. Then, we classify
the considered sentential pairs into four groups according to concrete context:

– Group A: the first transitive verb has property “affect”; the second transitive verb
has property “affect”. Example 1: “Nhân chăm sóc em trai. Anh ta dạy dỗ anh.”
(English: “Nhân cares for the brother. He teaches him.”)

– Group B: the first transitive verb has property “affect”; the second transitive verb
has property “communication”. Example 2: “Nhân giúp đỡ Nghĩa. Anh ta cảm ơn
anh.” (English: “Nhân helps Nghĩa. He thanks him.”)

– Group C: the first transitive verb has property “communication”; the second tran-
sitive verb has property “affect”. Example 3: “Nhân gặp bác sĩ. Ông ta khám cho
anh.” (English: “Nhân meets the doctor. He examines him.”)
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– Group D: the first transitive verb has property “communication”; the second tran-
sitive verb has property “communication”. Example 4: “Huấn luyện viên gặp Nhân.
Ông ấy hướng dẫn anh.” (English: “The coach meets Nhân. He guides him.”)

With the contexts of these groups, the main idea of strategies for resolving each
pronoun is: determine the antecedent is one of two human objects at the first sentence
satisfying the appropriate characteristics about the position in the paragraph, relation-
ship role with the first transitive verb, and property of each verb.

To perform these strategies, we propose some improvements in the techniques and
algorithm of resolving anaphoric pronouns in [20] with some main points:

– Add the appropriate information in describing characteristics of transitive verb.
– Add the appropriate information in describing characteristics of noun.
– Adjust the characteristic description in analyzing verb phrase.
– Adjust the technique to perform the algorithm for each pair.

The result of the process of determining the antecedent for pronouns at the second
sentence is the meaning representation structure of the original pair.

2 The Resolving Process

2.1 The Strategies for Finding the Antecedents

As presented in Section Introduction, in this research, we establish a presupposition
based on the reality experience in Vietnamese communication: in the sentence at a
concrete context, an action which is expressed by a transitive verb often has one of two
properties are “affect” or “communication”. With this presupposition, applying to the
considered pairs of sentences, we have the comments:

• The first comment: If two consecutive “affect” or “communication” actions are
performed, commonly both actions are done by one object.

• The second comment: If one “affect” action is performed then other “communica-
tion” action is performed or vice versa, commonly the pronoun standing alone relates
to the object taking the subject role of the first action, the pronoun standing with
demonstrative adjective relates to the object taking the object role of the first action.
According to above comments, we propose the strategies for resolving pronouns:

• For the context of pairs of sentences belonging to group A
The antecedent finding strategy: because the transitive verb at the first and second
sentence both have property “affect” then according to the first comment, in the
context of the relationship between two verbs, these verbs are performed by one
object.

Therefore we detemine rthe antecedents:

– The pronoun standing with demonstrative adjective taking the subject role refers to
the object taking the subject role at the first sentence.

– The pronoun standing alone taking the object role refers to the object taking the
object role at the first sentence.
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• For the context of pairs of sentences belonging to group B

The antecedent finding strategy: because the transitive verb at the first sentence has
property “affect” and the transitive verb at the second sentence has property “com-
munication” then according to the second comment, in the context of the relationship
between two verbs, these verbs are performed by different objects. Therefore we
determine the antecedents:

– The pronoun standing with demonstrative adjective taking the subject role refers to
the object taking the object role at the first sentence.

– The pronoun standing alone taking the subject role refers to the object taking the
subject role at the first sentence.

• For the context of pairs of sentences belonging to group C

The antecedent finding strategy: because the transitive verb at the first sentence has
property “communication” and the transitive verb at the second sentence has property
“affect” then according to the second comment, in the context of the relationship
between two verbs, these verbs are performed by different objects. Therefore we
determine the antecedents:

– The pronoun standing with demonstrative adjective taking the subject role refers to
the object taking the object role at the first sentence.

– The pronoun standing alone taking the subject role refers to the object taking the
subject role at the first sentence.

• For the context of pairs of sentences belonging to group D

The antecedent finding strategy: because the transitive verb at the first and second
sentence both have property “communication” then according to the first comment,
in the context of the relationship between two verbs, these verbs are performed by
one object. Therefore we determine the antecedents:

– The pronoun standing with demonstrative adjective taking the subject role refers to
the object taking the subject role at the first sentence.

– The pronoun standing with demonstrative adjective taking the subject role refers to
the object taking the subject role at the first sentence.

2.2 Improve the Techniques in Mechanism for Implementing
the Strategies

To implement the proposed strategies in Sect. 2.1, we apply and propose some
improvements in the performing mechanism in [20] as follows:

• In describing grammatical characteristics of transitive verb:

– Define additional characteristic flag_property_of_verb. This characteristic
takes value [affect] if the verb has property “affect”, take value [communi-
cation] if the verb has property “communication”.

– Define additional predicate property_of_verb. This predicate will be added to
the predicate list of DRS structure. This predicate has two arguments: The first
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argument take value [first] or [second] corresponding to the position of the
verb at the first or second sentence – this information is transferred down in the
syntactic tree when analyzing the paragraph into two separated sentences; the
second argument takes value [affect] or [communication] corresponding
to the property of the verb (Fig. 1).

• In describing grammatical characteristics of noun:

– Define additional characteristic flag_property_of_verb. The characteristic
shows that the noun or pronoun has the relationship with the verb having what
property. This characteristic takes value [affect] if the verb has property “af-
fect”, takes value [communication] if the verb has property “communication”.

– Define additional characteristic flag_index_other. We notice that two different
pronouns relate to two different objects, we propose a technique in which when
determine the antecedent for one pronoun then simultaneously determine the
remaining object as the antecedent for the other pronoun. This characteristic takes
value as the unique index of the object which is determined as the antecedent of the
remaining pronoun. This value is different from the value of characteristic
flag_index (Fig. 2).

• In analyzing verb phrase into verb and noun phrase:

– Add the mechanism for transferring value F of characteristic flag_prop-
erty_of_verb of the verb to the noun phrase. This value is transferred down in
the syntactic tree to characteristic flag_property_of_verb of the noun.

– Add the mechanism for transferring value G of characteristic flag_index_other
of the noun phrase to the first argument flag_arg1 of the transitive verb. The value
of characteristic flag_index and flag_index_other corresponding to the
indexes of two antecedents of the second and first pronoun. These two indexes will
be determined when implementing the antecedent finding algorithm (Fig. 3).

Fig. 1. Describe transitive verb “khám” in Example 3 with framework GULP [12].
Characteristic property_of_verb takes value [affect]. Predicate prop-
erty_of_verb has two arguments: the first argument takes value FP is the position
information will be transferred down in the syntactic tree, the second argument takes value
[affect].
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• Propose the algorithm for implementing the antecedent finding strategies. With the
notice that when improving describing characteristics of noun, we determine the
index of the antecedent for the pronoun standing alone – corresponding to the second
pronoun taking the object role of the second transitive verb. This index becomes the
value for characteristic flag_index of noun. The index of the remaining object will
becomes the value for characteristic flag_index_other of noun – corresponding
to the antecedent of the remaining pronoun. The general algorithm:

Fig. 2. Describe characteristics of noun “nhân” in Example 3 with framework GULP [12].
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After performing the above improvements, we determine the antecedents for pro-
nouns at the second sentence and complete the DRS structure. Consider the pair of
sentences in Example 3, we have the result

– A list contains indexes: index 1 expresses object “nhân”; index 2 expresses object
“bác sĩ”.

– A list contains predicates:

– Express information about the object having index 1:
• nhân(1,[nhân],[object],[human])
• species(1,[human])

Fig. 3. Analyze the syntactic of verb phrase with framework GULP [12].

Fig. 4. Implement Algorithm 1 with framework GULP [12].
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• role(1,[agent])
• position(1,[first])

– Express information about the object having index 2:
• bác_sĩ(2,[bác,sĩ],[object],[human])
• species(2,[human])
• role(2,[goal])
• position(2,[first])

– Express information about the first transitive verb:
• gặp(1,2,[gặp],[action],[transitive],[communication])
• property_of_verb([first],[communication])

– Express information about the second transitive verb:
• khám(2,1,[khám],[action],[transitive],[affect])
• property_of_verb([second],[affect])

3 Experiment and Discussions

For testing, we collected 200 pairs of Vietnamese sentences having characteristics
which are suitable for the research objective and are classified as: group A has 45 pairs,
group B has 47 pairs, group C has 48 pairs, and group D has 60 pairs. The testing
results:

– Determine correctly the antecedents and build the DRS structures for 29 pairs of
group A. The successful rate is 64.44 %.

– Determine correctly the antecedents and build the DRS structures for 41 pairs of
group B. The successful rate is 87.23 %.

– Determine correctly the antecedents and build the DRS structures for 37 pairs of
group C. The successful rate is 77.08 %.

– Determine correctly the antecedents and build the DRS structures for 51 pairs of
group D. The successful rate is 85 %.

The testing results show that, the system determined the exact antecedents for pairs
of pronouns at the major of tested pairs of sentences. Analyzing deeper, we notice some
points:

– With sentential pairs of group A, in which there are two “affect” actions are per-
formed consecutively, in some cases the second action is performed by the second
object. This situation also happened commonly in reality because the second object
will react against the previous action of the first object.

– With sentential pairs of the other groups, because there is lack of some additional
factors such as time or space which affect the context, therefore the results maybe
not correct.

Besides, we see that the techniques in this research are applied for specific types of
pairs of sentences. This requires more improvements so that we can apply for pairs of
sentences having more complex characteristics.
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4 Conclusion

In this research, we presented strategies and techniques for determining the antecedents
for each pairs of pronouns belonging to two types: type (i) are pronouns indicating
person standing alone; type (ii) are these pronouns standing with demonstrative
adjective. With the classification of pairs of sentences into groups based on two
properties “affect” and “communication” of transitive verbs at two sentences, we
proposed the appropriate resolving strategies.

The testing results show that the antecedent finding strategies and algorithm are
suitable for the major of tested pairs of sentences. We also pointed out some points that
need to be improved so that can apply for more complex pairs of sentences.
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Abstract. In Service Based Routing (SBR), data is transmitted from a source
node to destination nodes are not depended on destination addresses. Hence, it is
comfortable with new advanced technology as cloud computing and also flex-
ible and reliable. Multicast routing is advanced technique to deliver data
simultaneously from one source node to multiple destination nodes with QOS
(quality of service). In this paper, we introduce a technique that is extended from
multicast technique with multiple multicast trees that are conformed quality of
service routing. This technique is based on Greedy, Ant Colony Optimization,
and fuzzy logic to get optimal routes to transmit data from one source to
multiple destination node very effectively. The usage of the ANT Colony
optimization, Greedy, fuzzy logic algorithms to find cyclic or multiple paths
routes on each trunk by multiple criterions to transmit data effectively.

Keywords: MANET � Service � Routing � Multi-paths � Bandwidth � Cluster �
ANT � Tree � Multicast � Colony � Optimization � Greedy � QOS � MST

1 Basical Concepts

In order to model a general network in common by a graph in discrete mathematics. In
which denote V is the set of vertics that are nodes in the network, E is the set of the
edges that are links to connect each pair of nodes in the graph. The routing problem is
to make optimization routes from routing table. The inputs of the routing table are
collected by routing process. The routing process consists of several minor detail
processes: In the reactive or on-demand routing protocol: (i) Broadcast packets over
network to find routes; (ii) Collecting reply packets to build optimal routes; in proactive
protocol it usually collects network information through flooding HELLO messages.
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On receiving HELLO packets, network node updates the routing table to use to find
routes as introducing in the next section. HELLO messages are effective to collect
network information.

2 Artificial Algorithms

2.1 Fuzzy Logic

The fuzzy logic is a branch of logical field of mathematic [1] based on the probabilistic
of the related factors. It uses inference regulation to make decision based on fuzzy
inputs. It may also use some formulas to calculate fuzzy outputs based on weights
assigned to fuzzy inputs. We all know that in reality every thing also has a level of true,
especially in MANET, all nodes continuous move with changing velocity and very
limited energy. So applying this kind of logic to assess the metrics of MANET is very
comfortable. For example, GOOGLE are building many automatically system to
coordinate vehicle system such as satellite system, planet, astronaut, so every thing can
be apply this theory. So MANET routing is granted an important role in these systems.
In the moving using GREEDY and ACO algorithms is very comfortable to assess the
velocity and orbital motion of moving objects. In particular, the coordination of
moving system can be tracked by GPS system and these can be put into artificial
system to optimize. IOT is short for Internet of thing that is a trend to connect all the
things of the Planet. So from living tools to astronaut all connected by Global Internet.
For example, on the move we can connect to operate our work.

2.2 Greedy Algorithm

The greedy algorithm is very popular in vehicle routing. That may be effective in
MANET routing because in this routing all nodes are usually to move randomly. So in
this paper will focus on these algorithms to make multiple paths routing with quality of
service [2]. The Greedy algorithm executes based on heuristic principle, that contin-
uously find local optimal solution in each step of the total operation until global optimal
solution found or a predefined processing steps.

2.3 Ant Colony Optimization

The ACO and Greedy algorithms are two artificial algorithms, which choose routes
based on probability of each connection between each pair of nodes. The probability of
each connection is assigned by fuzzy logic introduced above. When the detecting
process operates, that assigns each connection found a weight. This weight is used to
calculated probability for choosing the route. The probability may be calculates by
some methods, for example using RREQ messages that emitting from a node and the
replied RREP messages. RREP contains information to measure connection proba-
bility. Beside, in proactive routing, it is based on nodes’ received HELLOs information
to assess probability of connection: Prob(Connection(i, j)) = F(M_1, M_2,…, M_n),
M_1, M2, …, M_i are some metrics to assess connection.
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Prob(Route) = ∏(Prob(Connection(i, j)))|, (i, j) is connection of this route (Fig. 1).

3 Build Multicast Tree

3.1 Use Greedy Algorithm

3.1.1 Find Minimum Spanning Tree (MST)

(i) Using three above algorithms [1, 2] to find and assign weight for each edge of
the graph.

Fig. 1. The flow diagram of algorithm to find a MST tree.
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Cost E v 1; v 2ð Þð Þ ¼ FZY GRDj jACO E v 1; v 2ð Þð Þ ð1Þ

(ii) At first making minimum spanning tree, then regulating this tree to get multicast
tree.
Sorting the edges of the graph in descending order;

(iii) Remove edges beginning from the first element of this sorted list individually
with the condition that this process doesn’t divide this graph into two disjoint
components;

(iv) Check the number of edges of the graph, if it is equal to number of vertices
minus one. If the condition is true then the algorithm ends to get the tree.

Count edgesð Þ ¼ Count verticesð Þ � 1: ð2Þ

3.1.2 Find Multicast Tree
We denote multicast tree by: (S, {D_1, D_2, …, D_n}), s is source node, D = {D_1,
D_2, …, D_n} is the destination set. Choose the root of the tree, which is the source
node to the tree, D = {Ø}, scanned edges set SC = {Ø}. Tracing the tree from this
source node to the destination nodes individually by all directions following the edges
that are not in SC: S→ {C_1, C_2,…, C_n}. For each C_i: (i) check whether C_i is in
SC, if not: (ii) check whether C_i is destination node, if true: D = D [ C_i;
(iii) SC = SC [ (S, C_i); (iv) scan C_i by above (i), (ii), (iii) steps. To each destination
node, if it continues connecting to another nodes, using GEN/BEE/ACO algorithms to
find optimal path for remaining nodes. Otherwise using the next steps to get the optimal
solution (Fig. 2).

The alg. ends when all destination nodes are added to the tree. All branches of the
tree that don’t end with a destination node are being cut.

3.1.3 Assessing This Algorithm
The MST finding algorithm has complexity close to O(log(|V|) + (|edges|-|V|)).

3.2 Use KrusKal Algorithm

This algorithm picks edges for MST depends on the principle:

(i) Sort the edge set in ascending order: {E_1, E_2, …, E_n}.
(ii) Make for each vertex v a set of vertices V that are all connected to V. At first

assign: V = {v}. Assume i is the current edge picked, E_i = (v_k, v_h), if v_k and
v_h are belonged to two disjoint sets of vertices (that have no common vertices:
V_k \ V_h = ∅), add E_i to the MST, We update:

MST = MST [ E_i, merge V_k and V_h into V_k:

V k ¼ V k[V h: ð3Þ

Until the number of elements of MST equal to |V|−1 (Fig. 3).
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At that time all vertices are in one common connected graph with total minimum
distance between these vertices. That also means all disjoint vertices sets are merged into
one component. The complexity of this algorithm is less than above introduced algo-
rithm. Because the complexity of this algorithms is reduced after each round. The number
of disjoint sets is reduced by one after a edge is added to the MST. Only when number of
element of MST is equal to number of vertices minus one then the algorithm ends:

O Alg:ð Þ ¼ Vj j � Vj j � 1ð Þ =2: ð4Þ

So it is very good for the network with number of nodes is not large.

4 Make Qos Routes from Multiple Multicast Tree

We continuously apply the above algorithm to find some multicast trees. After finding
out one tree, in the next step of finding using the edges minus all the edges of the found
trees. So this algorithm converses fast. Until the remaining set of edges contains

Fig. 2. The diagram of algorithm to make a multicast tree from MST.
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Fig. 3. The flow diagram of Kruskal algorithm to find a MST tree.

Fig. 4. The multicast tree from a source node to six destination nodes.
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number of edges less than |Vertices|−1 then ending. Combining all found trees to get
multiple path of each branch of the tree to make QOS routes (Fig. 4).

When joining found multicast trees, denote a multicast MST(S, S(D)), S is the
source node, S(D) is the set of the destination nodes. Combined multicast tree is
denoted by: MBT(S, S(D)).

MBT S; S Dð Þð Þ ¼ Combine MST S; S Dð Þð Þð Þ ð5Þ

So each route is multiplied by combining some gradients paths from these MST
trees. So the bandwidth of route is easily to increase to meet the demand.

5 Build Hierarchical Multiple Multicast Routing

In the papers [1, 2, 6, 7] we have mentioned some strategies to make hierarchical
routing. In the global network, applying the R+ tree to manage the network. Assume, at
a level in this tree, R is the vertex at this level, this vertex has n child vertices {C_1,
C_2, …, C_n}, which are R+ tree children of their parent. So we have:

Rþ ¼ Rþ C 1ð Þ[Rþ C 2ð Þ[. . .[Rþ C nð Þ ð6Þ

In which, C_i is root of a child R+ tree, in each child R+ tree, we use the introduced
algorithms to make multiple multicast trees to route in this cluster of whole network. In
each multicast tree, it may be used an optimal algorithm such as GEN or BEE or ACO
[1–3, 7, 8] to find optimal routes for data transmission.

6 Algorithms’ Simulations

In order to simulate above analyzed algorithms, we have to setup data structures to
store the sets of vertices and edges of the graph of the network.

a) The vertex class: 
1. public class cVertice 
2.     { 
3.         public int V { get; set; } 
4.         public double Probability { get; set; } 
5. public List<cVertice> children_nodes { get; set; } 
6.         public cVertice parent { get; set; } 
7.         public cVertice(int v_id, double p_prob_exist) 
8.         { 
9.             v_id = V; 
10.             Probability = p_prob_exist; 
11.         } 
12. } 

The Probability property for assessing the probability the node is belonged to the
current network class. So it can use the artificial Neuron network to validate to increase
the correctness and reliability. The parent node property stores a pointer to this node in
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the hierarchical model. The property children_nodes stores the link list of nodes of the
next level in this model, these nodes are managed by this current node.

b) Edge class: 
1. public class cEdge
2.     { 
3. public int fVertice { get; set; }
4. public int eVertice { get; set; }
5.         public double Probability { get; set; } 
6.         public cEdge(int fV, int eV, double c, double p) 
7.         { 
8. fVertice = fV;
9. eVertice = eV;
10. cost = c;
11.             Probability = p; 
12.         } 

    } 

The fVertice property stores beginning vertex of the current edge, the property
eVertice stores the ending vertex of this edge. The cost property stores cost metric of
the edge to validate the QOS of routes that pass this hop.

c) The minimum skeleton tree 
    public class cMST
    { 

public List<cVertice> MsTree { get; set; }
public cMST()

        { 
MsTree = new List<cVertice>();

        } 

public cVertice find_MCstTr(int snd, List<int> lst_dnd)
        { 

cVertice mctr = null;
for (int i = 0; i < MsTree.Count; i++)

            { 
                mctr = find_mcs_root(MsTree[i], snd); 

if (mctr != null)
                    break; 
            } 

return mctr;
        } 

cVertice find_mcs_root(cVertice fnd, int snd) 
        { 

List<cVertice> lst_nde = new List<cVertice>();
cVertice root_mcs = null;

            lst_nde.Add(fnd); 
            while (lst_nde.Count > 0) 
            { 

root_mcs = lst_nde[0]; 
if (snd == root_mcs.V)

                { 
                    break; 
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                }
                else 
                {
                    lst_nde.AddRange(root_mcs.parents); 
   lst_nde.remove(root_mcs); 
                }

         }
            return root_mcs; 
        }
    }

In order to find the multicast tree, the routers have to find all MST trees. This kind
of tree is made by the above algorithm.

d) The multicast tree class  
public class cMT 
    {
        public List<cVertice> s_n { get; set; } 
        public int root { get; set; } 
        public List<cVertice> d_lst { get; set; } 
        public List<List<cVertice>> r_lst = new List<List<cVertice>>(); 
        public cMST mst { get; set; } 
        public cMT() 
        {
            cVertice c_v = null, c_v1 = null; 
            s_n = new List<cVertice>(); 
            List<cVertice> c_vertls = new List<cVertice>(); 
            for (int i = 0; i < mst.MsTree.Count; i++) 
            {
                c_vertls.Clear(); 

c_vertls.Add(mst.MsTree[i]); 
                while (c_vertls.Count > 0) 
                {
                    c_v = c_vertls[0]; 
                    if (c_v.V == root) 
                    {
                        s_n.Add(c_v); 

break; 
                    }
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                    {
                        c_v1 = c_v.child_node; 

c_v.parents.Add(c_v1); 
                        c_v.child_node = null; 
                        c_v = c_v1; 
                    }
                }
            }
        }

        public List<cVertice> find_route(cVertice root, List<cVertice> dest_lst) 
        {
            List<cVertice> stack = new List<cVertice>(); 
            List<cVertice> route = new List<cVertice>(); 
            cVertice tmp = null, tmp_1 = null, tmp_2 = null, tmp_3 = null; 
            stack.Add(root); 
            while (stack.Count > 0) 
            {
                tmp = stack[0]; 
                for (int i = 0; i < tmp.parents.Count; i++) 
                {
                    route.Add(tmp.parents[i]); 
                    tmp_1 = dest_lst.Find(n => n.V == tmp.parents[i].V); 
                    if (tmp_1 != null) 
                    {
                        tmp_2 = new cVertice(root.V, 1, 1); 
                        route.Add(tmp_2); 
                        for (int k = 1; k < route.Count; k++) 

{ 

                    else 
                    {
                        c_vertls.AddRange(c_v.parents); 
                        c_vertls.Remove(c_v); 
                    }
                }
            }
            if (s_n != null) 
            {
                for (int i = 0; i < s_n.Count; i++) 
                {
                    c_v = s_n[i]; 
                    while (c_v.child_node != null) 

This class stores some methods to make some multicast trees from the founded
MSTs. This class has the property root that stores some information (ex. Identifier and
coordinates) about the source node of the tree. The property s_n is the set of vertices
that are roots of the founded multicast trees. The destination nodes are stored in the list
d_lst, this class has some methods to find immediate nodes to add to the result tree.
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                            tmp_3 = new cVertice(route[k].V, 1, 1); 
                            tmp_2.parents.Add(tmp_3); 
                            tmp_2 = tmp_3; 
                        } 
                    }
                }

stack.RemoveAt(0); 
            }
            return route; 
        }
    }

e) The algorithm for finding MST 
public class cKruskal 
    {
        public List<cVertice> Vertices { get; set; } 
        public List<cEdge> Edges {get; set;} 
        public int iSo_dinh { get; set; } 
        public int[][] routing_table { get; set; } 
        cVertice vtc; 
        cEdge cEdg; 
        cVertice cVtc, cVtc_1; 
        bool bIn_V = false; 
        List<int> edges_add; 

        int[][] get_weight(string f_name) 
        {
            int[][] k_q; 
            List<List<string>> lSt_val = new List<List<string>>(); 
            List<string> ar_val = new List<string>(); 
            string lVal = null; 
            string[] vArr = null; 
            StreamReader rd = new StreamReader(f_name); 
            while (!rd.EndOfStream) 
            {

lVal = rd.ReadLine(); 
                vArr = lVal.Split(new char[] { ' ' }); 
                ar_val = new List<string>(lVal.Split(new char[] { ' ' })); 
                lSt_val.Add(ar_val); 
            }
            k_q = new int[lSt_val.Count][]; 

for (int i = 0; i < lSt_val.Count; i++) 
            {
                k_q[i] = new int[lSt_val[i].Count]; 
                for (int j = 0; j < lSt_val[i].Count; j++) 
                {
                    k_q[i][j] = Convert.ToInt32(lSt_val[i][j]); 
                }
            }
            return k_q; 
        }
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        public cKruskal(string f_name) 
        {
            init_alg(f_name); 
        }

        int init_alg(string f_name) 
        {
            int k_q = 0; 
            List<cVertice> q_verts; 
            try 
            {
                routing_table = get_weight(f_name); 
                Edges = new List<cEdge>(); 
                q_verts = new List<cVertice>(); 
                iSo_dinh = routing_table.Length; 
                Vertices = new List<cVertice>(); 
                edges_add = new List<int>(); 
                for (int i = 0; i < routing_table.Length; i++) 
                {
                    for (int j = 0; j < routing_table[i].Length; j++) 
                    {
                        if (routing_table[i][j] != 0) 
                        { 
                            cEdg = new cEdge(i, j, routing_table[i][j]); 
                            Edges.Add(cEdg); 
                        } 
                    }

}
                Edges.Sort(delegate(cEdge e1, cEdge e2) 
                {
                    return e1.weight.CompareTo(e2.weight); 
                }); 
            }
            catch 
            {
                k_q = -1; 
            }

return k_q; 
        }
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        public cMST find_MST() 
        {
            List<int> edges_add = new List<int>(); 
            int edg_count, iRoot, iRoot_1; 
            edg_count = 0; 
            List<cVertice> MST = new List<cVertice>(); 
            cMST mt = new cMST(); 
            iRoot = 0; 
            iRoot_1 = 0; 
            for (int i = 0; i < Edges.Count; i++) 
            {
                bIn_V = false; 
                iRoot = -1; 
                cVtc = find_Edge(Edges[i].fVertice, MST, ref bIn_V, ref iRoot); 
                if (!bIn_V) 
                {
                    vtc = new cVertice(i, 1, Edges[i].weight); 
                    MST.Add(vtc); 
                    edg_count++; 
                    edges_add.Add(i); 
                }

else 
                {
                    if (cVtc != null) 

                    {
                        cVtc_1 = find_Edge(Edges[i].eVertice, MST, ref bIn_V, ref iRoot_1); 
                        if (cVtc_1 != null) 
                        { 
                            if (iRoot != iRoot_1) 
                            {
                                cVtc.parents.Add(cVtc_1); 
                                cVtc_1.child_node = cVtc; 
                                edg_count++; 
                                edges_add.Add(i); 
                            }
                        } 
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                    tmp_v = q_verts[0]; 
if (tmp_v.V == V) 

                    {
                        iRoot = tmp_v.V; 
                        in_V = true; 
                        break; 
                    }
                    q_verts.RemoveAt(0); 
                    if (tmp_v.parents != null) 
                    {
                        q_verts.AddRange(tmp_v.parents); 
                    }
                }
            }
            if (!in_V) 
                iRoot = 0; 
            return tmp_v; 
        }

        public cMT find_MT(int sr_n, List<int> ds_set, cMST Mst) 
        {
            cMT Mt = new cMT(); 

            return Mt; 
        }
    }

                    tmp_v = q_verts[0]; 
if (tmp_v.V == V) 

                    {
                        iRoot = tmp_v.V; 
                        in_V = true; 
                        break; 
                    }
                    q_verts.RemoveAt(0); 
                    if (tmp_v.parents != null) 
                    {
                        q_verts.AddRange(tmp_v.parents); 
                    }
                }
            }
            if (!in_V) 
                iRoot = 0; 
            return tmp_v; 
        }

        public cMT find_MT(int sr_n, List<int> ds_set, cMST Mst) 
        {
            cMT Mt = new cMT(); 

            return Mt; 
        }
    }
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This class uses the MST finding algorithm by the principles of KrusKal Alg. to
accept properly vertices to the result set. This algorithm is effective when the number of
vertices of the graph is not large. By the above analysis the number of the edges is more
than the number of vertices one. This Alg. finds more than one MST tree until the
number of remaining vertices is not enough for one properly MST or there is no
founded MST.

The next is the diagram to test the performance of the MST making Alg. that the
given graph has less than or equal to 10000 nodes. The number of times to simulate is
1000. The time to execute from 100 up to 170 ms. The cost of each edge is generated
randomly with the given graph is full connected, the number of edges is: |V|*(|V|−1)/
2 = 500000 (Fig. 5).

This diagram finds MST when number of nodes of the given graph is changed. The
Alg. to find the multicast tree is rather simple as above introduction. Sometimes the
time to execute the Alg. is not increased when the number of nodes of the graph is
increasing.

7 Conclusions

Normal network node can use proactive or reactive or on-demand routing protocol
based on network situation and mobile rate of nodes. So applying above algorithms to
find multiple paths routes with QOS guaranteed is very effectively and the capability to
scale to large networks. When the number of nodes increases, we may use the

Fig. 5. The graph visualizes the processes to make MSTs.
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above-introduced R+ tree to make hierarchical multicast routing. The purpose of
hierarchical multicast routing is mainly aimed to reduce overhead in large network
routing. The algorithms that are used for finding multiple multicast trees are both very
comfortable for from small to large networks with guaranteed QOS.
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Abstract. In the advanced routing of new networks communication and network
technologies, it not only operates on some lower levels of a network protocol. But
it also operates on some upper layers such as the application layer the highest-
level layer in network protocol stack of OSI model. The routing process can be
known by a more abstract concept. It can process on many layers on network’s
stack of OSI model. So this kind of routing may be called the upper layer routing
protocol. As the content based routing, in the service based routing protocol, the
information can be classified by categories or service classes. Subscribers and
publishers can communicate with each other but they don’t know other’s address.
So it is more dynamical in processing and more comfortable for ad-hoc network.
However the upper routing must be based on lower layers to make routing deci‐
sions. But normal routing protocols are used for most static network or rather
small wireless networks or not high mobility networks. In mobile ad-hoc
networks, nodes move very often and fast, so bandwidth of connection between
them may be reduced. Therefore the transmission delay may be increased. The
paper aims at purpose to increate QOS of routing by hierarchical clustering
routing by using R+ tree in addition with some advanced techniques multicast
routing, multiple paths, use GEN/ BEE/ ANT to optimize routes to transmit data.
In R+ tree model, the network’s nodes are managed by Bottom-Up model from
leaf nodes to root of the tree. All the leaf nodes, inner nodes and root of this tree
are used for two roles: (i) Manage a cluster that consists all nodes that have direct
connections with this node; (ii) Operate as a normal node. The paper mentions:
(i) Setup hierarchical clustering network by using R tree structure. (ii) Making
multicast tree from some cluster heads for fast routing. (iii) Making optimized
route by Ant Colony Optimization.

Keywords: MANET · R+ · Service · Routing · Multi-paths · Bandwidth · Cluster ·
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1 Basic Concepts

R tree is also the same as another tree, such as it has root, branches, and leaves. However
it always keeps balance in its structure that is after each insert, update, delete operations
it has to regulate its structure to remain each node has number of its children in the
predefined range.

The routing protocol in MANET is very popular in recently communication and
computer technologies. In particular, routing protocol for service based routing is
emerging in some recent years. In this paper, we analyze the R+ to organize the network
topology in hierarchical clustering model. The R+ tree is rather simple to use for
programming and design (Fig. 1). The R+ can be expressed by the formula:

(1)

Fig. 1. A R+ tree with two levels and node range [2, 3].

We assume R+ tree has n children C1, C2, …, Cn. In turn, each Ci is a child that
connects directly to the root of R+ tree. Each R+ child tree, that has some children as its
parent. In R+ tree, each inner node has a number of children that is in a predefined range
[m, M], in which m, M are two bounds of this range. The lower bound m is belonged to
the range . In a network, the nodes usually connect to each other to establish
a network topology. This topology may be RING, STAR, BUS … But when the number
of nodes is increased and the space that occupies very large. The normal topologies are
not very comfortable, it must to innovate these traditional topologies that in the recent
time the multicast topology is usually used, to the larger network we may use hierarchical
clustering model to organize the network topology. In this paper, we apply R+ tree to
organize the network in hierarchical clustering model. So multiple levels from the root
of the tree to its leaves distribute the network. In the tree, the network nodes in a level
and belonged to a local root that are called a cluster or group. In a cluster or small group,
the nodes usually have some more common characteristics with a cluster head, this is
main node of a cluster. The cluster head manages all important tasks in this cluster.
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The cluster head is usually has much energy and operational capacity, that can operate
continuously to communicate with each node in its cluster and some other cluster heads.
The network of some cluster heads may establish the framework for the upper level of
cluster (Fig. 2).

(2)

Fig. 2. R+ tree with cluster hierarchical model.

This NETWORK(U(CHi)) is established that called a next level of cluster, that also
has a cluster head. In this way, up to the root we have the root of the tree is cluster head
of the highest level of the whole network. Therefore, it is very easy to realize that in the
first level there are some n basic clusters, n  [m, M], in which each cluster has some
nodes that in fact are network nodes, that has this root of this cluster is cluster head. The
cluster head is a leaf node of the main R tree. So these nodes communicate with this
cluster head for controlling and data communication in this cluster and outside networks.
In the next levels, the roots of lower level establish the upper level, and they vote one
of these nodes is cluster head. Therefore, it is easy to realize that the root of an upper
level manages all nodes of all branches that connect to this local root. Then it is also the
cluster head of this upper level of some cluster heads of one level lower some clusters.

2 R+ Tree Advantages for Hierarchical Cluster Routing

The algorithms are used to make R+ tree is introduced in our previous papers rather
deeply. In this paper will introduce some more details on using this tree to make hier‐
archical clustered routing. R tree can be expressed by a four items tuple:

(3)

{F} is the set of functions to insert, update, delete and regulate the tree.
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We define R+ tree by recursive formula:

(4)

In that, Root is root of the R+ tree, so it is the most important node of the whole
network, is the cluster head of top level cluster. Root often transmits control messages
to their children members to coordinate its one level lower clusters. In turn these children
members also manage their clusters by sending controlling messages. So overhead on
control messages is:

(5)

For every leaf node can be operate. In that n1 is number of children nodes in level 1
of R+ tree, n2 is average number of children nodes of each cluster in level 2… As mention
above, ni ∈ [m, M], with the level of this tree m usually not large. Especially controlling
messages are sending simultaneously from a cluster head to all its children nodes. So
its delay is guaranteed as QOS request. Normally controlling messages are flooding on
network, so it very fast causes network congestion. Especially it reduces network or
route bandwidth (B) very fast for data transmission because almost B is used for control‐
ling network. The configuration of each cluster is operated in low-level service of cluster
head by Operating System. When a node is covered by a cluster head with satisfied
bandwidth, it may join this cluster by invitation message of this cluster head. Then this
network local change is transmitted to network by multicast tree of some clusters. At
first, this control message (M) is transmitted to the cluster head (CH) of parent cluster
(PC) of the cluster head of current cluster. The cluster head of PC transmits this M to
all members of PC and to CH of its cluster. By this way, this change of network config‐
uration is very fast to be updated on all CHs. All child nodes of network leaf nodes don’t
need to receive this information, so it reduces much of bandwidth. The number of leaf
nodes is:

(6)

with m level of network. Because the tree always is balanced so this number is rather
stable. So each cluster has to store two main kinds of connections: (i) one to the cluster
head of cluster that it belonged; (ii) one to all its cluster members. This number of
connections is near to:

(7)
Hence it is very good for storage management in each cluster head. In each child

node of a leaf node of tree that needs to store only one connection to its cluster head.
The algorithm to choose cluster head as introduced by our previous papers [1, 2, 6, 7].

In fact, a node can be belonged to some clusters simultaneously because all connections to
these clusters also satisfy bandwidth demand. At the time to join network with very high
density of nodes. For instance, many upper levels of cluster may accept this node at closed
time. If this node stores all connections to these cluster heads then the time to update
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network topology is reduced by multicast tree from this node to all these CHs. With this
way the root of R+ can be connected to some another trees easily. It establishes a daisy
chain R+ trees. Because this model of networks can avoid the constraint of [m, M] in each
level of R+.

3 Find Optimized Route by Multiple Paths and Multicast Routing

The temporary backbone of network of R+ daisy chain can be established some multicast
trees or meshes of cluster heads of some clusters of this network for data transmission.
Hence it avoids R+ structure in some critical circumstances to directly transmitting data
from a source node to many destinations. This concept is very comfortable to upper layer
routing in advanced networks. The algorithms to establish multiple multicasts and
multiple paths with optimized routes that are found by GEN/BEE/ACO are introduced
in [3, 4].

4 The Procedures to Accept a Node

As any normal protocol, when a node wants to join a network, it has to make HELLO
message to broadcast it over network. When a cluster head receives this message, it
checks some conditions. If these conditions such as node’s energy, strength of signal,
CH will make a join request to send to this node. This node will send this CH its authen‐
tication information to join this cluster. As introduced in [6], this node information is
processed and it will be propagate to a basically cluster from this cluster. When the
properly cluster accepts this node, all changes needed will be operated from this cluster
to the root of R+ tree. So it may happen the new node can be cluster head based on its
capability and the procedures to vote new cluster for this cluster is processed. Hence at
first it will be cluster of current cluster. The some cluster heads with the same level with
this cluster head will vote new cluster head for the next level of clusters. The new node
may be root of R+ tree, if it satisfies the conditions.

4.1 Accepting Node Procedure

When a node is invited to join R+ tree or the root of a R+ that can be a branch of the
large R+ to receive the HELLO of this node. The node’s information is propagating back
to the root of the R+ tree. The node’s information is processed to choose the child
(branch) of the root node to accept this node. The function to assess a node to decide
the child of a CH to accept a node is operated based on some parameters. These param‐
eters are fuzzed to put to a fuzzy logic controller to get the fuzzed output result to make
the decision. The process is propagate to the leaf node of the R+ tree to add to one
basically cluster.
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4.2 Voting Cluster Head Procedure

The procedure to vote cluster head depends on some metrics of nodes in each cluster.
When a cluster is established, some neuron network or fuzzy logic controller chooses
the cluster head or a range of some cluster heads. Then the network of cluster heads of
R+ tree is optimized by GEN algorithm.

5 Using Ant Colony Optimization to Find Stable Multiple Path
QOS Route

QOS route is satisfied for communication demands of many kinds of applications, it
utilizes network resources very efficiently. QoS consists of some metrics: end-to-end
delay, available bandwidth, cost, loss probability. ACO [14] supports some QoS
features: (i) Multiple paths routing, (ii) Traffic adaptive routing, (iii) Do not decide based
on local estimates, (iv) Find optimal paths based on many criteria to load balancing.

The paper introduces an algorithm to find QOS routes based on ACO which consists
of two phases: (i) route discovery; (ii) route maintenance. In the discovery phase, it uses
two kinds of packets like route request and route reply of DSR protocol which are
Ant_Route_Request and Ant_Route_Reply. Some QOS demands are stored in
Ant_Route_Request in combination with visited node’s list field, this field stores nodes
that are visited by this packet. So this packet contains: source address, destination
address, hop count, bandwidth, visited node list initialized with source node.

5.1 Basic Concepts

Pheromone evaporation is some condition to choose the route. On the route to find food,
an ant uses some pheromone evaporations to mask good routes. So other ants easy to
find and go to the food source.

Establish to assess preference probability to choose a route based on: bandwidth of
each link on the route, valid time remaining of links of route, total delay of all links, the
hop count of this route by the formula:

Denote G = (V, E) that represents the graph of the network, V is the set of vertices,
E is the set of edges. Assume R is route found that consists of n links: R = {(V1, V2),
(V2, V3), …, (Vn–1, Vn)}. Hence, bandwidth of R is calculated by:

(8)

The valid time is remained of R that is defined by:

(9)

Total delay of R is:

(10)
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The hop count of R is:

(11)

Each parameter has a weight factor: , ,  and  for , T(R), D(R), H(R)
respectively.

Hence the route’s quality is the same on each link of the route which is calculated
by the formula:

(12)

The quality of each link is defined as the visibility of the ant by the formula:

(13)

5.2 Discovery Phase

Ant_Route_Request is broadcasted to 1-hop neighbors of the source node like a HELLO
packet of OLSR. In each neighbor node: (i) node has to maintain its link quality table

 of 1-hop distance nodes based on the accessing pheromone evaporation, it calcu‐
lates the preference probability  of each link based on information of routing table
on this node. If  is more than predefined threshold preference probability, then this
link is chosen for forwarding Ant_Route_Request next into the network; (ii) Choose a
1-hop distance node among 1-hop distance nodes that is MPR, that has connections to
almost 2-hop distance nodes of this node. So in choosing MPR is the next hop for the
route to the destination. Now MPR functions as source node, it carries the same func‐
tions: broadcast Ant_Route_Request to its 1-hop distance nodes. When packet to find a
route arrives at the destination node. Destination immediately creates Ant_Route_Reply
to transfer back to the source node. In Ant_Route_Reply stores route has been detected,
it is transferred by the unicast protocol to the source.

5.3 Maintenance Phase

Some routes can be detected in one discovery phase, but choose the optimal route by
Genetic algorithm to transfer data. The remaining routes will be cached in the buffer of
the source for multiple path routing, backup route in the case of main route hasn’t existed
by topology changes. But these routes are periodically checked for existence state.
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6 Simulations

6.1 Establish R+ Tree for Hierarchical Network Clustering

The algorithms for establishing, updating R+ to hierarchically cluster network as the
algorithms in [6] for building R+ to manage service based routing table.

Some Modifications: (i) A leaf node  stores n components (C1, C2, …, Cn), each
component  stores a pointer P to an indexed item and a summary filter FS of its child
node. Each indexed item stores a pair of two elements node identifier and its filter. Leaf
node stores a summary filter of its components and cluster head’s ID of its group. So
each leaf node give information about one basic group of the network; (ii) Similarly,
each inner or root node stores information about an upper group of the network. That is
a cluster head’s ID of its group, some components that have pointers to its child nodes
and their summary filters; (iii) Condition for inserting a node N to a child group GC of
a current group G is: check each components of G, calculate the formula:

,  is FS of GC, F is the filter of the inserted node. Put N to GC
that gives FT is minimum or maximum result based on real condition. Starting this
algorithm at root node of R to a leaf node, at the leaf node actually insert N to this basic
group and regulate the R tree to the root node for satisfying condition: number of
elements of each group in the range [m, M].

6.2 Simulate These Algorithms of Applying R+ Tree to Cluster Network

Execute the process to insert node to the network until there are 1000 nodes. Perform
this process by the regulation: when adding enough 10 nodes, then remove 1 node.
Measure time in ms needed to add or remove a node, then collect the results to make a
below graph (Fig. 3):

Fig. 3. Simulation results of applying R+ tree to insert/remove node of clustered network.
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As the graph shows that the time required to execute does not increase when the
number of nodes increases. It is approximate one milli second. Sometimes this time
increases for regulating R+ tree, but it is lower than one second. The time is rather high
in the whole tree building process.

7 Assessment and Future Research

All above analysis are introduced in our previous papers, so they have very good
performance. In the future, we have to research some compression techniques and
encode data. It may help to reduce requested bandwidth and increase network security
for data transmission. We may develop hierarchical clustering routing by using GPS to
detect position of nodes with some techniques to estimate this position based on orbit
of moving and velocity of node with some weighting model to assess these metrics to
get correct node position to cluster network.
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Abstract. In this paper, we propose a new approach to optimize the
connection time for Low Earth Orbit (LEO) satellite based on dynamic
sensor field. A dynamic sensor field is a long range sensor network that
is able to redefine the gateway for extension communication time with
LEO satellite to adapt with the shift of the satellite’s ground track at
each revolution. The model for optimization comprises the parameters of
both ground and space segment. The experimental results are performed
on two sensor field deployments which aim at optimizing the connection
time for successful communication.

Keywords: Connection time · LEO satellite · Satellite communica-
tions · Satellite orbit · Sensor field

1 Introduction

Wireless Sensor Network (WSN) [2] is known as a network of sensors coopera-
tively operating in order to surveillance or collect the environmental parameters.
In addition, a sensor field is included a number of devices that can interact with
one another and also to the environment. Most of existing wireless technique
aims at short range application in aspect of smart cities such as parking alloca-
tion, home services, and so on [1,4]. Although the short transmission range can
be compensated by applying a mesh topology, it would be economically infeasible
to deploy in large geographic areas or behind obstacles (mountains, oceans, ...).
To overcome these disadvantages, a long range wireless sensor network is pro-
posed as a field of nodes (sensors or/and actuators) networking wirelessly in a
far distance.

LEO satellites are classified into Sun synchronized [19]. Due to the Earth’s
rotation, the orbit of LEO satellite is shifted in westward direction around the
polar axis at each revolution, as shown in Fig. 1 [1]. It leads to the meeting
points of a gateway on the Earth’s surface and the LEO satellite will be changed
over time. Moreover, gateways can only communicate with LEO satellites when
the satellites in their visibility region, generally in a short time approximately
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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Fig. 1. LEO satellite’s trajectory westward shifts because of the Earth’s rotation [1].

5–10 min [5]. With a static sensor field, it can be occasionally unsuccessful in
communication with the LEO satellite because the meeting time do not enough
for data exchange.

A dynamic sensor field, which has the ability to redetermine its gateway to
adapt with the shifts of LEO satellite’s paths, is suitable to improve the con-
nection time. To optimize the connection time, it is necessary to choose proper
gateways for the longest length of connection time. Therefore, the connections
between a LEO satellite and a dynamic sensor field is presented by graph-based
model because it is convenient to observe and apply the optimization algorithms.
In this paper, we propose a new approach based on dynamic sensor field to opti-
mize connection time for LEO satellites.

The remainder of this paper is organized as follows. In Sect. 2, we overview
related works. Section 3 presents a dynamic sensor field model. How to optimize
the connection time between a sensor field and a LEO satellite based on dynamic
sensor field is presented in Sect. 4. Section 5 gives two experiments of optimizing
the connection time before a conclusion is drawn.

2 Related Work

In the last decade, researches on communication services provided by LEO satel-
lites have focused on several main directions as follows.

Almost studies in LEO satellite design aim at optimizing the design the
mechanics, interconnections, electric circuits, power supply to increase the life-
time of satellites [4,18].

Besides, many papers present about orbit design work, for example [5,20,21].
These researches focus on design satellites’ trajectory, handover traffic and con-
stellation for better operations in missions. Some of surveys also address the
related issues of cooperating and optimizing the positions of ground stations in
order to improve the durations of communications, as can be seen in [3,13].

On another approach, many surveys show the research topics in the optimiza-
tion of communications that attracts so many researchers. They work on pro-
tocols, radio frequencies, onboard transceivers and antenna designs to enhance
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the quality of communication services with a low power consumption which were
introduced in so many technical papers such as [6,16,17].

The LEO satellite communication can be used in mobile satellite communica-
tions, surveillance the Earth surface, geological surveys, so on [4]. However, the
direct radio links between sensor fields and LEO satellites are not considered
in literature. In recent years, it emerges as an attractive topic because of the
current innovation solutions such as LoRa Semtech and solutions from vendors
QB50 [1,8].

3 Dynamic Sensor Field

3.1 Sensor Field

A sensor field (SF) [7] is presented by a graph G(V, E) with a set of vertices
V = {v1, v2, ..., vn} and a set of edges E = {e1, e2, ..., em} with ek = e(vi, vj),
k = 1..m, i = 1..n, j = 1..m, m = 2n. The weights of these edges are defined
by W = {w1, w2, ..., wm} where the value of each wk is given by function f1(),
wk = f1() (Fig. 2).

Fig. 2. A graph of a sensor field with 7 vertices (nodes) V = {v1, v2, v3, v4, v5, v6, v7} and
5 edges E = {e1 = e(v1, v2), e2 = e(v1, v3), e3 = e(v2, v3), e4 = e(v3, v4), e5 = e(v5, v6)}.

Each node of SF has a maximum communication range that is indicated by
a circle with radius r. In order to define the conditions to exist an edge, we
introduce two following definitions:

Definition 1 (Established Edge). An edge is established if and only if the
distance between a pair of vertices is less or equal to the minimum value of their
radii, d(vi, vj) ≤ min(ri, rj).
Definition 2 (Not Established Edge). An edge is not established if the
distance between a pair of vertices is greater than the minimum value of their
radii, d(vi, vj) > min(ri, rj).

As can be seen in Fig. 3, a pair of vertices (v5, v6) have the same maximum
communication range that is indicated by two solid red circles with radius r.
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Fig. 3. The graph of a sensor field. The maximum communication range of nodes that
is indicated by two solid red circles with radius

Because the distance between v5 and v6 is less than r, d(v5, v6) < r, based on
Definition 1 there exists an edge e5 connecting them. Similarly, the others edges
of this graph namely e1 = e(v1, v2), e2 = e(v1, v3), e3 = e(v2, v3), e4 = e(v3, v4)
could be established. There are 2n − 5 edges between a pair of vertices of this
graph that are not existed due to adequacy of Definition 2. Note that vertex
v7 is isolated because all distance values between it and the other vertices are
inadequate to the Definition 1.

3.2 Extended Sensor Field

An extended sensor field (ESF) is used to describe a sensor field in the connection
with a LEO satellite. When a LEO satellite connects with a sensor field, its sub-
point on the ground (sub-satellite point) is considered as a center vertex, s,
of the graph. Consequently, the graph consists of n + 1 vertices P = {V, s} =
{v1, v2, ..., vn, s}. In addition, the number edges of the graph are m+n by adding

Fig. 4. A star graph of the connections between center vertex s (a sub-satellite point)
and other vertices {v1, v2, ..., vn} (nodes of a sensor field).
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n new edges C = {c1, c2, ..., cn} with ci = c(s, vi), i = 1..n. The weights of
the n new edges are defined by Z = {z1, z2, ..., zn} where the value of each
zi is given by function f2(), zi = f2(). Hence, in this case the set of edges is
R = {E,C} = {e1, e2, ..., em, c1, c2, ..., cn} and the set of corresponding weights
is Q = {W,Z} = {{wk}, {zi}} with k = 1..m, i = 1..n. As a result, the ESF is
presented by a graph G(P,R).

Figure 4 illustrates a star graph of the connections between a center ver-
tex s (a sub-satellite point on the Earth’s surface) and a set of n vertices,
V = {v1, v2, ..., vn} (nodes of a SF). It is noted that sub-satellite point, s, is
where on the ground the straight line connecting the center of the Earth and
the satellite meets the Earth’s surface. If the satellite and any node can com-
municate with each other, there exists an edge between them. Thus, n direct
connections between s and the set of vertices are indicated by a set of n edges
C = {c1, c2, ..., cn}.

3.3 Dynamic Sensor Field

To describe a dynamic sensor field (DSF) in connections with a LEO satellite,
we propose two definitions as follows:

Definition 3 (Connection Vector). Connection vector is a vector which stores
vertices in set V = {v1, v2, ..., vn} connecting with center vertex s in chronolog-
ical order.
Definition 4 (Time Vector). Time vector is a vector which stores time of the
corresponding connections in Vector connection.

In a dynamic sensor field, only one vertex (node) in set V = {v1, v2, ..., vn}
is chosen to connect with the center vertex (sub-satellite point), s, at a time.
Generally, different nodes could be chosen based on the set of weights at dif-
ferent times. The name of chosen node is stored in Connection vector and the
corresponding time is stored in Time vector.

Fig. 5. An example of satellite connection data with three rows: Connection number,
Connection vector and Time vector.

Figure 5 shows that in connection 1, center vertex s establishes the connection
with v1 at time t1. In a similar way, in connection 2 at time t2 and connection 3
at time t3, v4 and v2 are chosen to connect with s respectively.

Three graphs of the dynamic sensor field in three different connections with
the center vertex, s, at different times t1, t2 and t3 are shown in Fig. 6. At time
t1 (see Fig. 6(a)), vertex v1 is chosen and edge c1 is established. Similarly, in
Fig. 6(b) and (c) vertex v4, v2 are chosen that leads to c4, c2 are established at
time t2 and t3 respectively.
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Fig. 6. The graph of a dynamic sensor field with three different connections (solid red
lines) at time t1, t2 and t3.

4 Connection Optimization

4.1 Compute the Connection Time

In this section, we describe the way to calculate connection time, f2, between a
LEO satellite and a gateway of DSF, vi [19,22]. Similarly, the calculation could
be applied for all other nodes. Note that every node of the sensor field is assumed
as a gateway for the connection with the satellite in calculating the values of
connection time.

Fig. 7. Gateway of sensor field geometry [19]. Fig. 8. Geometrical relation between
sub-satellite point (S) in coordinate
frame [19].

First, it is necessary to define the angles and related distances between satel-
lite, a gateway on the ground and the Earth’s center. The parameters are indi-
cated on Figs. 7 and 8. For angular radius of the spherical Earth, ρi, can be
found from relation

sin(ρi) =
RE

RE + H
(1)

where RE = 6378.14 km is the Earth’s radius and H is the altitude of the satellite
above the Earth’s surface.
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In this work, we assume that connection duration is the amount of time
when a gateway is still under the access area of LEO satellite with εi ≥ 5 deg,
therefore εimin

= 5 deg. With the value of εimin
, the values of maximum Earth

central angle, λimax
, maximum nadir angle, ηimax

, and maximum slant range,
Dimax

, can be computed by the following equations:

sin(ηimax
) = sin(ρi) cos(εimin

) (2)

λimax
= 90 deg − εimin

− ηimax
(3)

Dimax
= RE

sin(λimin
)

sin(ηimax
)

(4)

The maximum Earth central angle, λimax
is defined as the radius of the access

area. The double of λimax
value is the ground track’s swath width. From Fig. 9,

the maximum value of the instantaneous access area, IAAimax
, of a gateway on

the Earth’s surface will be defined by

IAAimax
= 2πR2

E(1 − cos(λimax
)) (5)

Fig. 9. Determination of the coverage
for LEO satellite [19]. Fig. 10. A LEO satellite on its orbit [19].

As can be seen on Fig. 10, the orbit of a LEO satellite is specified by two main
parameters namely the inclination angle, I, and longitude, Lnode, of the instan-
taneous ascending node. In Earth geometry, these parameters often expressed in
terms of the pole of the orbit plane with coordinates as

latpole = 90 deg − I (6)

longpole = Lnode − 90 deg (7)

From the geometry of Fig. 8, knowing the latitude and longitude of both the
orbit pole and the gateway the value λimin

can be found from

sin(λimin
) = sin(latpole) sin(latgi) + cos(latpole) cos(latgi) cos(Δlongi) (8)
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where Δlongi is the longitude difference between the gateway and the orbit pole.
Consider the satellite in a circular orbit, the orbit period in minutes, P, is related
to altitude, H, in kilometers by

P = 1.658669 × 10−4 × (6, 378.14 + H)3/2 (9)

Finally, the connection time, f2i , is given by

f2i = (
P

180 deg
) arccos(

cos(λimax
)

cos(λimin
)
) (10)

4.2 Define the Operation Modes of DSF

In order to describe the behaviors of a dynamic sensor field, we propose two
definitions as follows:

Definition 5 (Passive Mode). Passive mode of a dynamic sensor field is
established when a dynamic sensor field automatically collects and prepares the
environmental data to sent before visiting a LEO satellite. Each time the satellite
is perceived, the gateway of sensor field will establish the connection and then
send the data. All processes of a dynamic sensor field are programmed and
repeated systematically.
Definition 6 (Active Mode). Active mode of a dynamic sensor field is estab-
lished when a dynamic sensor field has the ability to response satellite’s com-
mands before the end of a contact. In this mode, a LEO satellite visits a dynamic
sensor field and establishes a connection with a gateway. The satellite then sends
a command to gateway for control purposes and/or collecting environmental data
from DSF. After a certain period of time, it expects to receive the feedback data
also via a gateway. Hence, there is a pair of gateways: Input gateway for receiving
satellite’s command at the starting time and Output gateway for sending data
to satellite before the satellite leaving.

4.3 Constraint

The altitude of a LEO satellite must be in range from 275 km to 1400 km due to
atmosphere drag and Van Allen radiation effects [3,19]. Besides, the experimental
results were announced by High Altitude Society in United Kingdom that LoRa
SemTech transceivers can communicate in distance up to 600 km in environment
without any obstacle and 20–40 km in urban area [8]. Based on these factors,
maximum communication range for all nodes in long range sensor fields is 40 km
in this work. LEO’s satellites are chosen in our experiments must have the orbit
altitude less than 600 km. Furthermore, the satellite’s relative speed over a fixed
point on the Earth’s surface must be around 7.5–8.0 km/sec [19]. The speed of
the satellite is calculated by

v =
√

GmE

RE + H
(11)
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Equation 11 shows that the speed of the satellite in orbit is in inverse proportion
of its altitude [19]. Where G is universal gravitational constant (G = 6.67×10−11

Nm2/kg2) and mE is the mass of the Earth (mE = 5.98 × 1024 kg). With orbit
altitude of satellite in range 300–600 km, the speed of satellite on orbit must be
in range 7.56–7.73 km/sec.

4.4 Optimization Method

In order to present the method of optimization for connection time, we introduce
two following definitions:

Definition 7 (Sensorset). A sensorset is created whenever one or more nodes
appear and/or disappear in a subset of nodes.

Let a DSF with n nodes, V = {vi}, i = 1..n, and an extended node, s, which
is the sub-satellite point of a LEO satellite. The problem is how to optimize
the connection time between the DSF with a satellite. A sensorset Ak = {vj},
j = 1..m with m ≤ n, is several nodes that the satellite can connect at a time.
Ak is a subset of V so that the union of all subsets Ak in the period of time,
T = tk, k = 1..p is set V , V = A1 ∪ A2.. ∪ Ap. It is necessary to find out a set of
proper nodes that provides the longest length of time for the connection. This
leads to two following sub-problems:

Problem 1: Consider a sensorset, which node provides the longest connection
duration time.

The connection times of all nodes are calculated and then sorted in a descend-
ing list. To obtain maximum connection time, the node corresponding to the
value at the top of this list is selected to connect with the satellite.

The algorithm for selecting the gateways of the DSF is briefly presented as
follows:

//Calculate connection durations
for i = 1 to n

f2i = Time4Con(Nodei.Position, SubSat.Position);
//Find the maximum value of connection durations
MaxVal = max{f2};
//Node, which has the maximum value of connection durations, will
become a gateway
if (f2i = MaxVal) then

UpdateConnectionData(i,Nodei,t);

Problem 2: Consider all nodes of a DSF, which set of nodes provide total of
connection times which is the longest.
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To select a proper set of nodes, the association analysis algorithm [23] is
applied. If a DSF V has n nodes, there are 2n − 1 connection items, G = {gl},
l=1..(2n − 1). The DSF is represented in a binary format, where each row cor-
responds to a connection item and each column corresponds to a node. A node
value is one if the node appears in a connection item and zero otherwise. Weight
of a connection item determines how often a connection item is applicable to a
set of connection items. The weight of a connection item, gi ∈ G, can be defined
as follows:

w(gi) =| {gl | gi ⊆ gl, gl ∈ G} | (12)

where the symbol | . | denotes the number of elements in a set.

Fig. 11. A sensors lattice for a DSF V = {v1, v2, v3, v4}.

A lattice structure is used to enumerate the list of all possible connection
items. In Fig. 11, a connection item lattice for a DSF V = {v1, v2, v3, v4} is
depicted. Connection item corresponding to the highest weight is chosen aim at
achieving the longest length of connection time.

Fig. 12. The connections between a 4-node DSF with a LEO satellite.

For example, in Fig. 12 a DSF with 4 nodes, V = {v1, v2, v3, v4}. There are
4 sensorsets A1 = {v1, v2}, A2 = {v1, v2, v3}, A3 = {v2, v3, v4} and A4 = {v4}.
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Fig. 13. The weights of connection items in a DSF with 4 nodes.

The weights of connection items are presented in Fig. 13. Because the weight
of connection item (v2, v4) is highest, this connection is chosen.

5 Experiment

5.1 Data Used

For experiments, there are two abstract structure of the long-range sensor
fields for fire forest surveillance were generated by using NetGen [9]. Figure 14
shows the first dynamic sensor field consists of 50 sensor nodes (DSF50) that is
stretched from South Central Coastal to Southeast and extended up to Mekong
River Delta in Vietnam. The second dynamic sensor field contains 110 nodes
(DSF110) that was deployed along Vietnam’s border.

Fig. 14. A dynamic sensor field with 50 nodes (DSF50) was deployed by using NetGen.

According to the constraints about the satellite’s orbit altitude as discussed
in Sect. 4.3, BEESAT-3 [12] was chosen in this experiment. Thirty data orbits
of BEESAT-3 were used as input data of optimization process (see Fig. 15). The
data are stored in plain text (.txt files) that are used as input data. Figure 16
presents the structure of a orbit data (orbit 12794) after reforming.

Fig. 15. Thirty orbits of BEESAT-3 from 17 to 25 August 2015.
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Fig. 16. The orbit 12794 of BEESAT-3 after reforming.

5.2 DYNSEN Tool

We have developed the DYNSEN tool by Octave [14], that enables to optimize
the connection time between a dynamic sensor field with a LEO satellite. GPre-
dict [10] is used to provide the information about satellite path. Besides, NetGen
tool [9] is utilized to generate the abstract network of two dynamic sensor fields
from geographic data provided by Google maps service. The obtained result is
nodes of the DSFs which should be configured as gateways for the best connec-
tion duration times.

5.3 Scenario 1: The Dynamic Sensor Field in Passive Mode

Thirty sensorsets are created with each satellite’s orbit, during the period of time
the BEESAT-3 visits the DSF50. With each sensorset, a subset of connections is
established. The weights of each connection in subset are then computed. A set
of connection items is created by combining these subsets. The best connection is
chosen based on the weights of connection items. For instance, with orbit 12974
and 12795 node v08 and v44 are chosen corresponding to the connection time
6.5691 and 9.9812 min, respectively.

Fig. 17. The connection times of DSF50 in two BEESAT-3’s orbits (12794, 12795) on
August 17, 2015.

The gateways of DSF50 in two BEESAT-3’s orbits (12794 and 12795) on
August 17, 2015 are shown in Fig. 17. From the experimental results with the
thirty different orbits of BEESAT-3, the dynamic gateway gives the longer length
of time for connection than the static one.

The chart in Fig. 18 presents the average connection duration of the DSF50
in thirty orbits of BEESAT-3 and the corresponding the value of DSF110. It
is obvious that in case of applying a dynamic gateway, the connection times
are 8.16 and 8.41 min for DSF50, DSF110 respectively that are better than the
values with a static gateway, 7.04 min. Consequently, the increment in connection
duration is around 65–80 s which is equivalent to an increase of 15–20 %.
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Fig. 18. The average of connection times of DSF50 and DSF110 over thirty different
orbits of BEESAT-3.

5.4 Scenario 2: The Dynamic Sensor Field in Active Mode

In this scenario, the dynamic sensor field with 110 nodes is used in our exper-
iments. We also use the information about ground track of two BEESAT-3’s
orbits (12794 and 12795) on August 17, 2015 as input data. The similar process
as described in scenarios 1 is utilized, but in this case a pair of nodes must be
chosen as Input gateway and Output gateway for the best connection time with
each satellite’s orbit.

Fig. 19. Two pairs of (Input gateway, Output gateway) are chosen corresponding to
two BEESAT-3’s orbits (12794 and 12795) in August 17, 2015.

Figure 19 shows pairs of (Input gateway, Output gateway) for two BEESAT-
3’s orbits. With orbit 12794, v81 was selected as Input gateway and v13 was
selected as Output gateway. However, with orbit 12795 (v109, v03) was a chosen
as pair of (Input gateway, Output gateway).

6 Conclusion

Based on the dynamic structure of a sensor field, we have described a new
approach in order to optimize the connection time for LEO satellites. The
distances between the sub-satellite point and each node of the sensor field is
utilised for determination a pair of gateways to adapt with different satellite
path. The experimental results were obtained by performing DYNSEN in two



Optimizing the Connection Time for LEO Satellite 393

different scenarios in which the dynamic sensor field was optimized to adapt with
the shifts of satellite paths. With dynamic sensor field approach, the amount of
time for communication could be improved in long-range sensor field applica-
tions using satellite connections to monitor, control and collect environmental
data.
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Vietnam Government for awarding a scholarship to the first author of this research.
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Abstract. The paper deals with design of segmentation method for extraction
special types of pathological changes of knee cartilage. Those changes are called
chondromalacia of knee cartilage. These pathological changes unfavorable
influence cartilage’s surface and significantly deteriorate their structure. Knee
cartilage is typically investigated by Magnetic resonance imaging (MRI). MRI is
very effective method which is able to differentiate individual knee structures.
On the other hand some tiny tissue’s changes are not clearly recognizable
because MRI generates image outputs in shade gray levels. Chondromalacia in
early stage is manifested by weak contrast compared to its surroundings and
therefore it is very complicated to recognize and locate spots where this change
is. The proposed segmentation method is able to precisely differentiate indi-
vidual cartilage structures and perform extraction of cartilage structure and
adjacent pathological changes. Furthermore the proposed segmentation method
transform MRI data to contrasting color map which is more effective approach
then gray shade levels. The proposed algorithm is being tested on sample 30
patient’s records and results are discussed with radiological experts.

Keywords: Multi slice thresholding � Image segmentation � MRI � Chondro-
malacia � Articular cartilage � MATLAB

1 The Structure of Articular Cartilage

Covering the surface of bone in all joints is articular cartilage. Articular cartilage is
smooth white and glistening. This type of cartilage is very specialized and has several
functions. One of the most important functions is force distribution. If a load is placed
on the joint the cartilage spreads the load out so that it is distributed over a large surface
area. This protects the bone and makes it so that the underlying bone is not subjected to
large forces. Normal cartilage also is very smooth and slippery. A joint is able to bend
and straighten with very little resistance because of the low coefficient of friction of
articular cartilage which is less than that of ice. Lastly the shape of the bone and
cartilage surface provides stability to the joint.

The composition of articular cartilage is very complex and is made up of collagen
(protein in skin and nails), water and various other proteins. These proteins and water
are in a compressed state and because of this balance are able to resist load. When a
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load is placed on the joint the cartilage surface will compress and the water and protein
will be pushed closer together. Water and protein have opposite charges (positive and
negative) and repel each other as they are compressed and therefore resist load. The
load is also spread out over a large area to dissipate the force. This is the way that
articular cartilage is able to decrease the load on the underlying bone and protect it. The
most frequent used sequences for examination of articular cartilages are spin-echo
sequence (Fig. 1) and fast spin echo sequence with fat saturation (Fig. 2) [1–6].

Fig. 1. Multiple planes of fast spin-echo (FSE) images show cartilage damage in 54-year-old
man

Fig. 2. Axial fast spin-echo (FSE) images with fat saturation of cartilage damage
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2 The Design of Multi Slice Segmentation Algorithm

After loading input image it is necessary defining region of interest (RoI). This step is
needed for localization area where cartilage structure should be. By this procedure it is
increased analyzed area, there is a disadvantage because it is focused smaller part of
image which contains less pixels. Therefore it is needed to perform pixel’s interpolation
for achieving better image contrast. For this task, linear interpolation method is used.

The core of segmentation method is based on the Otsu method. Otsu method
normally uses just one thresholding. Segmentation method with only one thresholding
is not suitable for processing of medical images. In this area, it is much better to use
which is based on the multi slice thresholding approach, which increases sensitivity of
recognition individual structures in cartilage images. Furthermore segmentation pro-
cedure transforms shade level pixels to contrasting color map with high level of
contrast scale.

Proposed thresholding method finds specific levels for a image based on the his-
togram distribution into equally large areas. Specific thresholding level is used for each
area. The analyzed image is consequently segmented according to all thresholding
levels.

Individual pixels with different shade levels are labeled as L with range: [0,1,…,L].
Number of thresholding levels is given as p. The size of one segmented area is given by
equation:

a ¼ L
p

ð1Þ

Between class variance σ2 is calculated similarly as Otsu method:

r2 ¼ W0 �W1 � ðl0 � l1Þ2 ð2Þ

The number of divided regions of the histogram is equal to the number of
thresholding levels p. Optimal thresholding levels for individual areas are given:

Pp ¼ maxpðr2Þ ð3Þ

For the validity of the above formulas is necessary that the number of pixels in
different shades of gray L is equal to 256 * j. Number of thresholding levels p must be
from set: [2*j, 4*j, 8*j], where j belongs to set: [1,2,…,∞]. According to practical
results, it is recommended to use set: [1,2,…,8].

The segmentation output would be normally generated by shade gray levels. This
way is it not appropriate because gray scale is not obviously recognizable. Due this fact
transformation to color spectrum is performed. Each output segmentation class is coded
by one number which represents individual structure. This transformation assigns to
each class unique color. By this procedure is achieved contrasting map when individual
colors reflect detected structures. [7–9] (Fig. 3)

The proposed algorithm for chondromalacia extraction is described by following
diagram: [10–12]
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3 Data Analysis and Segmentation Results

The proposed algorithm has been tested on the sample of 30 patient’s records. For
examination of articular cartilage are normally used two types of MRI sequences:
spin-echo sequence and fast spin echo sequence with fat saturation. There are four
stages of chondromalacia:

• Degree 0 – physiological cartilage.
• Degree I – cartilage with swelling and softening.
• Degree II – partial rupture with a crack on the surface that does not interfere with

the subchondral bone.
• Degree III – a crack extending to the subchondral bone with a diameter of up to

1.5 cm.
• Degree IV – exposed subchondral bone.

Physiological cartilage is normally represented by single colour spectrum (usually
by white color but it depends which imaging sequence is used). If some color changes
are registered on cartilage surface, it indicates pathological lesions. In Terms of image
processing Degrees II – IV are not so interesting because those disorders are manifested
by significant contrasting changes. Degree I is usually manifested by weaker change of
color spectrum in comparison with adjacent structures. Those changes are badly rec-
ognizable by human eye. Therefore is for clinical practice really needed image pro-
cessing tool for automatic recognizing areas of pathological spots. Significant
advantage of the proposed software solution is expanding of interesting area to max-
imum size for better view (Fig. 4).

The proposed algorithm has been tested on sample image data which contain
cartilage structure. Cartilage is corrupted by chondromalacia of first degree. At the first
view those pathological changes are not clearly visible.

Fig. 3. The block diagram of multi slice algorithm for chondromalacia extraction
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• Case 1

The articular cartilage is represented by darker-white color. Physiological cartilage
would have been shown by white color. At the first view it is not obvious any changes
on cartilage surface. After detailed investigation it is a little viewed weaker contrasting
change on the cartilage surface. It is indicated first degree of chondromalacia. It is
going to loss (delamination) of cartilage’s dorsal part medial condyle of femur. In the
square window area of interest is focused. Segmentation results create color map which
differentiate individual tissue’s structures (Fig. 5. left image). Physiological cartilage is
represented by red color. It is obvious interruption on cartilage’s surface (Fig. 5. right
image).

Fig. 4. Example of analyzed data

Fig. 5. Original MRI image data (up), segmentation results (left) and detected cartilage’s surface
with pathological interruption (right)
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• Case 2

There are two images of articular cartilage which is suffered from chondromalacia
of first degree. It is again needed to perform extraction of articular cartilage and
pathological interruptions (Figs. 6, 7 and 8).

• Case 3

The third case deals with detection of inhomogeneity on cartilage of medial con-
dyle’s femur and tibia. These changes are very difficult recognizable in standard shade
levels imagining. In segmentation output it is obvious changes of cartilage’s structure.
Those changes are accompanied by color changes from yellow to lightly blue color
spectrum (Fig. 9).

Fig. 6. Original image data with RoI

Fig. 7. Segmentation results (left), cartilage surface with interruption (right)
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4 Conclusion

The Article deals with design and testing of multi slice thresholding method for
chondromalacia detection. The proposed algorithm is able to perform color mapping of
individual structures from MRI images. The significant benefit is separation those
structures to isolated classes and consequent selection interested structures. By
described procedure it is possible to extract specific tissues from original MRI data.
Benefit of proposed solution is deep sensitivity of classification even for the structures
which are accompanied by badly visible contrast. This feature is needed especially for
extraction of early stage chondromalacia. This disorder is manifested by weak contrast
changes and therefore it is practically impossible to recognize and locate those

Fig. 8. Original MRI image data (up), segmentation results (left) and detected cartilage’s surface
with pathological interruption (right)

Fig. 9. Original MRI image (left) and segmentation output (right) (Color figure online)
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pathological areas. On the base segmentation procedure articular cartilage is repre-
sented by single color spectrum (usually red color) and pathological interruptions are
clearly indicated unlike from native MRI images. In clinical practice, there is no any
other alternative for assessing articular cartilages. Those structures are assessed by
human’s eyes. This process is influenced by relative significant subjective error. The
proposed software solution has been tested on the sample real patient’s data and for
now gives satisfactory results because it is able to reliably separate physiological
cartilage and chondromalacia’s changes. It is very favorable assumption for using it in
clinical practice.
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Abstract. The cardiovascular system is one of the most important system in
human body and it is necessary to oversee its right function. Clinicians would
benefit from the evaluation of the state of the cardiovascular system without using
invasive entrance and to have information about state of all main parts of cardi‐
ovascular system. Pulse wave measurement could be one possibility of how to
noninvasively evaluate the state of cardiovascular system and its individual parts.
The paper introduces methodology of pulse wave measurement from several sites
on the human body and the ECG signal simultaneously. Hardware and software
materials developed for the solution are described and preliminary results are
presented.

Keywords: ECG · Multichannel photoplethysmography · State of cardiovascular
system · PWV · Labview

1 Introduction

Cardiovascular diseases are the most frequent causes of death in the world. This is very
known and discussed problem, and yet many people underestimate risks connected to
the formation of these diseases. Clinicians, together with engineers, try to find some
reliable and noninvasive methods which help to evaluate the rate of cardiovascular
problems. One of possible methods could be pulse wave measurement.

Parameters of pulse wave provide relevant information about heart rate and also
about the good functioning of heart thanks to the information about start and end of
systole and, what is very important, information about pulse wave velocity. Pulse
wave velocity could be used for the evaluation of the stiffness of blood vessel or for
the evaluation of blood pressure which is a complex indicator about state of cardio‐
vascular system [1, 2].

Pulse wave results from the work of the left part of heart. From this part, the blood
is ejected into the aorta, and the heart provides energy to make the blood circulate.
A single pulse wave is generated during each cardio cycle, defined by the interval
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between two successive systoles. Each pulse wave consists from a forward wave and
a backward wave, the latter arising arises thanks to reflection of forward wave from
the division of artery, and its shape is affected by elasticity of blood vessel. Decrease
of stiffness of artery makes the forward wave smaller and backward wave bigger and
vice versa [3, 4] (Fig. 1).

Fig. 1. Comparison of the shape of pulse wave based on stiffness of artery. High stiffness leads
to faster waves and backward wave makes blood pressure higher. Low stiffness leads to a slower
backward and positively affects blood flow.

Most of the time, Pulse wave is measured from periphery like fingertip or from places
showing good blood perfusion like ear lobe, nose or forehead. This measurement is
noninvasive and relatively comfortable for the patient. This is why the diagnostic
methods based on processing of pulse wave could end up being a good candidate for the
prevention of cardiovascular failure.

2 Problem Definition

Both pulse wave velocity and pulse transmit time depend on the properties of blood
vessels and from heart mechanisms. Thus it is possible to evaluate non-invasively the
state of cardiovascular system. From pulse wave it is also possible to evaluate the right
functioning of heart because of its anacrotic and catacrotic parts. Anacrotic part is the
increasing part of pulse wave which is produced by systole and catacrotic part is the
slowly decreasing part which captures moving of artery wall during diastole.

Pulse waves which are measured on different places of human body has different
properties. Differences of state of cardiovascular segments can then be identified (Fig. 2).

Pulse wave is affected by arterial stiffness which is also the reason why its shape is
different on different places. The pulse wave velocity increases along with arterial stiff‐
ness for both forward and backward wave. In this case backward wave can affect the
next forward wave already in anacrotic part which causes increasing of blood pressure
[4–6].

It is possible to measure the pulse wave as a pressure wave, thanks to invasive pres‐
sure sensor, or as a volume wave, thanks to plethysmography. From plethysmography
measurement, it is possible to obtain relevant information about shape and properties of
pulse wave while this non-invasive method remains comfortable for the patient [7, 8].
Clinicians would from the use of a noninvasive system to help them with the evaluation
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of the state of cardiovascular system. The assessment of pulse waves from different parts
of human body seems to be a relevant indicator. For the monitoring of cardiovascular
system, it is necessary to use an accurate multichannel photoplethysmograph which can
provide more complex information [9].

3 Implementation of New Solution

Our main objective was to develop a measurement device which would be able to non-
invasively measure pulse wave from several parts of human body simultaneously and
synchronously. Our solution consists from two parts; hardware part for analog prepro‐
cessing of measured signal and for AD conversion, and a software user interface for the
display of measured signal and digital signal processing.

The hardware designed includes 6 channels for PPG measurement one channel for
ECG measurement and an AD convertor. Software part includes digital filtering of
measured signals and signal processing which is needed for evaluation of state of cardi‐
ovascular system.

3.1 Measurement Device

The whole hardware was developed as an independent device for the measurement of
biological signals. For our purpose, it was mandatory to ensure a proper synchronous
measurement between the channels in order to avoid time delay between the samples,
and also a higher sampling rate than usual was required (Fig. 3).

PPG and ECG signals were preprocessed by an analog frontend for better conversion
to digital form.

We used standard reflexive and transmission PPG sensors. All of these sensors were
photoplethysmography sensors so they included one IR LED as transmitter and one
photodiode as receiver, from which a small current is measured through a transimpe‐
dance amplifier to provide a voltage that can be converted by the ADC. Directly after

Fig. 2. Different shape of pulse wave based on location of measurement. For diagnosis not only
the changes in shape of the wave are important, but also the time delay of pulse wave propagation
from heart to the periphery.
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this amplifier the signals are sent through a multiplexor. This multiplexor enables to
connect the output of one transimpedance amplifier to all measurement channels, while
disconnecting other amplifiers. Having the same signal on every channel enables the
evaluation of time delay between the different channel after analog processing and
analog to digital conversion. A software compensation is then applied to cancel the delay
during future measurements.

The analog preprocessing chain for PPG sensors consists of a series of filter for the
removal of undesirable frequency components of the signal. Active and passive filters
are used to preserve the 0.5 Hz–6 Hz frequency band which contains the relevant varia‐
tions of the signal.

An Arduino Nano was used for digital conversion. This module includes a micro‐
controller which provides an 8-channel, 10-bit ADC. This microcontroller is also used
to synchronously control the multiplexor using PWM.

The device is connected and powered by a host computer using USB (Fig. 4).

Fig. 4. Multichannel photoplethysmography device with three connectors for ECG electrodes.
ECG in this device is used for time synchronization of all of pulse wave during one cardiac cycle.

Fig. 3. Block scheme of the hardware part developed. The device includes six PPG channels and
one ECG channel. Signal from each channel is processed analogically for better digital conversion.
A software-controlled multiplexor enables to connect the output of the same amplifier to all
channels to evaluate the delay between samples of different channels.
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3.2 Developed Software

The software developed consists of two parts. Acquiring and visualization of measured
signals is made with LabView (National Instruments Corporation) for real time meas‐
urement. Digital signal processing of signals is made with Matlab (The Mathworks, Inc.)
with the implementation of online processing tools (Fig. 5).

Fig. 5. Detection of significant points on signals measured. R-peak of ECG is detected as point
of heart’s systole, and subsequent valley and peak of pulse wave are detected on each channel.
All of these point are used for statistical analysis and evaluation of relationship between
parameters of pulse wave and state of cardiovascular system.

It is supposed that heart’s systole can be determine as R wave from ECG. It means
that for processing of ECG signal, an algorithm for detection of R waves based on
adaptive threshold was implemented to determine which peak should be taken.

Digital processing of measured signals is focused on the computation of main
parameters of PPG signals. Parameters evaluated are: the length of anacrotic and cata‐
crotic part, and the length of each pulse wave and time delay between heart’s systole
and arriving of pulse wave at periphery. For the determination of these values it is
necessary to determine peak and valley of each pulse wave. This detection is based on
first derivation of the PPG signal [5].

4 Signal Analysis

Preliminary tests were conducted on a group of 6 individuals. The group was composed
of men and women from three categories of age. The youngest category was composed
of two healthy sportsmen without any chronic disease. The second category was
composed of middle-age man and woman with adequate body. The woman has been
treating hypertension for a long time. During the tests, measurements have shown that
the man was also subject to hypertension. The oldest category of patients were two
people with cardiac problems. The man has been subject to heart attacks and received
twice bypass surgery. The woman did also have heart attack and she has a stent in
coronary venous (Table 1).
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Table 1. Group of measured patients.

Gender Age Smoker BP bpm

Male 24 No 121/80 74

Female 22 No 117/77 64

Male 52 Occasional 210/134 84

Female 51 Yes 134/81 80

Male 66 No 134/81 80

Female 67 Yes 103/63 61

All measurements were made at rest. Each subject was sitting on a chair and at the
same time wasn’t measured only pulse wave and ECG signal but also noninvasive blood
pressure was measured by standard automatic tonometer.

Pulse waves were measured from index finger of right hand (PPG1); index finger of
left hand (PPG2); second finger of right foot (PPG3); second finger of left foot (PPG4);
right temporal bone (PPG5); left temporal bone (PPG6).

The length of anacrotic part of pulse wave was determined as the time duration
between valley and peak of pulse wave; the length of catacrotic part was determined as
the time duration between peak of one wave and valley from next wave. The duration
of the whole pulse wave, and the time delay (PTT) between pulse wave and R wave
from ECG were also measured. The Pulse wave velocity is calculated thanks to equation
[6]:

(1)

Where D is the distance between heart and the place where the pulse wave was
measured. This distance was measured by tape.

The expandability of blood vessels was also evaluated thanks to equation [6]:

(2)

After the evaluation all of parameters, a statistical analysis was made based on linear
regression. Length of anacrotic part of pulse wave and age of patients were compared
(Fig. 6).

It can be seen that anacrotic phase duration increases with age of. It can be interpreted
as an effect of stiffness of blood vessel and also of heart mechanisms.

Another analysis was made on the relationship between expandability of blood vessel
and age of patient (Fig. 7).

It can be seen that with increasing of age of patient, the expandability of blood vessel
decreases.
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Fig. 7. Relationship between expandability of blood vessel and age of patient. With increasing
of age; expandability of blood vessel decreases. Picture shows analysis which was made on signal
from PPG1 (index finger of right hand).

Expandability of blood vessel and duration of the anacrotic part of pulse wave can
be relevant of the actual state of cardiovascular system. These parameters affects blood
pressure and heart’s function. Table 2 shows comparison between all of these parameters
all of patients. Interestingly, the third patient had hypertension during measurement.
These preliminary results tends to confirm that stiffness of blood vessels has strong effect
on blood pressure.

Fig. 6. Relationship between anacrotic phase of pulse wave, which corresponds to systole of
heart, and age of patient. With increasing of age of patient; time of anacrotic phase of pulse wave
decreases. Picture shows analysis which was made on signals from PPG1 (index finger of right
hand).
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Table 2. Group of measured patients. Comparison between all of patient and main evaluating
parameters.

PPG1

Gender Age Expandability [%] Anacrotic part [ms] BP [mmHg]

Male 24 0.63 0.18 121/80

Female 22 0.61 0.17 117/77

Male 52 0.38 0.21 210/134

Female 51 0.52 0.22 134/81

Male 66 0.50 0.29 131/85

Female 67 0.48 0.28 103/63

5 Conclusion and Summary

It is very important to monitor state of cardiovascular system. There are many parameters
which can bring significant information about its condition. A relevant indicator is the
value of blood pressure. This value gives global information about state of cardiovas‐
cular system but many times it is more useful to know information about each part of
cardiovascular system. A possibility to evaluate parameters of each parts is to measure
pulse wave which gives information about state of blood vessel reflecting state of cardi‐
ovascular system.

Our main objective was to develop a system which could be used for evaluation of
each part of cardiovascular system and gives complex information about state of cardi‐
ovascular system. This system should be accurate and comfortable for patient because
of possibility of continuous long time monitoring.

Our measurements were made using a developed multichannel photoplethysmo‐
graph which was tested on group of six people. Six photoplethysmography signals from
different places on human body were measured and analysis of these signals were
conducted to study the impact of age on the duration of anacronic part of pulse wave
and the expandability of blood vessels. Moreover the study has confirmed that this
expendability has a direct impact on blood pressure.

Our device and methodology have thus shown promising results. This has been tested
in laboratory conditions and now and the next step will be to integrate testing within
clinical trials. Indeed for the validation of this method it is necessary to confirm the
preliminary results obtained on a bigger group of patients and compare them to standard
methods for evaluation stiffness of blood vessels or blood pressure.

Multichannel photoplethysmography is thus a promising method for long time
monitoring of state of cardiovascular system which will bring better information about
treatment of this system and it could prevent heart failure or; in the worst case, premature
death.
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Abstract. State of cardiovascular system is possible to evaluate noninvasively
thanks to analysis of pulse wave. Pulse wave is produced by heart which squirts
blood to artery during systole. It is effect of changing in volume of blood vessels
during propagation of blood. Pulse wave is affected by properties of blood vessel,
as stiffness and diameter, and heart’s work. Thanks to shape and time properties
of pulse wave it is possible to evaluate state of cardiovascular system. Measure‐
ment of pulse waves from different parts of human body could bring complex
information about state of cardiovascular system in whole human body. For such
a measurement it is necessary to develop precise device which will be able to
measure several pulse waves simultaneously without time delay between meas‐
uring channels. Paper describes developing of such device which also includes
one channel for ECG measurement as time synchronization. For precise meas‐
urement was also developed measuring software for displaying of measured
signals and their analysis.

Keywords: ECG · Multichannel photoplethysmography · State of cardiovascular
system · PWV · LabView

1 Introduction

Diseases of the cardiovascular system is one of the most important diseases in the World.
In Europe, cardiovascular disease is one of the most common causes of death. Medical
doctors cooperate with engineers and they try to find to find a reliable, accurate, for
patient comfortable and noninvasive method that would help to detect the cardiovascular
disease and help to prevent preliminary death or heart’s failure [1, 2].

It seems to be promising method noninvasive monitoring of the pulse wave. From
the properties and parameters of the pulse wave it is possible to evaluate a variety of
information such as heart rate, pulse wave propagation velocity associated with the
calculation of elasticity of blood vessels and also blood pressure values [3].
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The elasticity of the blood vessels can significantly contribute to the overall assess‐
ment of the state of the cardiovascular system. Reduced the elasticity of blood vessels
can be effect of atherosclerosis or calcification in artery’s wall [4, 5] (Fig. 1).

Fig. 1. Different shape of pulse waves in each cardiovascular segments. There is possible also
to evaluated time dependency between these signals compare with ECG signal.

Analysis of pulse wave can bring good knowledge about state of cardiovascular
system because shape and time properties are affect by state of blood vessel and of course
by heart’s work. The measuring of pulse waves from several places on human body
simultaneously bring complex information about each segment of cardiovascular system
[6–8].

2 Problem Definition

For precise measurement of pulse waves from several parts of human body simultane‐
ously; it was necessary to develop multichannel device which included several channels
for PPG measurement and also one channel for ECG measurement for time dependency
analysis. It was necessary to be focused on some important facts:

• Measuring channels have to measure simultaneously without time delay.
• It is necessary to make calibration all of channels for precise measurement.
• Device has to have low power consumption for possibility of transporting.
• Measurement could be comfortable for patient because of long time monitoring.
• Measurement has to be safe for patient.
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This paper describes our main objective to develop such a device and measuring software
which helps medical doctor with better diagnosis of problems with cardiovascular
system.

3 Implementation of New Solution

Multichannel photoplethysmography device consists from two parts. Hardware part for
analogue signal preprocessing for better digital conversion and software part for
displaying and digital processing of measured signals.

Thanks to standard Cannon DB9 connector could be used any standard PPG sensor
which are connected to device. Device also includes biological calibration which is
needed for evaluation of time delay between channels [9–11].

3.1 Measuring Hardware

The device includes six individual channels for measuring the pulse wave. For meas‐
urement can be used standard transmission and reflective PPG sensors. Pulse waves
were measured simultaneously with one lead of ECG. ECG measurement was used as
time synchronization for exact placement each pulse wave to right cardiac cycle and
also for evaluation time dependency of pulse waves.

For accurate measurement of the pulse waves circuit contained a calibration. This
function was formed by a multiplexer and was used for detecting unwanted time delays
between each measuring channels.

For digitalization of the signal, control of multiplexers and communication with the
computer was used development board Arduino Nano (Fig. 2).

Fig. 2. Block scheme of measuring hardware. Hardware includes six channel of PPG and one
channel of ECG measurement.

Acquiring of signals of pulse waves was made by six identical measurement chan‐
nels. Output from each trans impedance amplifier is bring to multiplexor which is there

Multichannel Photoplethysmography 415



used because of calibration. From multiplexor is signal bring to analogue preprocessing
where is signal amplified and filtered for better digital conversion.

Pulse wave was measured by sensor which includes infrared LED as transmitter and
photodiode as receiver. The photodiode generates a current at its output which is needed
to convert to voltage. This is make by trans impedance amplifier with a gain 4.7 M. After
conversion of the signal to voltage it is put a series of filters. DPF signal is filtered by
the cutoff frequency of 6 Hz, notch filter cut-off frequency of 60 Hz and HPF cutoff
frequency of 0.8 Hz. In the last phase of the signal is filtered by an active filter formed
OZ type DPF on the cutoff frequency of 6 Hz again and amplified by Gain = 31. In the
last part of the circuit is ranked last type DPF filter cutoff frequency of 4.8 Hz. Ampli‐
fication and filtering is on all six channels of pulse wave measuring identical [3].

Acquisition of ECG signal is made by one lead ECG circuit. Hardware preprocessing
of signal consists from instrumental amplifier, analogue active filters and amplification.

For developing of measuring circuit were used rail-to-rail operational amplifiers. As
instrumental amplifier was used INA126. Signals from two electrodes come to inputs of
INA126. There are subtracted from each other because of their difference is raw ECG
signal which is thanks to INA126 also amplify. For better digital conversion of signal was
needed to filter signal. It was used active HP filter with cut off frequency 0.5 Hz for
removing of slow changing of signal which is produce by breathing. After HP filter was put
active LP filter with cut frequency 100 Hz for removing of high frequency of noise. Filtered
signal is ready to AD conversion. Whole hardware solution was tested on scope (Fig. 3).

Fig. 3. Synchronous signals from one lead of ECG and one PPG sensor. Signals were measured
simultaneously. Yellow curve shows ECG signal and green curve PPG signal from finger of right
hand (Color figure online).

To eliminate the time difference between channels of the pulse wave measurement
is made by a pair of multiplexers CD74HC4053F. Management of these multiplexers is
provided by development board Arduino Nano. Calibration of these channels is made
as biological calibration. When calibration mode is set calibration mode; multiplexor
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switch all of its inputs to one. It is used one sensor which is placed on human body and
thanks to multiplexor signal from it comes to analog preprocessing part of all of channels.
It is possible to evaluate time delay between channels and also it is possible to adjust
amplitude of signal. This biological calibration ensures precise measurement.

The AD conversion and control of multiplexer ensures development board Arduino
Nano. This module is a measuring board connected to developed device. The basis of
this board is ATMega microcontroller 328. It is an 8-bit microcontroller with advanced
RISC architecture. The main advantage of this microcontroller is a 10 bit eight channels
of AD converter which ensures the transfer of seven signals to digital form and PWM
output which controls multiplexers.

Maximum of sampling rate of this converter is 10000 samples per second for all
channels together which means 1400 samples per second for each channel. For this
developed device was used 1000 samples per second sampling rate.

Communication between the microcontroller and the computer is provided by USB
converter CH340 G; it is a development board unoriginal.

Whole device is powered via USB by nonsymmetrical power supply +5 V and the
current consumption is reduced at 500 mA [1] (Fig. 4).

Fig. 4. Synchronous signals from all of six PPG sensors which were measured simultaneously.
Signals were measure also simultaneously with ECG which was used as time synchronization of
each cardiac cycle. Blue curve shows differences between PPG which were measured on different
places on human body (Color figure online).

The circuit board consists of one piece cuprexitu about 15 × 15 cm and is equipped
with classical components. The board is also designed for adding of galvanically isolated
power supply with stabilized voltage + 5 V. This prototype is; for patient safely; powered
by Arduino development board which is connected to computer via USB.
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Individual PPG sensors are connected via a standard DB9 connector Cannon. In this
nine pin connector are used only four pins. Two are used for supply and two for
connecting of infrared diodes and the photodetector. Infrared LEDs are powered by +5 V
and their resistance is adjustable via a potentiometer with value of resistor from 47 to
1047 Ω. By controlling this resistance it is possible to vary the intensity of infrared light
for improved recording pulse waveform.

The whole device is packaged in a black plastic box with options to connect to a
personal computer using the mini USB cable (Fig. 5).

Fig. 5. Multichannel photoplethysmography device with six channels for PPG sensors,
potentiometers for adjusting of PPG wave and three connectors for ECG electrodes.

4 Conclusion and Summary

After developing of hardware part of measuring device it was tested in laboratory condi‐
tions. It was discovered time delay between each channels and device was calibrated.
Thanks to integrated calibration it is possible to calibrate device before each measure‐
ment for each patient.

Multichannel plethysmography is improving of standard plethysmography which
can be used for evaluation of state of cardiovascular system.

It is very important to monitor state of cardiovascular system. There are many
parameters which can bring significant information about its condition. Good indicator
is value of blood pressure. This value gives global information about state of cardio‐
vascular system but many times it is more useful to know information about each part
of cardiovascular system. Possibility how to evaluated parameters of each parts is to
measure pulse wave which gives information about state of blood vessel which reflects
state of cardiovascular system.

Our main objective was to developed system which could be used for evaluation of
each part of cardiovascular system and gives complex information about state of cardi‐
ovascular system. This system should be accurate and comfortable for patient because
of possibility of continuous long time monitoring.

Out device and methodology bring us promising results. It was tested in laboratory
conditions and now it is ready to use it during clinical test. For validation of this method
it is necessary to measure bigger group of patients and results from this measurement
to compare with standard method for evaluation stiffness of blood vessels or blood
pressure.
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Multichannel photoplethysmography is promising method for long time monitoring
of state of cardiovascular system which will bring better information about treatment of
this system and it could prevent heart failure or; in the worst case, premature death.
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Abstract. Sufficient blood flow in arteriovenous shunt (AVS) is one of the key
parameters for successful and effective hemodialysis treatment. The development
flow is monitored using a blood temperature monitor (BTM), which is a module
which based on the thermodilution method can measure recirculation in the AVS.
From the measured recirculation, then we can calculate the flow rate in AVS.
Subsequent calculations and interpretation of measured data has to choose the
appropriate type of software that users, and physicians provides a comprehensive
picture of the patient’s vascular access. Flow measurement in vascular access
AVS in the department of chronic hemodialysis has long been monitored by
Doppler ultrasound examination, which is considered a basic examination. Flow
measurement in AVS using BTM module can be considered as an alternative
method of measurement.

Keywords: Arteriovenous shunt · Vascular access · Dialyzer · Hemodialysis ·
Hemodialysis monitor · Thermodilution · Recirculation

1 Introduction

Hemodialysis is a method of cleansing the blood, carried out by means of hemodialysis
monitor acute or chronic renal failure. Dialysis is the transfer of substances through a
semipermeable membrane. Blood purification is based on biophysical principles such
as diffusion, convection, ultrafiltration, adsorption and osmosis [1, 2].

Hemodialysis monitor consists of a system of extracorporeal blood circulation to
enable the safe collection of blood from the vascular access for patients and safe return
of blood back to the patient (see Fig. 1). Basic elements of the extracorporeal blood
circulation consists of a dialysis needle (or catheter), which are input and output of a
patient’s blood. The dialysis set, head over blood safety features to the dialyzer and back
to cleaning. Taking a dialyzer can be considered as a key element of extracorporeal
circulation, since it is used for the purification of blood [3].
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2 Vascular Access

Surgical creation of arteriovenous connection that is used to re-connect the patient to
hemodialysis, one of the basic vascular surgical procedures. By this operation is the
creation of arteriovenous shunt, or shunt (AVS) which can be easily cannula and can
withstand repeated punctures. Securing adequate blood flow is necessary for efficient
operation of the hemodialysis apparatus. Even after surgery perfection but life AVS
limited and depends on many factors. We distinguish between temporary and permanent
vascular access vascular access [4].

Fig. 1. Monitor fresenius hemodialysis.

Temporary vascular access for aid venous catheter is de-signed for a limited number
of performances (one or more) and use it for all patients who require acute perform any
of dialysis methods, most hemodialysis. Also, it is used in patients on chronic dialysis
program, the permanent vascular access cannot be created [3].

Fig. 2. Vascular access (AV shunt, fistula).

Permanent vascular access is chosen in patients when hemodialysis and its related
techniques are repeated at regular intervals (e.g., 2 to 3 times per week) for a period
not months but years. Italians Cimino and Brescia in 1966, was first used by native
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subcutaneous arteriovenous shunt (fistula, shunt) when sewn to the artery vein
(see Fig. 2). Most frequently used connection between the radial artery and cephalic
v. the non-dominant limb, rarely is then used connection between the brachial artery
and cephalic v. or femoral artery and saphenous vein. The resulting “short-vein” to
expand the influence of hemodynamic conditions, arches over nivaeu and is then
easily accessible to puncture [2, 3].

3 Recirculation

Situation where in the dialyzer together with the non-adjusted blood flows and certain
amount of blood that has flowed dialyzer and back into it returns without flow through
the organism, the term function (see Fig. 3). Ideally enters the dialyzer from the arterial
needle a given amount of blood (QB ml/min), after flowing through the dialyzer returns
venous needle set and into the bloodstream. All cleaned blood flows downstream into
the central venous system into the dialyzer inflow of new blood falsetto. However, it
may happen that part of the already adjusted blood does not flow into the central venous
system, but it gets back to the arterial needle and returns to the dialyzer, or recirculated.
This situation is referred to as recirculation in the vascular access. Recirculation occurs
under two circumstances. Either Exchanged placement of needles or blood flow to the
dialyzer exceeds the total blood flow fistulas [5, 13, 15].

Fig. 3. Recirculation in AV shunt (free reposted F. Lopot 2012 [6]).

3.1 Measurement of Recirculation

For this purpose, can be used dialysis monitor equipped with temperature monitor blood
BTM (blood temperature monitor). The temporary change in temperature of dialysate
inflow into the dialyzer is created bolus temperature, which is transferred to the blood
side of the dialyzer. Cooling the dialysate for 2 min, the cooling of small volumes of
blood, at 35 ˚C. Thus cooled blood is detected by a sensor in the venous set. Another
sensor allows capture decrease in arterial blood temperature set by recirculation. It is a
method of “on-line” and the waiting staff very simple. Value recirculation appears on
the display for about 2 min at the touch of a button. Thermodilution method can also be
used to calculate blood flow fistulas [5, 7–10].
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4 Analysis and Results

Evaluation of the development of AVS flows derived from Doppler ultrasound (ultra‐
sound) hemodialysis centres Faculty Hospital in Ostrava. The aim of this study was to
determine whether the long-term trend is prevailing development flow AVS increasing
or decreasing. Monitoring were 8 patients who underwent regular ultrasound over 6
years. Analyzing the data, it was possible to demonstrate the changing flow of the AVS
over the years. Graphic development flow AVS is always interspersed with linear trend,
this development follows. The resulting analysis of the data obtained during the
reporting period (see Fig. 4) in these patients is the declining flow in AVS during the
few years since its inception.

AV
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Fig. 4. The final analysis of the development flow.

Were also analyzed results obtained from a hemodialysis center in Vsetin derived
from BTM module hemodialysis monitor Fresenius 4008S. From the imposing number
of measurements obtained 391 was created histogram showing the distribution of ratings
QVA occurrence of flow. Results forms a bell curve, with the highest incidence occurred
in the flow range 700–1000 ml/min. Another objective was to determine the long term
with the prevailing trend. Due to the diversity of patients aged measured at different
intervals were chosen group of patients whose measurements are repeated regularly over
the years and whose frequency of occurrence of the selected 391 measurements were
highest. Chosen were 7 patients who were regularly at BTM module measurements
during 5 years. The resulting trend of the patients again showed a gradually decreasing.

In order to justify the measurement obtained from the BTM module needed its own
measurements for evaluating the accuracy with which it can be used during hemodialysis
process measured. Measurements were carried out on eleven patients of which 5 women
and 6 men. In total, 24 measurements were acquired. The goal was always com-paring
measurements obtained from BTM module with the current result obtained using
Doppler ultrasound examination. Out of 24 measurements, measuring 19 (79 %) was
the difference of 15 % and 5 measurements (21 %) with a difference of more than 15 %
compared to ultrasound. Based on the measurement and evaluation of their results, we
can say that the AVS for flow measurement in routine clinical practice at the bedside
BTM module is sufficiently precise and therefore satisfactory (see Fig. 5).

Diagnosis of Vascular Access for Hemodialysis Using Software Application 423



Er
ro

r (
%

)

Date

Fig. 5. Analysis of measurement accuracy BTM module.

5 Software for Evaluation of the Measurement Patients

To facilitate control, flow calculation and evaluation of the state of flow in AVS in
terms of the time horizon was made program, which has a staff of hemodialysis
centers to facilitate its work. With this program, the physician obtains the necessary
overview of developments in the vascular access, who may be helpful in assessing
its long-term condition. The program has a particular task to calculate the flow rate
of the AVS data obtained from BTM module, and the data for a particular patient
clearly interpret the doctor whenever he could analyze the results. The program has
a simple user interface (see Fig. 6) and the window where the patient enters basic
information about the patient, window measurement protocol, which entered data
obtained from measurements at BTM module graph of flow in the AV shunt created
a database of patients. The data stored for each individual patient can then be
retrieved and updated at any time [11, 14].

Fig. 6. User interface SW.
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After starting the program, the user can establish a new patient or retrieve stored
measurements. If the user decides to create a new patient must fill out all data in the
protocol called “patient”. In this protocol, the user enters the name, surname, date
of birth (dd/mm/yyyy) fills the last known result in vascular access flow derived
Doppler ultrasound examination, selects gender and type of vascular access AVF
(AVS of native vessels) or AVG (AVS artificial material). If the protocol is
completely filled with the patient presses the save button [12].

The measurement protocol recirculation user fills in the details of the haemodialysis
monitor and blood flow to the pump set and effective (Fig. 7).

Pa ent

Name:

Surname:

Birthdate:

Dopp. QVA (ml/min)

Sex:
Male: Female:

Vascular Access
AVF AVG

Save Load

CloseNew Pa ent

Fig. 7. User interface SW patient.

From module BTM user then logs the recirculation appropriate value (see Fig. 8).
When this protocol being fully completed, the user presses the button to calculate QVA.
After successful completion of the calculation is displayed in the log info QVA field
result QVA. The final step the user fills measurement date (in the format dd/mm/yyyy)
Protocol QVA info. Press to save the recording is the result QVA stored along with the
date of measurement in graphical form.

Blood pump (ml/min) Recircula on Info QVA (ml/min)

QB set: QB effec ve: R-BTM: Result QVA: Date of meas.

New Rec.Save Rec.

ClearQVA calc.

Measurement protocol and recircula on of blood flow AV fistulas - inver ng involvement of needles

Fig. 8. User interface SW protocol.
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In the case that the flow in the AVS will be lower than the limit, the user is notified
both in graphic form (Fig. 9) colorfully while announcing the result actually field
message. For the stored measurements of a given patient, the user can browse at any
time by pressing the Load button. The user selects a patient who wants to explore or
continue existing measurements.

Fig. 9. Graphic design of measured data (Color figure online)

6 Conclusion

Evaluation of the development of AVS flows derived from Doppler ultrasound exami‐
nation of the hemodialysis centers Faculty Hospital in Ostrava. The resulting analysis
of the data obtained during the reporting period, the declining flow in AVS during the
few years since its inception. Were also analyzed results obtained from a hemodialysis
center in Vsetin derived from BTM module Fresenius hemodialysis monitor. The
resulting trend of the patients again showed a gradually decreasing. Furthermore demon‐
strated the accuracy of measurement BTM module. Based on the measurement and
evaluation of their results, we can say that the AVS for flow measurement in routine
clinical practice at the bedside BTM module is sufficiently precise and therefore satis‐
factory. Given the above, it is appropriate to regular check-ups AVS. Designed and
described SW is the path could continue interpretation and storage of collected meas‐
urement data.
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Abstract. The paper deals with design of complex simulation environment
which is able to simulate on the base of mathematical techniques individual
reconstructions methods which are normally used on Computed Tomography
(CT). Primary attention is focused on The Single Back Projection technique (SBP)
and The Filtered Back Projection (FBP). There is a significant benefit with
comparison of normally used mathematical software. This simulation instrument
is fully dynamic. Individual transformation methods are generated by form
dynamic simulations which graphically explain the process of whole reconstruc‐
tion procedure. The second part deals with simulation of Beam Hardening artifact.
It is special type of artifact which significantly deteriorates CT images. This arti‐
fact is created especially on the surround of metal object. This simulation is
important especially in term of manifestation of artifact. Simulation is helpful for
design of filter for Beam Hardening suppressing as well. The complex simulation
environment is performed in software MATLAB.

Keywords: CT reconstructions · Artifacts · MATLAB · Beam hardening · Radon
transformation

1 Introduction

The Computed Tomography is based on the same principle as X-ray imagining.
We observe decrease X radiation within pass by patient (absorption) between X-ray tube
and detector. On the CT, there are also problems with X-ray imagining, where is the
main disadvantage the superposition of structures and dispersion of CT beams. The CT
produces image of human body as series of tomographic slices (images). The acquisition
of image data is performed in consecutive measurement of decrease closely collimated
X-radiation within translating and rotating movement of mechanical system X ray tube
and detector. Within the translating movement is taken one projection of scene. Conse‐
quently is performed the rotating movement of mechanical system X ray tube-detector
by angle increment and taking next projection of same scene under different angle
[1–5] (Fig. 1).
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Fig. 1. The principle of CT data acquisition [6]

The cause of metal artifacts consists unwanted blackouts in the images (data become
saturated), which might be caused by presence of an object with the highest absorption
in the place of scanning. The object absorbs radiation and these results in an artifact.
Such object is a standard metal object, for instance, dental materials, clamps or elec‐
trodes. The metal artifact is shown as pronounced clear bends which are, often, grouped
in a so-called star-like layout [8–10] (Fig. 2).

Fig. 2. Manifestation of beam hardening artifact [7]

2 Simulation of Radon Transformation

For creation of Radon transformation we must keep on mind that software MATLAB
works with discrete data, therefore within simulation resulting image is summed by
certain trajectory. By summing of columns image matrix we obtain projections under
one angle. For obtaining system of all projection it is necessary to perform rotation of
image. The rotation is taken in certain interval (0°, 180°) and within the rotation it is
necessary to perform rotation in steps (iteratively) with stable angle increment. Result
of described operation is called sinogram. Sinogram is two dimensional image which is
created by sorting of 1D projections under their scanning angle (Figs. 3 and 4).
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Fig. 3. Block diagram of radon transformation

Fig. 4. The illustration of consecutive filling 1D projections to empty matrix, where px[-] is
length of projection, θ[°] is angle of individual projection – number of projections: 180

The dynamic animation of sinogram is performed by consecutive sorting of 1D
projections under specific angle to empty matrix. The length of x axes is depended
on number of projections. The length of y axes is same as the length of projection. In
the algorithm input is possible to take number of projections which form whole
transformation process (Fig. 5).
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Fig. 5. Testing head phantom (upside), sinogram: number of projections: 1–45 (left), sinogram:
number of projections: 1–90 (in the middle), sinogram: number of projections: 1–90 (right)

3 Simulation of Single Back Projection (SBP)

Practical realization is identic as in the case of Radon transformation. After creating
sinogram is generated reconstruction matrix. The reconstruction matrix is created as
zero matrix. Size of the matrix is same as matrix of reconstructed image. By loop for
is consecutively scanned vector which contains information of taken projections and
individual projections from sinogram are spread. This matrix is again rotated under
same angle, which projection is obtained. By this procedure it is kept size of the
matrix. After comparison of sizes spread and reconstructed projection, divided by
two and rounding, we get values which are necessary for adding spread and rotated
projection to reconstruction matrix under given angle. In the next step overlaps are
removed in order to reconstructed image has same size as input image and let him
draw [11, 12] (Figs. 6 and 7).

In Fig. 8, there is demonstrated process of reconstruction SBP by form dynamic
animation. For individuals outputs have been used 35, 70, 105 and 140 projections.
In Fig. 9, there is comparison of reconstruction by using various numbers of projections.
These outputs conclusively declare that number of projections significantly influences
quality of imaging process (Figs. 8 and 9).
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Fig. 7. Original image (a) and reconstructed image by method Single Back Projection (b)

Fig. 6. Block diagram of Single Back Projection (SBP)
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Fig. 8. Partial reconstruction from: 35 projections (a), 70 projections (b), 105 projections (c) and
140 projections (d)

Fig. 9. SBP from various number of projections: 2 projections (a), 10 projections (b), 60
projections (c) and 180 projections (d)

4 Simulation of Filtered Back Projection (FBP)

Practical realization of FBP is quite similar as SBP. After creating sinogram, recon‐
struction matrix is generated which represents the output image. Individual projections
are again spread to this matrix. Impulse response of ramp filter is consequently designed.
By loop for are consecutively loaded individual projections from sinogram matrix. These
projections are filtered by convolution process. Filtered projections are spread and
rotated under angle which was projection taken. After taking correction of size spread
and reconstruction projection, we obtain values which are necessary for adding spread
and rotated projection to reconstruction matrix under given angle. In the final step all
overlaps are removed in order to reconstructed image has same size as input image and
let him draw [13] (Fig. 10).
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Fig. 10. Original image (a) and reconstructed image by method Filtered Back Projection (b)

It is obvious that reconstructed image by FBP is not so impairs by noise of lower
frequencies with comparison of image from SBP. The lower frequencies are filtered out
by low pass Ram-Lak filter. In Fig. 11, there is demonstrated process of reconstruction
FBP by form dynamic animation. For individual outputs are used 30, 70, 130 and 140
projections. In Fig. 12, there is comparison of reconstructions by using various numbers
of projections. This output conclusively declares that increase number of projections
significantly influences quality of imaging process. On the other hand increasing number
of projections increases computation time of reconstruction process (Figs. 11 and 12).

Fig. 11. Partial reconstruction from: 30 projections (a), 70 projections (b), 130 projections (c)
and 140 projections (d)

Fig. 12. FBP from various number of projections: 2 projections (a), 10 projections (b), 60
projections (c) and 180 projections (d)
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5 Simulation of Beam Hardening Artifact

From theory it is obvious that Beam Hardening artifact is caused by weak attenuation
in given voxel. Within the simulation image is loaded where is artifact simulated and
image which contains metal object which introduces the source of artifact. In the next
step Radon transformation is created from both images. After that output matrix is
created where is saved resulted sinogram created by comparison of point values from
sinograms. The first dimension of matrix is same as the maximum length of projec‐
tion created sinogram from image without metal objects. The second matrix dimen‐
sion is same as number of angles of given projection - 180[px]. By loop for are values
of individual points from sinogram of image with metal object compared with zero
value. If this value greater than zero, this value will be rewritten by maximum value
from sinogram image. Otherwise value of pixels from image sinogram is copied. By
described procedure Beam Hardening artifact is appeared in the resulting sinogram
matrix. This matrix is consequently reconstructed by inverse Radon transformation.
Artifact is appeared in the resulting reconstructed image [7] (Figs. 13 and 14).

(a) (b)

px
[-

]

θ[°]

(c)

50 100 150

100

200

300

(d)

Fig. 13. Original image (a), Image with metal object (b), Radon transformation (c) and simulation
of Beam hardening in reconstructed image (d)
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Fig. 14. Block diagram of simulation Beam Hardening artifact

6 Conclusion

The aim of the work is complex graphical user interface which serves as educative portal
for studies of mathematical reconstruction methods which are used for image recon‐
struction from individual projection imaging. The significant benefit of software solution
is also generating of artifacts which are created during CT examination and deteriorate
resulting images. Simulation methods of artifact consists important base for design and
implementation of filtration methods to their elimination. Reconstruction methods on
the base of Radon transformation are often contented in mathematical software. The
main benefit of proposed solution introduces fully dynamic animations of these methods.
These simulations in consecutive iteration steps demonstrate whole process of recon‐
struction. The quality of output image signal is strongly depended on number of set
projections. If we chose lower number of projections, output image would be in worse
quality. From this view is better to perform reconstruction form more projections. On
the other hand for increase number of projections computation time is also increased.
In the coming time we would like to focus our research on simulation of mathematical
methods for Algebraic iterative methods. These methods are principally different then
SBP and FBP. By these methods is possible partially eliminate Beam Hardening artifact
and therefore these methods consist reliable base for suppressing of this unwanted
phenomenon.
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Abstract. Age-related macular degeneration (ARMD) is one of the most wide‐
spread diseases of the eye fundus and is the most common cause of vision loss
for those over the age of 60. There are several ways to diagnose ARMD. One of
them is the Fundus Autofluorescence (FAF) method, and is one of the modalities
of Heidelberg Engineering diagnostic devices. The BluePeakTM modality
utilizes the fluorescence of lipofuscin (a pigment in the affected cells) to display
the extent of the disease’s progression. In clinical practice is often quite compli‐
cated to perform assessment of precise parameters macular lesions. The main aim
of the article is design of the method which is able to locate and consequently
perform extraction of these lesions. The algorithm body is composed of several
essential parts: image preprocessing, filtration of interested area and segmentation
procedure. In the first step, extraction area of interest is performed. Filtration
process should suppress adjacent structures. Final step is segmentation procedure.
The main advantage is that the whole process is fully automatic. The result of
segmentation is closed curve which is formed iteratively to edges of analyzed
object. The resulting curve reflects geometrical parameters of analyzed structure.
On the base this fact is quite easy to calculate perimeter and area of analyzed area.

Keywords: Macular degeneration · Optical coherence tomography · Image
processing · Active contour · Medical image segmentation · MATLAB ·
Geometrical parameters · Macular lesions

1 Introduction

Reticular macular lesions, also known as ‘reticular macular disease’, ‘reticular drusen’,
‘reticular pseudodrusen’, or ‘subretinal drusenoid deposits’, are a pattern of lesions
commonly found in age-related macular degeneration and best visualized using at least two
imaging techniques in combination. Reticular lesions have four stages of progression
observable on spectral domain optical coherence tomography, but they do not show the
usual signs of regression of soft drusen (calcification and pigment changes). Furthermore,
reticular lesions correlate histologically with subretinal drusenoid deposits localized
between the retinal pigment epithelium and the inner segment ellipsoid band. Reticular
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lesions are most commonly seen in older age groups of female patients with age related
macular degeneration and are usually bilateral. They are not clearly associated with known
age-related macular degeneration genes and are highly associated with late-stage age-
related macular degeneration and an increased mortality rate. They are also associated with
alterations in the neural retina and choroid [1–3, 16] (Fig. 1).

Fig. 1. Cut of area physiological macula with using infrared shootings (left) and OCT cut (right)
[1].

2 Age-Related Macular Degeneration

Age-related macular degeneration is a major cause of blindness worldwide. With ageing
populations in many countries, more than 20 % might have the disorder. Advanced age-
related macular degeneration, including neovascular age-related macular degeneration
(wet) and geographic atrophy (late dry), is associated with substantial, progressive visual
impairment. Major risk factors include cigarette smoking, nutritional factors, cardio‐
vascular diseases, and genetic markers, including genes regulating complement, lipid,
angiogenic, and extracellular matrix pathways. Some studies have suggested a declining
prevalence of age-related macular degeneration, perhaps due to reduced exposure to
modifiable risk factors. Accurate diagnosis combines clinical examination and investi‐
gations, including retinal photography, angiography, and optical coherence tomography.
Dietary anti-oxidant supplementation slows progression of the disease. Treatment for
neovascular age-related macular degeneration incorporates intraocular injections of
anti-VEGF agents, occasionally combined with other modalities. Evidence suggests that
two commonly used anti-VEGF therapies, ranibizumab and bevacizumab, have similar
efficacy, but possible differences in systemic safety are difficult to assess. Future treat‐
ments include inhibition of other angiogenic factors, and regenerative and topical
therapies [1, 2, 4–6] (Fig. 2).
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Fig. 2. Patient with polypoidal choroidal vasculopathy. (A) Fundus photograph showing massive
subretinal haemorrhage and exudation with (B) corresponding subretinal thickening and elevation
(arrow) on optical coherence tomography. (C) Corresponding fluorescein angiogram showing ill-
defined “occult” pattern leakage (circled), whereas the indocyanine-green angiogram (D) shows
discrete polypoidal lesions under the fovea (circled) [1].

3 Optical Coherence Tomography (OCT)

OCT is a laser device that employs a superluminiscent diode as the source of its coherent
beam. This diode emits a beam of a suitable wavelength into the eye structure; the beam
is reflected by various layers of the retina and interferes with a second reference beam
in a detector. The resulting interference signal is then digitized and used to obtain the
final image. For developing a method for automatically calculating macular lesions, we
used images acquired by a Spectralis unit from Heidelberg Engineering [8–11].

3.1 Blue Laser Auto Fluorescence

One modality of OCT devices is BluePeakTM, which excites the ocular fundus (fundus
oculi) with a blue spectrum laser beam (λ = 488 nm). This modality is most commonly
used for diagnosing macular degeneration due to the presence of lipofuscin, which is a
specific source of fluorescence. During the examination, the beam is shot into the
patient’s eye where it induces lipofuscin fluorescence that is caught by the detector and
subsequently analysed. The main advantage is the possibility of comparison with OCT
results that provide information on the morphological changes in the retinal pigment
epithelium (RPE), while BluePeakTM shows metabolic changes [7, 12–16].
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Fig. 3. High-resolution images of the internal retinal structure taken with optical coherence
tomography (OCT) [1]

4 The Proposed Solution for Automatic Extraction of Macular
Lesions and Geometrical Parameters

As it is mentioned above, analysis of macular lesions is for clinical practice very impor‐
tant. Currently, ophthalmological physicians for many cases must perform analysis and
clinical diagnosis of macular lesions only by their eyes. The main intention of proposed
software solution is improving and mainly validating of diagnosis macular lesions. In
terms of macular lesion diagnosis is the most important extraction of geometrical
parameters. Especially it is needed to obtain closed area of macular lesion and conse‐
quently area of this contour. At the beginning of algorithm ophthalmologic records are
loaded. In the next step it is necessary to perform preprocessing of records. This part
includes filtration process by average filter and image resizing. For our purpose is used
average filter of dimension 4 × 4. After that the center of macular lesion is set. Segmen‐
tation procedure is done in iterative steps. Using of more iterative steps give the elabo‐
rated shape of final contour but on the other hand it increases computational time of
whole process. Because of it, it is used compromise of 100 iterative steps which reliably
reach contour of macular lesion. In the final step it is computed number of pixels which
are placed inside the contour (Fig. 4).
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Fig. 4. The proposed algorithm for analyzing of macular lesions

4.1 The Principle of Active Contour Method

Used type of geometrical contour is derived from implicit equation of initial curve. For
purposes of our analyses circle with zero shift is used:

(1)

Initialization function is formed in individual iteration steps to shape of macular lesion.
On level set method, analyzed image is divided by contour into inside and outside part.
Image is composed from three parts: Inside area is consist by negative values (negative
values of shortest Euclidean distance of points from contour). Inside area (positive value
of the shortest Euclidean distance points from contour) and contour with zero value. The
further away from the point of the curve, the larger the resulting value. The result of this
procedure is the cone which defines the distance the positive and negative values from
zero, and thereby to form level set area. Level set area is defined by level set function
Ф which is given by following equation:

(2)

Value range of function Ф is placed to . It is not just curve, but whole domain is
defined which is consecutive changed by the time. For the simplest case for defining
level set evolution it is necessary to define gradient. Gradient is needed for performing
proper evolution of level set area:

(3)

Evolution of level set by the time is given by partial derivation level set function Ф by
the time .
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Final contour is formed by the time in the direction of normal when velocity of
evolution “c” is being stable.

(4)

Normal vector is given by relationship:

(5)

Direction of normal is determined by gradient. Normal vector is vertical to tangent of
contour which is developed in direction of this normal multiplied by constant. Instead
of constant velocity we can use function divergence of normal. Divergence function
determines when vectors converge to some particular point. In the first step normal and
divergences are calculated. Negative divergence denotes on convergence of vectors.
Evolution of level set area is performed by this approach. This level set area is inde‐
pendent on image values.

The most frequently used contours are based on principle of minimization of energy
functional. Functional is representation which assigns real number. Contour is placed
in functional and its size of energy is controlled. If the energy is too large, the contour
is gradually deformed into a shape that reduces energy. This procedure is performed
until we reach energy minimization. Active contour method is iterative algorithm, which
forms final contour in consecutive steps. The key parameter is number of those steps.
We must keep perimeter of analyzed object. For our purpose 100 iterations have been
used for reaching shape of macular lesions [13, 16–19].

5 Analysis of Macular Lesions

For testing of the designed software, 40 patient’s records of macular lesions have been
used. Testing has been performed with same requirement and its background suppres‐
sion and reaching of final contour macular lesion. Segmentation gave satisfactory results
for 35 patients. On the rest images we had problems with adjacent blood vessels which
we are not able to suppress. This fact causes worse effectivity of detection. Images
obtained through the BluePeak modality provide unique information about the condition
of macular degeneration and its terminal stage – geographic atrophy. Thanks to these
high contrast images, it is possible to determine the geometric parameters of macular
lesions. For the subsequent processing of native images, we used the MATLAB® inter‐
active programming environment. The aim was to quantify the area of the ocular fundus
of macular lesions. This geometric parameter allows clinicians to clarify and predict the
further development of the disease. Emphasis was particularly placed on those segmen‐
tation methods that allow for an automated analysis. The geometric active contours
driven by local Gaussian distribution fitting energy method – one of the level-set
segmentation procedures – proved to be the best. The algorithm is divided into several
basic parts. First, the patient’s image is loaded into the device and the macular lesion
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zone is framed; calculation of the macular lesion area follows. The selection of the
macular lesion area (in Fig. 3) is indicated using the active contour model (the gradual
shaping of contours up to the edge of the object in the image). With zero approximation,
the contour is defined as initial circle whose size is consecutively adapted to the size of
the lesion. After the contour completes the segmentation, the number of pixels contained
therein is calculated. Here we use the properties of level-set methods that divide the
image into two parts: the part inside the contour and the part outside the contour. The
contour corresponds to zero values. The sum of the number of pixels is defined by a
cycle that evaluates all the pixels in the contour as being logical ones. The conversion
of the number of pixels per unit area occurs via image resolution. In Heidelberg Spec‐
tralis OCT devices, this resolution corresponds to 200 μm. The resulting geometric
parameter, i.e. the size of lesion area, is S = 7.156 mm2 in the first case (in Fig. 3c) and
S = 8.9796 mm2 in the latter case (in Fig. 3f). A current shortfall of this analysis is the
vascular bed, which is one of the most contrasted parts of the ocular fundus and the
active contour extends behind it. Further development of this method should focus on
subtracting the area of the vascular bed, which will significantly improve the diagnosis
of retinal disease [16] (Fig. 5).

Fig. 5. Selection of macular lesion area (a, d), the contour’s initial state before segmentation
process (b, e) and resulting segmentation outputs (c, f) [16].

6 The Design of Application GA ANALYSIS

The final result of analysis is function application which is intended for using in clinical
practice. The function of application is presented in the following patient’s record. 91
years old patient with geographical atrophy, placed in left eye. Infrared image and OCT
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is shown in Fig. 6. For this particular case it is obtained the fundus diameter 8808 μm.
The working environment of OCT Spectralis is shown in Fig. 6. On the infrared image,
there are marked spots where OCT cuts are performed. One of them is in the right part
of the image. There is also visible the ablation of retinal layers in the area of geographic
atrophy (Fig. 7).

Fig. 6. The working environment of OCT Spectralis. IR image of right eye (left) and OCT cut
by disordered macula (right)

Fig. 7. The working environment of software GA ANALYSIS

7 Conclusion

Analysis of macular lesions is very important task in the field of ophthalmologic. In
clinical practice it is important automatic method for assessing of macular lesion area
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and consequent evaluation of geometrical parameters. The proposed software solution
offers appropriate way for automatic extraction of macular lesion and geometrical
parameters as well. The proposed software solution has been tested on the sample of 40
patient’s records. In the algorithm output image data are loaded. After that segmentation
procedure is performed by active contour method. This method is going in iteration
steps. For our purposes it is used 100 iterative steps. In the case of using larger number
of iterations, we may use the more elaborate shape of analyzed object. On the other hand
it would increase computation time of whole segmentation process. The significant
problem of detection macular lesion is presence of adjacent blood vessels on the
analyzed images. If we did not suppress those structures, active contour would spread
out of analyzed object and whole segmentation process would be deteriorated. Due this
fact, average filter is used. On the base low pass filtration it is possible to partially
suppress adjacent structures and highlight area of macular lesions. In the present time
the proposed software is being tested in clinical practice. Software results are being
compared with opinions of ophthalmologic physicians from University hospital of
Ostrava. There is one unfavorable fact witch deal with adjacent structures of analyzed
records. In some cases it is complicated to suppress adjacent blood vessels in order to
achieve more precise detection of macular lesion. In the coming time we want to focus
on developing model of macular lesion which completely suppress those structures and
process of detection will be more effective.
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