Chapter 1
The Social Concept of Trust as Enabler
for Robustness in Open Self-Organising Systems
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Abstract The participants in open self-organising systems, including users and
autonomous agents, operate in a highly uncertain environment in which the agents’
benevolence cannot be assumed. One way to address this challenge is to use
computational trust. By extending the notion of trust as a qualifier of relationships
between agents and incorporating trust into the agents’ decisions, they can cope with
uncertainties stemming from unintentional as well as intentional misbehaviour. As
a consequence, the system’s robustness and efficiency increases. In this context,
we show how an extended notion of trust can be used in the formation of system
structures, algorithmically to mitigate uncertainties in task and resource allocation,
and as a sanctioning and incentive mechanism. Beyond that, we outline how the
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users’ trust in a self-organising system can be increased, which is decisive for the
acceptance of these systems.

Keywords Computational trust * Uncertainty ¢ Self-organisation * Open MAS e
Robustness

1.1 Trust as a Measure of Uncertainty in Open
Self-Organising Systems

In open self-organising systems, different participants, such as autonomous agents,
human users, and other systems, work together with a strong influence of the
environment. These participants communicate and cooperate at runtime in unfore-
seeable ways and do not always follow the intent of the system designers. They
can pursue different goals, and it cannot be assumed that they are intrinsically
motivated to contribute towards a common system goal [1, 2]. Beyond that, a
participant’s behaviour can vary over time. As there is also limited knowledge
about and control over the behaviour of the participants in the system, only
weak assumptions about them can be made — in particular, we have to abandon
assumptions of benevolence of the autonomous agents. The system participants
therefore have to deal with both unintentional as well as intentional misbehaviour of
others. This situation is aggravated by additional factors that increase uncertainties
as they influence the system in unpredictable ways. These factors comprise the
environment, other systems the agents interact with, or the users. Another form
of openness often regarded in multi-agent systems (MAS) research is present when
agents can arbitrarily enter and leave the system [3]. Especially in safety- or mission-
critical domains, such as manufacturing or power management, these challenges
have to be taken very seriously.

In this chapter, we argue that trust — as a measure of uncertainty — is a key
concept for achieving robustness and efficiency in open self-organising systems.
The classic notion of computational trust in the MAS community is focused on the
credibility of agents, i.e. the degree to which they fulfil their commitments. This
view stems mainly from psychological and sociological research [4] and boils down
to the selection of interaction partners in order to maximise the utility of individual
interactions. Economic [5, 6] and computer science [7, 8] literature characterise
trust as instrumental to manage expectations about others. In computer science, the
term “computational trust” is used to stress that the trust in a system or a system’s
part, such as an agent, is assessed by means of a well-defined metric. Since both
(a part of) the system or a human being can act in the role of the trustor, we can
differentiate between system-to-system and user-to-system trust. Often, a strong
connection between trust and risk is emphasised [9] since interactions that incur
a high risk for the participating agents require a high expectation of the others’
willingness to contribute in a beneficial manner. An empirically justified expectation
reduces the uncertainty about the behaviour of another agent [10]. In computing
systems, this is often captured by a numerical trust value [11].
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For these reasons, trust is an essential constituent of ensembles of cooperating
agents, be they human or technical systems. Game-theoretical considerations show
that trust can help to avoid getting trapped in the tragedy of the commons. Kantert
et al. [12] provide such lines of thoughts in the context of Desktop Grid Computing.
In general, trust induces a probability distribution over types of interaction partners
of different trustworthiness in a Bayesian game. In this setting, agents have to choose
their actions given probabilistic knowledge about each other’s trustworthiness.

As mentioned above, we claim that trust is a key concept for achieving robust-
ness. In this chapter, we define robustness in two dimensions. The first dimension of
robustness addresses a system’s ability to resist internal or external disturbances.
Such disturbances result from (un)intentional misbehaving agents, for instance.
A system exhibiting this type of robustness promises to remain in acceptable
states and thus to maintain its functionality despite detrimental influences. The
second dimension of robustness considers a system’s ability to return into an
acceptable state after a disturbance occurred that caused the system to leave the
acceptance space. This type of robustness characterises a system’s ability to restore
its functionality. Consequently, the magnitude of disturbances the system can cope
with (first dimension) and the duration of the deviation from acceptable states
(second dimension) can be used to quantify the robustness. Both dimensions of
robustness quantify the system’s ability to fulfil its tasks. In contrast to a mere
passive resistance, self-organising systems can actively increase their robustness
by means of reactive or proactive measures. In open systems, these measures can
be based on participants’ trustworthiness, which allows the system to anticipate
different sources of uncertainties.

In this chapter, we give an overview of the uses of computational trust (see
Sect. 1.3) to deal with uncertainties arising in open self-organising systems. We
show that these uses extend the classical use of selecting interaction partners and
are based on the same life-cycle describing how trust values evolve over time (see
Sect. 1.2). In detail, we demonstrate how trust models can be used to inform self-
organisation processes (see Sect. 1.3.1); to optimise for critical or likely situations
in uncertain environments (see Sect. 1.3.2); to sanction or incentivise agents in
normative systems (see Sect. 1.3.3); and to represent the social relationships of the
system’s users (see Sect. 1.3.4). Section 1.4 concludes the chapter by emphasising
that trust proves to be very useful to increase robustness and efficiency in open
self-organising systems.

1.2 Computational Trust

Trust is usually measured as a numerical value, often normalised to values between
0 and 1. In [13], an agent’s trust value is either very high or very low if the agent is
either always expected to behave beneficially or never; if the value is between these
extremes, the agent behaves in an unpredictable fashion and thus interactions with
it are afflicted with a high uncertainty. Such a simple representation of trust is used
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Fig. 1.1 The life-cycle of trust values derived from experiences (adapted from [OCT3])

in many trust models (for an overview, see, e.g. [14]). However, numerous other
interpretations and representations of trust exist. Anders et al. [OCT1], for instance,
regard a trust value as an expected deviation from a prediction or promise. The
lower an agent’s trust value, the higher the expected deviation from its predictions
or promises. A supplementary value, called predictability, quantifies the variance in
the agent’s behaviour and is used to indicate the certainty that the expected deviation
actually occurs. Other representations based on more complex data structures (e.g.
trust-based scenarios [OCT2] or elaborate reputation systems [15]) are able to
capture further properties, such as time-dependent behaviour in the sense that an
agent’s behaviour depends on the time of day or that its behaviour depends on those
it showed in previous time steps. Before discussing the general properties of trust,
we illustrate the life-cycle of trust values which can be transferred to most of the
other representations of trust.

The Life-Cycle of Trust Values. There is a general way of thinking about the
origin of trust values that is independent of the way they are used (see Fig.1.1).
Two or more parties commit to a (potentially implicit) contract [16] that defines
an interaction (possibly composed of several distinct steps) as well as its stipulated
result. The actual result of the interaction can be compared to what was stipulated
in the contract, thus yielding an experience for each party [17]. Ultimately, an
agent uses its experiences and a trust metric to derive a trust value for each of its
interaction partners. The trust values, in turn, inform future interactions.

Falcone et al. [18] criticised that many trust models are void of semantics of how
the generated trust values have to be interpreted. It is, e.g. often not defined what a
trust value of, say, 0.5 actually expresses or which trust value should be assigned to
a new agent (the problem of initial trust, see, e.g. [19]). If a trust model has precise
semantics, meaning a clearly defined way to interpret generated trust values, such
an abstracting quantification can still be valid, though.
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Properties of Trust. The life-cycle shows why trust values are subjective. As
each agent makes its own experiences with others, it forms a personal opinion (i.e. a
trust value) based on these unique experiences. Thus, the experiences of two agents
with the same partner can vary tremendously. Additionally, agents can use different
metrics to assess trust values and apply different requirements to the behaviour of
others, thus implementing different trust models. The same arguments can be used
to argue against fransitivity of trust [20]. An exception are recommendations as a
form of indirect trust or reputation (see discussion below) that have to be based on
a mutual understanding of the valuation of an agent’s behaviour.

Further, it is crucial to consider the context in which interactions occur. The
context includes, e.g. the roles the agents play in the interaction, its contract, or
environmental circumstances. Comparing experiences to each other in different
contexts is difficult: You might trust your doctor to fix you, but not necessarily to fix
your car. Falcone et al. [18] relate to context when they mention the “competence
belief” an agent has about another. Competence is specific to a certain goal that the
trusting agent believes the potential partner is capable to pursue. Agents that are
deemed competent for one goal can be incompetent for another. Other authors use,
e.g. “circumstance” [21] or “domain of interaction” [22] to denote context.

A trust value can also be supplemented by a measure of confidence [OCT4] or
certainty [23, 24] that indicates the degree of certainty that a trust value describes the
actual observable behaviour of an agent. Such an additional value can be based on
several criteria, such as how many experiences were used for the calculation of the
trust value, how old these experiences are, or how much the experiences differed. It
is also possible to take the social relationships between the agents into account [25]
or to distinguish short-term and long-term behaviour in order to identify changing
behaviour. As with trust values themselves, the initialisation of confidence can be
problematic. In human interactions, different trust dispositions are common where
people approach newcomers differently and are willing to put more initial trust in
them than others [26]. The experiences made by these trusting individuals can then
be used by others to judge newcomers. Such a mechanism is especially useful during
the exploratory phase after the start of a system [19].

Reputation. In open self-organising systems, interaction partners can change
often, e.g. due to alterations in system structure or inclusion of new agents. Since the
agents’ benevolence cannot be assumed, they might not be willing to communicate
their true intentions [27]. To deal with this situation, a reputation system can be used
which combines the opinions of agents and generates recommendations [7]. This
enables cooperation between agents that do not know or have only little experience
with each other. To make adequate decisions, agents can rely on a combination
of direct trust and reputation. To this end, several approaches [15, OCT5] propose
to use confidence or similar metrics to dynamically weigh the influence of direct
trust and reputation, e.g. depending on the number of direct experiences. Due to the
subjective nature of trust and because agents might lie about the trustworthiness of
others, it is often also desirable to weigh the impact a recommending agent, called
witness, has on the reputation value. The neighbour trust metric [OCT6] as well as
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DTMAS [28] propose to increase the influence of a witness with the similarity of the
provided valuation to the one of the requesting agent. If the difference is too large,
the witness can even be excluded from the calculation. This allows the system to
deal with false reports. Further approaches that incentivise agents to provide truthful
reports are discussed in Sect. 1.3.3. Providing reputation data can also be regarded
as a special context in which witnesses are assessed according to the quality of
their recommendations. In an even more fine-grained system, the context can also
include information for which kind of interaction the recommendation is given.
Whenever a reputation system is used, there has to be a consensus among the agents
about the meaning of trust and reputation values. A common trust model can fulfil
this purpose.

Accountability, Deceit, and Collusion. Open systems with little control over
the agents are prone to exploitation from egoistic or malevolent agents. Therefore,
special measures have to be taken to provide accountability of the agents and to
prevent collusion. For an overview of attacks on trust and reputation management
systems, see, e.g. [29]. Specific countermeasures are often system- or domain-
specific, such as those presented for mobile ad-hoc networks in [30] or electronic
markets in [31]. An important part of fraud prevention is a well-designed incentive
system in combination with efficient monitoring facilities [32].

1.3 Different Uses of Trust in Open Self-Organising Systems

As discussed in Sect. 1.1, trust is traditionally used for selecting appropriate
interaction partners. Bernard et al. [OCT7] call an agent’s set of preferred interaction
partners whose trust value is above a predefined threshold its Implicit Trusted
Community (iTC). From the local view of a single agent, its interaction partners
are selected through an implicit formation process. Note that this process is fully
decentralised and thus not governed or controlled by an explicit authority. Because
the agents do not coordinate their selections, the members of an iTC do not
necessarily mutually trust each other. Yet this simple approach successfully excludes
notoriously untrustworthy agents from most interactions.

In the following, we give an overview of four different uses of trust that
extend this traditional use. First, we consider the trust-based formation of explicit
organisations that allow large-scale open systems to deal with untrustworthy agents
(see Sect. 1.3.1). Second, robust task and resource allocation promises to improve
the system’s stability and efficiency in uncertain environments (see Sect.1.3.2).
Third, uncertainties resulting from intentional misbehaviour can be reduced by
means of appropriate incentives — employing trust as a sanctioning mechanism is
one of several possibilities (see Sect. 1.3.3). Fourth, we outline measures how user
trust in open environments can be increased (see Sect. 1.3.4).
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1.3.1 Trust to Structure Large-Scale Open Systems

In essence, self-organisation enables a system to autonomously form and adapt a
structure that supports its objectives under changing conditions. The main reasons
for agents to form organisations are to achieve scalability and promote cooperation
in order to accomplish their own or the system’s goals [33]. While scalability is the
result of the accompanying problem decomposition, cooperation is necessary due to
the agents’ limited resources and capabilities. There are a multitude of paradigms
and algorithms for establishing organisations in literature, such as feams [33]
and coalition formation [34]: While teams assume altruistic behaviour, coalition
formation is used in systems consisting of self-interested and individually rational
agents.

The participants of open systems might not only show self-interested behaviour
but also lie about their capabilities, the utility of performing an action, etc.
Consequently, the selection of suitable cooperation partners becomes even more
important. Since suitable coalition structures depend on the agents’ promised
contributions, the system has to make sure that these promises are kept and all
coalition members pursue a common goal. To this end, extensions of coalition
formation incorporating trust into the agents’ decisions have been presented in
[35, 36]. In contrast to coalitions, clans [37] are long-lived. Given that cooperation
is likely to be most beneficial and least uncertain with trustworthy agents, clans
are groups of agents that mutually trust each other. A similar concept, called
Explicit Trusted Communities (€TCs), for the domain of Desktop Grid Computing
has been proposed in [OCTS8]. The main difference to clans and coalitions is that
each eTC is represented by an explicit manager which administrates memberships,
deals with conflicts, and governs the participating agents with norms. By preferring
interactions with trustworthy agents (or even restricting them to these agents),
clans and eTCs incentivise untrustworthy agents to change their behaviour (see
Sect. 1.3.3 for incentive mechanisms and norms). Ultimately, this procedure aims
at a more efficient and robust system — at least with regard to the members of
clans or eTCs. While these types of organisations are not necessarily limited to
intentional misbehaviour, they assume that agents can be excluded from other parts
of the system without jeopardising the overall system’s stability and efficiency. This
is why trustworthy agents can form exclusive groups.

However, there are situations in which untrustworthy agents can or should not
be excluded from the system, e.g. if the system depends on their resources or if
they can provide them in a particularly cost-efficient way. In power management
systems, for instance, although the output of solar power plants is difficult to predict
(their volatility is mirrored in low trust values), they should not be turned off
because of their low-cost generation. If, in such a situation, scalability requires the
agents to self-organise into subsystems, other types of organisations are needed to
deal with untrustworthy agents. One possibility is the formation of homogeneous
partitionings [OCT9] where organisations are as similar as possible with respect to
certain criteria that have been identified as supporting the system’s goals (including
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their mean trustworthiness). This idea is based on the assumption that a centralised
system imposes an upper bound on the ratio between trustworthy and untrustworthy
agents: Given the uncertainties introduced by untrustworthy agents, the centralised
control over trustworthy agents allows the system to fulfil its task as well as possible.
If all organisations exhibit similar characteristics with respect to the identified
criteria, such as a similar ratio between trustworthy and untrustworthy agents, they
approximate the corresponding ratio of the centralised system. Consequently, they
also inherit its positive properties. Ideally, this results in an organisational structure
in which each organisation can deal with its untrustworthy agents internally without
affecting or involving other organisations. In such situations, homogeneous parti-
tioning increases the system’s robustness and efficiency, and should be preferred
to organisations consisting of homogeneous agents. A similar goal has been
pursued in [38] where agents mitigate uncertainties originating from unintentional
misbehaviour by forming coalitions in a way that they cancel each other out.

1.3.2 Trust as a Basis for Robust Task or Resource Allocation

In many applications, a MAS has to solve a task or resource allocation problem
in which a set of tasks is to be allocated to agents, or a set of the agents have to
provide a certain amount of resources in order to satisfy a given demand [39]. Due
to the agents’ limited resources and knowledge, they usually have to cooperate in
order to achieve the goal. In open systems, finding an adequate allocation is even
more difficult since agents might not provide resources or fulfil the task as promised
and the actual demand that has to be satisfied or the resources required to perform
a task might not be known exactly beforehand. Both types of uncertainties can be
attributed to unintentional or intentional misbehaviour of the system’s participants
or its environment [OCT1]. If the system’s stability or efficiency hinges on how
well the agents fulfil the tasks or meet the demand — e.g. think about the demand of
electric load in a smart grid application — techniques for robust task or resource
allocation have to be regarded. In general, the way a robust allocation can be
obtained depends on the type of misbehaviour.

Unintentional misbehaviour is introduced by external forces, such as current
weather conditions. While this type of misbehaviour cannot be actively reduced,
trust can be used to quantify and anticipate the uncertainties [10]. Incorporating
trust into the decision-making process allows the system to optimise for expec-
tations, such as the expected probability of success [40]. In [OCT10, OCT11], a
self-organising middleware incorporating a trust-aware load-balancing mechanism
assigns important services to trustworthy nodes in order to increase the services’
expected availability. Similarly, participants of a Desktop Grid Computing system
delegate the calculation of jobs to trustworthy agents, i.e. to members of their
eTC, to improve their expected outcome (see Sect.1.3.1). If the predictability
(cf. “confidence”) of an agent’s behaviour depends on its state, allocations can
also be made in a way that promotes predictable behaviour [OCT1]. For highly
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volatile environments in which dependencies in a sequence of observed behaviour
have to be captured, a more expressive trust model, called Trust-Based Scenario
Trees (TBSTs), has been proposed in [OCT2]. Basically, each TBST represents
an empirical probability mass function that approximates the observed stochastic
process. In contrast to trust models that capture the expected uncertainty or its
variation, a TBST holds multiple possible scenarios, each with a probability of
occurrence, of how the uncertainty might develop over a sequence of time steps. As
opposed to the concept of scenario trees as known from the domain of operations
research [41], TBSTs make only few assumptions about the underlying stochastic
process. Further, they have been developed with the purpose of being learned online
by agents with possibly low computational power. Combined with the principle of
stochastic programming [42], agents can obtain robust allocations dynamically at
runtime.

Intentional misbehaviour can be ascribed to agents that lie about some private
information needed to decide about an adequate allocation, such as the cost or
probability of performing a task successfully [40, 43]. Contrary to unintentional mis-
behaviour, uncertainties originating from intentional misbehaviour can be avoided.
The field of mechanism design [40] studies how a system has to work in order
to incentivise its self-interested, strategic, and individually rational participants to
tell the truth. Further details concerning this matter are discussed in the following
section.

1.3.3 Trust as a Sanctioning and Incentive Mechanism

Employing the techniques of mechanism design (MD) can guarantee efficiency
(maximisation of the agents’ overall utility), individual rationality (the agents’
utility of participating in the scheme is non-negative), and incentive compatibility
(the agents are best off revealing their true type) [44]. The latter property is of
particular interest in open systems when agents have to be incentivised to disclose
their private information needed to make decisions. In other words, MD can be used
to incentivise individually rational agents to behave benevolently, that is, to ensure
their trustworthy behaviour. Fault-Tolerant MD [43] and Trust-Based MD [40]
address the issue of agents that have a probability of failure — quantified by a trust
value — when performing an assigned task. Both approaches investigate the problem
that reasonable task allocations depend on truthfully reported trust values. While
each agent calculates and reports its own trust value in Fault-Tolerant MD [43],
reputation values stemming from subjective trust measurements are considered in
Trust-Based MD [40]. The ideas of MD have been adopted in various market-
based approaches in which pricing mechanisms prevent agents from gaming the
system [38, 45]. Depending on the regarded problem, it is often hard to devise a
proper mechanism guaranteeing incentive compatibility, though, especially in case
of unintentional misbehaviour. In these cases, it is still possible to use penalty
schemes to increase the agents’ risk that providing false reports or promises that
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cannot be kept is detrimental to their utilities [44, OCT1]. Often, corresponding
incentives can rely on the agents’ trustworthiness. In electronic markets, trustworthy
agents can obtain price premiums or price discounts [6]. In [OCT1], for instance,
agents showing well-predictable behaviour can demand higher payments. Preferring
trustworthy interaction partners or creating groups of trustworthy agents that benefit
from a mutual increase in efficiency (cf. eTCs discussed in Sect.1.3.1) also
incentivises benevolent behaviour. These examples illustrate that trust in the sense
of benevolent behaviour yields and, at the same time, embodies a form of social
capital [46].

While the rules employed in these mechanisms are created at design time,
open systems often have to be able to define, adjust, and implement behavioural
guidelines in response to environmental and internal conditions at runtime. Such
an adaptability is akin to Ostrom’s principle of “congruence” that states that
sustainable management of commons requires to “match rules governing use of
common goods to local needs and conditions” [47]. While stemming from economic
and sociological research, these Ostrom’s principles have been recognised as the
foundations for self-organising electronic institutions as well [48]. In normative
MAS [49], normative institutions enact and enforce norms [50] to influence the
agents’ behaviour indirectly. Each norm describes a behavioural rule and a sanction
that is imposed if the rule is not followed. A sanction might be punitive fines or a
(temporary) reduction of the violator’s reputation value. The latter type of sanction
treats reputation in the sense of social capital such that its reduction incentivises
trustworthy behaviour in the long run. If an agent did not violate a norm on purpose,
if it compensates for the violation, or if the violation was inevitable, the institution
might also abstain from a sanction, which introduces a form of forgiveness [51, 52].
Essentially, norms have to contribute to reaching the system’s goal. In eTCs (see
Sect. 1.3.1), managers take on the role of normative institutions. If a manager detects
an attack, it defends its community by adjusting the set of norms, e.g. by regulating
the delegation and the acceptance of jobs in case of a trust breakdown — a situation
in which even the reputation of benevolent agents declines [OCT12]. To enforce
norms, an institution must not only be able to react with sanctions but also to detect
their violation. Since monitoring an agent’s behaviour comes at a price, Edenhofer
et al. [OCT13] proposed to couple the effort put into surveillance to the number of
received accusations. Especially when regarding trust as the basis of delegation [18],
norms can also be understood as social laws governing the delegation of institutional
power [53]. In this case, norms represent explicit permissions that have to be
acquired before a specific action may be performed.

1.3.4 Increasing User Trust in Open Environments

Beyond the use of trust to qualify the relationships between software agents (cf.
system-to-system trust in Sect. 1.1), it can also be applied to describe the social
relationships between the users and the system (cf. user-to-system trust). Recent
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advances in sensor technologies and context recognition enable us to capture the
users’ physical context continuously and to personalise information and services to
them in real-time. Apart from simply providing information, context-aware systems
can also allow users to manipulate or share data or even act autonomously on
their behalf. Combined with advances in display and wireless technologies, users
can employ these systems basically anytime and anywhere. While these so-called
ubiquitous environments offer great benefits to users, they also raise a number of
challenges. In particular, they might show a behaviour that negatively affects user
trust. Examples include (1) highly dynamic situations where the rationale behind
the system’s actions is no longer apparent to the user [54], (2) implicit interactions
through proxemic behaviour where the user no longer feels in control [55], or
(3) privacy issues [56]. Hence, there is an enormous need for sophisticated trust
management in ubiquitous environments in order to ensure that such environments
will find acceptance among users.

While most work in the area of computational trust models aims to develop trust
metrics that determine, on the basis of objective criteria, whether a system should
be trusted or not, not much interest has been shown towards trust experienced
by a user when interacting with a system. A system may be robust and secure,
but nevertheless be perceived as not very trustworthy by a user, e.g. because
its behaviour appears opaque or hard to control. Following the terminology by
Castelfranchi and Falcone [57], a focus is put on the affective forms of trust that
are based on the user’s appraisal mechanisms. Therefore, the objective must be
to develop a computational trust model that captures how a system — and more
specifically a ubiquitous environment — is perceived by a user while interacting
with it.

Many approaches found in literature aim to identify trust dimensions that
influence the user’s feeling of trust. This is an extension to the trust models as
discussed in Sect. 1.2, even though facets of trust play a role in open self-organising
systems as well [OCT14]. Trust dimensions that have been researched in the context
of internet applications and e-commerce include reliability, dependability, honesty,
truthfulness, security, competence, and timeliness, see, e.g. [58, 59]. Tschannen
et al. [60], who are more interested in the sociological aspects of trust, introduce
willing vulnerability, benevolence, reliability, competence, honesty, and openness
as the constituting facets of trust, although their work does not focus on trust in
software. Researchers working on adaptive user interfaces consider transparency
as a major component of trust, see, e.g. [61]. Trust dimensions have formed the
underlying basis of many conceptual models of trust. However, incorporating them
into a computational model of trust is not a trivial task.

With the User Trust Model (UTM) [62], such a computational model of trust
was introduced, along with a decision-theoretic approach to trust management
for ubiquitous and self-adaptive environments. The UTM is based on Bayesian
networks and, following ideas put forward by Yan et al. [63], assesses the users’
trust in a system, monitors it over time, and applies appropriate system reactions to
maintain users’ trust in critical situations. In a smart office application, for example,
the system could automatically switch off the lights because it senses that it is



12 G. Anders et al.

bright enough outside, but might actually decide against it if it assesses that such
an action would have a negative impact on the user’s trust due to a lack of control
and transparency.

1.4 Conclusion

The potential of computational trust in open self-organising systems is substantial.
As we outlined in this chapter, trust models can increase a system’s fitness by
providing a means to optimise for the most likely or most risky future states; they
can decrease information asymmetry; they can be used in combination with sanc-
tioning and incentive mechanisms in normative frameworks codifying behavioural
guidelines; and they can enable the formation of a system structure supporting
the functions of the system optimally. If trust models are used to represent the
social relationships of a system’s users [OCT15], the system can, for instance, even
make robust decisions with regard to the users’ privacy. The basic principles are
the same for all of the uses shown here. They can all be applied on the basis
of an understanding of trust that puts the concepts of interactions, contracts, and
experiences at its core and is compatible with many trust models available in the
literature.

In all cases, trust increases the efficiency and robustness of open self-organising
systems by mitigating uncertainties originating from a system’s unknown partici-
pants and the environment it is exposed to.
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