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Preface

Advancing informatics for health care and health-care applications has become an
international research priority. There is increased effort to transform reactive care to
proactive and preventive care, clinic-centric to patient-centered practice, training-based
interventions to globally aggregated evidence, and episodic response to continuous
well-being monitoring and maintenance. The annual International Conference for
Smart Health (ICSH) began in 2013. This first conference, held in Beijing, China,
attracted over 50 contributors and participants from all over the world, providing a
forum for meaningful multidisciplinary interactions. In the following year (2014), the
conference was also held in Beijing, China. This year (2015), the International Con-
ference for Smart Health (ICSH 2015) was held in Phoenix, Arizona, USA.

ICSH 2015 was organized to develop a platform for authors to discuss fundamental
principles, algorithms, or applications of intelligent data acquisition, processing, and
analysis of health-care information. Specifically, this conference mainly focused on
topics and issues including medical monitoring and information extraction, clinical and
medical data mining, health data analysis and management, big data and smart health,
and health-care intelligent systems and clinical practice. We are pleased that many
high-quality technical papers were submitted, accompanied by evaluation with
real-world data or application contexts. The work presented at the conference
encompassed a healthy mix of computer science, medical informatics, and information
systems approaches.

The 1.5-day event encompassed presentations of 33 papers. The organizers of ICSH
2015 would like to thank the conference sponsors for their support and sponsorship,
including the University of Arizona, Mayo Clinic, the Chinese Academy of Sciences,
and National Natural Science Foundation of China. We also greatly appreciate the
following technical co-sponsors, IEEE SMC Technical Committee on Homeland
Security, and Institute for Operations Research and the Management Sciences
(INFORMS). We further wish to express our sincere gratitude to all Program Com-
mittee members of ICSH 2015, who provided valuable and constructive review
comments.

November 2015 Xiaolong Zheng
Daniel Dajun Zeng

Hsinchun Chen
Scott J. Leischow
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Abstract. Senior care has become one of the pressing societal challenges faced
by many developed and emerging countries, including the US (the aging baby
boomer) and China (the reverse 4-2-1 family pyramid due to one child policy).
Despite failing health, most senior citizens prefer to live independently at home
and hence the focus of current healthcare technologies have shifted from tra-
ditional clinical care to “at-home” care for the senior citizens. We propose to
develop SilverLink, a system that is unique in its smart and connected tech-
nologies and will offer: (1) affordable and non-invasive home-based mobile
health technologies for monitoring health-related motion and daily activities;
(2) advanced mobile health analytics algorithms for fall detection, health status
progression monitoring, and patient health anomaly detection and alert; and (3) a
comprehensive patient health activity portal for reporting user activity and
health status and for engaging with family members. This system will initially
be launched in the US, in China and in Taiwan and will aim to overcome the
limitations of existing home-care solutions.

Keywords: Health big data � Home health monitoring � Health progression
monitoring � Senior care � Gait analysis

1 Introduction

Senior citizens face many challenges to their independence, including a decline in
mobility or cognition or chronic physical health conditions that compromise their
ability to maintain their independence. For example, according to data from the
National Safety Council, there were 12,900 deaths from falls in 2003 among those over
the age of 65; with 7,500 of those deaths occurring in homes [1].

Presently, friends or family members provide care for most senior citizens. Family
caregiving is both emotionally and physically demanding and is generally unpaid.
According to a study, the estimated value of this unpaid care is $257M dollars annually [2].

© Springer International Publishing Switzerland 2016
X. Zheng et al. (Eds.): ICSH 2015, LNCS 9545, pp. 3–14, 2016.
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As most senior citizens prefer to “age in place,” the number of older adults living alone
continues to increasewith at least one out of three non-institutionalized senior citizens living
alone [3]. Independent living (e.g., private households) will be an important housing option
for the future, particularly for the newly aged [4]. The applications of in-home monitoring
technologies will have enormous potential for assuaging the burdens of caregivers and
family members.

There are several potential technologies under development for remote health
monitoring. These technologies range from in-house lifestyle monitoring to fall detec-
tion and monitoring of health vitals such as blood pressure, etc. [5]. The major limi-
tations of existing products in this category include the high cost of technology, lack of
flexibility in use, and limited one-dimensional data collection and analytics to “intelli-
gently”monitor health status of senior citizens at-home. Even with recent developments,
there is a need for an affordable but smart and non-invasive health monitoring system.
Hence, we are motivated to develop, evaluate, and commercialize an easy to use, all
encompassing smart and connected home health monitoring system, called SilverLink.
SilverLink combines personal emergency response, lifestyle monitoring, and advanced
analytics for providing more effective remote care to senior citizens at an affordable
price. The significance of the innovation lies in the system’s unique ability to combine
unobtrusive assistance with real time data monitoring and emergency alerts, and pre-
ventive care including health progression analysis and fall risk prediction on an
easy-to-use platform.

2 Literature Review and Related Systems

2.1 Mobile Health Monitoring Techniques

Remote monitoring devices gather data about patients’ status and relay it to healthcare
providers/caregivers on a regular basis. They have not only helped patients to manage a
variety of chronic diseases, but also paved a path for communicating with patients
beyond the acute care setting. Lifestyle monitoring is crucial to health management for
the elderly, who often forget to perform everyday tasks such as taking medications, etc.
Mobile health monitoring techniques often use environmental sensors, video recording
tools, and/or other surveillance equipment (either alone or in combination) to monitor
patients at home. These techniques are often used in conjunction with cloud computing
and are often limited in their functionality. Lack of privacy is also a major issue with
most monitoring techniques.

Another application of mobile health monitoring is monitoring human motion. The
way a physical activity is performed by a human is highly indicative of their health and
quality of life. Quantification and reliable measurement of daily physical activity can
allow an effective assessment of a person’s daily activities as well as the effects of
numerous medical conditions and treatments, especially in people suffering from
chronic diseases such as arthritis, cardiovascular or neurodegenerative diseases that can
often affect gait and mobility [6]. There are several studies in the fields of activity
identification, motion tracking, and exercise monitoring including gait monitoring and
fall detection. Most products developed in labs use more than one sensor to gather data

4 J. Chuang et al.



for analysis of gait pattern. The greater the number of sensors attached to the users, the
more accurate the gait that can be modeled from this data. This research is promising
but has been mainly conducted within a lab environment and may not be applicable to
real life situations: a drawback of existing gait monitoring devices.

2.2 Health Activity Portals and Support

Due to health and mobility issues, an elderly person’s world is often smaller — both
physically and socially. Digital technology has an obvious role to play here by con-
necting people virtually when being together is difficult or impossible. Research shows
that “persuasive technology” [7] such as in the form of personal messages, frequent
communication via photos, videos, and other means can often help motivate people to
change their attitudes, and in turn better manage their health. For example, portals such
as DiabeticLink provide a platform for diabetics to track and easily visualize health data
on the portal and improve health outcomes by monitoring how one health factor can
affect another [8].

2.3 Advanced Mobile Analytics

Due to the progress in mobile and sensor technology, it is now possible to collect
healthcare information about any patient in a home-based environment. Data collected
can range from movement of objects (e.g., displacement of a pillbox) to human motion
(e.g., walking, jogging, sitting). This collected data can be used to document medical
trends and further analysis of the collected data and patterns can prove useful in
predicting health outcomes, thus reducing costs associated with treatment.

Today, healthcare analytics is moving toward a model that will incorporate pre-
dictive analytics and enable creation of more personalized healthcare, by predicting
patient behavior [9]. Falls are among the most common and serious problems facing
older adults and are associated with considerable mortality, morbidity and reduced
functioning. Presently a combination of accelerometers and gyroscopes are used to
collect data for predicting risk of falls. Electrocardiogram (ECG) data is commonly
used to monitor arrhythmias that cause syncope resulting in falls. Capillary finder stick
glucose readings are also used to signal hypoglycemia, a condition that contributes to
falls. The common algorithms used for pre-processing the signal data include low-pass
filtering and wavelet filtering. Variables that can be drawn from such signals to predict
the risk of falls include angular velocity, linear acceleration, etc. One limitation of
existing tools is that they lack monitoring capabilities for progression of Frailty (slow
and natural health deterioration) in older adults.

The existing solutions to home health monitoring are divided into two main cate-
gories: (1) Personalized Emergency Response Systems for fall detection and signaling
for help and (2) Home-Use Monitoring with Sensors for mobile health.

Personalized Emergency Response Systems (PERS). This is one of the most widely
used technology-based home care solutions today. PERS provides an easy way to
summon assistance, with the push of a button, in case of an emergency. Advanced PERS
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also possess fall detection capabilities; however, they do not provide all the components
of home health monitoring, e.g., activity monitoring, medicine reminders, etc. Some
examples of these devices include Alert 1, Phillips Medical Alert System, Bay Medical
Systems and Medical Guardian. None of these systems can actively monitor user
at-home activity or health status or provide any “intelligent” or proactive assistance. In
addition, Internet-connected fitness wristbands (e.g., FitBit) and health-monitoring
smart watches (e.g., Apple Watch) are gaining traction with the youth. These devices
use accelerometers for activity level tracking and calorie counting, sensors for heart rate
and temperature measurement, and GPS for location tracking. Despite their emerging
popularity, such devices do not target home care or activity monitoring for the aging
population.

Home-Use Monitoring with Sensors. Some of the more basic and mature home
monitoring systems such as home security systems (e.g., ADT home security) and
home video surveillance (e.g., Nest Cam, ADT Pulse) do not adopt or leverage
advanced multi-sensor technologies or cloud-based intelligent analytics services. Some
Smart Home researchers used object sensors with pressure sensors on the floor to
recognize users’ daily activities, which is not easily applicable in real home settings
[10]. Among the emerging technology leaders in this space, MyLively has shown the
most promise. Despite its initial validation, MyLively lacks several critical function-
alities such as gait analysis; health progression monitoring; health tracking and a
proactive analytics algorithm to generate automated alerts upon detection of health
anomalies.

3 System Design

3.1 SilverLink Architecture

The SilverLink system consists of both hardware and software components for various
types of home monitoring and analytics services. The hardware components include
multiple sensors; a home gateway and an SOS alarm pendant/wristband. The software
components consist of data collection API, a database, an analytics engine and a web
portal. The overall service architecture is shown in Fig. 1. The SilverLink system will
use object and human sensors placed inside a user’s home for the purpose of remote
monitoring. The object sensors will be attached to relevant household objects that can
help indicate user activity or health status based on users’ preference and lifestyle, e.g.,
pillbox (indicating medication compliance), refrigerator (indicating regular food
intake), shower or bathroom door (indicating personal hygiene routines), front/garage
door (indicating exiting/entering a home), etc. The human sensor (one for each user)
attached on the user’s body at all times will continuously record any motion performed
(walking, sitting, falling) by the user. The user will also be provided with an SOS alarm
pendant/wristband for emergencies. A pre-configured gateway will use BLE and 3G
communication techniques to receive and transmit data collected from the sensors to
the Datacenter where the advanced analytics engine will then process this data and
check for any abnormalities in the movement patterns.
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The SilverLink web portal will provide a platform (on devices such as laptops,
tablets, mobile phones, etc.) to visualize the health information collected by the sen-
sors. The analytics engine will process the data to make deductions based on pattern
recognition and these deductions will in turn stimulate notifications/alerts when a shift
in pattern in detected. The personalized response system with the SOS alarm button can
be activated (by the user) to alert the emergency response team, who will confirm the
emergency via a telephonic call and check for false alarms. Upon receiving a confir-
mation (or in the event that no contact is established) the emergency response team will
be sent out to the user’s residence to provide the necessary help.

3.2 Hardware Design for Home Activity Sensors and Gateway

SilverLink has three types of activity sensors: (1) object sensors, (2) human sensors,
and (3) SOS alarm pendant/wristband (Fig. 2a and b). The object and human sensors
are comprised of high-sensitivity tri-axis acceleration chips. Each sensor further
includes a wireless communication system, such as Bluetooth (e.g., BLE 4.0) and will
periodically emit signals to indicate the sensor status and to synchronize the sensor with
other components of the monitoring system. A coin cell battery will power the sensor
enclosed in a lightweight and durable casing with an attachment mechanism that allows
the sensor to be attached to a variety of different objects. For human motion moni-
toring, the sensor will have an additional hook or loop for users to easily attach the
sensor to their belt/keychain.

The SOS alarm (Fig. 2b) will comprise of an easy-to-use push button alarm sensor
that will be used to send a distress signal. LEDs on the body of the alarm will indicate
the status of the signal (i.e. sent to/received by the datacenter) to the user.

The home gateway (Fig. 2c) will typically be located inside the residence of a user
and will be configured to receive signals and data transmitted from one or more sensors
placed inside the house (object sensors) or on the user (human sensor). The home

Fig. 1. SilverLink architecture: hardware (sensors/gateway), software (analytics/portal), and
services
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gateway comprises of a CPU, BLE and 3G module and will also be configured to
transmit information to other components in the system such as the cloud-computing
network. The gateway’s 3G module (selected for its wide availability, low cost, and
stable performance) will be used for maintaining a wireless Internet connection, while a
BLE controller will be used for communication with other devices in the system,
including the sensors. Programming interfaces, in communication with the gateway’s
CPU and BLE controller, respectively, will also be included. The gateway will include
typical status indicators relating to power, connectivity, etc.

3.3 Data Collection API and Activity Database

The data collection API will be used to collect data from the different sensors placed in
a user’s home. A datacenter will be configured to store raw data collected from activity
sensors and send it to the datacenter via the gateway using a 3G-communication
protocol. Examples of the types of data stored in the tables include gateway, sensor and
system information; raw sensor log data; sanitized data for analysis; processed data
representing user activities; and web portal management data such as user login and
profile, links, notifications, etc.

3.4 Process Design for Advanced Analytics Engine

SilverLink’s novel analytics engine is configured to process and analyze data obtained
by other components of the system. Accordingly, the analytics engine employs an
algorithm (e.g., an abnormal pattern detection algorithm) to perform such tasks as
advanced pattern recognition. Figure 3 shows the flow of data through the monitoring
system and the analytics engine. Data is sourced from the remote sensors and trans-
mitted through the monitoring system to the data collection API such that a set of raw
sensor data is generated and is subjected to data transformation and integration steps for
noise reduction and sanitization. Various analytics approaches including pattern
recognition and signal detection to generate user activity data and define signal patterns
are then performed on the data. These signals will then either be recorded and stored in
user activity tables or used to send out notifications to family members/caregivers.

Fig. 2. a. (left) Customizable object and human sensors prototype; b. (center) The SOS alarm
prototype; c. (right) The Home Gateway prototype.
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3.5 Design for SilverLink Web Portal

The SilverLink web portal is an online monitoring and data visualization tool designed
to allow family members/caregivers to remotely monitor their loved ones.

The SilverLink web portal offers utilities such as user sign in or registration (sign
up), user dashboard to view monitoring data (Fig. 4), sensor configuration (sensor
status and location of the sensor), notifications, notification settings (selection of the
threshold for notification/alert generation) and administrative options (adding or editing
a new user profile). It provides a passage for communication between the user and their
family member through a feature called SilverMail, a video and photo-sharing inter-
face. The web portal provides password-protected access to registered users and will be
accessible from, or transmit information to computers, tablets or smartphones.

Fig. 3. SilverLink software design: data flow, datacenter, analytics, and notifications

Fig. 4. SilverLink’s user dashboard displaying a user’s activity summary for the day
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4 Preliminary System Evaluation

4.1 Objective

The aim of evaluating the system was to obtain feedback on various aspects of Sil-
verLink’s design and usage for system improvement and to uncover areas of potential
research to help in advancing SilverLink’s capabilities in the field of senior care.

4.2 System Evaluation Methodology

The SilverLink system evaluation (IRB approved through the University of Arizona)
was conducted using two approaches. In the first approach we conducted introductory
research by interviewing potential users (i.e., senior citizens, their caregivers/family
members and physicians) to gauge user need and obtain preliminary feedback on the
current version of the SilverLink prototype. The second approach was to test the
prototype in a laboratory setting (or mock home environments) to evaluate factors such
as the operating distance between the Gateway and the sensors (range), battery life,
data transmission rate, data loss rate, system errors, stability of the website and the
capabilities of the analytics engine. The preliminary interviews were conducted in the
US, whereas the laboratory tests were conducted in the US and in Taiwan.

5 Preliminary Findings

The alpha prototype of the SilverLink system was developed in April 2015. Results
from the preliminary evaluation (April–August 2015) of the alpha prototype are
summarized below.

5.1 SilverLink Taiwan Evaluation

Internal System Testing. The internal tests were conducted in three different home
settings. The floor plan and house structures were carefully selected to bring diversity
to the test scenarios. There were five separate tests that were conducted on each of the
sensors (1 human sensor and 4 object sensors) and their signal activity was measured at
distances of 1 M through to 10 M. During the tests, the subject wore the human sensor
at all times, i.e. while walking, sitting and sleeping. The object sensors were placed on
objects such as pillboxes, refrigerator door, front door, and the bathroom door while a
subject was asked to displace each object in predefined test cases with 5 repetitions. It
was found that the pass rate (the number of times the system recorded the event divided
by the actual number of events) was 70–80 % for object sensors while it was less than
60 % for the human sensors. The average range of the object and human sensors was
found to be approximately 7.3 m.
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5.2 SilverLink US Evaluation

Preliminary Interviews. The preliminary evaluation of the SilverLink prototype
included introductory interviews conducted with several potential users. The 9 inter-
viewees included a 72-year-old patient with Parkinson’s and his wife, an 85-year-old
man afflicted with Spinal Stenosis and his caregiver, a couple (female aged 68 and male
aged 75) who had recently experienced a fall, two physicians, and an expert working
with a local center on aging. These interviews were very useful in determining the need
for a system like SilverLink. The wife of the Parkinson’s patient commented, “This
system will put me at ease whenever I am away from my husband.” while others
provided feedback on the size of the SOS wristband. One interviewee said, “It is too
big and I would not like to wear it on my wrist.” Another observation during these
interviews was that the elderly people often have trouble wearing watches due to
conditions such as arthritis and hence it was determined that a wrist band may not be
the most suitable form for an SOS alarm. A domain expert also provided research
findings from previously conducted form factor studies and this information was
critical to the redesigning of the SOS alarm.

Internal System Testing. To estimate the signal loss rate, one internal subject (male,
age 23, of average height and weight) was fitted with two sensors, then asked to
perform a series of actions including sitting, standing, and walking, at locations of
varying distances from the gateway. Three locations were selected to test whether the
sensor-gateway distance will affect the signal loss rate. At Locations 1 and 2, all actions
were performed within 5 meters from the gateway. At Location 3, the sensor was
around 10 meters from the gateway, and there existed a wall between them. The signal
loss rate varied between 30 to 70 % at Locations 1 and 2, but increased to 90 % at
Location 3. In one instance at Location 3, the gateway did not receive any signals at all.
Based on the initial test results, a future improvement will be enhancing the stability of
signal transmission.

6 Preliminary Mobile Sensor Research

6.1 Research Design

While living alone, a senior person may encounter different scenarios that are worth
attention from his/her caregivers. For instance, (1) walking at a normal speed around the
house performing daily chores; (2) walking at a drastically decreased speed on a certain
day; (3) sitting on a chair for most part of the day and seldom standing or walking; or
(4) lying on a bed for 24 h. Such situations are often indicative of a person’s health
condition (such as healthy, improving, deteriorating or even in a state of emergency).
Inferences drawn from such data can help a senior citizen’s caregiver and/or doctor to
formulate focused health plans. The human sensor used for activity/motion detection
contains a tri-axial accelerometer, which tracks the user’s actions and sends acceleration
signals to the gateway. Analytic algorithms are needed to aggregate the signals to
high-level parameters (e.g., walking speed and step count) and make meaningful
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inferences. Najafi et al. [11] proposed activity recognition algorithms based on a single
tri-axial accelerometer, much similar to our setting. However, the location for the
accelerometer is restricted to the center of the chest, and its orientation has to be
determined beforehand, i.e., the sensor cannot be set upside-down or be tilted in an
arbitrary angle. Furthermore, high sampling frequencies (40 to 120 Hz) are preferred in
such studies, which, lead to a limited battery life for the sensors (15 days at maximum).

The first part of our research is focused on developing an algorithm (for the human
sensor) to deliver the walking speed of a user, using a sampling rate of 10 Hz with
extended battery life, 30–50 % physical data loss, arbitrary location for sensor attach-
ment (firm and not dangling) to the user, and an arbitrary orientation of the sensor.
Solving the motion detection problem in this real setting has been a challenge for
researchers. We aim to solve this problem by reconstructing the inertial reference system
based on the tri-axial acceleration signals. Further inferences (e.g., posture/activity
recognition) will also rely on this algorithm.

The second part of our research is Activity of Daily Living (ADL) Recognition.
Activity of Daily Living refers to the basic self-care activities performed by a person
each day. Analysis of activity data can reveal patterns that are indicative of a person’s
lifestyle and can be used to improve health outcomes, especially for senior citizens.
Current research is based on using only object sensors, e.g. pressure sensors for ADL
recognition. However, in a real home setting, using object sensors or human sensor
alone is not sufficient for ADL recognition as the activity performer’s information is
not included in the object sensor data. For example, in the case of a caregiver preparing
lunch for a user, the activity of opening the fridge detected by object sensor (attached to
the fridge door) can be associated with either the caregiver or the user in the room. The
object sensor fails to distinguish between the user and the caregiver. Similarly, the
human sensor alone does not provide sufficient data on the kind of activity a user
performs. Our preliminary research is focused on evaluating how the use of object
sensors with a human sensor (with the advanced algorithm) can give us a better
understanding of a user’s ADL and help in ADL recognition.

6.2 Preliminary Research Findings

As part of our preliminary research, we used our sensors to collect data patterns for
different user motions such as running, walking, standing, sitting and falling down.
These patterns will be instrumental in developing the algorithm for pattern recognition
and health prediction for senior citizens. Figure 5a and b show a graphical represen-
tation of the patterns obtained while a person is walking, running or falling down
respectively. These patterns are far more complex and varied in real life and identifying
them to make meaningful inferences is an integral part of our research.

For preliminary research on ADL, we used both an object sensor and a human
sensor together to determine their combined effectiveness in ADL recognition. Several
experimental scenarios were set up in a home environment to understand the interaction
between a user and the object. In every scenario, the human sensor was attached to the
user’s left shirt pocket. Object sensors were placed on a fridge door, a chair in the
kitchen, a pillbox, and a bathroom door. Each pair of scenarios compared interactions
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between user performing the activities and others performing the activities while the
user is simply moving. For example, scenario pair 1&2 involved (1) user walking to
the fridge and opening the fridge door (2) Finding and grabbing items (3) Closing the
fridge door and (4) Walking away. In the plots (Fig. 6a and b), the x-axis denotes the
time and y-axis denotes the acceleration level. The shaded area depicts the time period
when the fridge was open (from the first triggered signal to the last triggered signal). In
Scenario 1, we noticed that user’s interactions with the fridge resulted in a difference
between motion data collected inside and outside the shaded time period. In contrast,
movements captured by the human sensor in Scenario 2 were consistent throughout all
time periods. We can infer that the user’s movement and “using the fridge” activity has
less relevance compared with Scenario 1. This observation result introduced an efficient
way to extract human-object interaction that could be a helpful feature or criterion in
user’s ADL recognition.

7 System Improvement and Future Development Plans

Presently, the team is focusing on improving hardware and software functionalities
such as operating range, battery life, SOS design, stability of data transmission, and
data visualization on the SilverLink web portal. Further research into utilizing both
object sensors and human sensors for the ADL recognition will be conducted and will
be accompanied by detailed gait analysis (using human sensors) and algorithm
enhancement (for determining the walking speed in users) to better understand cases

Fig. 5. a. (left) Represents running and walking motion; b. (right) Represents a person falling

Fig. 6. a. (left) Scenario 1: User used the fridge. b. (right) Scenario 2: Others used the fridge
while the user was walking.
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with arbitrary sensor orientations (e.g., vertical to horizontal). The team will also be
conducting an extensive 100-person interactive user study (in the US, China and
Taiwan) to obtain further feedback on updated versions of the system.
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Abstract. The needs of reducing human error has been growing in every field
of study, and medicine is one of those. Through the implementation of tech-
nologies is possible to help in the decision making process of clinics, therefore
to reduce the difficulties that are typically faced. This study focuses on easing
some of those difficulties by presenting real-time data mining models capable of
predicting if a monitored patient, typically admitted in intensive care, will need
to take vasopressors. Data Mining models were induced using clinical variables
such as vital signs, laboratory analysis, among others. The best model presented
a sensitivity of 94.94 %. With this model it is possible reducing the misuse of
vasopressors acting as prevention. At same time it is offered a better care to
patients by anticipating their treatment with vasopressors.

Keywords: Vasopressors � INTCare � Intensive medicine � Real-time � Data
mining � Vital signs � Laboratory results

1 Introduction

There is an ongoing effort to implement Information Technologies (IT) in medical
facilities, since they can ease various developed activities. In Intensive Medicine
(IM) there are numerous devices and technologies helping intensivist to develop their
job more precisely, in order to take care of critically ill patients.

The use of Data Mining (DM) is one of such technologies becoming more common
in Intensive Care Units (ICU) where the patient is continuous monitored and it is
possible collecting data in real-time. Objectively, it seeks to use data produced by many
devices and transform it into new knowledge helping the decision making process.

In ICUs the use of vasopressors is very common in order to improve patient
condition, however sometimes the therapy is not applied in the correct time. In order to
provide a better patient care this study was conducted. The aim of this study is to use
DM in order to predict if a patient will need to take a vasopressor or not. If the
prediction is verified, the intent is to alert the intensivists. So that they can act before
that necessity materializes itself. Otherwise these models are useful to avoid wrong
prescriptions.

Data Mining models were induced using real data provided by Hospital Santo
António, Centro Hospitalar do Porto, Porto, Portugal. The data were collected from
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vital sings monitors presented in the ICU, laboratory analysis and Electronic Health
Record (EHR).

Analysing the developed DM models, very good results were achieved. The best
model reached a sensitivity of 94.94 %.

Apart from the introduction, this article is composed by other four chapters.
Background is the Sect. 2 where it presents information relative to related work. The
Sect. 3 - Study Description - enunciates the methods and tools used in the development
of the study and it is presented through the CRISP-DM phases. In the Sect. 4 is
presented and discussed the results of the study. Lastly, in the Sect. 5 is drawn the
conclusion regarding to the study.

2 Background

Information Systems and Technologies are very important nowadays and allowed
progress and success beyond imagined in many diverse areas. The area of Intensive
Medicine (IM) belongs to the medical sciences and it seeks to help critically ill patients
[1]. Through prevention, diagnosis and treatment, intensivists try to recover the
patient’s to prior state of health [2]. These activities take place in Intensive Care Units
(ICU) which are facilities specifically designed for these types of patients, where the
existence of life-support devices that monitor patients’ vital sings is abundant. Along
with the use of drugs these represent a strong ally to help patients [3].

The use of vasopressors is on focus here. This is a type of drug normally used to
increase blood pressure (BP) in patients where BP is minimal and patient’s life is at risk
[4]. Adrenaline, Noradrenaline and Dopamine are three developed vasopressors that
mimic the effects of neurotransmitter substances of the sympathetic nervous system.
They act as agonists in α1 and α2 adrenergic receptors being responsible for vaso-
constriction, which in turn increases blood pressure [5]. The use of vasopressors need
to be very carefully planned when a patient is with arrhythmias [6, 7].

The interest in study the use of vasopressors comes from the realization of INTCare
[8], a research project being developed in Centro Hospitalar do Porto (CHP). This
project implemented an information system in the hospital where the acquisition
process was modified. The data acquisition changed from a manual, on paper way to an
automatic, electronic and real-time process [9, 10]. The interactions within the system
are done through intelligent agents. These agents act autonomously and belong to four
different subsystems: Data Acquisition, Knowledge Management, Inference and
Interface [11]. Due to an iterative process, it is now a Pervasive Intelligent Decision
Support System (PIDSS) which using Data Mining (DM) supports the decision making
process in ICU. This PIDSS is able to predict patient’s outcome [12, 13], organ failure
[14], readmission [15, 16], discharge and length of stay [17, 18], among others [19].
Data Mining can be define as a process of looking for patterns in great amounts of data,
with the intent of describing the data or use it to predict future events. It is the
conversion of data into useful information [20].

Being DM an integral part of the INTCare system [21] this study seeks to improve
on a prior study [22] which had the objective of developing data mining models
capable of predicting the use of vasopressors in monitored patients of intensive care
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units. DM models used variables from vital sings monitors, laboratory analysis and
Electronic Health Record (EHR) to make predictions upon the future necessity of
vasopressor intake. The variables were selected based on possible causes for various
health conditions that require vasopressors as treatment. In total six different scenarios
combining the variables and four different algorithms – Naïve Bayes, Support Vector
Machines, Decision Tree and Generalized Linear Model – where induced. In this first
phase only were used raw data without classes. The results achieved were very satis-
factory having the best model reached the 90.72 % in the sensitivity metric.

Despite the results being very good there was still the intent to try and improve
upon those results. This time some changes were made to the dataset and to the
percentage of test/training of the models, in order to see how the results would cope
with that. While before the vital sings and laboratory analysis variables used raw
values, this time the values were aggregated into classes, with clinical meaning.

This work represents an ongoing effort of trying to innovate and augment the
conditions offered by intensive care facilities of CHP, so that the treatment given to
patients is always improving and the intensivists can make more precise decisions.

3 Study Description

3.1 Method and Tools

This study was developed according to the guidelines provided by the Cross Industry
Standard Process for Data Mining (CRISP-DM), a methodology often used in solving
data mining related problems. This methodology is composed by six phases, which are
Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation
and Deployment. The possibility of moving backwards and forward is one of the
characteristics that makes CRISP-DM a very versatile methodology.

Oracle SQL Developer was the tool used to perform the Extract Transforming and
Loading Process (ETL) and induce data mining models. It is an Integrated Develop-
ment Environment (IDE) used for development and management of Oracle Databases.
The modeling part of CRISP-DM in which data mining models were developed was
done recurring to the Oracle Data Miner extension available in Oracle SQL Developer.

3.2 Business and Data Understanding

Based on patient’s clinical data, the goal of this study is to improve the results of
previous developed data mining models to predict if a patient will need vasopressors or
not. This way it is possible to provide patients a higher quality of care, by allowing
intensivists to make more precise decisions. Also this study differentiates from the
previous study because it seeks to aggregate the various variables in classes (using
clinical knowledge) and realize if that will increase the quality of the results.

CHP is the provider of the data being used in this study, which concerns vital signs,
laboratory analysis and Electronic Health Record (EHR) of patients admitted to the
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Intensive Care Unit (ICU). The data being used ranges from January 6th, 2015 to May
18th, 2015 and holds 1259 rows of data concerning 56 distinct patients.

In total seventeen variables were used: SPO2, ECG_HR, ART_SYS, TEMP_T1,
PH, Erythrocytes, Potassium, Glucose, Leucocytes, Lactate, PCO2, Hemoglobin, Age,
Sex, Provenience, Type_Hospitalization and Hospitalization_Surgery. The target
variable is VSPGeral which represents if the patient did take a vasopressor or not.
Below in Table 1, it is possible to overview the variables used, their type and source.

3.3 Data Preparation

In this phase the Extract, Transform and Loading (ETL) process was executed. Since
great part of the issues concerning the data used in the previous study, the only
iterations done this time was the transformation of the values from string type to
number type through the use of a function and the aggregation of the variables’ results
into classes with clinical meaning. The reason for this change is centered on the fact
that a normal distribution could hold results in the wrong class. Therefore the results
were divided in three classes: Critical Low, Normal and Critical High. Critical Low
represents values below the reference values, Normal represents value within the ref-
erence values and Critical High represents values above the reference values.

In Table 2 it is presented the variables and values’ range for each of the classes.

Table 1. Variables overview

Variable Type Source

Saturation of oxygen (SPO2) String Vital signs
Hearth rate (ECG_HR) String Vital signs
Blood pressure (ART_SYS) String Vital signs
Temperature (TEMP_T1) String Vital signs
Leucocytes and erythrocytes String Lab analysis
Potassium and potential hydrogen (PH) String Lab analysis
Glucose and hemoglobin String Lab analysis
Pressure of carbone dioxide (PCO2) and lactate String Lab analysis
Dopamine, noradrenaline and adrenaline String Lab analysis
Age Number EHR
Sex String EHR
Provenience String EHR
Type_Hospitalization String EHR
Hospitalization_Surgery String EHR
VSPGeral String –

18 A. Braga et al.



To change each attribute’s field to a class an update to the attributes table was
made. This operation changed the field of the attribute to a class name according to the
value in the attribute’s field. To calculate these classes an algorithm to track patient
condition [23] able to calculate critical events [24] was adopted. This method was also
repeated for every single one of the variables belonging to vital signs and laboratory
analysis. As example it is the updated of Leucocytes attribute:

UPDATE PATIENT_DMCLASSES
SET LEUCOCYTES = CASE
WHEN LEUCOCYTES < 4.0 then “Critical Low”
WHEN LEUCOCYTES >= 4.0 AND LEUCOCITOS <=11.0 then 
“Normal”
WHEN LEUCOCYTES > 11.0 then “Critical High”

END. 

The creation of the target variable VSPGeral resulted from the combination of the
three vasopressor variables: Dopamine, Adrenaline and Noradrenaline. When a row
had at least one of these three variables with value “1”, the VSPGeral value for that row
was 1. Otherwise the patient did not receive a vasopressor and VSPGeral value was 0.

Table 2. Variables and values’ range per class

Variable Units Critic
low

Normal Critic high

Vital signs Temperature
(TEMP)

°C 34–36 36–38 38–45

Blood pressure
(ART SYS)

mmHg 0–90 90–180 180–500

Heart rate
(ECG_HR)

BPM 0–60 60–120 120–250

SPO2 % 0–90 90–100 100–500
Laboratory
analysis

Hemoglobin g/dL <12.00 12.0–18.0 >18.00
PH <7.35 7.35–7.45 >7.45
Leukocytes 103/µL <4.00 4.00–11.00 >11.00
Potassium mmol/L <3.50 3.50–5.30 >5.50
Lactate mmol/L <0.50 0.50–2.20 >2.20
Glucose mg/dl <70.00 70.00–105.00 >105.00
PCO2 mmHg <32.00 32.00–45.00 >45.00
Erythrocytes 106/µL <4.10 4.10–5.50 >5.50
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3.4 Modeling

Data mining models were built according to the objective of the study in this phase.
Since the objective is to predict a discrete result, i.e., if a patient will need to take a
vasopressor or not, the data mining function to be used is Classification.

The structure of the data mining models was maintained the same as in the previous
study, resulting in a distribution of the target variable (VSPGeral) with 37.81 % of
patients having taken vasopressors while 62.19 % of patients did not take any vaso-
pressor. The variables were aggregated into groups in order to understand how they
could influence the results of the data mining models. In Table 3 it is possible to see
which group each variables belong.

After the formation of the groups, six new scenarios were modeled. At first the
same distribution was used for test and training, respectively, 40 % and 60 %, but
afterwards Cross Validation (all data for training and test) was used for test in order to
see the effects on the results. Table 4 displays the modeled scenarios and the groups
that compose them.

Each one of the scenarios were executed using four data mining algorithms:
Support Vector Machine (SVM), Decision Tree (DT), Naïve Bayes (NB) and Gener-
alized Linear Model (GLM), which are all the algorithms available in the software
being used.

The combination of scenarios and algorithms results in a total of 48 models
(6 scenarios * 4 algorithms * 2 validation techniques). The following expression can
represent a general model:

Table 3. Variables aggregated in groups

Group Variables

Vital Signs (VS) SPO2, ECG_HR, ART_SYS, TEMP_T1
Lab Analysis (LA) PH, Erythrocytes, Potassium, Glucose, Leucocytes, Lactate,

PCO2, Hemoglobin
Patient Admission (PA) Provenience, Type_Admission, Admission_Surgery
Case Mix (CM) Age, Sex

Table 4. Scenarios and their group of variables

Scenarios Groups

S1 VS + LA + PA + CM
S2 VS + LA + PA
S3 VS + LA + CM
S4 LA + CM
S5 VS + CM
S6 PA + CM
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Mn ¼ Ax þ Si þ Tz þVt

In the expression Mn is the model with a classification approach (Ax), a scenario
(Si), an algorithm (Tz) and a validation technique (VtÞ:

In Table 5 is presented the settings used for each one of the data mining algorithms.

3.5 Evaluation

When the evaluation phases of CRISP-DM is reached, the results given by each one of
the data mining model, each scenario should be analyzed in order to conclude which
scenario has the best results. In this study the results were analyzed based on a con-
fusion matrix and Receiver Operating Characteristic (ROC) curves. The analysis of the
confusion matrix resulted on the production of results based on three different metrics:
sensitivity, specificity and accuracy.

Being the main goal the prediction of the necessity to take a vasopressor, the main
metric selected was sensitivity, because it focuses in predicting true positive values, i.e.
patients that will have to take a vasopressor. These analyzes were done over two
attempts: the first attempt (CL1) differentiates from the previous study because it has
vital signs and analysis’ values aggregated in classes. The second attempt (CL2) is
equal to CL1, except instead of using a distribution of 40/60 (%) for test/training. CL2
used Cross Validation for test and training. The intent is to understand how the clinical
classes and the percentage of test/training of data can affect the final results.

Table 5. Data mining algorithm’s settings

Support Vector Machine
Kernel Function Gaussian
Tolerance Value 0,001 
Active Learning Yes 

Decision Tree
Homogeneity Metric Gini 
Maximum Depth 7
Minimum Records in a Node 10
Minimum Percent of Records in a Node 0,05
Minimum Records for a Split 20
Minimum Percent of  Records for a Split 0,1

Naive Bayes
Pairwise and Singleton Threshold 0

Generalized Linear Model
Reference Class name 1
Missing Value Treatment Mean Mode
Ridge Regression Disable
Approximate Computation Disable
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4 Discussion

As in the previous study, the focus was to have very sensitive models. In this case the
objective was to see if the results got better results based on the aggregation of the
variables’ values into classes and later by evaluating using CV. The general results
were better not only for sensitivity, but also for specificity and accuracy. It was used the
same threshold: 85 % for sensitivity, 70 % for accuracy and 60 % for specificity.

The first attempt using the aggregation in classes and a distribution of test/training
of 40/60 (%) resulted in better results than in the previous study without classes.

In Table 6 are presented the scenarios (Sc), algorithms (Al) and values of the best
three models for metric, belonging to each attempt.

Through the observation of Table 6 we can infer that the use of classes in CL1
resulted in an increase of the metrics values, when compared to the Previous Study in
which were used the variable values, instead of classes. On the other hand, CL2 which
used cross validation (CV) also proved to increase results for all measures when to
compare to the first attempt, and even more so when compared to the previous study.

In parallel with the models of the previous study, all of the metrics increased. In
CL1, sensitivity increased in average 3.88 %, specificity 3.69 % and accuracy 3.87 %.

On the other hand, CL2 which also used classes but used CV for test and training
showed even better results than the first attempt. This time the increase relative to the
previous study was much more substantial, having the sensitivity increased in average
4.92 %, specificity 9.14 % and accuracy 7.21 %.

The best model is now belonging to CL2, where scenario 6 and algorithm SVM
surpassed the both best models from Previous Study and CL1 with 94.94 %.

Table 6. Top 3 models per metric

Previous study CL1 CL2

Sensitivity Sensitivity Sensitivity

Sc Al Value Sc Al Value Sc Al Value
S1 SVM 90.72 % S6 SVM 94.18 % S6 SVM 94.94 %
S1 NB 89.22 % S1 DT 93.18 % S3 SVM 94.44 %
S3 NB 88,68 % S3/S4 DT 92.89 % S1 SVM 94.01 %
Specificity Specificity Specificity
Sc Al Value Sc Al Value Sc Al Value
S3 SVM 82.72 % S1 SVM 85.14 % S1 SVM 87.57 %
S4 SVM 76.00 % S3 SVM 79.17 % S4 SVM 85.51 %
S1 NB 70.44 % S2 SVM 75.94 % S3 SVM 83.49 %
Accuracy Accuracy Accuracy
Sc Al Value Sc Al Value Sc Al Value
S3 SVM 86.02 % S1 SVM 89.61 % S1 SVM 91.50 %
S4 SVM 82.84 % S3 SVM 87.29 % S4 SVM 90.23 %
S1 SVM 81.14 % S6 SVM 84.75 % S3 SVM 89.91 %
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Concerning the ROC curves, it is possible to observe in Figs. 1 and 2 that the use of
classes increased marginally the area under the curve of the most sensitive models
belonging to CL1 and CL2. While in the previous study the ROC curve of the most
sensitive model had a value of 83.06 %, now CL1 has a value of 84.75 % and CL2 has
a value of 83.80 %.

5 Conclusion

The results obtained in this study represent the success of the objectives defined - the
improvement of the results attained in the previous study. Prediction results increased
on all metrics, but more importantly on sensitivity, which it is the metric that predicts if
the patient will need to take a vasopressor. This improvement will increase the strength
that previous models already had. At first it benefits the patients by avoiding the side
effects that vasopressors might have. In second this models seeking to improve their
health condition. In fact intensivists will have less stressful and uncertain decisions and
the hospital will reducing costs and waste of resources by avoiding wrong therapeutics
associated to the use of vasopressors.

Overall the correct implementation of data mining models that can predict a
relevant aspect concerning patient’s health is always very important and welcome.

Fig. 1. CL1 – S6/SVM – ROC curve

Fig. 2. CL2 – S6/SVM – ROC curve
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Abstract. The main goal of this study is to build a secure information ecosystem
that connects patients, doctors, medical and insurance companies, sports organ‐
izations, fitness centers, manufacturers of telemedicine devices and medical
systems for constant monitoring, long-term analysis and quick alerting over
sensitive patient’s data. This paper provides the extended literature analysis on
topic and summarizes state-of-the-art in development of Personal Medical Wear‐
able Device for Distance Healthcare Monitoring X73-PHD (mHealth).

Keywords: E-health · Medical information systems · Information privacy ·
Reliability · Experimentation · Security · Human factors · Theory

1 Research Motivation

In recent years, the healthcare industry has acknowledged the benefits of efficient service
systems. Software-as-a-Medical Device (SaMD) was recognized as one of emerging
parts of XaaS (“everything as a service”).

In our research we aim to develop a personal health monitoring device to allow an
early detection of patient’s cardiovascular and endocrine diseases (hypertension,
diabetes) to lower death and disability rates in distant rural areas in Russia. We keen on
increasing this technology diffusion and adoption due to fair information privacy poli‐
cies over patient’s sensitive data.

In this short paper we expand the overview of medical device in Russia and describe
the functional characteristics of created medical product.

2 Overview of Medical Portable Devices in Russia

A number of studies [1, 2, 5] show that the adoption of electronic medical devices
assisting ageing societies in everyday life contain huge potential and “encourage better
doctor-patient interaction” regarding patient symptoms and quality-of-life monitoring.
For instance, in Taiwan where the elder population is expected to reach 20 % of the total
population by the end of 2025 a group of scholars [6] integrated the health control
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monitor with iPhone device. Their paper contained review on 17 immobile and mobile
long-distance health monitoring systems available on the world market. We extend this
work by a short reviewing the same attempts in Russia.

Medical information systems’ (MIS) market in Russia contains several promising
products and the market itself is emerging: Medesk cloud platform1, Eureka2, Patient3,
qMS4 monitoring services provide remote diagnostics storing personal patients health
cards and making appointments scheduling. Their advantages vary from multi-server
data storage (Medesk), modularity (Eureka), duplicated data storage mechanism (qMS)
and free database system (Patient).

The abovementioned products are facing today a number of patient’s information
privacy and information security concerns. Prospective users perceive aspects of privacy
policy differently (“right to privacy”) and proposed medical monitoring benefits (after
the privacy loss) could look vague [3, 7]. Moreover sensitive private data imposes high
risks for insurance companies that (in the era of Big Data) expect to build their patients-
handling and pricing models according to the electronic medical records collected.

We acknowledge that the demand of accumulating the best functionalities in a
holistic, easy-to-use, functional and secure MIS at affordable price still exist. But the
mentioned risks show how easily the acceptance of a new product might fail without
handling information privacy and security.

3 Our Attempt – Health Monitor

That is why one of our primary concerns developing Remote Health MIS were: protected
full patient recovery life-cycle information storage (automated gathering, transfer and
storage) (1); and full patient control over data possession by signing a Commission
sharing agreement (CSA) prior to device usage (2) (Fig. 1).

Fig. 1. Model of mHealth information environment

1 http://www.medesk.md/ru/.
2 http://www.eureca.ru/index.php?id=220.
3 http://medotrade.ru/MIS-Patsiyent.
4 http://www.sparm.com/products/qms.
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To reach this goal specific software was developed to automate the gathering, transfer
and storage of medical information processes, information consolidation and analysis,
prognosis and risk detection of person’s health indicators, organization of rapid response
in cases of emergency, maintenance and correction of patient’s treatment plan. Table 1
summarizes the benefits of developed solution for three stakeholder groups.

Table 1. List of benefits of proposed solution

Medical organization Doctors Patients

Rise of patients loyalty due
to the increased QoS

Controlling the assigned
patients’ prescriptions

Personalized service inc.
CSA according to
patient privacy under‐
standing

Remote functional diag‐
nostics in cases of quali‐
fied medical personal
absence

Case management of the
clinically supervises
patients

Easy to use way of moni‐
toring health status and
Remote medical advise‐
ment

Management of the quan‐
tity of in-person
patients’ attendance

Work hour’s management
rationalization

Encrypted channels of
data transmission

Costs optimization Remote advisement due to
the videoconferencing,
chatting and email

Recovery hour’s manage‐
ment rationalization

To the current moment we developed a Web-portal with personal account of the
patient, doctor and administrator of the health facility and a number of electronic devices
that now are being verified in target groups [4], (Fig. 2).

Fig. 2. Health indicators displayed realtime on the web portal

The solution provides vast functionality for adding, reading and analyzing patients’
health indicators. Statistics of the selected indicators can be seen over time, so that
conslusions about the possibility of the diseases can be drawn based on the collected
data. Health indicators’ data can be added either manually or via integration with other
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services or devices. The solution also provides functionality for the communication with
the current patient’s doctors. Due to the concerns of patient’s confidentiality, the
communication is encrypted and can bee seen only by the participants, in this case the
doctor and the patient (Fig. 3).

Fig. 3. View over personal patient’s schedules

The solution also provides functionality for the personal patient’s schedules, that has
all the scheduled appointments, procedures and prescriptions.

4 Conclusion

Developed mobile application provides following functionality:

– Secure health indicators transfer (from phones and tablets of the patient)
– Encrypted storage of information (health indicators data and self-observation diary,

doctor’s prescription, medical tests results, etc.)
– Remote medical consultation: videoconferencing, chatting and e-mail
– Integration with external systems (medical information systems and insurance

companies’ systems)
– Encrypted personal data storage and obligatory data disclosures for dealing with

information privacy
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and the support of the Ministry of Education and Science of Russian Federation (the contract No.
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Abstract. Smartphones have opened a new world of opportunities in
the context of health care. Particularly, they can be used in behavioral
monitoring scenarios. This paper presents a system based on mobile and
cloud computing technologies for managing multimodal and unstruc-
tured data in an ubiquitous and pervasive platform. The proposed sys-
tem allows parents, teachers and tutors to collect information of children
behavior. The proposed system aims to provide a technological tool for
aiding psychologists and psychiatrists to perform evidence-based diag-
nosis and therapy as a strategy to improve the management of mental
disorders in children and adolescents.

Keywords: Mental disorders · Cloud computing · mHealth · Behavior
tracking

1 Introduction

Mental disorders are syndromes characterized by clinically significant alterations
from expected cognitive, social and emotional development becoming a patho-
logical phenomenon [1]. These disorders have been considered as an important
public health. It is estimated that a total of 13% − 20% of children around the
world experience a mental disorder in one year, but only a small portion of them
receive treatment; especially in low and middle income countries [20].

Cognitive Behavioral Therapy (CT) has shown encouraging results for the
treatment of mental disorders in children, still above pharmacological treat-
ments. This type of therapy refers to a class of interventions that share the basic
premise that mental and psychological disorders are generated and maintained
because of cognitive factors [11]. It is based on functional analysis of conduct,
which focuses on identifying variables that influence the occurrence of behavior
problems. CBT allows to establish cause-effect relationships between the child
behavior and her/his environment [9].

The first step to initiate a CBT intervention is to identify and separate the
behaviors, which vary from what is considered as normal from those considered
c© Springer International Publishing Switzerland 2016
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as pathological. It is important to take into account the social factors of child
environment and the levels of frequency and intensity. It is also relevant to
assess characteristic behaviors manifested by children in various environments
such as school, home, or any other place in which children remain. Due to the
impossibility of performing continuous specialized observation of all possible
child environments, psychologists and psychiatrists turn to the appreciation of
child relatives, teachers and tutors.

Observations are commonly captured with evaluation instruments such as
paper-based questionnaires [2]. These instruments have been criticized due to
aspects such as memory lapses, attention problems, and emotional reasons, which
could change adult testimony when they meet psychologist. Moreover, credibil-
ity of child testimony is even more complex because the confusion between what
is considered reality and fiction by children, as it is revealed by a psychoana-
lytic study [18]. Therefore, it is recommended to follow an observation process
and track child behavior by people involved in development of the infant in a
systematic way [2].

Paper-based diagnostic tests are being widely used by psychologists nowa-
days, however, they present several disadvantages related to subjectivity and
availability. Subjectivity because traditional evaluation measures of paper-based
test strongly depends on the psychologist criteria. Availability because relatives
do not have at hand a mechanism to record data when children behavior events
happens [8]. Figure 1 shows a real paper-based instrument used to assess anxiety
symptoms.

Fig. 1. Paper-based test using the Barrat scale.

The development of mobile applications that support clinical processes is a
growing field that promises to be useful in behavioral health care. Specifically for
improving the evidence of characteristics of behavior that are out of clinic envi-
ronments [3–5]. Recently, some works have been developed for providing support
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to observational processes in cognitive behavioral therapy. The system presented
in [8] involves a mobile system and a web component for the monitoring of bipo-
lar patients. In [6], authors present a system for self-managing of schizophrenia
symptoms. In [12] authors integrate a mobile application, a web component,
SMS messages and email for the tracking eating disorders in adolescents.

These applications are high storage demanding due the need of constant
observational records and to the complexity of multimodal and unstructured
data that should be managed (images, audio and video) [21]. Thus, the need of
accessing all patient information at the right time is critical. Medical records
must be available and accessible to all the involved people in the diagnosis and
therapy processes [21].

This paper proposes the use of cloud computing as a strategy for developing
behavioral registration technologies that requires large storage and access to
unstructured data. The proposed platform provides tools that allows to access to
evidence of behavior characteristics at different environments in which children
remain. Consequently, it is expected that the proposed system improves therapy
and diagnosis processes in children and adolescents with mental disorders.

The paper is structured as follows: Sect. 2 presents the proposed cloud com-
puting architecture as well as opportunities and reasons for choosing this alter-
native; Sect. 3 describes system requirements for building the proposed system;
Sect. 4 presents details of the developed system; Sect. 5 provides an overview of
a first system validation; and finally, Sect. 6 concludes the paper and presents
some ideas for future work.

2 Cloud Computing and Mobile Health

Mobile Cloud Computing (MCC) is a paradigm in which mobile applications
use infrastructure for storing and processing data in the cloud. This architecture
uses cloud platforms that are dynamically scalable [16] and follows a pay-per-
use premise. One of the biggest MCC service providers is Amazon Web Services
(AWS), which provides a set of services accessible through Internet [19].

Cloud computing is considered as an unlimited resource that is accessible
in anytime and anywhere (while internet service are available), which offers the
possibility of maintain ubiquity and pervasiveness in applications [15]. Cloud
computing also brings an easy and fast access to computing resources [10].

The increasing use of smartphones in health care scenarios [17] makes data
grows exponentially [21]. Therefore, larger storage capacities are typically needed
by mobile devices to efficiently operate. Additionally, energy limitations on
mobile devices [15] make it necessary an environment that allows storage, search,
share and analyze patient information [21].

The combination of cloud computing architectures, wireless networks, and
mobile computing, allows to minimize technological constraints of mobile
devices. A mobile cloud computing architecture solves problems such as low
capacity, security and privacy [7,15].
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An MCC architecture follows one of the following paradigms: (1) Platform
as a service (PaaS), allowing customers to develop, run, and manage Web appli-
cations; (2) Infrastructure as a service (IaaS), which provides virtualized com-
puting resources over the Internet; (3) Software as a service (SaaS), which is
a software licensing and delivery model in which software is licensed on a sub-
scription hosted solution; and (4) Back-end as a Service (BaaS), which is a new
cloud computing model that provides web and mobile developers with a way to
connect their applications to backend cloud storage and APIs exposed by back
end applications while also providing features such as user management, push
notifications, and integration with social networking services [7,21].

The Baas paradigm is one of the most attractive options nowadays because
mobile app developers do not have to do complex tasks such as installation, con-
figuration, administration and integration between mobile and server, typical of
the other three paradigms. There are available in the market some Baas imple-
mentations. One of the most popular is Parse1, which provides the following
features:

– It allows to manage everything about system back-end: application users,
sending and reception of notifications, and data analysis.

– It offers high availability to access patient information every time.
– It provides interoperability and sharing information with all professionals

involved into the diagnosis and therapy processes [21].
– It implements Non-SQL databases (Cassandra, MongoDB, Redis), which

allows to efficiently store and manage multimodal data such as audio, video,
and images.

– It uses Amazon EC2 (elastic computing) that allows automatically scale the
system on demand.

3 System Description

This section presents characteristics of the developed system in terms of clinical
and technical factors.

3.1 Clinical Characteristics

The following clinical features were implemented in the application:

– Collaborative environment that involves child relatives and health profession-
als in diagnosis and therapy processes.

– Data protection due to the sensitivity of clinical and personal child informa-
tion.

– Setting of predominant behaviors for each type of mental disorder, with pos-
sibility of adding specific behaviors.

1 https://www.parse.com/.

https://www.parse.com/
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– Pervasive and ubiquitous behavior tracking to record information about with
whom the child was and where the child was.

– Functional behavioral assessment tool.
– Graphical visualization of behavioral observation records that allows to iden-

tify predominant behaviors and its environments.
These characteristics are mainly related with user needs, which correspond to
functional requirements.

3.2 Technical Characteristics

The following technical features were implemented in the application:

– Capture of multimodal data such as images, audio and video.
– Scalable storage to support massive volumes of captured data.
– User authentication based on login and password.

These three aspects were very important to define the architecture of the
system, which correspond to non-functional requirements.

Fig. 2. System architecture composed of two parts: client-side and server-side compo-
nents.

4 The BehAppy System

The BehAppy system consists of two main components: a mobile application and
a back-end component. As shown in Fig. 2, the mobile component was developed
as an Android application that provides functionality of signing in/login in to
the system, and recording data of child behavior events. The web component
is part of the back-end, which provides to health professionals access to user
information (parents, teachers, grandparents, etc.), analyze behavioral records,
and configure system parameters.
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4.1 Mobile Application

Mobile application was built following the well-known model-view-controller
software design pattern, which establishes a three layer architecture: view or
user interface (GUI), controller or business logic and, model or data layers. The
GUI was built using XML (Extensible Markup Language), and Java language.
The application access to multimedia devices (camera, audio, timer) for record-
ing behavioral events, using an App Widgets implementation. The applica-
tion logic was managed through Android Application Programming Interfaces
(APIs), which manage the answers to requests generated by the GUI. The data
layer is managed by Parse, which provides a set of functions to store, access,
modify and delete data in an efficient way.

The main objective of the BehAppy application is to support diagnosis and
therapy processes through a tool that also to acquire multimodal data of chil-
dren behavior in order to improve the observation in all environments in which a
child remain. As illustrated in the Fig. 2, the mobile application has two submod-
ules: the first one is focused on roles that participate in the child development
environment (parents, teachers, tutors, and other relatives), and the second one
focuses on professionals (psychologist, therapist) that participate in the diagnosis
or therapy processes.

(a) Information for relatives. (b)  Information for professionals.

Fig. 3. Information module.

Relatives Module. This module allows the integration of relatives in the
behavior recording process. The main idea is to allow to register important child
behavior events. This information will be useful for finding correlations between
events, people, environment, etc., in posterior analysis phase. This module is
composed of three submodules described below:

1. Information module: It describes through three screens the main objective
of the application and other key information such as what is BehAppy, who
can use the application, how to use it and a brief description of the provided
functionality. This module is illustrated in Fig. 3a.
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2. Registration process: The registration form and application login establishes
three “roles” to make the register in Behappy. As it was mentioned before,
it is important to integrate information of the different environments in
which the infant develops, home, school or other activities that the child
performs. But also it is important register the people who share these activ-
ities with the child, by which each relative must be registered independently.
By default, three register options were included: parent, teacher, tutor or
family/guardian. Each role has access to different information concerning the
infant, because the information that parents know about the child is not
the same as the teacher must know. Among the data requested for register-
ing on the application, name, username, email, and account password were
established. In addition, an unique infant registration code is provided by the
professionals module when It makes the registry of the infant as new patient.
This code must be entered by parents and teachers or other relatives, and
this is the way as the behavioral records catched by the application will be
identified.

3. Conductual recording: This module allows to perform the recording of each
characteristic behavior. For each register user must select the type of behavior
that will be registered and the data modality, i.e. image, video or audio.
Behavior types must be previously defined by the health professional in the
patient register process. Each captured record is sent to the server for doing
it accessible to the health professional.

Health Professional Module. Because not all mental disorders present the
same characteristics behavior, this module provides mental health professional
to register children that will be tracked and to configure the specific behavior
that must be recorded for each. This module includes three submodules: an
information module, a health professional registration module and a patient
registration and management.

1. Information module: similar to he relatives module, the information module
presents general information about the application features and function-
ality, as it is shown in Fig. 3b. Specifically, this module informs about the
application description at clinical level, functionality of both relatives and
professional modules, and explains how to use the application.

2. Registration module: personal data for creating a system account such as
name, username, email, ID number, professional card number and password,
are required. This type of account enable user to register patients, to manage
the recording registers and to visualize information reports.

3. Patient registration and management module: this module provides to health
professionals functions for handling patients that require to be tracked. The
behavior tracking process starts with a registration, which requires some per-
sonal and clinical information of the child such as name, age, parent’s names,
school age, reason for the consult, mental health history, among others. Once
the child is registered, the application generates a code, which should be
provided to the child relatives for allowing to register new behavior events.
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Through this module, a health professional has access to a set of patients with
his/her associated records. In addition, the professional can record appoint-
ments and configure reminder alarms of meeting therapies of each patient.

Some application screenshots are shown in Fig. 4.

(a) Relative’s module. (b) Professional’s module.

Fig. 4. Main functionality of BehAppy mobile application

Fig. 5. Server-side architecture (adapted from a AWS case study: Parse [13])

4.2 The Back-End Component

As illustrated in Fig. 5, the back-end service provides a comprehensive set of
architectural components for display, storing and processing data. In our case
we implement two of them: (1) A web component designed for providing health
professional access to recorded data, as an additional option to mobile applica-
tion, which allows another visualization possibilities, and (2) A server that allows
the management of large unstructured and multimodal data. Web interfaces were
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designed using HTML, CSS and JavaScript, whilst storing and processing fea-
tures were implemented with the Parse cloud services.

Web component involves two menus: The main menu located at the top center
(horizontally) and a sub-menu in the upper left corner (vertically). The first one
provides data visualization functions, data analytics, push-up notifications and
system configuration options. The second one changes according to the selected
main menu option. Below, some functionality of the web component is described.

Notifications. The web component managed in the cloud provides the function-
ality for sending and receiving push-up notifications through the use of Google
Cloud Messaging (GCM). Thus, when a new behavioral record is registered, a
notification is sent to a professional.

Data Analytics. One of the main features of the web component is to provide
statistical analysis of the stored data. Figure 6 shows the amount users that
participate in the recording process and the influence of each user in the quantity
of registered data. This tool allows to identify in which environment there exist
more characteristic behaviors related to a mental disorder. The amount of stored
behavioral records can be also viewed via graphs that indicate the highest peaks
or times where the child has more anomalous behaviors.

Fig. 6. System audience analysis and statistics module

Data Storing and Processing Component. The server component that
manages all stored data (users, notifications, behavioral records, etc.) is managed
in the cloud. Incoming data traffic is automatically distributed by making use of
Amazon Web Services and Amazon Elastic Cloud Computing (Amazon EC2),
which provide re-sizable compute capacity in the cloud.

Since the system server component must handle a high amount of multimodal
and unstructured data, Parse uses the MongoDB Non SQL database, Redis
and Cassandra. The first one provides flexible storage schemes required by the
system; the second one allows to manage send/receive notifications (push-ups);
and the third one, provides a stronger service to increase data storage.

Finally, because the importance of behavioral records for diagnosis and ther-
apy processes, Amazon Elastic Block Store (Amazon EBS) is used to create
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snapshots frequently for each piece of stored data, increasing the security of
stored data. Each Amazon EBS volume is automatically replicated to protect
data in case of component failures, providing high availability and durability of
the stored information.

5 Preliminary System Evaluation

The proposed system was developed with the support of a team of mental health
professionals, who determined the basic set of clinical and functional require-
ments, and supply continuous feedback in the development process. System eval-
uation was carried out through a qualitative survey that was composed of three
kinds of assessment categories: functional, usability and needs satisfaction. Items
were evaluated through four approval criteria using the Likert’s Scale [14], where
4 indicates totally agree, 3 indicates agree, 2 indicates disagree and 1 indicates
totally disagree.

Five psychologists participated in this evaluation, all of them belonging to
cognitive-conductual perspective and are specialized on children. One psycholo-
gist had not postgraduate studies, two had specialization degree and two doc-
torate degree. Results are discussed below:

– For the functionality evaluation, seven criteria were considered including
application clarity, information provided, ease of recording functionality, char-
acteristic behavior fitting, usefulness appointment option and relevance of
notifications. For each survey the minimum and maximum score was in the
range of 7–28 points respectively. Thus, participants could score between 28
and 140 points. From all the applied surveys, it was obtained a total score of
129 points and the average individual score was 25.8. These results allow to
interpret a high acceptance of the application by the participant psychologists.

– For the usability evaluation they were evaluated five criteria including colors
combination, letter size, ease of use of registration, recording and appoint-
ments modules. For each survey the maximum and minimum scores could be
20 and 5 points respectively, which means a maximum of 100 and minimum
of 25 for the summarized result. From all applied surveys, it was obtained a
total score of 95 points, with an individual average score of 19, which allows
to infer that the application is highly usable.

– For the user needs satisfaction point of view, three criteria were used: contri-
bution on the diagnosis and therapy processes, interest on acquiring and using
the application in his/her daily consult, and usability for other mental health
professionals. This evaluation just considered YES/NO answers, where YES
scores 1 point and NO scores 0 points. All surveys obtained 3 points in this
part, which allows to establish that the proposed system is a feasible tool for
demanding needs in mental health care area.

6 Conclusions and Future Work

Mobile technologies have shown to be useful for aiding the diagnosis process of
children mental disorders. Recent mobile capturing technologies have generated
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an exponential growing of multimodal and non-structured data that require to be
stored and analyzed to infer behavioral patterns in order to enable health special-
ist to obtain more accurate diagnosis and effective therapeutic interventions.

The cloud computing approach and its integration with mobile technology
is a very successful combination for supporting health activities and specifically
to support mental health care. Based on an applied survey, we conclude that
the proposed system is very necessary for mental health professionals and its
contribution to diagnosis and therapy is of high relevance. As future work we
will perform a validation of the proposed system in a real patient environment,
which will involve parent referents, tutors and teachers. Likewise, we plan to
implement data mining techniques to analyze collected data for future platform
versions.

Acknowledgments. This work was funded by Universidad Antonio Nariño through
the project 20131088 “Desarrollo de herramientas diagnósticas basadas en anńalisis
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2. Amorós, M.O., Carrillo, X.M., Alcázar, A.I.R., Saura, C.J.I., Saura, C.J.I.,
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Abstract. Ecological Momentary Assessment (EMA) techniques have
been blooming during the last years due to the emergence of smart
devices (like PDAs and smartphones) that allow the collection of
repeated assessments of several measures (predictors) that affect a tar-
get variable. Eating behavior studies can benefit from EMA techniques
by analysing almost real-time information regarding food intake and the
related conditions and circumstances. In this paper, an EMA method
protocol to study eating behavior is presented along with the mobile
application developed for this purpose. Mixed effects and vector autore-
gression are utilized for conducting a network analysis of the data col-
lected and lead to inferring knowledge for the connectivity between dif-
ferent conditions and their effect on eating behavior.

Keywords: Ecological momentary assessment · Mixed effects · Vector
autoregression · Network analysis

1 Introduction

Nowadays, rapid technological advancement has allowed the introduction of
modern devices (PDAs, mobile devices, electronic diaries, smartphones, etc.)
into the collection and study of -almost- real-time data from real-world environ-
ments. These processes provide researchers with a harness of data that need to
be analysed in an effective way. Ecological Momentary Assessment (EMA) [16]
is an umbrella term for all methods used to repeatedly assess individual sub-
jects in daily life. Reports can be created either randomly (e.g. selecting some
time moments per day) or can even be event triggered. EMA has a number of
advantages over more traditional methods [14] for the assessment of different
measured values and a broad field of applications [13] (such as substance abuse,
psychopathology, levels of pain, levels of physical activity, emotional states).
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Another field that EMA can provide more insight is the predictors of
unhealthy eating behavior, and thereby can contribute to a better understand-
ing of the mechanisms of eating behavior. The insights gained using this method
can be used for developing ecological momentary interventions (EMI) [7], which
consists of intervening in real-time, right in the situations in which it is most
important, and most likely to have an effect. Furthermore, an open problem
is the analysis of these predictors: How the different predictors (e.g. emotions,
cognitions) are interrelated, change over time and are related to eating behavior.

In this paper, we present a method for analysing data collected using EMA
utilizing a smartphone application and how mixed effects models (ME) with
vector autoregression (VAR) can help reveal the network dynamics of how pre-
dictors like emotions affect each other but also eating behavior.

2 Related Work

2.1 Mixed Effects Models (ME) and Vector AutoRegression (VAR)

Mixed effects models refer to a variety of models which have as a key feature both
fixed and random effects [5]. Fixed effects are ones in which the possible values
of the variable are fixed across all samples (e.g. age) whereas random effects refer
to variables in which the set of potential values can change (according to the
individual). Mixed effects models are utilized in looking into research data where
users are organized at more than one level. More specifically, a level-1 submodel
describes how individuals change over time (fixed effects) and a level-2 submodel
describes how these changes vary across individuals (random effects). The main
advantage of mixed effects models is that they take into consideration variation
across individuals that is not generalizable to the independent variables.

Mixed effects (ME) models can capture the multiple levels of organisation of
EMA data but are not able to show evolution over time or how variables affect
each other from one time point to the next. Vector autoregression (VAR) is an
econometric model used to capture these interdependencies among multiple time
series [18]. VAR models extend the univariate autoregression (AR) models by
allowing for more than one evolving variable. Each variable is represented by an
equation explaining its evolution based on its own lags and the lags of all the
other model variables.

2.2 Studies on EMA Data and ME-VAR Models

EMA research methods use mobile technology (diaries, PDAs, smartphones etc.)
in order to collect repeated measurements on the same unit (i.e. humans, plants,
samples depending on the study) over time. Variables measured depend on the
kind of study (agriculture, medical health, physical sciences, engineering) and
can hold continuous, binary or ordinal values. An EMA framework allows the
researcher to ask subjects to answer questions or to perform certain actions
when predetermined conditions are met. These conditions can be anything from
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a certain time of day to the occurrence of events of interest, such as being about
to eat or being tempted to eat.

Some of the main advantages of EMA methods are: (a) real-time assessments
increase ecological validity and minimize retrospective bias, (b) repeated assess-
ments can reveal dynamic processes, (c) multimodal assessments can integrate
psychological, physiological, and behavioral data, (d) setting- or context-specific
relationships of variables or events can be identified, (e) interactive feedback
can be provided in real time and (f) assessments in real-life situations enhance
generalizability.

During the last years EMA studies have been conducted in several fields
like Tobacco use and relapse [15], social anxiety [9], mood disorders and mood
dysregulation [4] and many more. There is also a great variety of EMA studies
regarding eating behavior [3,8,12]. These studies demonstrated that by captur-
ing eating behavior in everyday life, it is possible to reveal the factors affecting
eating events like hunger experiencing, sorts of (non-)leisure activities under-
taken, social circumstances and states of affective arousal (positive or negative
emotions).

Combination of mixed effects models and vector autoregression is a technique
which gains ground in analysing data (not only EMA). Brain connectivity has
been investigated using ME-VAR techniques [6] from a functional MRI dataset.
Besides graphical approaches, researchers are able to translate complex rela-
tions to tangible networks. For example, in psychopathology, symptom networks
(created by interplay between symptoms) [1] can be used to extract useful infor-
mation. Such network structures reveal that patterns of temporal influence allow
symptoms to directly or indirectly connect and interact [2].

3 Description of the EMA Method

An iPhone application was developed in-house that allows people to report
potential obesity-promoting factors in real time (see Table 1 for these factors), by
filling in brief questionnaires. Such relatively unobtrusive on-line self-monitoring
can yield more accurate results than retrospective (questionnaire) assessment.
Ecological momentary assessment was performed in two ways: (a) Event sam-
pling : participants were instructed to use the application immediately prior to
eating something and (b) Random sampling : Limited input was requested at
pseudo-random time points throughout the day (pseudo-random means that day
is divided in 8 boxes and samples occur at random times in each of the boxes
aiming at covering all day intervals).

In detail, the application is a logbook, which is used every time the user eats
something and when the user is prompted (randomly) to report his/her status.
The latter data points are used to generate a baseline by assessing user’s status
at random moments throughout the day. When an eating moment is about to
happen, the user is required to provide short feedback about the emotional state,
the food product, the thought that preceded food intake, and the circumstances.
In addition, the user is also asked to add a picture of the food intake.
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Table 1. Data collection using iPhone application

Variable Format

Date saved * date-month-year hour-min-sec

Craving * VAS item (0–10)

Emotion worried * VAS item (0–10)

Emotion angry/annoyed * VAS item (0–10)

Emotion stressed/tense * VAS item (0–10)

Emotion relaxed/at ease * VAS item (0–10)

Emotion cheerful/happy * VAS item (0–10)

Emotion sad/depressed * VAS item (0–10)

Emotion bored * VAS item (0–10)

Specific craving * Selection from a table of 19 images

Location Free text

Circumstances Free text

Specific eating *, + Selection from a table of 19 images

Thoughts regarding to eating + Free text

Food intake image + Image file in .png format

(*) denotes variables used in current paper analysis
(+) denotes variables present only in event-contingent samples

The ESM study followed 100 participants (equally divided to healthy-weight
and obese, as defined by objective Body Mass Index (BMI) measurements) over
the course of 14 days. Every day subjects were randomly notified by a beeper
(random sampling) between 0730 and 2230 with an interval of two hours. Besides
that, when they are about to eat something they fill out a similar questionnaire
but containing the food information. This process resulted in an average of 10
responses (including random samples and eating events) per user per day. The
dataset is multi-level and complex containing information about users and their
eating events, emotions, circumstances, locations for several time moments dur-
ing the days they participated in the study. In detail, the information collected
using the application are presented in Table 1.

For the purpose of the analysis presented in the next Section, we selected a
number of items that captured the mood state of users and the items that cap-
tured their eating behavior (they are denoted by (*) in Table 1). Mood states are
measured using seven emotions using Visual Analogue Scale (VAS). Regarding
eating behavior, the assessment of user’s craving (on VAS) was measured in each
time point. Also, cravings for specific items have been included by allowing users
to select an image (out of 19 possible choices) which is most similar to the crav-
ing they experience. There is also the option that users did not have a specific
craving. The same idea is applied for specific eating: Whenever an eating event
occurs, user selects an image (out the 19 possible) that is most similar to the food
consumed. For random sampling events, users are considered to eat nothing at
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that moment. This broad selection (19 possible choices) allows us to categorize
each specific item either to healthy or unhealthy food (where unhealthy refers
mostly to high caloric food items and healthy to all other itmes). This catego-
rization allows specific craving and eating to take three different values: healthy,
unhealthy or nothing. So in total there are 10 variables: 8 continuous (emotions
and craving) and 2 categorical (craving for healthy/unhealthy/nothing and eat-
ing healthy/unhealthy/nothing).

4 Description of the Model

Combination of mixed effects and vector autoregression leads to representations
of the model variables based on all other variables’ lags (itself included) and
each lagged variable has both a fixed and a random effect. An exact description
of the mixed effects vector autoregression model of order p (ME-VAR(p)) that
captures the data described with (*) in Table 1 is the following:

Yi(t) =

[
p∑

k=1

Ai
k · Yi(t − k)

]
+ +

[
p∑

k=1

{(
bi

k + ct
k

) · Yi(t − k)
}

+ ei(t)

]
(1)

The explanation of the elements in this Equation is as follows.

1. Yi(t) is the vector of variables for individual i at time t. Dimension of vector
is R, where R is the number of different variables measured and used in this
model, i.e. the variables referred at the end of previous Section.

2. Ai
k is the person-specific (i) direct connectivity matrix at lag k. This R × R

matrix quantifies how Yi(t − k) directly predicts Yi(t). The first part of the
Equation in the brackets represents the fixed effect part of the model.

3. bi
k is the individual-specific random effect which describes the variability

in the connectivity among different participants and that is defined by the
superscript i.

4. ct
k is the time-specific random effect which describes the variability in the

connectivity in different time periods of data collection which are defined by
superscript t.
ei(t) describes the per-person vector of error terms as Gaussian variables
(et ∼ N(0, σ2

ω)) and also satisfying the non-correlation condition over time.

Equation 1 demonstrates the importance of mixed effects models and how
the connectivity matrix can be decomposed into fixed and random components:

Ai
k = Ak + bi

k + ct
k (2)

where: Ak is the fixed effect connectivity matrix common in population from
which persons are sampled, bi

k is the random effect deviation of individual i
from the common population connectivity matrix associated to lag k and ct

k
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is the random effect deviation of time period t from the common population
connectivity matrix associated to lag k. The elements of matrices bi

k and ct
k are

modelled as mutually independent Gaussian random variables (like ei(t)).
For the purpose of this study, a ME-VAR(1) model was introduced with

the variables presented with (*) in Table 1. Because specific craving and spe-
cific eating are categorical variables, they need to be introduced as dummy vari-
ables in the ME-VAR model, by leaving one out as the reference level. Noth-
ing was selected as reference level for both cases, allowing to compare healthy
and unhealthy to this. By this coding, R is 12, thus there are 12 Equations
(8 for the continuous variables and 4 for craving healthy/unhealthy and eating
healthy/unhealthy).

Testing for Significance Among Obese and Healthy-Weight People and
Further Remarks. One of our primary goals is to investigate differences in
behavior between healthy-weight and obese people. Under the proposed model,
this can be achieved by introducing two indicator factors for the two groups
(obese and healthy-weight) and replacing connectivity matrix Ai

k with a formula[
Ai

k,obW
i
ob + Ai

k,hwW i
hw

]
where W i

c are used to differentiate between the two

groups (c = {hc, ob}) and Ai
k,c denote the connectivity matrices of each group.

Equation 1 is now rewritten as follows:

Yi(t) =

{
p∑

k=1

(
Ai

k,ob + ΔkW i
hw + bi

k + ct
k

) · Yi(t − k)

}
+ ei(t) (3)

This way the parameter matrix Δk (dimension R × R) is directly tested
via H0 : Δk = 0 for k = 1, ..., P . Note that when Δk �= 0 then the effective
connectivity for the two groups is different at lag k. Using a similar formulation,
one can also test for differences in effective connectivity across any other group
or parameter than we want to include.

Regarding lagging the data, it should be noted that clock starts again at
the beginning of the day, meaning that the last measurement of a day does not
affect (or predict) the first measurement of the next day, something which is
in accordance with literature (e.g. [11]). Regarding time, it is assumed that the
time intervals between two consecutive measurements are approximately equal,
but even without this assumption the introduction of time as a random factor
(see the next Section for more) overcomes this issue. Stationarity was checked
using the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [10] confirming that
the data have a (weekly) constant mean and variance and no trend for every
subject and every variable. Moreover, despite we present here results for lag=1
(ME-VAR(1) model), we also fitted models for lag=2 and lag=3, as well as a
day-aggregated model (i.e. average of variables for one day) where 24 h was the
lag. Space limitations do now allow the presentation of these results but since
eating unhealthy can be very spontaneous, ME-VAR(1) model is considered to
be the best choice for detecting the micro-level changes in people status.
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(a) Obese population (b) Healthy-weight population

Fig. 1. Fixed effects networks for lag=1: predicting time (t) from time (t–1) (crave H=
craving healthy, crave U=craving unhealthy, eat H=eating healthy, eat U=eating
unhealthy). Green solid line implies that originating item’s value at time (t–1) pos-
itively predicts endpoint item’s value at time (t). Red dashed line implies that origi-
nating item’s value at time (t–1) negatively predicts endpoint item’s value at time (t).
Only significant connections are shown, thicker arrows imply stronger relations (Color
figure online)

5 Experimental Analysis

5.1 The Population Network

We construct two networks based on the population of obese and healthy-weight
people and the ME-VAR(1) model described before. The networks are based
on the connectivity matrix A1 of Eq. 1 as modified by Eq. 3 for the two groups
(index 1 will be skipped from now on when referring to ME-VAR(1)). Each
network is represented by a graph G comprising a set of V = 12 nodes (one for
each variable) together with a set of E edges, which are 2-element subsets of V .
More specifically, an edge is related with two nodes i and j and its weight is
a direct reflection of the coefficient A(i, j), which expresses the strength of the
relation between item i at time t−1 and item j at time t. To clearly demonstrate
positive and negative effects respectively, edges are drawn green when A(i, j) > 0
and red when A(i, j) < 0). Also, the thickness of edges is relative to the value of
A(i, j), meaning that the thicker the edge between two nodes, the stronger the
relation between these nodes. These networks (based on connectivity matrices
Aob and Ahw) are depicted in Fig. 1. Only significant connections are depicted
(i.e. p-value of the t-statistic is smaller than 0.05).

A few general conclusions on the dynamical network structure between the
twelve variables can be derived. Obese people have a more dense structure (which
implies more complex relations between emotions and eating related events).
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Self-loops or autoregressive effects are mostly positive indicating for example that
the current experience of stressed predicts future feelings of stressed. The only
case that self-loops are not positive is for eating healthy and eating unhealthy,
probably because when an eating event occurs, that inhibits the same eating
event to happen at the next data point.

Table 2. Predictors for eating events

Predictor Obese people Healthy Weighted people

eat unhealthy eat healthy eat unhealthy eat healthy

Craving (crv) ++ ++ ++ ++

Worried (worr) - - + +

Angry (ang) - - + +

Stressed (stsd) - - - - -

Relaxed (rlx) ++ - + - -

Cheerful (chrf) ++ - - ++ -

Sad (sad) + - - - +

Bored (brd) + - - +

crave H (crvH) - - ++ - - ++

crave U (crvU) ++ - - ++ - -

eat H (eatH) - - - - - - - -

eat U (eatU) - - - - - - - -

(+) shows positive relation, (++) shows positive significant relation
(-) shows negative relation, (- -) shows negative significant relation

Table 2 demonstrates all (regardless their significance) positive and negative
predictors for eating healthy and unhealthy for the two groups (obese and healthy
weighted). Some remarks given this Table are:

– Craving positively affects eating either healthy or unhealthy.
– Craving for something healthy (or unhealthy respectively) positively predicts

eating healthy (or unhealthy respectively).
– Positive emotions (relaxed and cheerful) positively predict eating unhealthy

with relaxed being more significant for obese people.
– Stressed appears to inhibit eating for both groups.
– Sad, bored, worried and angry have an opposite effect on eating for both

groups, demonstrating the differences in the two groups.

5.2 The Random Effects Networks

This individual variability can also be immediately observed in the networks of
individual subjects. For this purpose, the matrices Ai

1 and bi
1 of Eq. 2 are uti-

lized. Figure 2 illustrates the individual networks for two persons randomly
selected from the obese people sample.
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Fig. 2. Individual networks of two different (random, obese) users

(a) Baseline network for 10:00-12:00 block (b) Baseline network for 18:00-20:00 block

Fig. 3. Networks for specific time periods of day

The network on the left has a quite strong self-loop for craving unhealthy
and a strong connection to eating unhealthy, which means that this person has
often unhealthy cravings (self-loop) but also tends to give in by eating something
unhealthy. Also, the positive emotions have a negative affect on eating healthy.
On the other hand, the network of the participant on the right implies that
eating in general (healthy or unhealthy) has a negative affect on worried and
also craving unhealthy predicts worried. Obviously, worried is an emotion which
can be further monitored for this specific user.

Another target of the current approach was to investigate the effect of time of
day in the networks but also to eating behavior. This can be achieved by taking
into account the ct

1 of Eq. 2. Figure 3 illustrates networks for a morning period
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(a) Outdegree of nodes (b) Indegree of nodes (c) Node betweeness

Fig. 4. Centrality analysis of networks of obese and healthy-weight people blue dashed
line = obese people, cyan solid line = healthy-weight people (eat{H,U}= eat{healthy,
unhealthy}, crv{H,U}= crave{healthy,unhealthy}, brd= bored, sad = sad, chrf=
cheerful, rlx = relaxed, stsd= stressed, ang = angry, worr= worried, crv = craving)
(Color figure online)

(1000–1200) and for an evening period (1800–2000) for the baseline model (fixed
effects of the whole population).

Figure 3b is more dense (because it is dinner time for most people that partici-
pated in the study) and also positive emotions have a stronger affect on eating
unhealthy compared to Fig. 3a which represents a time block when people do
not usually eat. It is obvious that these time-period-specific networks can also
be drawn for different groups (obese versus healthy-weight) but also for different
individuals, assessing for example, when an obese person is more likely to eat
something unhealthy.

5.3 Graph Analysis Measures

By treating these networks as graphs, it is possible to perform a graph-based
analysis in order to reveal which nodes (i.e. variables) have stronger effect on the
network. Figure 4 illustrates three centrality analysis measures (outdegree, inde-
gree and betweeness values) for the networks of obese and healthy-weight people
(see Fig. 1) but taking into account all connections (regardless of significance).

The outdegree is a measure of how a node connects to other nodes (thus it
takes into account edges that originated from this node to all others) and shows
how this node influences and affects other nodes. Figure 4a suggests that eating
(either healthy or unhealthy) severely affects all other nodes (emotions) in the
next time point. Outdegree value (for eating healthy or unhealthy) is larger for
obese people which is in contrast to craving (for healthy or unhealthy) which
takes larger values healthy people.

The indegree is a measure of how other nodes connect to a specific node
(thus, it takes into account edges that end up at a specific node from all others)
and shows how this node is influenced or affected by other nodes. Figure 4b
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suggests that craving (numeric value) is severely affected by other nodes. Healthy
weighted people also have higher indegree for eating healthy than unhealthy, in
contrast to obese people where the relation is slightly inverse. The same pattern
applies for craving (either for healthy or unhealthy). Also, positive emotions
(cheerful and relaxed) have higher indegrees for obese people, also meaning that
they are expected to receive greater effect from other nodes.

Finally, the betweeness value is a measure which is indicative of which nodes
are more central in the network, so they are important for defining the status
of people at each time point (for more information see [17]). Figure 4c suggests
that eating unhealthy is the node with the largest betweeness value (with eating
healthy being second largest) and the difference between eating healthy and
unhealthy is even larger for obese people, suggesting that unhealthy eating is
much more important in defining obese people’s situation and status. Other
interesting findings are that craving (the numeric value) has larger betweeness
value for obese people, suggesting that they eventually experience more craving
(and possibly satisfy them more often). Finally, negative emotions (like worried
and stressed) also have large betweeness values for obese people, which is also
an indication that could reveal interesting dynamic relations between emotions
and unhealthy eating.

6 Conclusion and Further Work

In this paper we proposed a mixed effects vector autoregression (ME-VAR)
model to analyse EMA data related to eating behavior and emotions. Data were
collected using an iPhone application developed specifically for this study and
they represent almost real-time information about predictors of eating behavior.
The ME-VAR model allows the combination of mixed effects (fixed and random)
along with time lagging leading to insightful findings. Results presented suggest
that there is a complex network affecting multiple variables and events which
can vary not only according to groups of people (like obese or healthy-weight)
but also to individual persons and to the time block of day.

Further analysis will involve finding ways to include more complex variables
(like location, circumstances or thoughts) which will enhance the ability to mon-
itor persons’ behavior (through measuring their data) in order to (early) detect
moments that each person will be more prone to eating unhealthy. Ultimate
goal would be to utilize knowledge acquired from current analysis in order to
accurately predict (person-specific) unhealthy eating moments.
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Abstract. Chinese chronic disease entity extraction aims to extract health
related entities from online questions and answers (QA). Our research tackles
challenges in Chinese chronic disease entity extraction from three aspects:
Chinese health lexicons construction, feature development, and equivalence
conjunctions tagging. We construct large scale Chinese health lexicons based on
expert knowledge and the Web resources; develop a feature extraction approach
that draws out character, part-of-speech, and lexical features from QA data; and
improve the performance of answer entity extraction by leveraging equivalence
conjunctions (punctuation marks and conjunctional words) in Chinese to capture
dependencies between tags of entities. Experiments on question and answer
entity extraction demonstrate that the Precision, Recall and F-1 score are
improved using our proposed features, and the Precision and F-1 score can be
further improved by considering equivalence conjunctions.

Keywords: Entity extraction � QA � Health lexicon

1 Introduction

Aging population has become a serious problem in many countries around the world.
In China, the number of seniors aged 60 and above had risen to 212 million (15.5 %)
by the end of 2014 [9]. These seniors have a pressing need for high quality medical
services for treating their chronic diseases, which greatly worsen their quality of life. In
China, about 86.6 % of total deaths in 2012 were caused by chronic diseases, such as
diabetes, hypertension, etc. [9]. Unfortunately, high quality healthcare resources have
long been in short supply in China. In large cities such as Beijing, an average physician
may have to see around a hundred patients every day, and literally has no time to
answer patients’ questions in detail or to provide personalized medical advice.
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This situation has been mitigated to some extent by online medical and healthcare
services such as health portals, blogs, Questions and Answers (QAs), and discussion
forums. For instance, QA services, whether they are community-based or expert-based,
encompass a large amount of user generated content (UGC) and have become an
alternative channel through which patients seek health-related information. How to
leverage UGC and provide quality QA services is a nontrivial problem.

In this research, we propose a named entity extraction approach to help improve
health-related QA services in China using UGC data. Entity extraction, or entity
recognition (ER), aims to recognize and identify entities out of unstructured texts.
A named entity is a contiguous sequence of textual tokens for representing the name of
an object in a certain class (e.g., person or organization). The entity can be general
(e.g., organization names) or domain specific (e.g., medicine names). The extracted
entities are used to measure the similarity between questions and answers. Generally
speaking, if an answer and a question have more common entities, it is more likely that
the answer is for addressing the question. Therefore, entity extraction can help identify
and construct answers to patient questions with higher relevance and quality.

Entity extraction is essentially a multi-class classification task, which assigns an
entity label to each word in a sentence. One of the biggest challenges for Chinese entity
extraction is the lack of standard domain lexicons. In techniques and applications for
extracting entities out of English texts, there often are a number of domain lexicons
available for text processing. For example, the Unified Medical Language System
(UMLS [10]) has been widely used in text mining applications in the medical domain.
Unfortunately, there has not been a standard Chinese lexicon available for the medical
and health domain. Another challenge is the processing of Chinese UGC data. UGCs
are usually not formal writing and tend to have a lot of “noises,” such as incorrect
syntax, misspellings, lay-person terms, or missing punctuations. Furthermore, some
unique Chinese punctuation marks, such as the enumeration comma “、”, which is
used to separate items in a series, need special treatment. For example, in the sentence
“治疗糖尿病的方法有药物疗法、运动疗法、饮食疗法。(Treatments for diabetes
include medication therapy, physical therapy, and diet therapy.)”, the enumeration
comma can be leveraged to help identify entities of the same types.

The main contribution of our study is two-fold. First, we construct Chinese chronic
disease lexicons to facilitate chronic disease entity extraction in online Chinese QA
services. Second, we propose a CRF-based entity extraction approach for Chinese
chronic disease entity extraction. In this approach, we define QA entity types based on
analysis of large amounts of QA data, extend the tags to leverage unique punctuation
marks (i.e., enumeration comma) and conjunctions in Chinese to capture dependencies
between tags of entities, and propose a feature extraction approach to extracting
character, part-of-speech, and lexical features from online QA. Experiments on health
related QA entity extraction show promising performance of our approach.

The remainder of the paper is organized as follows. Section 2 introduces the related
work. Section 3 presents our research design. We report on our experiments and results
in Sect. 4. The last section concludes this paper.
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2 Related Work

Entity extraction in our study aims to extract entities related to chronic diseases from
the UGC in online QA services. The extracted entities are used to measure the simi-
larity between the questions and answers by identifying the common entities. In this
section, we review the literature on QA systems and entity extraction methods.

QA Systems. There are two types of QA systems: domain-independent and
domain-specific. Here we focus on the domain-specific QA systems. In the medical
domain, two QA systems, MedQA [6] and AskHERMES [2], are well-known. MedQA
was developed in 2006 and is the first QA system for physicians. MedQA uses the
records from MEDLINE and Internet. AskHERMES was released in 2011 and employs
the UMLS in question analysis. It relies on a dynamic hierarchical categorization model
to select answer sentences, and uses question-oriented keywords to assemble the final
answers. It not only provides the answers to a user question, but also suggests related
questions. Few studies can be found for Chinese QA systems. Peng et al. [13]
developed a Chinese QA system based on an enterprise knowledge base. Zhang et al.
[15] designed a document retrieval method for a Chinese QA system using professional
documents.

Entity Extraction. Feature extraction and entity classification are two major com-
ponents in entity extraction techniques. Feature extraction is to extract a set of relevant
features for building robust learning models. In machine learning approaches, feature
extraction is very critical and can significantly affect the performance of entity clas-
sification. Prior entity extraction studies have adopted various types of features,
including word and contextual features [3], structural features and denotation features,
which consider the coherence or appropriateness of the selected entity strings [12]. [14]
groups features into different dimensions: word-level features, list lookup features,
contextual features, and language-specific features.

Entity classification is to classify extracted entities (terms or words) into predefined
target classes, i.e., to assign a class label to each entity. Three types of entity classi-
fication methods have been proposed in the literature, namely, supervised learning,
semi-supervised learning, and unsupervised learning [8]. Supervised learning includes
a training stage and testing stage. During the training, records with class labels are used
to construct the classification model (a.k.a. classifier). The classifier is then tested using
the test data (i.e., records with their known class labels removed). Among the many
supervised methods, Hidden Markov Model (HMM), Maximum Entropy, Support
Vector Machine (SVM), and Conditional Random Field (CRF) are the most widely
used. Unsupervised learning does not require model training. The most widely used
approach is clustering. Other unsupervised techniques employ lexicon, words’ pattern,
and unlabeled corpus. Semi-supervised learning [11] uses two kinds of samples in the
training set: one set with labeled records and the other with no labels. The
semi-supervised learning combines the supervised learning with unsupervised learning
to reduce the effort to label samples and achieve high accuracy at the same time. In our
experiments we choose a supervised learning method: CRF [7]. CRF is one of the most
effective methods for sequence labeling such as part-of-speech tagging and entity
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extraction. Entity extraction is different from general classification in that labels of
neighboring items are dependent. For example, while “heart” is an organ, “heart dis-
ease” is a disease. Unlike traditional classification methods that classify each word
separately, CRF considers the interdependency between labels by incorporating
graphical models.

Although entity extraction has been included in medical QA systems in English,
little research has been done for systems in Chinese due to the lack of standard domain
lexicons and the unique characteristics of Chinese. In our research, we build Chinese
lexicons for chronic diseases, design entity tags and extract features considering the QA
and Chinese characteristics, and apply a CRF-based machine-learning approach to
classifying the entities when processing questions and constructing answers.

3 Research Design

Figure 1 presents the system architecture for our chronic disease related entity
extraction approach. It contains two components: Chinese Chronic Disease Lexicons
and Question and Answer Entity Extraction. There are two main steps in our
CRF-based QA entity extraction approach: Entity Tag Design and Feature Extraction.

3.1 Chinese Chronic Disease Lexicons

The extraction of Chinese medical and health-related entities relies on a high quality
Chinese chronic condition lexicon. We create two lexicons in our study: an
expert-based main lexicon, and a Web-based supplementary lexicon.

Main Health Lexicon. We collaborated with domain experts to create our main
lexicon based on professional dictionaries and medical textbooks. The lexicon consists
of terms and phrases for diseases, symptoms, diagnosis, medicines, and their rela-
tionships. The lexicon is organized in a database, whose metadata are presented in
Table 1.

Fig. 1. System Architecture
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Supplementary Health Lexicon. Manually constructing a domain lexicon is
labor-intensive and time-consuming as experts must identify not only concepts but also
their relationships. As a result, this manual construction approach is only applicable for
small-sized lexicons and can hardly scale up. To construct a more complete, large-scale
health lexicon, we collected entries from existing health lexicons on the Web (pinyin.
sogou.com, dict.bioon.com, zzk.xywy.com, jib.xywy.com, and yao.xywy.com), and
created a supplementary lexicon. Although entities contained in these online resources
are concepts without associated metadata and relationships, they greatly reduced the
time and effort required by the manual approach. We categorized the concepts into nine
classes and placed them in eight tables, as shown in Table 2.

3.2 Question and Answer Entity Extraction

Entity extraction is essentially a sequence labeling task that assigns words and phrases
in a sentence sequence to their proper entity types. We use the Conditional Random
Field model (CRF) [5], which is based on the Maximum Entropy model (MaxEnt) and
the Hidden-Markov model (HMM). The formula is shown as follows:

p yjxð Þ ¼ 1
ZðxÞ expf

XK

k¼1

kkfkðyt; yt�1; xtÞg; ð1Þ

Table 1. The schema of the main health lexicon

Table name (attributes) #Records

Disease (Name, Subject, System, Department (>=1), Body Part (>=1)) 512
Symptom (Name) 2,162
Diagnosis (Name, Abbreviation) 1,080
Medicine (Name, Manufacturers(>=1), URL, Alias) 3,200
Disease-Symptom (Disease, Symptom) 4,738
Disease-Diagnosis (Disease, Diagnosis) 3,049
Disease-Medicine (Disease, Medicine) 6,673

Table 2. Supplementary health lexicon

Table name Examples #Records

Disease and symptom Diabetes mellitus, gingival bleeding 31,452
Medicine Melbine 38,726
Food Banana, rice, coffee 26,893
Organ Lymph gland, heart 6,089
Sign Urine, sweat 149
Index Temperature, blood-sugar, lymphokine 3,314
Diagnosis NMR, CT, pregnancy test 3,473
Treatment Nasal fistula excision, bone transplantation 8,493
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where x is the input/observed data sequence; y is the output/hidden label sequence; xt is
the input feature for word at position t; yt is the output label of word at position t;
K is the number of feature function; fk is the kth feature function; kk is the weight
of the kth feature function; and Z is a normalization factor of the form
P
y
expfP

K

k¼1
kkfkðyt; yt�1; xtÞg.

The feature function fkðyt; yt�1; xtÞ is the key component of CRF model. It captures
the co-occurrence between yt and xt, which reflects the dependency between the output
entity tag and the input feature of current word, and between yt and yt�1, which reflects
the dependency between entity tags of two adjacent words. Note that xt is a vector that
can be a data sequence rather than a single value. Hence, by applying such feature
function, it catches not only a large amount of observable knowledge from the input
data sequence, but also the Markov chain dependency relationships between hidden
entity tags that need to be inferred.

As kk is the parameter to be estimated, what we need to provide for the model is the
alternative output entity tags for each word yt, and the input features for each word xt.
Hence, the CRF-based entity extraction requires two preceding steps: Entity Tag
Design and Feature Extraction.

Entity Tag Design
Entity Types. Entity extraction is a multi-class classification task which assigns a label
to each word in a sentence. In our study, entities are the words in questions and answers
on QA websites. To identify the targeted classes to be extracted, we analyzed the QA
data on three major Chinese QA services (39.net, xywy.com, and 120ask.com) and
categorized the entities into the types shown in Table 3. Note that entity types fre-
quently used in questions and answers are different, hence we need to extract them
separately.

Table 3. Entity types in questions and answers

Type Tag Examples

Question Disease and symptom d Diabetes mellitus, renal failure
Medicine and food m Plantago seed, melbine
Diagnosis c Electrocardiogram, NMR
Treatment t Laser therapy, cystectomy
Organ o Kidney, heart
Index i Body temperature, glucose
Organ symptom os Pain, erythema
Index description is A little high, normal

Answer Disease and symptom d Diabetes mellitus, renal failure
Medicine m Traditional Chinese or western medicine
Food f Watermelon, millet porridge
Diagnosis c Electrocardiogram, NMR
Treatment t Laser therapy, cystectomy
Organ o Kidney, heart
Index i Body temperature, glucose
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Equivalence Conjunctions. There exist some dependencies between entity tags of
certain words. For example, entities around conjunction words such as “和 (and)”,
“或 (or)” and “及 (as well as)” are very likely to have the same tags. Similarly, the
enumeration comma (“、”), a special Chinese punctuation, separates a series of terms
of the same type. We call these words “equivalence conjunctions.” While conjunction
words in English also join two sentences, the above mentioned Chinese equivalence
conjunctions usually join terms, which makes it appropriate for identifying entities with
same tags. Equivalence conjunctions are frequently found in answer text where a list of
symptoms, conditions, and medicines are named. The problem is that it is difficult to
capture such information using a Markov model. According to the Markov property,
the latter tag (yt) is only influenced by the preceding tag (yt�1), which is the tag of
equivalence conjunctions instead of the tag of the preceding entity. To leverage such
dependencies between entity tags, we design some tags for equivalence conjunctions in
answer texts.

– Tag enumeration comma as “dn?”, where “?” is determined by the tag of the
preceding word.

– Tag equivalence conjunction words (e.g., “和”, “或”, “及”) as “l?”, where “?” is
determined by the tag of the preceding word.

The following is an example of an answer containing enumerated Chinese medicine
names, which are tagged correctly following the two rules.

– 建议在医生当面指导下服用颈复康颗粒\m 、\dnm 芬必得\m 、\dnm 舒筋活血

片\m 进行治疗。
– Translation: I recommend you take Jingfukang Granules\m 、\dnm Fenbid\m 、

\dnm Shujinhuoxue tablets\m under the direction of your physician.

Character Tags. A Chinese word may consist of several characters, e.g., “糖尿病” for
“diabetes”. One way for entity tagging is to perform Chinese word segmentation first,
and then assign a tag for each word. However, the overall performance may be
influenced by the segmentation accuracy because only words included in the dictionary
in the segmentation tool can be identified and assigned a tag. Character tagging, which
tags every character instead of words, is a common technique for addressing this
problem [16]. Hence, we extend the existing tags by adding two prefixes B and I to
each tag. For example, d is extended as Bd and Id. If a character is tagged as Bd, it is
the beginning of some disease entity. If a character is tagged as Id, it is in the middle or
at the end of one entity. As tags listed in Table 3 are for health related entities only, we
need four extra tags for words that don’t fall into this category:

• Bf, If – negation words (e.g., no, not, without, etc.).
• D – the comma sign (,).
• J – the period sign (.).
• O – characters not included in any entity.

The major difference between our approach and previous studies in entity tag
design is that, rather than only tagging terms, we also design tags for Chinese equiv-
alence conjunctions, which help identify neighboring words that share same entity
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types. Furthermore, not only words but also characters found in Chinese health QA
contents are tagged, which helps extract more entities from the informal and noisy
UGC texts.

Feature Extraction. Feature extraction is to extract feature values from the input data.
Three types of features are used in our study: character features, lexical features, and
part-of-speech features. Character feature is the character in a sentence. Take “心脏

病” (“heart disease”) for example: when the character “病” (“disease”) appears in a
word, it usually indicates a disease entity. Lexical feature is the class label (tag) as-
signed to each character based on the health lexicons. It is derived by mapping each
word in a sentence to the lexicons, and then assigning a symbol to each character in the
words by extending the class label with two prefixes B and I. For example, as “心脏

病” is included in the disease table of the lexicon, the lexical features (i.e., tags) of
these three characters are “Bd, Id, Id”. Intuitively, if a word is included in a health
lexicon, it probably belongs to a given entity type. Part-of-speech feature is the
part-of-speech tags derived from NLPIR, a Chinese NLP toolkit [1]. For example, as
“苹果” (“apple”) is tagged as a noun by NLPIR, the part-of-speech features of these
characters are then “Bn, In”. Generally, nouns are more likely to be the disease entities
than adjectives or verbs.

We do not use the feature of current position as input directly. Still take “heart
disease” for example, if we use the lexicon symbol of “heart”, it will probably be labeled
as an organ. But if we take into account “disease,” which is the following word of it, it
should be labeled as part of a disease entity. The idea behind it is that the entity type of
current word yt is not only determined by the feature tag of current word, but also
influenced by the feature around the word. Hence, by varying the observation range, we
can derive various input features. We define following xt based on our analysis:

Character Feature. We denote C0 as the current character, C�i as the ith character
before the current character, Ci as the ith character after the current character. Hence, xt
that considers character feature can be:

– C0. This is the most common feature template. For example, “糖Bd尿Id病Id”
(“sugar Bd urine Id disease Id”).

– C�2 and C�1. For example, in “服O用O二Bm甲Im双Im胍Im片Im” (“taking
metformin tablets”), “二” (the first Chinese character of metformin) is tagged as
“Bm” because “服用” (“taking”) usually appears before medicine Bm.

– C1 and C2. For example, “格Bm列Im齐Im特Im胶Im囊Im” (“Gliclazide capsule”),
“特” (the last Chinese character of Gliclazide) is tagged as “Im” because “胶囊”
(“capsule”) usually appears after medicine Im.

– Similar unigram features also used in our study are: C�2, C�1, C1, C2.
– Similar bigram features also used in our study are: C�1 and C0, C0 and C1.

Lexical Feature. We denote L as the lexicon-based tag. Hence, xt that considers lexical
feature can be:

– L0. For example, “hand” is tagged as “organ” as it is included in the organ table of
the lexicons.

– L�1 and L0, L0 and L1.
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Part-of-Speech Feature. We denote P as the part-of-speech tag. Hence, xt that
considers part-of-speech feature can be:

– P�1, P0, P1. For example, an adjective is often followed by a noun.
– P�1 and P0, P0 and P1.

We use CRF++ [4] as our CRF implementation.

4 Experiments

Our research aims to improve the performance of CRF-based entity extraction approach
from two aspects: extracting large sets of features considering characteristics of both
Chinese and health related QA, and leveraging equivalence conjunctions to identify
entity of the same types. To validate the effectiveness of proposed approach, we first
compare the performance of question entity extraction using different features, and then
the performance of answer entity extraction including equivalence conjunctions or not.
Both experiments reflect the performance and design rationality of our approach.

4.1 Data

We collected medical and health related QA data from three major Chinese QA service
websites: 39.net, xywy.com, and 120ask.com. On these websites, users can ask
questions and get answers and advice from real physicians and healthcare profes-
sionals. One service, 39.net, also allows other users to answer questions. 1.27 million
questions and 2.26 million answers were collected in total. The date range was between
July 2007 and May 2015. We then randomly sampled 1,112 questions and 1,266
answers from the dataset and manually tagged each sentence with predefined entity
types. Ten-fold cross validation was conducted based on these labeled data.

4.2 Evaluation Metrics

For a N classification problem, we build a N � N confusion matrix C, where Cði; jÞ is
the number of label j predicted as i. Based on this matrix, we calculate the precision,
recall, F-Measure for each class.

– Precision of i: P ¼ Cði;iÞP
j
Cði;jÞ

– Recall of i: R ¼ Cði;iÞP
j
Cðj;iÞ

– F-Measure of i: F ¼ a2 þ 1ð ÞPR
a2ðPþRÞ , (when a ¼ 1, it degrades to F1-Score - F1 ¼ 2PR

PþR)

We use the average values of all indexes as performance metrics of the classifier.
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4.3 Question Entity Extraction

In the question entity extraction process, we used three types of features: character
features, lexical features, and part-of-speech features. As character features are the most
common feature and are usually included in entity extraction, we designed four
experiments by combining features on the condition that character features are used:

– Experiment (1): character features only;
– Experiment (2): character features and part-of-speech features combined;
– Experiment (3): character features and lexical features combined;
– Experiment (4): all three types of features combined.

The performance of the above combinations is evaluated as shown in Table 4. We
first explore the effectiveness of using the three features. From the most commonly used
character feature (experiment 1) to the combination of the three (experiment 4), per-
formance of all types of entity extraction is improved except index description and
precision of treatment. We then explore the effects of different features. The comparison
between experiment (2) and (4) suggests that the inclusion of lexical features signifi-
cantly improves certain performance (precision, recall, or F1-score) for entity extraction
of disease, medicine, diagnosis, organ, index, and the average. The comparison between
experiment (3) and (4) suggests that the inclusion of POS features significantly improves
certain performance for entity extraction of diagnosis, organ, index, and organ symptom.
Overall, the inclusion of character, lexicon and POS feature significantly improve the
average performance of question entity extraction. From pure character feature to the
combination of three features, F1-score increased from 0.79 to 0.82.

Table 4. The performance of different feature combinations

Entity Type Metric (1)
Char.

(2)
Char. + POS

(3)
Char. + Lex.

(4)
Char. + POS + Lex.

Disease Precision 0.936 0.936 0.956 0.955** &&

Recall 0.899 0.908 0.939 0.944**&&

F1-score 0.917 0.922 0.947 0.949**&&

Medicine Precision 0.914 0.894 0.935 0.923
Recall 0.796 0.838 0.801 0.815&

F1-score 0.849 0.863 0.862 0.864*

Diagnosis Precision 0.870 0.894 0.858 0.912
Recall 0.619 0.615 0.580 0.635#

F1-score 0.707 0.715 0.675 0.739&#

Treatment Precision 0.833 0.821 0.817 0.816
Recall 0.614 0.633 0.627 0.634
F1-score 0.702 0.712 0.702 0.709

Organ Precision 0.870 0.859 0.869 0.880
Recall 0.621 0.685 0.786 0.814**&&##

F1-score 0.721 0.759 0.823 0.844**&&#

(Continued)
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4.4 Answer Entity Extraction

For answer entity extraction, we add a new tag - equivalence conjunction. As shown in
Table 5, equivalence conjunction improves the performance of all types of the entity
extractions except the recall of diagnosis, treatment, and organ, and significantly
improves certain performance (Precision, Recall, or F1-score) of disease, medicine,
organ, index, and the average. The reason for the decrease is that in the test set, the
equivalence conjunctions are seldom used for these three entities, and, when equiva-
lence conjunctions are considered, characters with no equivalence conjunction around
them are less likely to be tagged as entities. Overall, the use of equivalence conjunction
can significantly improve the precision and F1-score of answer entity extraction.

Table 4. (Continued)

Entity Type Metric (1)
Char.

(2)
Char. + POS

(3)
Char. + Lex.

(4)
Char. + POS + Lex.

Index Precision 0.936 0.932 0.952 0.944* && ##

Recall 0.929 0.933 0.926 0.930
F1-score 0.932 0.932 0.938 0.937

Organ
symptom

Precision 0.765 0.784 0.785 0.786
Recall 0.529 0.584 0.547 0.601**##

F1-score 0.622 0.668 0.641 0.678**##

Index
description

Precision 0.843 0.807 0.827 0.803*

Recall 0.698 0.688 0.680 0.676*

F1-score 0.759 0.738 0.742 0.730
Average Precision 0.875 0.872 0.880 0.883** &&

Recall 0.742 0.762 0.763 0.781**&&##

F1-score 0.794 0.806 0.809 0.823**&&##

Note: Comparison between experiment (1) and (4): * p\0:05; ** p\0:01; comparison between
(2) and (4): & p\0:05; && p\0:01; comparison between (3) and (4): # p\0:05; ## p\0:01.

Table 5. The performance of equivalence conjunction

Entity type Metric No equivalence conjunction With equivalence conjunction

Disease Precision 0.913 0.920**

Recall 0.866 0.867
F1-score 0.888 0.892*

Medicine Precision 0.896 0.906
Recall 0.846 0.849
F1-score 0.869 0.876*

Food Precision 0.869 0.872
Recall 0.771 0.781
F1-score 0.813 0.821

(Continued)
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5 Conclusion and Future Work

It is important to build automatic health QA systems to help people get high-quality
answers to their concerns. This paper presents an entity extraction approach based on
CRF, which considers both QA and Chinese characteristics by entity tag design and
feature extraction. To recognize the entities, we create Chinese Chronic Disease lexi-
cons based on expert knowledge and Web resources. Our experiments demonstrate the
effectiveness of our approach. In the future, we plan to increase the size of Chinese
chronic condition lexicon, add more training and test samples, and refine our entity
extraction approach using different classification models and more feature types.
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Abstract. Sentiment analysis on Chinese health forums is challenging because
of the language, platform, and domain characteristics. Our research investigates
the impact of three factors on sentiment analysis: sentiment polarity distribution,
language models, and model settings. We manually labeled a large sample of
Chinese health forum posts, which showed an extremely unbalanced distribution
with a very small percentage of negative posts, and found that the balanced
training set could produce higher accuracy than the unbalanced one. We also
found that the hybrid approaches combining multiple language model based
approaches for sentiment analysis performed better than individual approaches.
Finally we evaluated the effects of different model settings and improved the
overall accuracy using the hybrid approaches in their optimal settings. Findings
from this preliminary study provide deeper insights into the problem of senti-
ment analysis on Chinese health forums and will inform future sentiment
analysis studies.

Keywords: Sentiment analysis � Chinese health forum � Language model

1 Introduction

Chronic diseases have become more common in many countries. In China, the number
and percentage of patients diagnosed with chronic diseases continue to increase rapidly
in recent years. For example, a recent study estimates that there are 113.9 million
Chinese people with diabetes and 493 million with pre-diabetes [17]. To better manage
their health, more and more people use the Internet to seek health-related information
such as the symptoms, causes, and treatments of chronic diseases. Among many types of
online services, discussion forums have become increasingly popular. According to a
study by the Pew Research Center [3], 80 % of American Internet users have looked for
health-related information online, among whom 34 % have read about health-related
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personal stories from other users; and 5 % have posted health-related comments,
questions, or information in online forums. Many health forums have also emerged in
China to offer a platform for patients to communicate with other users.

These health forums can help alleviate the demand pressure on healthcare resources.
Meanwhile, forum users may form communities, and give and receive psychological
and social support, which is crucial to their recovery. Hence, analyzing the sentiment
polarity (i.e., positive or negative) that users express in their posts offers a great
opportunity to understand the opinions, feelings, and emotions associated with their
health conditions. It may also have a practical impact on online healthcare services by
helping moderators of online health communities more efficiently prioritize their
responses to users [5], identify influential members, provide better social support to their
members, and get innovative ideas for designing new forums.

Although many new approaches have been proposed, sentiment analysis remains a
challenging task because of the language, platform, and domain characteristics. First,
automatically extracting sentiment from texts is difficult as people’s expressions of their
feelings may be obscure, ambiguous, and hard to understand for both humans and
computers. Second, analyzing sentiment in user generated contents posted on forums is
more difficult than mining regular, formal texts such as news reports. Forum posts
usually are short and colloquial, and may contain typos, grammatical errors, forum-
specific terms and symbols, and noise such as ads and irrelevant messages. Third,
sentiment analysis must consider domain specific characteristics. In the health domain,
for example, many sentimental words are used for descriptions of symptoms rather than
for expressing personal feelings. A negative sentiment word may not necessarily indi-
cate a negative sentiment. For example, the sentence “When (you’re) not feeling well,
sweating and shaking, a portable blood glucose meter will help” is actually a neutral,
objective expression although negative words are used.

Sentiment analysis on Chinese health forums is even more challenging because the
performance of existing natural language processing (NLP) tools is limited and stan-
dard Chinese sentiment lexicons do not yet exist. Few studies have been done in this
area. The objective of this research is to propose an effective and efficient approach for
sentiment analysis on Chinese health forums.

The main contribution of our study is three-fold. First, we explored the character-
istics of Chinese health forum data and examined the impact of the distribution of
sentiment categories on classification performance. By manually labelling a large
number of forum posts, we found that the distribution of different sentiment categories
was extremely unbalanced with a very small percentage of negative posts. Our exper-
imental results showed that such a distribution could undermine the classification per-
formance and a balanced training set could produce a better classifier. Second, we
examined a number of hybrid approaches that combine different language model based
approaches for sentiment analysis on Chinese health forums. Third, we evaluated the
effects of different model settings on classification performance and found the optimal
settings for improving the overall accuracy of the hybrid approaches. Some of the
settings in our study of Chinese health forum posts were different from what was
reported in previous studies of movie reviews.

The rest of the paper is organized as follows. Section 2 reviews the related work
and identifies research gaps. Section 3 presents our framework for sentiment analysis of
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Chinese health forums. Section 4 reports on experimental results. Section 5 discusses
the results. Section 6 concludes the paper and suggests future directions.

2 Related Work

The sentiment analysis in our study is to determine the polarity orientation, positive or
negative, of a given text (i.e., a forum post). There are two main approaches for this
task, namely, the lexicon-based approach and the text classification approach.

The lexicon-based approach uses a dictionary of sentiment words with orientations
and strength (e.g., −4 for “hate” and +2 for “inspire”) [15]. By aggregating scores of all
words, the overall score is derived as positive (+) or negative (−). This is simple, but it
cannot be applied in our study as few Chinese sentiment lexicons are available.

The text classification approach, a supervised learning approach, is to build clas-
sifiers from labeled instances [13], which is the focus of our study. Based on the
language models used for feature learning, it can be further categorized into three types:
N-gram model and its variants, structured language models, and neural net models.

N-gram Model and Variants. The N-gram model is one of the most widely used
models for feature representation. It assumes that the probability of a given word is
only conditional on its preceding n-1 word, where n could be 1 (the unigram model), 2
(the bigram model), 3 (the trigram model), or any whole number. This approach
converts a collection of text documents into feature vectors by recording the n-gram
frequency counts, and uses these vectors as input to classifiers. Wang and Manning
proposed an n-gram based method called NBSVM, which combines Naive Bayes
log-count ratio and Support Vector Machine via linear interpolation [16], and achieves
outstanding performance across datasets. However, it remains an open question to
determine the optimal n for sentiment analysis. Pang et al. showed that unigrams alone
perform better than combining unigrams and bigrams on a movie review dataset [13].
Wang and Manning found that the inclusion of bigrams gives consistent performance
gains compared with unigrams alone [16]. Mesnil et al. improved the performance on
the Internet Movie Database (IMDB) dataset by adding trigrams [9].

Despite the simplicity, efficiency and accuracy of the n-gram models, their feature
spaces grow linearly with the vocabulary size, which often leads to data sparsity. They
also simply count the word frequency without considering word semantics.

Structured Language Model. The Structured Language Model (SLM) identifies
syntactic structure of sentences by combining automatic parsing and language mod-
eling [2]. Socher et al. developed a Sentiment Treebank approach to determining
sentiment of sentences represented as a parser tree [14]. With rules for combining
sentiment polarity of two semantic units, one can derive the polarity of words, phrases,
and finally the whole sentence using a “bottom-up” method. It performs well on
treebank sentences and is good at finding negations. However, its applicability is
limited in the Chinese context since the performance of existing NLP tools for Chinese
dependency parsing is not satisfactory, especially for long sentences.
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Neural Net Language Model. The Neural Net Language model (NNLM) overcomes
the curse of dimensionality in n-gram models by learning fixed-dimensional distributed
representation of words [4]. The widely adopted NNLMs are RNNLM, Word2Vec, and
Paragraph Vector.

– RNNLM. There are two architectures for NNLM, feedforward and recurrent (See
Fig. 1). The feedforward neural network model (FNNM) is limited in the same way
as in N-gram model where only preceding n − 1 words in the history are taken as
context. Mikolov et al. proposed RNNLM, a recurrent neural network based lan-
guage model, where the history is represented by neurons with recurrent connec-
tions and hence the context length is unlimited [11]. Plenty of empirical evidence
suggests that RNNLM outperforms n-grams significantly.

– Word2Vec. Word2Vec is a well-known RNN based implementation of distributed
word representation with two novel architectures: CBOW (Continuous Bag-of-
Words Model) and Skip-gram (Continuous Skip-gram Model) (Fig. 2) [10]. CBOW
sums up or averages the context on the projection layer and ignores word order as
BoW model does. To improve the efficiency of the two models, binary Huffman tree
based hierarchical softmax is used as an approximation of the full softmax. In [12],
Mikolov et al. further speeded it up with the negative sampling approach, which
subsamples the frequent words instead of building a binary tree. Word2Vec can
grasp semantic relationship between words, e.g., vector(“king”) − vector
(“man”) + vector(“woman”) ≈ vector(“queen”).

– Paragraph Vector. Paragraph Vector (PV) is an improved version of Word2Vec
and maps sentences, paragraphs, and documents rather than only words to con-
tinuous vector representations. Hence, this approach is more suitable for sentiment
analysis than Word2Vec [6]. PV adopts similar architectures and efficiency tricks as
Word2Vec, except that it adds a paragraph vector as the context during training. Le
and Mikolov reported that for the PV approach, Skip-gram is better than CBOW
using hierarchical softmax, and it is the new state of the art in sentiment analysis on
the above mentioned two movie review datasets.

Based on our literature review we found that most prior language model based
sentiment analysis studies have been done in the business and entertainment domains
such as product reviews and movie reviews, little has been done in the medical and
health domain. Among the state-of-the-art approaches, NBSVM, RNNLM, and PV can
be applied for feature learning using limited Chinese resources. However, each

Fig. 1. Feedforward neural network (left) vs. Recurrent neural network (right) [11].
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approach needs to adjust several parameters for optimal performance including dif-
ferent history lengths in n-grams (e.g., unigrams, bigrams, trigrams, etc.), two archi-
tecture options (CBOW and Skip n-gram), as well as two efficiency tune-ups for PV.
Different types of approaches can also be combined to produce better performance. For
example, Mesnil and Mikolov reported that combining all three approaches yields the
best performance on an English movie review dataset [9]. However, it is still not clear
under which conditions and with what kind of combination these advanced techniques
could achieve the best performance for sentiment analysis on Chinese health forums.
Hence, we propose the following research questions:

– How can we apply the state-of-the-art language model based approaches for sen-
timent analysis on Chinese health forums?

– Which hybrid approach performs the best?
– How do different model settings affect sentiment classification performance?

3 Research Design

In this section, we present the process for sentiment analysis on Chinese health forums,
including Data Collection and Preprocessing, Design of Data Sampling Strategy,
Evaluation of Individual Approaches, and Combination of Different Models.

3.1 Data Collection and Preprocessing

Data for sentiment analysis can be collected from a health related forum platform using
a web crawler. Usually each forum has a specific focus (e.g., diabetes, heart diseases,
and arthritis). A text parser is then used to extract specific attributes from posts,
including the forum ID, URL, post ID, post title, post time, and text content.

Data preprocessing consists of two tasks: data cleansing and word segmentation.
Data cleansing includes removing duplicate posts and irrelevant information added by
the platform (e.g., date of the last edit), and integrating each post into one paragraph.
Word segmentation is an essential step for feature extraction in applications of mining
Chinese text. Unlike English that uses space to naturally separate words, there are no
delimiter characters in Chinese. In our study, we used NLPIR (http://www.nlpir.org/), a
widely adopted NLP toolkit, for Chinese word segmentation.

Fig. 2. Two model architectures for Word2vec [10].
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3.2 Design of Data Sampling Strategy

Most prior sentiment analysis studies employing language model based approaches
have used movie review data, where instances are evenly distributed between positive
and negative sentiment classes [8, 9, 12]. However, many datasets have an unbalanced
distribution among classes. A classifier trained with unbalanced data may have bias
towards the majority class [1]. To address this issue, a balanced sample can be gen-
erated out of the data by designing a proper sampling strategy [7]. However, it remains
unknown whether, when tested with a real, unbalanced set, the classifier trained with a
balanced training set would produce better predictive accuracy than with the real,
unbalanced training set, as the performance also depends on the domain, feature
learning approaches, and the classification approach [1].

Hence, the sentiment distribution of the health forum data must be analyzed first by
manually labelling a large sample of posts. An appropriate data sampling strategy can
then be designed based on the analysis result. Specifically, if sentiment polarity in the
data is evenly distributed, a simple random sampling approach will produce a balanced
training set. Otherwise, an undersampling strategy [7], which randomly draws a
matching number of instances out of the majority class with the minority class, can be
used to create a balanced training set. Then we compare the performance of a balanced
training set with the unbalanced one, and the one shows an higher accuracy on the real
unbalanced test dataset is selected as the final approach.

3.3 Evaluation of Individual Feature Learning Approaches

Feature learning is the prerequisite for classification. In our study, features are learned
using the state-of-the-art language model based approaches: NBSVM (n-gram),
RNNLM (neural net), and PV (neural net). As mentioned above, the performance of
NBSVM and PV can be affected by specific settings. Hence, we test the performance of
NBSVM under three most widely adopted settings: unigrams, unigrams + bigrams, and
unigrams + bigrams + trigrams. We evaluate the performance of PV under four (2X2)
possible settings with two architectures (CBOW and Skip-gram), and two alternative
efficiency tune-ups (hierarchical softmax and negative sampling).

3.4 Combination of Different Approaches

In statistics and machine learning studies, combining different learning methods often
produces better performance than using a single approach. In this study, we examine
hybrid approaches that combine the three language models (NBSVM, RNNLM, and
PV), each of which is under their best settings derived from the previous individual
approach evaluation step. The final output is generated by a weighted linear combi-
nation of each approach; and the weight of each model is set according to its accuracy
on the validation set. The performance of all possible combinations is then evaluated.

The learned features are represented as vectors and used as input to a classifier,
which assigns a label for each instance. In both the individual approach evaluation and
the model combination steps, we adopt a logistic regression classifier as it shows
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similar performance with linear SVM but requires less training time. The accuracy rate
is calculated based on manually labeled data to assess the performance.

4 Experiments

4.1 Datasets

To evaluate our proposed hybrid approach for sentiment analysis on Chinese health
forums, we collected posts from an online diabetes forum (http://bbs.tnbz.com/), which
is popular among diabetes patients in China. We collected 184,708 posts in total. The
date range was between September 2005 and December 2013.

We manually labeled each instance (i.e., forum post) to prepare for the training and
test datasets. Our aim is to identify the negative posts to help prioritize patients in need,
which is especially beneficial to the health domain. Rather than simply classifying the
instances into either negative or non-negative like in many prior studies [8, 9, 12–14],
we labeled it as negative, positive, or neutral. To ensure coding reliability, we first
sampled 1,000 posts and hired 3 coders to label the sample. Fleiss’ kappa was cal-
culated as a measure of inter-coder agreement. The kappa values were 0.76 for the
coding of three categories (negative, positive, neutral) and 0.70 for two categories
(negative, non-negative), both of which indicate high inter-coder reliability.

The coding result of a much larger sample of 50,000 posts shows that the data are
distributed quite unbalanced, i.e., there are only a small percentage of negative posts
(see Table 1). This is interesting because we expected that there were many negative
posts in health related forums, where people share their feelings (e.g., worries, frus-
tration, and anxiety) about their health conditions. Such an unbalanced distribution
makes it extremely difficult to find enough negative posts for training the classifier and
may significantly lower the performance.

As our data was distributed unbalanced, the undersampling strategy was selected
over the simple random sampling strategy. We evaluated the performance of each
language model based approach using both balanced and unbalanced training sets.

• Balanced training set: 2,520 (90 % of 2,806) negative and non-negative instances;
• Balanced testing set: 280 (10 % of 2,806) negative and non-negative instances;
• Unbalanced training set: 2,520 negative and 42,340 non-negative instance.

For the unsupervised PV approach, we used all 50,000 instances without class
labels. For approaches with several possible settings, we randomly assigned a specific
one (i.e., skip n-gram architecture with negative sampling efficiency tune-up for PV

Table 1. Sentiment polarity distribution in the health forum dataset

Non-negative
Negative Positive Neutral

# posts 2,806 (5.6 %) 998 (2 %) 46,196 (92.4 %)
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approach, and using unigrams, bigrams, and trigrams as history length for NBSVM).
Table 2 reports the accuracy of different models trained using balanced and unbalanced
sets and tested using a balanced set. Tests using unbalanced sets produced similar
results, which suggests that a balanced training set can deliver better performance and
generalizes well to the real unbalanced test set.

4.2 Evaluation

Performance of Individual Approaches. We evaluated the performance (accuracy)
of individual approaches under all possible settings as shown in Table 3. Statistical
analyses were performed using a one-tailed paired sample t test. Among the three
approaches, NBSVM shows the highest accuracy, followed by PV, and then RNNLM.

We also explore the effects of different settings on these approaches. For the two
architectures of PV, Skip n-gram significantly outperforms CBOW, which is consistent
with previous findings using movie review data [6]. As for the two speed tune-ups, the
accuracy of negative sampling (NS) is significantly higher than that of hierarchical
softmax (HS). Moreover, NS requires much less training time (30 min) than HS
(90 min) in our experiments using one CPU only. Thus NS + Skip n-gram is the best
setting for PV in terms of both effectiveness and efficiency.

Table 3 also reflects the impact of different lengths of n-grams on NBSVM, where
unigrams (U) and unigrams + bigrams (UB) outperform unigrams + bigrams + trigrams
(UBT) significantly, and there is no significant difference between U and UB while UB
produces a slightly higher accuracy rate. In terms of efficiency, U takes slightly less
training time than UB as it has smaller size of feature space. Hence, both U and UB
could be the best settings for NBSVM.

Table 2. Accuracy with different training sets

RNNLM PV NBSVM

Balanced training set 75.02 % 82.46 % 82.71 %
Unbalanced training set 53.46 % 58.27 % 56.24 %

Table 3. Accuracy of individual approaches with ten-fold cross validation

Approach Accuracy p-value

RNNLM 75.02 % –

PV Hierarchical Softmax (HS) CBOW 78.34 % 0.008
Skip n-gram 79.98 %**

Negative Sampling (NS) CBOW 81.32 % 0.003
Skip n-gram 82.46 %**

NBSVM Unigrams (U) 83.64 % –

Unigrams + Bigrams (UB) 83.73 % –

Unigrams + Bigrams + Trigrams (UBT) 82.71 % –

�p\0:05; � � p\0:01:
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Performance of Hybrid Approaches. We evaluated the performance of the hybrid
models to find whether combining different models produces higher accuracy and to
assess the contribution of each individual approach (see Table 4).

We first evaluated the performance of the combination of two models. Among such
combinations, PV + NBSVM produced the highest accuracy, followed by RNNLM +
NBSVM, and RNNLM + PV, indicating that NBSVM contributes most to the overall
performance. Moreover, the significant difference between the performance of
PV + NBSVM and RNNLM + NBSVM suggests the importance of PV.

The performance of three-model combination was worse than PV + NBSVM,
indicating that the RNNLM reduces the overall accuracy. Still, no significant difference
was found between the accuracy under unigram and unigram + bigram settings of
NBSVM, while the latter shows a slightly higher average accuracy.

Overall, the PV + NBSVM (UB) approach performed the best with a 2.47 %
increase in accuracy from NBSVM (UB), the best state-of-the-art individual approach.

5 Discussion

Two findings distinguish our sentiment analysis on Chinese health forum data from
prior studies of movie reviews in English:

First, the effect of the length of n-grams is found to be different from previously
reported. Our experiments on the NBSVM approach show that both unigrams
(U) and unigrams + bigrams (UB) are better than unigrams + bigrams + trigrams
(UBT). However, a previous study using the IMDB dataset shows that UBT is the
best among the three, followed by UB, and then U [9].
Second, we found that the effects of the two efficiency tune-ups used in the PV
approach are also different. Our experiments show that when using the PV approach
for sentiment analysis on Chinese health forum data, negative sampling (NS) pro-
duces higher accuracy than hierarchical softmax (HS) does. Yet in a previous study,
HS is selected as a better choice for learning paragraph vector [6].

To find out the causes for the accuracy differences, we compared two types of
errors under different settings, i.e., the ratio of positive posts misclassified as negative

Table 4. Accuracy of hybrid approaches using ten-fold cross validation

Model combinations Accuracy p-value

RNNLM + PV 82.50 % –

RNNLM + NBSVM (Unigrams) 83.68 % 0.1277
RNNLM + NBSVM (Unigrams + Bigrams) 84.09 %
PV + NBSVM (Unigrams) 85.59 % 0.0738
PV + NBSVM (Unigrams + Bigrams) 86.20 %
RNNLM + PV + NBSVM (Unigrams) 85.30 % 0.2216
RNNLM + PV + NBSVM (Unigrams + Bigrams) 82.50 %
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(i.e., false negative) and the ratio of negative posts misclassified as positive (i.e., false
positive). Table 5 shows that the differences are mainly caused by a higher false
positive error in UBT, and a higher false negative error in HS.

We further analyzed the impact of post length on accuracy. In our training set, the
average lengths of positive and negative posts are 579 and 364, respectively. We first
examined the posts misclassified by UBT/HS but correctly classified by UB/NS. As
shown in Table 6, posts misclassified by UBT generally are shorter than those in the
training set, indicating that UBT may not work well for short posts. This is because a
Chinese medical term usually consists of multiple characters, each of which is a word
by itself, and is longer than its English counterpart. For example, “糖尿病,” the
Chinese term corresponding to the single-word term “diabetes” in English, has three
characters. As a result, a short post in Chinese may not be long enough to generate as
many trigram features as in English.

We then analyzed posts misclassified by HS but correctly classified by NS, both of
which use the Skip n-gram architecture. Because the skip n-gram architecture is
essentially an n-gram model with a history length of at most 5 in our experiment, which
is a stricter matching criterion than trigrams, these misclassified posts should be shorter
than the average posts in the training set. However, as shown in Table 6, the false
negative posts in HS, on average, are longer than those in the training set. Looking into
these posts, we found that the longer average length is caused by a small percentage of
rather long posts (i.e., 20 % posts longer than 1100), indicating that HS does not work
well for long posts.

Examples of posts misclassified by UBT/HS but correctly classified by UB/NS are
shown in Table 7. Note that we use “/” to show word segmentation returned by the
NLPIR tool in the original Chinese posts, and use “()” to indicate the originally omitted
words in the translated version.

Table 5. Types of errors in different settings

Approach Settings False positive False negative

NBSVM Unigrams + Bigrams (UB) 18.93 % 12.14 %
Unigrams + Bigrams + Trigrams (UBT) 22.86 % 10.71 %

PV NS 15.35 % 19.64 %
HS 16.43 % 23.57 %

Table 6. Average length of posts misclassified in UBT/HS only

False positive False negative

UBT 311 67
HS 319 567
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Table 7. Examples of posts misclassified by UBT/HS but correctly classified by UB/NS

App Err Original post Translation

UBT False
Pos.

糖/妈妈/们/请/帮帮/我/最/好/是/
生/过/的/。/。/我/是/个/糖/妈
妈/现在/怀孕/8/个/月/了/宝宝/
马上/要/降生/了/在/怀孕/期间/
发生/过/6–7/次/低血糖/低血

糖/发生/的/时候/大多/都/是/3
点/多/请问/对/孩子/有/影响/
吗/?/?/我/好/怕/我/低血糖/宝
宝/生/下来/会/脑瘫/啊/有/过
来/的/妈妈/告诉/下/会/发生/这
样/的/情况/吗/?/?/?/?

Could any diabetic mothers help
me? It would be better if you
already have a baby…I was
diagnosed with gestational
diabetes in my 8th month of
pregnancy and would give birth
soon. Hypoglycemia has
occurred 6-7 times during my
pregnancy and it happens mostly
at 3:00 PM. Would it have any
impact on the baby?? I’m afraid
that my baby will be born with
cerebral palsy since I have a low
blood glucose level (.) Could any
experienced mom tell me
whether it will happen????

False
Neg.

肾功能不全/:/上/星期六/和/老伴/
同/测/了/个/尿/四/样/,/今天/见/
报告单/上/写/着/“/肾功能不全/
”/,/但/指标/都/正常/,/虚惊/一/
场

Renal insufficiency: My wife and I
did a urine test last Saturday.
The report showed that it was
renal insufficiency. However, all
indicators were normal. It turned
out to be a false alarm.

HS False
Pos.

俞老/,/请/教/:/我/是/11月/4日/看/
了/DM/的/宣传/海报/上/说/的/
症状/和/偶/一样/,/口渴/,/喝/大
量/的/水/,/消瘦/,/马上/到/了/医
院/检查/:/先是/查/了/尿/尿糖/:/
3 +/胆红素/:/阴性/酮/体/:/微量/
蛋白质/:/1 +/亚硝酸盐/:/阴性/
血红蛋白/:/微量/白细胞/:/阴
性/PH/:/5.5/尿/比重/:/1.030/红
细胞计数/:/0/白细胞计数/:/
0…………./后面/的/就/不/写/
了/,/看/完/尿/,/医生/让/偶/做/
了/生化/血/葡萄糖/:/14.91/总
胆固醇/:/4.99/甘油三酯/:/1.84/
高密度脂蛋白胆固醇/:/1.19/低
密度脂蛋白胆固醇/:/3.40C/肽/
:/1.724/胰岛素/:/67.20/医生/说/
我/是/糖尿病/。/俞老/,/有/几/
个/问题/请教/,/感谢/!/1/,/我/不/
要/做/葡萄糖/耐量/测试/就/确
定/是/DM/了/吗/?/2/,/我/尿/里/
有/蛋白/,/为什么/医生/不/让/
偶/做/微量/检查/?/是/不/是/我/

Dr. Yu, I have some questions to
ask you. I saw the DM poster on
November 4. I had the symptoms
mentioned in the poster: thirsty,
drinking plenty of water, and
weight loss. I went to the
hospital immediately, and did a
urine test: glycosuria: 3+ (,)
bilirubin: negative(,) ketones:
trace(,) protein: 1 + (,) nitrite:
negative(,) hemoglobin: trace(,)
WBC: trace(,) urine specific
gravity: 1.030(,) RBC count: 0(,)
WBC count: 0········· The rest is
omitted here. After the urine test,
the doctor asked me to do a
biochemical test: blood glucose:
14.91(,) total cholesterol: 4.99(,)
triglycerides: 1.84(,)
high-density lipoprotein
cholesterol: 1.19(,) low-density
lipoprotein cholesterol: 3.40C(,)
peptide: 1.724(,) insulin: 67.20(.)

(Continued)
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6 Conclusion and Future Directions

This paper presents our research of sentiment analysis on online Chinese forums that
are related to health topics. Our research generates three major findings. First, based on
the manual labeling process on a large number of posts we found that the distribution of
sentiment categories (positive, negative) in the health-related forum posts is extremely
unbalanced. Using different data sampling strategies, we found that the sentiment
category distribution can dramatically affect the classification performance and a bal-
anced training set could produce higher accuracy than the unbalanced one. Second, we
found that hybrid approaches combining different language models outperform indi-
vidual approaches for sentiment analysis on Chinese health forums. Finally we eval-
uated the effects of different model settings for each approach and applied the optimal
settings to the hybrid approaches to improve the overall accuracy. Some of the settings
in our study of Chinese health forum posts were different from what was reported in
previous studies of movie reviews. In the future, we will extend our work by incor-
porating prior knowledge into these models to further improve the performance of
sentiment analysis.

Table 7. (Continued)

App Err Original post Translation

肾/有/病/了/,/这个/是/我/最/担
心/的/,/家族/里/有/人/得/过/,/
怕/怕/。

The doctor said that I have
diabetes. Thus, Dr. Yu, I have
some questions to ask you and
thank you in advance: 1. Is it
certain that I have DM without
doing a glucose tolerance test? 2.
Why did the doctor not ask me to
do a micro inspection since I
have protein in my urine? Is
there something wrong with my
kidney? This is my greatest
worry since I have a family
history of kidney diseases. It is
scary.

False
Neg.

建议/版/主/详细/介绍/一下/活力/
试纸/行货/、/水货/和/假货/的/
识//学会/识别/行/、/水/、/假
货/试纸/的/本领/,/对/想/省/银
子/的/DMer/十分/重要/。

(I) suggest that moderators explain
in detail about the recognition of
properly licensed, parallel and
counterfeit active test strips.
Learning to recognize properly
licensed, parallel and counterfeit
test strips is important to DMers
who want to save money.
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Abstract. We conducted clustering analyses to verify whether common pat-
terns can be identified from two distinct types of end-stage cancer prognosis
discussion information, including patient-centered communication and shared
decision making data. We applied hierarchical clustering on patient-centered
communication measurement data and frequent itemset hierarchical clustering
on coded shared decision-making interaction information. Our results suggested
modest association between the two data sets in clustering assignments when
measuring it with a normalized mutual information index. However, we could
not find any noticeable overlap between the two assignments.
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Making � Prognosis discussion � Clustering analysis

1 Background and Introduction

Ineffective discussion between patients and physicians in their medical encounters
remain to be one singular significant contributor [1] to poor communication and shared
decision-making. During these medical encounters, it is common for patients not to
understand their diagnostic findings, prognosis, and treatment options. Often lack of
understanding or misunderstanding may hinder patient and clinician actions (e.g., [2]).
Meanwhile, although guidelines exist for physicians in the discussions [3, 4], there is
no firm evidence supporting any one approach [5]. Moreover, shared decision-making
is known to improve the quality of care and patient health outcomes [6], as the process
by which healthcare providers include patients in decisions about healthcare. The
foundation of shared decision-making is collective participation where physicians and
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patients use their knowledge, experience, and values of involvement to evaluate and
choose best available treatment options [7]. Patient perceptions on their involvement in
care are associated with increased patient satisfaction, pain management, and treatment
adherence [8–10].

In the aspect of communication, both patient and physician factors affect the dis-
cussion effectiveness [11]. It is evident that such effectiveness is dependent on patient’s
cultural and social background, often different focus of the patient and her physician, as
well as physician’s patient-centered communication skills. Using cancer prognosis
discussion as an example, Cassileth et al. [12] and Jenkins et al. [13] reported that
cancer patients in western cultures prefer understanding their diagnostic findings,
prognosis, and probability of successfully treating their disease. However, not all
cultures endorse such a preference. Mitchell [14] reported that physicians from
non-western cultures may be more reluctant to disclose prognostic information than
western physicians. Meanwhile, the discussion may also be hampered by the different
focus of the patient and the physician [15]. Patients are often focused on the impact of
cancer on their lives and their discomfort and pain. Physicians, by contrast, are focused
on the illness, particular on its progression and treatment.

Furthermore, physician’s communication skills, especially the ability of achieving
patient-centered communication, are critical to the discussion effectiveness. Eliciting
and validating patient concerns, two major communication skills, are a multi-faceted
construct that includes physicians’ eliciting and understanding patients’ perspective,
understanding the patients’ psychological context, developing a shared understanding
of the problem, and sharing decision-making power if patients desire [16]. In the
literature, eliciting and validating patient concerns has proved to be the most reliable
and valid component of measuring patient-centered communication, and is known to be
associated with greater satisfaction with visits [17]. Another set of measures reflect
various aspects of the physician’s voice tone, including attentiveness, anxiety, and
hostility. Other measures include physician use of certainty language, prognosis
communication assessment, as well as a few miscellaneous ones. The above measures
can serve as important indicators that differentiate physicians in terms of their com-
munication skills and styles in prognosis discussion. In addition, they have been shown
to be indicative to communication effectiveness and patient satisfaction [18, 19].
Nevertheless, given that these measures are mainly derived for assessing the com-
munication outcomes, effectiveness and satisfaction, it remains unclear whether they
are still indicative when studying the aspect of shared decision-making.

On the other hand, several measures of shared decision-making focus on overall
ratings of physician decision-making and provide rich data for shared decision-making
in medical encounters. The OPTION (observing patient involvement) scale is widely
used to rate the overall shared decision-making process and focus on the physician’s
ability to invite patients to participate in the visit [20]. Some other scales assess patients’
perception of shared decision-making; e.g., [21, 22]. Because shared decision-making is
a simultaneous process of transferring information between the physician and the
patient, it is important to identify specific behaviors that achieve this two-way exchange
and thus also focus on the behaviors of the patient [23]. Further, Shields et al. [24]
explored the assessment of the interplay between patient and physician behaviors.
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The authors developed the Medical Interaction Decision-Making (MIDM) coding
scheme. MIDM is intended to code specific physician and patient behaviors (e.g., what
topics being discussed, in what sequence, and for how long) during decision-making
episodes. Subsequently, it allows researchers to define key behaviors associated with
shared decision-making, the relationship between physician behaviors and patient
behaviors, and the contexts in which these decisions occur. Although several measures
of shared decision-making have been proposed, it remains unclear how detailed
behavior information from the shared decision -making process may influence
patient-centered communication.

To answer the above questions, we in this paper conducted clustering analysis to
explore the association between the differences among physicians in their communi-
cation and the differences in their shared decision-making with patients. More specifi-
cally, we tested the hypothesis that the groupings of physicians in terms of attributes
from the two aspects are identical. We analyzed the data collected from a previous study
by co-author Shields and his colleagues [18] that examines the discussion of prognosis
during oncology visits, and thus focusing on end-stage cancer consultation. We also
analyzed the data collected for another previous study by co-author Shields and his
colleagues [24] that develops the MIDM to code the behavior data during shared
decision-making. We believe this exploratory study would offer insights into how easily
to train physicians to behave and communicate well in a consultation session with
cancer that informs prognosis and discuss care options. A main methodological chal-
lenge is to perform clustering analysis on resultant high-dimensional shared
decision-making data (i.e., detailed behavior data).

The remainder of the paper is organized as follows. In Sect. 2, we provide detailed
description on the data analyzed. In Sect. 3, we report and discuss our data analysis. In
Sect. 4, we conclude the paper by outlining the limitations of the work and future
research directions.

2 Methods

2.1 Human Subject Study Design

In a pilot human subject study, co-author Shields and his colleagues recruited 46
physicians, 23 primary care physicians and 23 oncologists, through the Family Practice
Research Network in a Midwestern state and through senior specialists at a regional
medical center. In the same pilot study, co-author Shields and his colleagues also
recruited three male actors to portray stage IV lung cancer patients seeking a new
consultation. These actors are called standardized patients (SP). The SP method has
been extensively used in primary care research [16, 17, 25–27] but has not been used to
examine oncology patient visits.

The SP cover story in this pilot study was that he had moved from another part of
the country to live closer to his daughter. The SP medical record attested to the SP’s
previous treatment for lung cancer. SPs were coached to give information about
themselves in response to questions, but not to give too much unsolicited information.
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The SP’s background was that he had been a manager of a small motel until he became
ill. He had first gone to the physician for care because of back pain, which turned out to
be lung cancer. He had radiation treatment for his cancer, but no chemotherapy or
surgery. Because he felt better following the radiation treatment, he was not fully aware
that the cancer had not been cured. He stated that he had not been told his diagnosis
when he was first treated. He presented to the physician with new pain in the front of
his chest that he was unaware was likely a new metastasis of his cancer. The purpose of
this scenario was to invoke a sense of urgency for the physicians to treat or refer the
SP. Because the SP was both unaware of his prognosis and the likelihood that his new
pain was indicative his cancer had metastasized further, physicians would need to
explain these facts to the SP in order to plan treatment, or refer him to an oncologist in
the case of primary care physician visits.

In the study, the SPs were first trained to adhere to role with a model transcript full
of biological data. Then they made unannounced visits to consenting physicians. For
the visits, the SPs carried 2 digital recorders that fit into their pockets in order to record
the visit surreptitiously. The SPs turned on the audio recorders in their cars before they
approached the physicians’ offices to avoid detection. To prepare the physician-patient
interaction during each visit, the SP was given a complete script detailing with the
clinical and personal history responses to potential physician questions or actions. Prior
to each visit, the physician received a complete medical record with purpose of making
the SPs’ diagnosis and stage of cancer believable. The audio recordings were reviewed
by the study organizers and the SPs were debriefed weekly to optimize their role
fidelity. In a follow-up study, Shields et al. [28] reported that the SPs adhered to their
roles with 94 % accuracy based on a 1–5 Liker-type rating scale, and were detected in
only 14 % of the visits, a level found in similar studies (e.g., [29]).

2.2 Data Description

With the study, two types of data were obtained. The first type of data contains
variables known as influential factors to the effectiveness of patient-centered com-
munication effectiveness and visit satisfaction. The second type of data contains
variables detailing patient and physician behaviors and interactions during shared
decision-making. The final data set contained 35 records, which involves 18 primary
care physicians and 17 oncologists, due to physician withdrawal and departure, as well
as recording incompleteness. In other words, these 35 records used in analysis have
complete information for the aforementioned two data types.

Description of Data Set 1. Data set 1 contains 13 predictive variables related to
patient-centered communication. The majority of them fall into four categories of
eliciting/validating patient concerns (1 variable), voice tone (3 variables), physician use
of certainty language (1 variable), and assessment of prognosis communication (2
variables). Other variables include total interaction time, patient’s word count, as well
as physician’s gender, age and occupation. Table 1 lists the descriptive statistics about
these predictive variables. All variables were standardized to the range of 0 to 1.
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Eliciting/Validating Patient Concerns. Nineteen items were used to measure
eliciting/validating patient concerns. These items implies whether physicians con-
ducted preliminary information elicitation, further exploration, and validation to
discussion topics such as mood/depression, family support, disease’s impact on life,
previous physicians, and scans done since diagnosis. Each item was quantified with
a 1–5 scale and the average scores were reported.

Voice Tone. Three measures were used to characterize physician’s voice tone. They
are anxious/attentive/hostile tones. A number of independent raters listened to the
audio recordings and coded for the voice tone using a 1–7 scale. For example, to
measure attentiveness voice tone, each physician was rated on four separate items:
warmth, concern, worry, and openness. The average was then taken.

Physician Use of Certainty in the Language. The amount and percentage of
certainty words said by physicians in an encounter with SPs were tallied. These
certainty words include absolute, certain, clear, complete, confident, definite, and
sure. Individuals who used more certainty-conveying words seek causal under-
standings [30], an important task for physician making diagnoses. However,
because those who have a need for certainty tend to be less tolerant of ambiguity,
they may curtail data gathering and engage in premature closure [31]. In addition,
an indicator was recorded on whether the physician used phrases to strongly
indicate the mortality possibility to SPs.

In addition, we included 1 variable measuring the total physician-patient interaction
time (in minutes), 1 variable measuring patient engagement by counting the words
he/she spoke during the interaction (integer), 3 variables indicating the physician’s age

Table 1. Descriptive statistics of data set 1 (n = 35)

Category Variable
name

Characteristic Oncologist (n = 17) Family physician
(n = 18)

Mean SD Range Mean SD Range

Eliciting/validating
patient concerns

elicit_val Average score of 19
items of 1–5 scale

1.074 0.672 0.167–
2.333

1.486 0.626 0.75–
2.667

Voice tone attentive Average scores
among four raters
using 1–7 scale

4 0.848 2.75-5.5 3.917 0.752 3–5
anxious 2.941 1.088 2–5 2.722 0.669 1–4
Hostile 2.235 0.903 1–5 2 0.767 1–4

Physician use of
certainty in lang.

P_WC Integer word count 1452 982 486–
4249

1612 578 669–
2764

youdying Binary indictor 0.588 0.507 {0,1} 0.222 0.428 {0,1}
Assessing
prognosis
communication

prog_sum Aggregate score of
items of 1–5 scale

12.41 6.89 3–27 8.56 6.32 2–23

prog_freq Integer 4.471 2.154 1–9 3.278 2.218 1–8
D_WC Integer word count 2044 1124 4595–

5290
2030 1178 728–

5394
Miscellaneous totaltime Integer (in mins) 29.28 12.88 14.5–56 31.15 13.57 15–

72.5
age Integer 47.06 7.56 35–68 48.5 10.30 31–72
male Binary indicator 0.706 0.47 {0,1} 1 0 {0,1}
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(integer), gender (1 being Male and 0 being Female), and occupation (1 being an
oncologist and 0 being a family physician).

Description of Data Set 2. Shields et al. [24] analyzed 40 complete recordings to
assess the reliability and validity of the MIDM, which was developed to code behaviors
associated with decision-making and the relationship between physician behaviors and
patient behaviors. The patient-physician interactions were first categorized into 12
discussion topics, including Appointment, Depression, Family, Counseling, Medical
Issue, Medications, Pain Management, Referral, Scanning Tests, Other Tests, and
Treatment. Within each topic, physician behavior information was further coded based
on the manual of MIDM [32]. The 10 possible codes include Cut-Off (i.e., Cut-Off –
MD interrupts or blocks PT’s further expression or statement; could cause the MD to
change the subject), Init (i.e., Initiate – MD makes a suggestion/recommendation to the
patient first; to first bring up the topic), DG PT (i.e., Disagree with Patient – MD has
different views, emotions, and/or opinions about a given plan/action), AG PT (i.e.,
Agree with Patient – MD has similar views, emotions, and/or opinions about a given
plan/action), Rec (i.e., Recommendation – MD recommends, proposes, or suggests an
action of any kind on the patient’s behalf; MD gives advice to PT about treatment,
medication, and plans for the next appointment), Opt (i.e., Gives Options – MD lists
treatment or medication options for the patient; just stating the options is enough to be
coded, even without a response from the patient), Val (i.e., Validation – MD makes an
empathic response to PT’s expression or statement; acknowledges the patient’s
expression in an empathic way), Risks (i.e., Risks –MD explains or tells PT about risks
or possible side effects), Expl (i.e., Explanation – MD provides the PT information
about a treatment plan or medication), and Ask FB (i.e., Feedback – MD gets the
patient’s thoughts on treatment and planning and encourages patient involvement).

Patient behavior information was also further coded. The possible codes include
Go-Along (i.e., Go-Along – Patient does not provide a verbal agreement or dis-
agreement when MD makes a recommendation; this does not necessarily mean patient
agrees), Init (i.e., Initiate – Patient brings up a topic to MD first, examples in the
transcript are PT usually initiates family member involvement), Intr MD (i.e., Inter-
rupts MD – Patient tries to speak while the doctor is talking), DG Plan (i.e., Disagree
with Plan MD suggests – Patient has different views, emotions, and/or opinions about a
given plan/action), AG Plan (i.e., Agree with Plan MD suggests – Patient has different
views, emotions, and/or opinions about a given plan/action), Give Info (i.e., Gives
Information – this usually occurs when MD is talking about a recommendation or
asking for feedback and PT is giving information to MD; PT may also tend to give
information to PT when they bring up a new topic or ask for clarification), A/R (i.e.,
Ask/Request – this usually occurs in response to a suggestion/recommendation that
MD makes), A/C (i.e., Ask/Clarification – Patient asks MD for more information
because s/he does not fully understand what is being said when asking a question).

Such detailed behavioral information was quite unstructured if being handled
directly. We thus further transformed the coded information to form a data matrix.
First, we ignored the patient’s behaviors due to the fact that they were SPs and thus
should be relatively similar between physicians. Then, for each topic, we recorded 1 if
one physician’s behavior appeared when discussing the topic and 0 otherwise.
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Moreover, for each topic, we recorded the total number of physician and patient
exchanges about the topic throughout the session. Next we recorded the order by which
each topic appeared during the session. The resultant data matrix is of 120 columns.
Similar to preprocessing the data of the first type, we standardized variables that are not
valued between 0 and 1.

2.3 Clustering Analysis

We applied hierarchical clustering to partition physician prognosis communication
patterns based on data set 1 and applied frequent itemset hierarchical clustering to
partition their shared decision-making interactions based on data set 2. We then
compared the two clustering assignments to identify associations between
patient-centered communication measures and shared decision-making behaviors.

Clustering Analysis on Data Set 1. We viewed the data in data set 1 as generic data
because the variables are general performance measures/indices. We applied hierar-
chical clustering to find the natural clusters among all the 35 physicians. Hierarchical
clustering [33] and k-means are two well-known methods to perform clustering on data
of generic data type. In addition, distribution-based clustering methods such as the EM
method [34] are applicable.

Hierarchical clustering is a widely used clustering analysis method which seeks to
build a hierarchy of clusters. There are two types of hierarchical clustering approaches:
agglomerative and divisive. Agglomerative hierarchical clustering takes a bottom-up
approach, i.e., each observation is in its own cluster at the beginning, and pairs of
clusters are merged recursively according to the dissimilarity between the two clusters.
Divisive hierarchical clustering take a top-down approach, i.e., all observations start
with a single cluster, and splits are performed repeatedly based on the similarity
between the subsets of observations. We chose hierarchical clustering over other
plausible methods for the following reasons. First, our sample size is relatively small,
so we do not have to pay much attention to the algorithm efficiency. Second, the shape
of the clusters may not be globular so it is appealing to use single links for hierarchical
clustering. Third, hierarchical clustering can perform much better than k-means in
handling clusters of differing sizes and densities. Fourth, hierarchical clustering does
not make any assumption on distribution of the observations. Finally, hierarchical
clustering is more interpretable and visualizable with the hierarchy, which may be
beneficial to explaining the results.

In our study, we regarded each physician record as a point in the Euclidean space of
13 dimensions. When computing the distance between clusters, we used single link
(min{d(a,b): a ε A; b ε B}) as the distance of the pair of clusters avoid the problem of
derived clusters being non globular.

Clustering Analysis of Data Set 2. We regarded the codes (a hierarchy containing
topics and behaviors within each topic) in data set 2 as words shown in the
documents/texts. The value of each feature indicates whether the corresponding
topic/behavior combination appears in the sample patient-physician interaction. In
addition, there are many zeros in the data matrix, and we are more interested in whether
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a pair of samples both have ones in a feature as opposed to both having zeros. Thus,
data set 2 has a pattern that is commonly detected in data of text type.

With more than 100 features but only 35 samples, we dealt with a clustering
problem with high dimensionality. By simple observation, we concluded some features
were not indicative as the corresponding topics were either talked by nearly all
physicians or none. We thus applied Term Frequency Inverse Document Frequency
(TF-IDF) index [35] to quantify the importance of each feature and prune those
unimportant features. We then applied Frequent Itemset Hierarchical Clustering (FIHC)
[36] to perform the clustering for data set 2. FIHC defines globally frequent itemsets to
do future feature selection, which implies that only features that frequently appear
together are used in the clustering. The feature selection process improves the accuracy
of clustering and thus enhances the efficiency of the algorithm. With the clustering
results obtained, we identified what common features led to a set of physicians grouped
together. The definition of cluster frequent items solved the problem satisfactorily and
gave us meaningful cluster descriptions. FIHC is sensitive to the setting of global
minimum support, so in our study we performed parameter tuning, i.e., finding a
relatively wide range of global minimum support in which the number and collection of
clusters is nearly invariant. We used normalized mutual information to calculate the
similarity between clustering results of different global minimum supports and finally
found a stable clustering result. We coded the FIHC algorithm using MATLAB in our
actual implementation.

2.4 Preparation of a Fair Comparison Between the Two Clusterings

In order to make a fair comparison between the two clustering results based on the two
data sets, we used a normalized mutual information index [37] to make further spec-
ifications on the two clustering analyses to ensure relative stability in the derived
clustering assignments. The use of this index is both for determining the global support
value for the FIHC used in the second clustering analysis and assessing the association
between the two clustering results.

We introduce the normalized mutual information index between two clusterings,

namely C and C’. First we define PðiÞ ¼ jCij
n and Pði; jÞ ¼ jCi\C0

j j
n , where clusters Ci 2 C,

C
0
j 2 C

0
, and n is the total number of records. We further denote K and L to be the

number of clusters in respective clusterings C and C’. The entropy associated with one

clustering is defined as HðCÞ ¼ �PK

i¼1
PðiÞ � log2 PðiÞ, which is a measure for the

uncertainty about the cluster of a randomly picked element. Similarly, we can define
HðC0Þ with the specification of L. The mutual information measure between the two

clusterings is thus defined as IðC;C0Þ ¼ PK

i¼1

PL

j¼1
Pði; jÞ � log2 Pði;jÞ

PðiÞPðjÞ, which describes how

much we can reduce the uncertainty about the cluster of a random element when
knowing its cluster in another clustering of the same set of elements. Using the above
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two definitions, we can quantify the normalized mutual information as

NMIðC;C0Þ ¼ IðC;C0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HðCÞHðC0Þ

p .

We believe that the normalized mutual information index has several advantages
over those measures that are based on counting pairs (e.g., Chi Squared Coefficient,
Rand Index, Fowlkes-Mallows Index, etc.) or on set overlaps (e.g., F-measure,
Maximum-Match-Measure, Van Dongen-Measure, etc.). First, it does not rely on strong
assumption such as independence of the clustering. Second, it can handle clustering
results with different numbers of clusters. Third, alternative methods based on counting
overlaps tend to ignore the unmatched parts of the clusters, which is unreasonable.
Fourth, the result is not affected by swapping the positions of any pair of clusters. We
coded the comparison algorithm using MATLAB in our actual implementation.

3 Results and Discussion

For data set 1, we applied hierarchical clustering to generate a hierarchical tree. We then
used the CH index [38] to determine the most appropriate number of clusters, which
yielded the largest CH score. We provide more specifications on the CH index in the
following. Ideally, we’d like to generate clusterings that simultaneously have a small
Between-cluster Variation (B) and a small Within-cluster Variation (W). This is the idea
between the CH index. For clusterings coming from K clusters, we record its CH score

to be CHðKÞ ¼ BðKÞ=ðK�1Þ
WðKÞ=ðn�KÞ. To choose K, one would just pick some maximum number of

clusters to be considered Kmax, and choose the value of K with the largest score CH(K)
between 0 and Kmax. In our implementation, we used the HCLUSTER function in R
with method = single and CLUES package with disMethod = Euclidean to calculate the
CH score. See Fig. 1 for the CH(K) results. We concluded that the most appropriate

Fig. 1. CH Score vs. the number of clusters (K)
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number of clusters for data set 1 is 12. With the cluster number determined, we chose a
cut-off line to truncate the hierarchical tree and derived a set of decision rules.

For the second clustering analysis, we applied FIHC as our clustering method. In
order to determine the number of clusters, we used the measure of normalized mutual
information to calculate the similarity between different clusterings with the global
support value varied. Initially, we varied the global support value between 0.1 and 0.4
with 0.03 apart between two adjacent values. With the preference that the cluster
number is between 5 and 15, we narrowed the range of the global support value to
between 0.21 and 0.34, as the values within this range would yield the cluster number
to be between 5 and 15. Subsequently, we checked the 14 possible global support
values with 0.01 apart within the range. For each pair of the 14 values, we performed
the calculation of the normalized mutual information index to assess the association
between them. See Table 2 for the comparison results. In each cell of the table, a
labeling of 1 implies that the pair of the global support values would yield strong
association between the two clusterings (with the normalized mutual information index
greater than 0.8); and 0 otherwise. From the table, we found that when the global
support value is between 0.21 and 0.28, the clusterings were similar to each other (or
say stable). Note that most of the ones appear in the corresponding 8 by 8 submatrix
(i.e., shared area consisting of the first 8 rows and 8 columns). We thus set the global
support value to be 0.25 as the center of the stable area, and obtained 12 clusters for
data set 2 with the use of the FIHC algorithm. Note that we obtained 12 clusters with
both data sets.

Table 3 reports the clusterings for the two data sets. Coincidentally, the cardinality
values for both clusterings are 12. When first looking at the two clusterings, we could
only find a few cases where a pair of physicians being grouped together in both
clusterings but could not find any agreement on a trio of physicians being grouped

Table 2. Determine an appropriate global support value in FIHC

Global support 

value (× 100) 
21 22 23 24 25 26 27 28 29 30 31 32 33 34 

21 1 1 0 0 0 1 0 1 0 0 0 0 0 0 

22 1 1 0 0 0 1 0 1 0 0 0 0 0 0 

23 0 0 1 1 1 0 0 1 0 0 0 0 0 0 

24 0 0 1 1 1 0 0 1 0 0 0 0 0 0 

25 0 0 1 1 1 1 1 1 0 0 0 0 0 0 

26 1 1 0 0 1 1 0 1 0 0 0 0 0 0 

27 0 0 0 0 1 0 1 1 0 0 0 0 0 0 

28 1 1 1 1 1 1 1 1 0 0 0 0 0 0 

29 0 0 0 0 0 0 0 0 1 1 1 0 0 0 

30 0 0 0 0 0 0 0 0 1 1 1 0 0 0 

31 0 0 0 0 0 0 0 0 1 1 1 0 0 0 

32 0 0 0 0 0 0 0 0 0 0 0 1 1 0 

33 0 0 0 0 0 0 0 0 0 0 0 1 1 0 

34 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
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together in both assignments. For example, there are 3 one-element clusters in the
clustering based on data set 1 whereas there are 6 such clusters based on data set 2.
However, only 2 of such clusters are identical between the two clusterings. For clusters
with more than 1 element, there is no identical cluster that appears in both clusterings.
Additionally, some elements appear in clusters with few elements based on data set 1
whereas they appear in clusters with many elements based on data set 2; e.g., element
no. 7 is in a cluster by itself with the clustering based on data set 1; it is contained in a
large cluster with the clustering based on data set 2.

Given the ambiguous nature in directly comparing the two clusterings, we thus next
calculated normalized mutual information index to quantify the association between the
two clusterings. The index is valued 0.478, which shows modest association between
the two clusterings. Our association assessment suggests some association between the
measures/indices in the two categories: patient-centered communication and shared
decision-making. However, we are unable to judge the stability of the association given
the current size of the data sets and coding schemes. Furthermore, because we can
barely find similar clusters in both assignments, we thereby conjectured that a physi-
cian’s detailed behaviors in shared decision-making may not be well aligned with
his/her communication effectiveness.

4 Conclusions and Future Research

Using a rigorous study design that controlled for patient-to-patient differences in
prognosis discussion, we examined the association between physician behaviors in a
shared medical decision-making process and physician measures on patient-centered
communication. Faced with the challenges that the coded behavior data is sequence
data of high-dimensionality with unequal dimensions among subjects, we applied
frequent itemset hierarchical clustering. Our analysis suggested that the physician

Table 3. Clustering comparison for data sets 1 and 2

Data set 1 Data set 2
Cluster no. Physician no. Cluster no. Physician no.

1 11 1 11
2 28 2 28
3 7 3 7, 2,6,13,21,22,24,32,34,35
4 10,32 4 10,3,15,19,29
5 5,2,23 5 5
6 14,21,29 7 14,9,12,18,25,31
7 16,8,3 6 16,17,20,23
8 17,24,35 8 4,8
9 1,13,15,25 9 1
10 27,12,9,33 10 27,26
11 30,20,22,34 11 30
12 4,6,18,19,26,31 12 33
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behavior data set (i.e., data set 2) likely contains different features that influence the
prognosis discussion effectiveness and patient visit satisfaction from the physician
prognosis communication data set (i.e., data set 1). Even though it becomes increas-
ingly convenient to analyze the natural language appearing in shared decision-making,
it may still be challenging to achieve better discussion effectiveness and satisfaction by
standardizing physician’s behavior in shared decision-making. Reversely, our analysis
also suggested that the differences in physician’s communication style may not be
easily taken into consideration when optimizing his/her shared decision-making pro-
cess. Note that the shared decision-making process could significantly be diversified in
real settings as we only used standard patients in our study.

While it is our ultimate goal to operationalize the shared decision making process
by real-time controlling the discussion process, it may be more difficult than our initial
thought because it remains largely unclear how the different patterns in physician’s
behaviors in shared decision-making interact with the different patterns in physician’s
communication styles (i.e., voice tones, certainty in language use, etc.). In our future
study, we hope to conduct a similar association assessment study based on a
larger-scale human subject study and perhaps on a different kind of medical encounter.
For example, we will consider the data set of more than 100 recordings collected by
co-author Shields in the past few years on pain management discussions. In addition,
we plan to conduct a more thorough investigation on different coding schemes of the
shared decision-making interaction sequences. Finally, we plan to conduct a supervised
learning study as we have recently obtained outcome data on patient visit satisfaction,
with the hypothesis that carefully coded behavior data can improve the prediction of the
visit satisfaction outcomes as opposed to using patient-centered communication mea-
sures alone.
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Abstract. The history of computing has taught the software community signif‐
icant lessons and few of them in a hard way. After spending numerous resources,
the community has realized the need for establishing standards or specification
for efficiently handling interoperability issues across diverse applications and
tools. For example, UML for model driven development, and XML for informa‐
tion exchange. The domain of biomedical informatics is traversing through a
similar path where numerous resources are employed for achieving interopera‐
bility among heterogeneous biomedical applications. To mitigate this issue and
learning from previous experiences, the biomedical domain has to establish a
modeling standard for design and development of its software applications and
tools. Towards this goal, this research article proposes a minimal metamodel for
the domain of biomedical and health informatics based on MOF and UMLS
Semantic Network.

Keywords: UML UMLS · MOF UMLS · Biomedical modeling · UMLS
metamodel · Biomedical metamodel · MOF biomedical metamodel

1 Introduction

The domain of computing has very rich history with great achievements, major setbacks
which further fueled its success and, importantly, lessons to learn from its history.
However, few of these lessons are learned in a very hard way – interoperability issues. To
overcome this issue, the software community has defined standards, allowing the domain
experts to design diverse applications based on these agreed standards and in turn easing
interoperability issues. For example, Unified Modeling Language (UML) [1], a defacto
standard for object-oriented (OO) modeling was defined to unify diverse OO methodolo‐
gies, standards, and languages. Further, experts defined Meta Object Facility (MOF) [2], a
standard meta-meta model that allows experts to instantiate MOF to build OO based meta‐
models such as UML. The role of a metamodel is to define the semantics for how elements
in a metamodel get instantiated. In the modeling hierarchy, MOF is at the top and is
exploited to define OO metamodels such as UML, i.e. UML is an instance of MOF. The
UML is instantiated to define domain model, which in turn are used to capture domain
data. We will utilize MOF for your research objective. Another lesson learnt similar to UML
can be found in design and development of XML. In terms of utilization of UML and
XML, most prominent standards such as HL7 Clinical Document Architecture [3], and
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Continuity Care Document [4] are represented using XML and HL7 Reference Informa‐
tion Model [3] is represented using UML. This shows the influence and dominance of these
standards in the biomedical domain and importance of establishing a modeling standard
itself.

The biomedical and health informatics domain, will be referred as biomedical
domain for the rest of the paper, is going through a similar problem – interoperability
issues with diverse data across diverse applications. In order to integrate diverse data
across systems, the biomedical experts have implemented standard semantic terminol‐
ogies. The goal is to tag the data with standard semantics and then integrate the data.
Currently, the domain has numerous semantic standards (~60) and are facing intero‐
perability issues of their own, as a biomedical concept can be represented differently
(structure, semantic, and grammar) across various standards. To overcome this issue,
the National Library of Medicine has initiated Unified Medical Language System
(UMLS) [5, 6], whose goal is to integrate the biomedical concepts across the disparate
semantic standards. UMLS is composed of two major components: Metathesaurus
(META) and Semantic Network (SN). UMLS META – holds nearly two million
concepts that are linked using twelve millions relationships. It has been successfully
employed in various biomedical applications such as text processing [7] and EHR appli‐
cations [8] to name a few. UMLS SN – a semantic graph formed by defining semantic
types (ex. Finding) and semantic relationships (ex. disrupts). The UMLS-SN captures
very rich biomedical knowledge and its sole goal is to provide consistent categorization
of all the concepts in UMLS-META. UMLS-SN also provides additional semantics
acting as a meta-structure to the UMLS-META [6]. The biomedical experts provided a
standard semantic knowledge in the form of UMLS-SN for interoperability issues across
semantic standards, but failed to provide a standard similar to UML or XML dedicated
to biomedical domain for designing interoperable software applications.

The lessons learned from history of computing, combined with evidence to ease inter‐
operability issues by establishing a modeling standard and absence of such as standard in
the biomedical domain presents a perfect opportunity to design and establish a standard
biomedical metamodel. To achieve this goal, we will be exploring the idea of combining
the rich knowledge captured in UMLS-SN and MOF, a meta-meta modeling standard. The
yield of this combination, an OO based Biomedical and Health Informatics metamodel
(BHIM) similar to UML will serve two purposes. First, expressing UMLS-SN knowledge
as a metamodel using a well-established standard will expose it to other industrial/research
areas dominated by metamodels and model driven development. This is evident in the
knowledge representation domain, where they have identified the influence of modeling
and have proposed Ontology Definition Metamodel [9] – a metamodel – an instance of
MOF - but based on Resource Description Format, RDF Schema and Web Ontology
Language standards. Second, the availability of a metamodel will allow expert to define
diverse software applications that are interoperable as they are based on an agreed
standard. The rest of the article supports the proposed research and is organized in three
sections. Section 2 will briefly discuss previous research efforts. Section 3 will provide the
design approach for BHIM and finally, Sect. 4 discusses the future work and concludes the
article. Due to the page limitation and also as it is an ongoing research, the complete results
could not be expressed in this article.
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2 Previous Work

In the previous research effort [10], the author has designed and implemented a UML
Profile for UMLS-SN, named UMLS-SN:UP, to capture UMLS-SN knowledge for
biomedical application modeling. This work exploited UML Profile feature to convert
UMLS-SN semantic concepts to metamodeling elements. The semantic types are trans‐
lated into stereotypes that extend the UML Class, semantic relationships are translated
into stereotypes that extend the UML Association and “isa” is translated into stereotype
that extend the UML Generalization. As UML Profile is dependent on UML, the devel‐
oped UMLS-SN:UP is dependent on UML. Other research works that were proposed
over the years on UMLS are: focused on expanding the current UMLS-SN to include
new types [11–13]; realize the UMLS-SN using OWL [14, 15]; divide UMLS-SN into
manageable views [16]; converting it into OO database model [17]; validating and veri‐
fying the UMLS-SN [18], etc. But the goal of the proposed research is to establish a
standalone metamodel for efficient and interoperable biomedical software modeling by
using UMLS-SN knowledge and MOF.

3 Biomedical and Health Informatics Metamodel (BHIM):
MOF + UMLS-SN

In this section we will discuss our approach in combining the UMLS-SN knowledge
and MOF to design and develop a standard minimal metamodel for modeling biomedical
applications and tools. The research will be utilizing Cohesive Partitioning technique
[16], a methodology that divides the UMLS-SN into 28 semantic-type collections, where
each collection has 4–5 semantic types. This methodology allows UMLS-to be more
manageable and user friendly. The following procedure is followed to design the
proposed metamodel.

• First, the Core metamodel is defined that will form the foundation of the BHIM. This
Core metamodel contains basic metaelements that are used by other metamodels.

• Second, the Relationship metamodel is defined that captures BiomedicalAssociation
entity. This metaelement captures links/associations between modeling elements and
has two named ends that link them to instances of the metaelement Classifier.

• Finally, the UMLSSN metamodel translates the UMLS-SN knowledge into meta‐
elements using the Core and Relationship metamodels as shown in Fig. 1.

The Core metamodel captures the main metaelements of our BHI metamodel as shown in
Fig. 2 (top). These metaelements were identified based on the current standards and
previous metamodels based on MOF from various domains. The primary metaelement is
Element, an abstract structure that is generalized from three metaelements: ModelEle‐
ment, Classifier and Feature. Classifier is further specialized to define abstract metaele‐
ment BiomedicalEntity – captures the essence of class (instances with similar feature or
attributes or characteristics) - similar to UML Class; and DataTypes – captures data types
such as string, integer, etc. The abstract metaelement Feature is specialized to define
Attribute - a named entity to capture Classifier attributes. A Feature is owned (owner) by a
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Classifier, which can have zero or more Feature, but a Feature belong to at most one Clas‐
sifier. That means an attribute belongs to a Classifier or BiomedicalEntity.

Element ModelConcept

name: String

Feature Classifier

BiomedicalEntityDataTypesAttribute

owner

0..1*

{ordered}

BiomedicalAssociation

BiomedicalAssociationEnd

multiplicity :Multiplicity
name: String

0..1 owner

Entity Event

Physical_
Object

Conceptual
_Entity

Activity

Injury_or_Poisoning

associated_with

physically_related_to

issue_in

part_of

Food

*1

Core metamodel

Relationship metamodel

UMLSSN 
metamodel

Fig. 2. Biomedical and Health Informatics metamodel (BHIM).

The Relationship metamodel as shown in Fig. 2 (right) captures metaelements that
allows use to define relationships between Classifiers. The abstract metaclass Biome‐
dicalAssociation, which needs to be specialized, defines a semantic relationship between
Classifiers and must have two or more ends. The BiomedicalAssociationEnd is an
endpoint of an association that connects the BiomedicalAssociation to a Classifier. They
are part/owned by the BiomedicalAssociation and are responsible for associating the
BiomedicalAssociation with the owned Classifier.

BHIM

Relationship

Core

UMLSSN
<<import>>

Fig. 1. A high-level architectural view of BHIM and interactions between its metamodels.
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The UMLSSN metamodel imports Core and Relationship metamodels and extends
their metaelements as shown in Fig. 2 (bottom). The UMLSSN semantic types such as
Entity, Event, Physical Object, Activity, etc. extend the abstract BiomedicalEntity to
form concrete metaelements i.e. can be instantiated to form domain model classes. For
example, Activity metaclass – from semantic type Activity (due to space constraints,
the semantic type and relationship definition and explanation cannot be included) - will
capture all the domain classes that deal with operations a machine or an organism carries
out. Similarly, the sematic relationships such as associated_with, part_of, issue_in, etc.
extend BiomedicalAssociation to form concrete meta-associations. For example, asso‐
ciated_with - the semantic relationship associated_with - will capture all relationships
between classes (of type BiomedicalEntity) that have significant interactions. The
constraints on various metaelements in BHIM such as a BiomedicalAssociation must
have at least two BiomedicalAssociationEnds or BiomedicalAssociationEnd must have
a unique name within the BiomedicalAssociation, etc. are specified using Object
Constraint Language (OCL). Due to space constraints, the complete Fig. 2 and the OCL
constraints could not be explained in detail.

Now, the proposed BHIM is an instance of MOF (M3 – meta-meta model) and is in
par with UML in the modeling hierarchy (M2 – metamodel) and is as shown in Fig. 3.
The experts can use BHIM to design diverse biomedical applications (M1 – domain
models) that are interoperable and these domain models can then be implemented to
capture real data (M0 – domain data), similar to UML or XML.

MOF

UML BHI
ODM

UML Diagrams

Biomedical Models

Patient – Activity Real Data

M3

M2

M1

M0

- instance

Fig. 3. Biomedical and Health Informatics metamodel (BHIM) in the modeling hierarchy.

4 Conclusion and Future Work

This paper proposes a conceptual minimal metamodel for promoting a model drive
development approach for biomedical applications in order to curb interoperability
issues. The proposed metamodel is developed based on the MOF and UMLS-SN, which
can be used of a wide variety application and tool development. The BHIM serves three
purpose: a formally defined metamodel will have a potential increase in the reuse of
solutions; promotes interoperability between diverse applications; and bridges the gap
between UMLS-SN and model driven development - a sound and popular approach in
industry and research.
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In the future work, we will investigate to add additional aspects of the biomed‐
ical domain from other knowledge sources and also, expand the current metamodel
with other metaelements such as package, constraint, namespace, etc. that could not
be scoped into the current research minimal metamodel. Additionally, we intend to
implement tools that experts can use to design biomedical application using the
proposed metamodel.
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Abstract. An unsuitable patient flow as well as prolonged waiting lists in the
emergency room of a maternity unit, regarding gynecology and obstetrics care,
can affect the mother and child’s health, leading to adverse events and conse-
quences regarding their safety and satisfaction. Predicting the patients’ waiting
time in the emergency room is a means to avoid this problem. This study aims to
predict the pre-triage waiting time in the emergency care of gynecology and
obstetrics of Centro Materno Infantil do Norte (CMIN), the maternal and peri-
natal care unit of Centro Hospitalar of Oporto, situated in the north of Portugal.
Data mining techniques were induced using information collected from the
information systems and technologies available in CMIN. The models devel-
oped presented good results reaching accuracy and specificity values of
approximately 74 % and 94 %, respectively. Additionally, the number of
patients and triage professionals working in the emergency room, as well as
some temporal variables were identified as direct enhancers to the pre-triage
waiting time. The implementation of the attained knowledge in the decision
support system and business intelligence platform, deployed in CMIN, leads to
the optimization of the patient flow through the emergency room and improving
the quality of services.

Keywords: Data mining �Classification algorithms �Gynecology and obstetrics
care �Maternity care � Emergency room � Triage system � Interoperability � IDSS

1 Introduction

Crowding and prolonged waiting times in the emergency department (ED) of a hospital
unit has been considered a major problem. This problem can possibly lead to adverse
events and consequences towards the patient safety aswell as the quality of services [1, 2].
Addressing these concerns and therefore, optimizing patient flow through the ED can be
enhanced by providing improved services such as adequate staffing, destination man-
agement and hospital bed access [2, 3]. A new approach to increase patient satisfaction in
the emergency room is to estimate the waiting time [4]. The prediction of waiting times
helps staff to prioritize patients and operations, aswell as avoiding patients leaving the ED
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unanswered [5, 6]. Furthermore, itmay improvemorale and reduce the patient tendency to
seek further opinions, as well as minimize the complaints and litigation [7]. Regarding
maternity services, delivering the best emergency care is fundamental since it has the
potential to affect the mother and child’s health at a crucial time. These good practices can
be achieved by taking advantage of the information technologies currently available in the
healthcare sector, capable of providing complete and reliable information aiding clinical
and administrative decisions [8].

The emergency care of gynecology and obstetrics (GO) of Centro Materno Infantil
do Norte (CMIN), the maternal and perinatal care unit of Centro Hospitalar of Oporto
(CHP), owns a pre-triage system for sorting patients in emergency (URG) and con-
sultation (ARGO) classes. The system was developed in CHP and it is a part of the
Intelligent Decision Support System (IDSS) implemented in CMIN [9]. In order to
improve the ED quality services by reducing crowding and upgrading the resource
management, the current study induces data mining (DM) techniques using real data
available in CMIN to predict the patients’ waiting time at pre-triage - the time elapsed
since the patient arrives to ED until she is called to go to the triage room. The required
information is provided by the systems used in CMIN to collect medical data. Nursing
System (SAPE) is a decision support system that allows producing and storing clinical
information. In addition, the Electronic Health Record (EHR) records the patient data
and their admission form. By combining the information collect by these systems in
several scenarios and inducing data mining (DM) algorithms, the case study managed
to achieve useful knowledge to support the CMIN’s emergency care services. The best
DM achieved results demonstrate the reliability of the variables provided by the
information systems, reaching accuracy and specificity values of approximately 74 %
and 94 %, respectively.

This article includes five sections in addition to the introduction. The second
section presents the context and related work. The study materials and methods are
described in section three. Section four states the data mining process following the
Cross Industry Standard Process for Data Mining (CRISP-DM) phases. Formerly,
section five contains a discussion about the obtained results, while the last section
includes a set of considerations as well as possible directions for future work.

2 Background and Related Work

2.1 Context

The quality of care and patient’s safety are the primary focus in clinical environments.
Moreover, the patient’s satisfaction is also an important outcome [10]. GO triage are
trouble with reports of low satisfaction and long length of waiting times, making
healthcare providers struggle with time management and budgetary constraints [11].

CMIN, as one of the four constituent hospitals of CHP, is prepared to provide
neonatology, obstetrics and gynecology services and accompany the women and child
conditions since the early pregnancy until the first stages of child growth. Its triage
room provides outpatient care for women who require evaluation of labor, assessment
of fetal wellbeing and acute obstetric issues. Studying the clinical and environmental

106 S. Pereira et al.



information available at the patient’s arrival and identifying its relation with the waiting
times can be crucial to improve the unit services and therefore the patient’s quality care
and satisfaction.

2.2 Pre-triage System for Gynecology and Obstetrics Care in CMIN

In a hospital environment a vast number of triage systems are used. The most common
are those with five levels of severity such as the Emergency Severity Index (ESI), the
Manchester Triage System (MTS) and the Canadian Triage Acuity Scale (CTAS) [9].
These systems are limited as tools to use in Maternity Care due to their lack of
flexibility. Since they were meant to be used in general emergency units, their
guidelines do not have an appropriative degree of generalization to GO services [12].

Accordingly, CMIN healthcare professionals and Information System researchers
developed a pre-triage system specific for GO, where the queries are focused on the
particular type of patients that attend these services, i.e. pregnant women. This system
is implemented in CMIN since 2010, and classifies patients according to the severity of
their clinical condition, establishing clinical priorities and not diagnosis [13]. The
system is inserted in the Intelligent Decision Support System (IDSS) and provides the
triage result based on a set of predefined questions in the form of rules of a decision
tree. The IDSS is an interactive and adaptable system, which uses artificial intelligence
techniques and decision models to analyze a vast amount of variables to answer a
question. The presence of the IDSS offers a better understanding of the patient’s real
state. In opposition to the MTS, triage is done by physicians and nurses [14].

Regarding the procedure, when a patient is admitted in the GO emergency room
needing urgent care (i.e. women who arrive by ambulance or present serious conditions)
she is immediately assisted, without any triage. In the remaining cases, the patients have
to wait to be called to the triage room. Women in need of urgent care are classified as
URG, while non-urgent cases are sent to consultation (ARGO). After the triage moment,
the patients return to the waiting room where they remain until being called to the
respective care [13, 15]. This study focus on the prediction of the patient’s waiting time
before the triage, i.e., when the patient is waiting to be called to the triage room.

2.3 Integration, Archive and Diffusion of Medical Information

As mentioned in the previous section, the current study depends of the combination of
the information provided by the information systems implemented in the healthcare
institution. The SAPE resulted from the Information Systems in Nursing. It records
clinical episodes associated with each patient as an alternative to the traditional way of
information on paper [16]. EHR stores and retrieves detailed patient information, as the
admission form, helping monitoring, improving and reporting data on health care
quality and safety [17]. These heterogeneous systems are only able to provide the
information needed since they are connected by the Agency for Integration, Archive
and Diffusion of Medical Information (AIDA), which allows the interoperability of the
hospital existing systems [15]. AIDA is a platform based on the use of pro-active
agents, being responsible for tasks such as communication with systems, sending and
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receiving information and responding to requests of information. This multi-agent
system enables the standardization of clinical systems and overcomes the medical and
administrative complexity of the different sources of information from the hospital,
thereby allowing a suitable information management [18, 19].

2.4 Knowledge Discovery and Data Mining in Healthcare

The Knowledge Discovery in Databases (KDD) process can be described as an auto-
matic, exploratory analysis and modeling of large data repositories, which identifies
meaningful and potentially useful information [20, 21]. The KDD process is a set of
five steps, beginning with the selection of the data set. The next step includes cleaning
and processing the data, to make it consistent. Then, the data is transformed according
to the study goal. Data mining (DM) is the core step, which results in the discovery of
hidden knowledge. Finally, follows the interpretation and evaluation of the patterns
attained [22]. This study follows this process to discover new knowledge, using DM
classification algorithms in order to attain data models.

Data mining techniques have been used in many domains to solve classification,
segmentation, association, diagnosis and prediction problems [23]. In healthcare, data
mining has recently been used to reduce the number of adverse events, anticipate
patient’s future behavior and find solutions regarding the institution’s management,
providing organizations with quality services and clinical decisions at affordable costs
[24, 25].

In CHP several data mining models are induced in Intensive Care Units [35] to
predict patient outcome, readmissions, length of stay, organ failure, among others in
real-time [16, 26–28]. Regarding the maternity care, many studies have been conducted
that resorted to DM techniques to solve health services limitations. For instance, the
induction of DM models to predict preterm and full term births, as it remains a complex
clinical problem for families and the healthcare system [29]. In the CMIN, data mining
models were already used to predict events in the Voluntary Interruption of Pregnancy
[30] and to categorize GO patients through a clustering based approach [31].

3 Study Description

In order to achieve knowledge from the available data, the study follows the KDD
process described in Sect. 2.4. The DM step applies the Cross Industry Standard Process
for Data Mining (CRIP-DM), a sequence of six phases well-structured and defined,
which works as guidelines for data miners [32].

CRISP-DM organizes the DM process into six phases: business understanding, data
understanding, data preparation, modeling, evaluation and deployment. These phases
provide a path to follow while planning and implementing a DM project [33].

The DM models were induced using different classification algorithms: Decision
Trees (DT), Generalized Linear Models (GLM), Support Vector Machine (SVM),
Naïve Bayes (NB) and Neural Networks (NN). The selection of these techniques was
based on the playability of the models and engine efficiency, given the data.
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The dataset studied consists of 78186 admissions on the gynecology and obstetrics
care emergency room in CMIN, comprising a period between 2010-01-06 and
2015-06-25, a total of 1850 days and 32207 women patients.

4 Data Mining Process

In the following section the data mining step of the KDD process is described,
according to the CRISP-DM phases.

4.1 Business Understanding

The business goal of the present study is the prediction of pre-triage waiting times in
the emergency room of the gynecology and obstetrics care unit in CMIN. Moreover,
the study pretends to identify the relation between the environmental and personal
information available at the patient’s admission and the actual waiting time, in order to
improve the triage process in any maternity care.

Therefore, the DM goal is to develop accurate models able to predict the pre-triage
waiting time from the collected data. Acceptable models with decent statistical metrics
lead to an improvement in the quality of services.

4.2 Data Understanding

In this phase, the relevant variables from the two data sources were collected, forming
the dataset. A total of 13 variables were considered. Some of them were temporal
features: the day of the week, the part of the day, the month, the day of the month, the
part of the month, the trimester, the hour and the season of the year, concerning each
particular entry. In addition, the dataset is composed by the identification number
(ID) of the triage professional, the number of triage professionals working (NTP) and
the number of patients waiting in the room (NPW). All these variables were selected to
understand how the environment influences the waiting time. Finally, it also covers two
patient’s characteristics: the age and the gestation weeks (in case of pregnancy).

Table 1 shows the different classes of some used variables and the percentage of
their occurrence, which provides a better interpretation of the dataset. In turn, Table 2
present statistical measures concerning the numerical variables studied.

Table 1. Classes and occurrences of some variables used in the dataset

Variable Class Percentage

Day of the Week Sunday 10.14 %
Monday 18.51 %
Tuesday 14.51 %
Wednesday 15.27 %
Thursday 15.36 %
Friday 14.95 %
Saturday 11.26 %

(Continued)
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The target variable Waiting Time was convened in classes, time intervals, in order
to run the classification algorithms. Initially, it was simply divided in two classes: 0
being the waiting time between the minimum value and the average, and 1, the waiting
time superior to the average. This approach allowed examining the viability of the
study itself and confirming that the selected variables are indeed suitable to predict the
pre-triage waiting time. In a second stage, the target variable was distributed in four
different classes, obeying the normal distribution of the target variable. Table 3 present
both distributions of the target classes. These two approaches are properly addressed
through the DM process.

Table 1. (Continued)

Variable Class Percentage

Part of the Day Morning 44.49 %
Evening 55.26 %
Night 0.25 %

Part of the Month First Third 29.91 %
Second Third 36.32 %
Last Third 33.77 %

Trimester First Quarter 25.40 %
Second Quarter 28.22 %
Third Quarter 24.11 %
Last Quarter 22.27 %

Station Winter 28.02 %
Spring 28.92 %
Summer 24.50 %
Autumn 22.56 %

Table 2. Statistical measures of the numerical variables of the dataset

Variable Min Max Avg Std Dev

NTP 1 21 5.24 2.85
NPW 1 24 2.18 1.48
Age 8 92 32.01 10.44
Gestation Weeks 0 42 11.39 15.48

Table 3. Both distribution of the target variable in classes

Approach Class Distribution Percentage

2 classes 0 0–17 min 64.94 %
1 18–340 min 35.06 %

4 classes 0 0–13 min 51.28 %
1 14–17 min 13.66 %
2 17–20 min 7.46 %
3 21–340 min 27.60 %
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4.3 Data Preparation

The information provided by the information systems required some transformations to
reach the dataset exposed in Sect. 4.2.

In a pre-processing phase, some variables were attained from raw content. This
phase was extremely important to create the scenarios and it required the development
of several procedures. For instance, the temporal variables, such as the day of the week
or the part of the month, were obtained by arranging the patients’ admission date of the
entrance records. Similarly, the number of patients and triage professions required
creating some procedures to count the pre-triage entries meeting the required condi-
tions, and organize the information differently. The patient age was acquired through
the transformation of the birth and episode dates. Later, some null/noise values were
deleted from the dataset to ensure the information consistency, remaining 78186
pre-triage records. The entire dataset was prepared and processed through Oracle SQL
Developer. The dataset was then replicated and studied with different displays of the
target variable mentioned in the previous subsection.

4.4 Modeling and Evaluation

In the modeling phase, the DM models were induced using the DM techniques: GLM,
SVM, DT, NB and NN. The sampling method applied was the Holdout sampling,
where 30 % of the data was used for testing, and the remaining entries compose the
training set. Finally, different variables’ scenarios were combined to identify which
variables influence the pre-triage waiting time on the GO emergency room. The ten
considered scenarios were:

S0: {All variables}
S1: {Day of the week, Part of the day, Trimester, Hour, Season}
S2: {NTP, NPW}
S3: {Age, Gestation Weeks, Day of the week, Part of the day, Trimester, Hour,

Season, NTP, NPW}
S4: {Month, Day of the month, Hour, ID professional, NPW}
S5: {Age, Day of the week, Part of the day, Day of the month, Part of the month,

Season, NTP}
S6: {Month, Day of the month, Part of the month, Trimester, Season}
S7: {Day of the week, Part of the day, Hour}
S8: {Age, Gestation Weeks, Day of the month, Season, NTP, NPW}
S9: {Age, Gestation Weeks, Trimester, NTP, NPW}

The DM models were induced in both target approaches. Thus, each Data Mining
Model (DMM) can be identified by Eq. 1.

DMMm ¼ DMTy � A� Ts � Si ð1Þ
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DMTY refers to the DM technique, At is the target approach, Ts represents the
sampling method and Si identifies the scenario. A total of 100 models were induced (10
scenarios * 5 techniques * 1 sampling method * 2 target approaches).

All models were induced using the R Studio with the configurations presented in
Table 4, concerning the DM classification algorithms.

The statistic metrics described in Eqs. 2, 3 and 4 were considered to evaluate the
induced models. These metrics were estimated through the results provided by the
confusion matrix (CMX) of each model.

Sensitivity ¼ TP=ðTPþFNÞ ð2Þ

Specificity ¼ TN=ðTN þFPÞ ð3Þ

Accuracy ¼ TP=ðTPþFT þ TNþFNÞ ð4Þ

CMX contains four types of results: the number of True Positives (TP), False
Positives (FP), True Negatives (TN) and False Negatives (FN). The CMX along with
these metrics were obtained automatically using the package ‘caret’ in R Studio.

The best results concerning the first target approach are exposed in Table 5. It
contains the top 4 scenarios and the best DM techniques to each of them.

Table 4. Algorithms settings

Technique R algorithm Setting Value

DT Ctree Subset Null
Weights Null
Xtrafo Ptrafo
Ytrafo Ptrafo

NB naiveBayes Subset Null
Laplace 0

GLM Glm Subset Null
Weights Null
Family Binomial

SVM Ksvm Scaled True
Type C-bsvc
Kernel Vanilladot

NN Nnet Size 4
Rang 0.1
Decay 5e-04
Max It 200
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The results are satisfactory enough to prove that there is a relation between the
variables studied and the pre-triage waiting time. The second target approach, which
divides the target in 4 classes, was pursued. In this case, since the target is not binary,
the only metric used to evaluate the models was the accuracy. Accordingly, the results
are presented in Table 6.

The best results were achieved in the first approach, reaching a specificity value of
93.94 %. These high values of specificity mean that the models are highly capable
predicting class 0, pre-triage waiting times shorter than the average waiting time.

In a clinical environment, the first approach will provide to the healthcare pro-
fessions a larger confidence (almost 94 %) predicting smaller times, the second
approach represents a valuable resource to the service, since nearly 62 % of the triage
events fit this profile (four classes).

Overall, the DM model that attained the best outcomes was scenario 3, inducing the
neural network algorithm, obtaining an accuracy of 73.81 %, representing a high
assertiveness. The best accuracy results provided by the second approach have statis-
tical value, since the dataset has a four class target, but are not enough to be considered
worthy clinical achievements.

4.5 Deployment

After a careful review to the results, the best DM models as well as the processed data
are reported to the maternity care unit of CMIN, being implemented in the IDSS and
the Business Intelligence (BI) platform already deployed in the hospital, correspon-
dently [34]. The BI platform assists the healthcare professionals and the administrators

Table 5. Best statistic results in view of the first target approach (2 classes)

DMT Accuracy Specificity Sensitivity DMT Accuracy Specificity Sensitivity

Scenario 0 Scenario 2
DT 0.7135 0.9078 0.3534 DT 0.7105 0.9394 0.2859
NB 0.7038 0.9163 0.3102 GLM 0.7131 0.9237 0.3225
GLM 0.7282 0.9304 0.3323 NN 0.7106 0.9337 0.2965
Scenario 3 Scenario 4
DT 0.7170 0.9288 0.3236 DT 0.7118 0.9270 0.3159
GLM 0.7261 0.9274 0.3383 GLM 0.7028 0.9198 0.3179
NN 0.7381 0.9366 0.3473 NN 0.7117 0.9303 0.3093

Table 6. Best accuracy results in view of the second target approach (4 classes)

Scenario DMT Accuracy

0 NB 0.6134
3 DT 0.6243
9 DT 0.6088
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in their decision making, regarding the services and the patients. The study will con-
tribute to the improvement of the pre-triage system and the conditions regarding the
Gynecology and Obstetrics emergency room.

5 Discussion

In the evaluation phase the study achieved satisfactory results regarding the dataset
which divides the target variable Waiting Time in two classes (lesser than 17 min or
greater than 18 min). The best 3 models are highlighted in Table 7.

Overall, the specificity values are far higher than the sensitivity ones, allowing the
gynecology and obstetrics care unit to identify upfront the patients which waiting time
for pre-triage will be shorter, and subsequently, to organize the resources accordingly.

Regarding the studied variables, the scenarios 0, 2, 3, 4 and 9 achieved the best
outcomes. Thus, the variables directly proportional to the pre-triage waiting time are
the number of patients present in the waiting room (NPW), the number of triage
professionals working at the moment (NTP) and some temporal variables – the hour of
the day, the day of the month and the season of the year. This information benefits the
maternity emergency room workflow, since it can identify outstanding situations, and
therefore, improve the healthcare services.

The dataset that divides the target variable into 4 groups (obeying its normal
distribution) obtained good results in a statistical point of view, since it is not a binary
prediction. Nevertheless, the best accuracy value achieved is 62.43 %, not being good
enough to be used in the maternity care decision support systems.

The analysis of the patient records from January 2010 to June 2015 also allows
detecting some weaknesses in the pre-triage system implemented in CMIN. Since the
system only distinguishes patients in two levels of priorities (URG and ARGO),
adverse events may occur in this categorization. Besides, some triage professionals
force a different output than would be expected by the pre-triage system.

6 Conclusions and Future Work

This study aimed the prediction of pre-triage waiting times in the emergency room of
gynecology and obstetrics care unit. A dataset was built from real data recorded in the
SAPE and EHR systems of Centro Materno Infantil do Norte (CMIN), the maternal and

Table 7. Top 3 models that present the higher values of accuracy, sensitivity and specificity in
view of the first target approach (2 classes)

S DMT Accuracy Specificity Sensitivity

0 GLM 0.7289 0.9304 0.3323
3 DT 0.7170 0.9288 0.3236
3 NN 0.7381 0.9366 0.3473
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perinatal care unit of Centro Hospitalar of Oporto (CHP), collecting personal and
environmental variables available at the patient’s admission. After inducing several
data mining techniques on different combinations of the dataset variables (scenarios),
satisfactory results were achieved. The best DM model was acquired by inducing
Neural Networks algorithm through the variables composing scenario 3, achieving an
accuracy of approximately 74 % and a specificity of 94 %, when dividing the target
variable in two classes. These results lead to quality improvements in the emergency
room of the maternity care.

This study also was important to identify which variables most contributes to
change the waiting time. This information is valuable to the ED. They have now a new
tool able to give to them an idea of the patient waiting time basing their analysis in the
data associated to the critic variables.

The Data Mining models induced and the variables identified as critical are the
most important contribution of this work.

Alongside, another study is being conducted to predict the post-triage waiting time
(the time between the moment of pre-triage and the doctor’s admission) in CMIN. As
for future work, both studies will be implemented in the IDSS and BI platform used in
the maternity unit, optimizing patient flow through the ED and therefore, improving
their safety and satisfaction.
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Abstract. False alarm is one of the main concerns in intensive care units
which could result in care disruption, sleep deprivation, insensitivity of
care–givers to alarms and so on. Many approaches such as improving the
quality of physiological signals by filtering and developing more accurate
sensors have been proposed in the last two decades to suppress the rate of
false alarm. Moreover, some multi–parameter/feature methods have been
developed to classify the alarms more accurately. One of the main prob-
lems facing these methods is that they neglect those features that individ-
ually have low impact on the accuracy. In this paper, we propose a model
based on coalition game that considers the inter–features mutual informa-
tion which results in gaining the accuracy of the classification. Simulation
results on a database produced by four hospitals shows the superior per-
formance of the proposed method compared to other existing methods.

Keywords: False alarm · Feature selection · Coalition game theory ·
Classification

1 Introduction

In order to monitor a patient and also for the sake of diagnostic, prognostic and
treatment, many monitoring and therapeutic devices are utilized in intensive
care units (ICUs). These devices are also used to measure vital signs, support
or replace impaired or failing organs and administer medications to patients
[12]. Each of these devices might generate optic/acoustic alarms due to patient’s
physiologic condition, patient movement, motion artifact, malfunction of indi-
vidual sensors and imperfections in the patient–equipment contact [18]. Many
of the alarms (80 % to 99 % [9]) could be false and/or clinically insignificant
c© Springer International Publishing Switzerland 2016
X. Zheng et al. (Eds.): ICSH 2015, LNCS 9545, pp. 118–130, 2016.
DOI: 10.1007/978-3-319-29175-8 11
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which are not related to patients’ condition. These alarms could compromise
quality and safety of care, which could result in many problems such as “alarm
fatigue” among care–givers as well as the possibility of missing a real event due
to care–givers insensitivity to these unreliable alarms known as “cry–wolf” effect.

Dealing with false alarms is widely considered the number one hazard imposed
by the medical technology and an important concern in ICUs [9]. Many approaches
have been utilized to decrease the number of false alarms such as adding short
delay [9], improving the quality of signals, improvements in sensor technology and
utilizing advanced multi–parameter models [3,21]. An overview on clinical situa-
tion and different aspects of false alarm problem can be found in [9,13].

Using a machine learning approach, Li and Clifford have designed a frame-
work for false alarm reduction on arrhythmia patients. They extracted 114
features from electrocardiogram (ECG), arterial blood pressure (ABP), and
Photoplethysmogram (PPG or PLETH), that measures oxygen saturation level
(SpO2), and used a genetic algorithm to select a subset of these features.
Using a relevance vector machine (RVM) as a classifier, false alarm suppression
was reported to be 86.4 %, 100 % and 27.8 % respectively for asystole, extreme
extreme bradycardia and extreme tachycardia. An automated method for false
arrhythmia suppression was proposed in [5] that is based on quality assessment
of normal and abnormal rhythms of ECG signals. In this method an ECG sig-
nal is downsampled to 125 Hz and then QRS detection algorithms are applied.
After that baseline wander is filtered and different signal quality indexes (SQI)
are calculated and used in a support vector machine (SVM) classifier where
the obtained accuracy, sensitivity and specificity are respectively 0.990, 0.985,
and 0.994. Different approaches including k–nearest neighbors (KNN), Naive
Bayes, Decision Tree, SVM and multi–layer Perceptron have been tested on a
database from MIMIC II for alarms classification, where the features have been
extracted from age, sex, Central venous pressure (CVP), SpO2, ABP, ECG and
pulmonary arterial pressure (PAP) [4]. The suppression rate for true alarm detec-
tion is between 2.33 % and 17.73 % for 5 alarms and false alarm suppression rate
is between 71.73 % to 99.23 %. Charbonnier and Gentil have proposed a trend
extraction that tracks the changes in signals using a fuzzy decision approach [6]
and could filter 81 % of the false alarm without filtering any true alarms where
they tested their method on a small number of examples.

The above models considers a number of features/parameters extracted from
multiple continuously–measured physiological signals, such as ECG and ABP to
create more reliable alarms. The major problem faced by these multi–parameter
approaches is the presence of many parameters/features that individually have
low impact on the model performance, and as such they might not be included
in the model, while when coupled with other such parameters could significantly
improve the performance of the accuracy and specificity of the alarm detec-
tion algorithms. Besides statistical evidence to this observation, the fact that
physicians, by visual interpretation of the patterns in all patients’ signals, can
very often correctly decide on the validity of the alarms caused by individual
machines/monitors, suggests when a suitable combination of all data/features
are included in a model, false alarms can be reduced significantly [7].
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Several data mining and feature reduction algorithms have been utilized
in analysis of big data sets to improve the prediction accuracy and reliability
through reducing the feature space to a more concise and relevant set of attributes
[11,16,17,22,26]. However in the majority of these conventional methods, each of
the features is evaluated separately, and as such, the possible correlation among
them is neglected. Specifically, the existing methods either only account for the
effect of individual features on the target or consider the inter–feature mutual
information to obtain higher performance; however, it is often the case that a set
of features together have a considerable effect on the classifier, while each indi-
vidual attribute in the set does not. Therefore, these features will most likely be
filtered out resulting in significant degradation in the performance [10].

Cooperative game theoretic approach has been recently utilized in feature
selection algorithms [8,19,20]. In this paper, we propose a coalition based game–
theoretic predictive modeling approach to suppress the false alarm for five types
of life threatening arrhythmias including asystole, extreme bradycardia, extreme
tachycardia, ventricular tachycardia, and ventricular flutter/fibrillation. Three
main signals of ECG, ABP, and PLETH are used as the inputs of our proposed
model. In the first stage (i.e. signal analysis) wavelet coefficients of each signal
at different levels of decomposition are calculated. Then, a number of statistical
features such as mean, variance, median, kurtosis and entropy of the result-
ing wavelet coefficients are calculated for each level. The calculated coefficients
along with the other parameters are used as features for our proposed coalition
game theoretic approach in which different combinations of features are con-
sidered for creating a predictive model that assesses the validity of the alarms.
The proposed method accounts for intricate and intrinsic interrelation among all
potentially effective combinations of the features by measuring the contribution
of features both individually and in group with others in order to identify the
most informative grouping. A main capability of the proposed method is find-
ing discriminating combined/sub–sets of apparently low–impact features, which
despite their weak individual contribution to the classifier could have a quantifi-
able impact on the specificity and accuracy of the alarm detection approaches
when grouped with other features.

The rest of this paper is organized as follows. Section 2 introduces the pro-
posed signal analysis and feature extraction techniques. An introduction to coali-
tion game theory followed by the description of the proposed game theoretic
based feature selection method are presented in Sect. 3. The numerical analysis
results are presented in Sect. 4, followed by conclusion in Sect. 5.

2 Signal Analysis and Feature Extraction

A set of wavelets defines a special filter bank which can be used for signal com-
ponent analysis and the resulting wavelet transform coefficients can be further
applied as signal features for classification. Here, we applied a discrete wavelet
transform (DWT) on the 1–D input signals, ECG, PLETH and ABP. The DWT
is selected because of its advantages over other transforms due to its ability to
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separate details in signals. Very fine details can be isolated using small wavelet
and rough details can be captured using large wavelets [24]. DWT decomposes
each input signals into two approximations and detailed coefficient components.
Approximation set is obtained by applying a high–pass filter at low scales and
details coefficients are computed by applying a low–pass filter at high scales. We
used Daubechies 8 (db8) for ECG signal as there is a good match between the
shape of ECG signal and this wavelet. Also we used Daubechies 4 for PLETH
and ABP signals for the same reason. DWT is a shifted and scaled by power of
two of mother wavelet as:

ψi,j(t) = 1/
√

2iψ(
t − j × 2i

2i
) (1)

where i, j are scale and shift parameters respectively and ψ for a Daubechies
wavelet of class D-2N is defined as:

ψ(t) =
√

2
∑

k

(−1)kh2N−1−k × φ(2t − 1), (2)

φ(t) =
√

2
∑

k

hk × φ(2t − k)

where h shows a high pass filter.
Wavelet coefficients are calculated by convolving the high pass filter, h, and

the corresponding low pass filter, gk = h2N−1−k, with a signal and then the
results are down–sampled. Each of the three mentioned signals is decomposed
into 6 levels by convolving the high–pass and low–pass filters. The calculated
coefficient are shown as X = [E1, ..., El, A1, ..., Al, P1, ..., Pl] where l shows the
number of decomposition levels, (here l = 6). Ei, Ai and Pi respectively show
the wavelet coefficients of ECG, ABP and PLETH signals. For i = l each of these
parameters shows the details coefficients and for i �= l each of them shows the
approximate coefficient. Approximate and details coefficients can be respectively
calculated from (3) and (4)

ai(t) =
∑

k

ai−1(t)h2t−k (3)

di(t) =
∑

k

ai−1(t)g2t−k (4)

where a−1 shows the input signal (i.e. ECG, ABP or PLETH). Including all
wavelet coefficients as features to the classification setup is not efficient and
may significantly decrease the generalization property of the trained model due
to over-fitting. Therefore, we further reduce the number of features by extract-
ing representative statistical and information–theoretic properties of the wavelet
vectors as summarized in Table 1. In calculating information–theoretic proper-
ties (e.g. Entropy), we assume that the wavelet vector elements are derived from
an unknown probability distribution.
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In Table 1, features 1 to 10 are typical statical properties of the signal, where
μn is the nth standardized sample moment defined in

μn =
ΣN

i=1(Xi − X̄)n

N
, X̄ =

ΣN
i=1Xi

N
(5)

In (5), X1, . . . , XN are the N th wavelet coefficients associated with each sig-
nal probe. Kurtosis and skewness define the shape of probability distributions
such that kurtosis, defined in (6) measures the peakedness of distribution and
is defined as the ratio of the forth standardized moment to the square of
variance.

κ(X) =
E[(X − μ)4](
E[(X − μ)2]

)2 =
μ4(X)
σ4(X)

(6)

Likewise, skewness is a measure of the symmetry of distribution around zero and
is defined as

λ(X) = E
[(X − μ(X)

σ(X)

)3]
=

μ3(X)
σ3(X)

(7)

Harmonic mean is defined as N∑N
i=1 1/Xi

. Interquartile range is calculated based

on the difference between the 75th and 25th percentiles. Shannon entropy is an
information theoretic property of the square of coefficients approximated by their
sample counterparts and calculated as

H(X2) = −
N∑

i=1

X2
i log2 X2

i (8)

Table 1. Statistical and Information-theoretic features of wavelet vectors.

No Feature No Feature No Feature

1 mean 13 skewness 25 nS(10)

2 mode 14 harmonic mean 26 nS(100)

3 median 15 interquartile range 27 nS(1000)

4 max 16 Shannon Entropy 28 nS(10000)

5 min 17 Log Entropy 29 nS(25000)

6 range 18 nT (1) 30 nS(50000)

7 variance 19 nT (10) 31 nS(65000)

8 std (σ) 20 nT (100) 32 an1

9 μ3 21 nT (500) 33 an2

10 μ4 22 nT (1000) 34 an3

11 coefficient of var 23 nT (5000) 35 an5

12 kurtosis 24 nS(1) 36 an10
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Log energy is defined as
∑

log X2
i . nT (α), defined in (9), counts the number

of times that the value of wavelet coefficients exceed the threshold α.

nT (α) =
N∑

i=1

1(|Xi| > α) (9)

In (9), 1(.) shows the indicator function. Also, nS(α) is defined as

nS(α) = N − 2
N∑

i=1

1(X2
i ≤ α2) + 2α2

N∑
i=1

1(X2
i > α2) +

N∑
i=1

[X2
i × 1(X2

i ≤ α2)]

(10)

Finally, anp(X) = p

√∑N
i=1 |Xi|p is the p-norm of the vector of the absolute

values of the coefficients. Hereafter, features 1 to 15 are called as Feature set
1:Statistical, which includes statistical information and features 16 to 36 as Fea-
ture set 2:Entropy, which mainly includes information-theoretic and geometrical
properties of the coefficients.

3 Feature Selection

Here, we map the coalition game–theoretical methodology to the feature selection
problem by considering the competing features as the game players, where the
features can be classified in different coalitions by noting their impact on the
classifier and also by their interdependency.

3.1 Coalition-Based Game-Theoretic Feature Selection

Cooperative game theory has been recently utilized in feature selection algorithms
[8,19,20,25]. Unlike non-cooperative games in which the players act individu-
ally [2], coalition game refers to a class of game theoretic approaches that stud-
ies the set of joint actions taken by a group of players. These games are defined
based on exhaustive scenarios that players may form a group and how the total
shared payoff is divided among the members. For a transferable utility coalition
(TU–coalition) game with n players, let N denote the set of players, N =
{1, 2, ..., n}. A coalition of players, S defines a sub-set of N , S ⊆ N . In general, for
a n–player game there exists 2n possible coalitions of any size. The empty coalition
is denoted by φ, while grand coalition refers to the coalition of all players, N .

The n–player coalition game can be defined with the pair of (N, v), where N =
{1, 2, ..., n} is the set of players and the characteristic function, v is a real–valued
function defined on the set of all coalitions, v : 2N → R. For a coalition S, S ⊆ N ,
the characteristic function, v(S) represents the total payoff that can be gained by
the members of this coalition. This function satisfies the following conditions,

– characteristic function of an empty coalition is zero, v(φ) = 0, and
– if Si and Sj , (Si, Sj ⊆ N) are two disjoint coalitions, the characteristic func-

tion of their union has super–additivity property, meaning that v(Si ∪ Sj) ≥
v(Si) + v(Sj).
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Here, we model the features as the players of the game, and the characteristic
function of a coalition, v is measured by contribution of its members (features)
to the performance of the classifier (e.g. success rate in supervised learning).
Different possible grouping of the features are examined to recognize the optimal
coalition. The contribution of feature i in classification accuracy when it joins a
coalition S is defined by marginal importance as follows

Δi(S) = v(S ∪ {i}) − v(S) (11)

A solution of a coalition game is determined by how the coalition of players
can be formed and how the total payoff of a coalition is divided among the mem-
bers. Let’s define the value function, γ that assigns an n–tuple of real numbers,
γ(v) = (γ1(v), γ2(v), ..., γn(v)) to each possible characteristic function, in which
γi(v) measures the value of player i in the game with characteristic function v. If
the following axioms are satisfied, Shapley value can be utilized as a fair unique
solution of the coalition game [23]. The Shapley axioms for γ(v) are

– Efficiency (group rationality):
∑

i∈N γi(v) = v(N), meaning that the summa-
tion of values for all players is equal to the value of grand coalition.

– Symmetry: If for players i and j, i, j ∈ N and for every coalition S not
containing i and j we have v(S ∪ {i}) = v(S ∪ {j}), then γi(v) = γj(v).

– Dummy player: If for player i and for every coalition S not containing i, we
have v(S) = v(S ∪ {i}), then γi(v) = 0

– Additivity: For characteristic functions u and v, we have γ(u+v) = γ(u)+γ(v),
meaning that the value of two games played at the same time is equal to
summation of their values if played at different times.

The Shapley value of player i is defined as the weighted mean of its marginal
importance over all possible subsets of the players.

γi(v) =
1
n!

∑
π∈Π

Δi(Si(π)), (12)

where Π is the set of all n! permutations over N and Si(π) is the set of features
(players) preceding player i in permutation π.

Since in feature selection, the order of features in a coalition does not change
the value of coalition, the calculations in (12), can be further simplified by exclud-
ing the permutation of coalitions in the average:

γi(N, v) =
1
n!

∑
S⊆N/i

Δi(S)|S|i(n − |S| − 1))!, (13)

where S ⊆ N/i represents the coalitions that player i does not belong to. It
is equivalent to the weighted average of coalitions, where the weight of each
coalition is the number of its all possible permutations.

As shown in (12) and (13), the Shapely value solution accounts for all pos-
sible coalitions that can be formed by the players [23]. Since in false alarm
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detection problem, the data set includes a large number of features, thereby cal-
culating the Shapley value would be computationally intractable. Furthermore,
considering the coalitions of a large number of features or all of them is practi-
cally unnecessary, since the maximum number of feature may interact with one
another is much less than the total number of features. Therefore, we utilize
the Multi–perturbation Shapley value measurement with coalition sizes up to L
rather than the original Shapely value, which is determined using an unbiased
estimator based on Shapley value [14,15].

In our proposed algorithm, at each round, the features are randomly divided
into groups of size L. Then, we calculate the corresponding Multi-perturbation
Shapely value of feature i inside its group, γ′

i(v) considering all possible coalitions
of size 1 ≤ l ≤ L. This is equivalent to randomly sampling from uniformly
distributed feature i, γ′

i(v) is calculated as follows.

γ′
i(v) =

1
|ΠL|

∑
π∈ΠL

Δi(Si(π)), (14)

where ΠL denotes the sampled permutation on sub–groups of features of size L.
There is an essential trade–off to set L in the proposed method. Large L values
consider higher order relations, while increasing the complexity of finding Multi–
perturbation Shapely value at each subgroup. We conjecture that the optimum
value of L for our datasets taking into account various factors such as the nature
of data, number of features, and the inter-feature dependence is in the range of
3 to 6. This is confirmed by simulation results in Sect. 4. It is worth noting that
in most feature selection algorithms, each feature is being considered separately
or equivalently L = 1.

Since the size of subgroups and the role of each group at the classification
for the normalized data is almost equal, at the end of each iteration, the ne less
effective features are removed from the list, regardless of the enclosing subgroup.
In order to minimize the impact of individual grouping, at the end of each itera-
tion, we do not remove all features with Multi–perturbation shapely value below
threshold as in [15]. Rather, we remove only ne features with the lowest Multi–
perturbation Shapely value (if below Multi–perturbation Shapely threshold γm).
We choose ne a small number, because (i) the complexity reduces linearly with

Table 2. Alarms definition

Alarm Type Definition

Asystole There is no QRS for at least 4 s

Extreme Bradycardia Heart rate < 40 bpm for 5 consecutive beats

Extreme Tachycardia Heart rate higher > 140 bpm for 17 consecutive beats

Ventricular Tachycardia At least 5 ventricular beats with heart rate > 100 bpm

Ventricular Flutter/Fibrillation Fibrillatory, flutter, or oscillatory waveform for at least 4 s
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ne and (ii) the features with lower Multi–perturbation Shapely value may have
a higher impact, when belong to another group in the next iterations. After
removing the less contributing features, we randomly permute the remained fea-
tures and repeat regrouping. Therefore, over the long run, the features are most
likely to visit any other features, since L 
 N . We terminate the algorithm if
one of the following two conditions are violated; (i) the minimum number of
features nm is reached or (ii) the classification accuracy of all remaining features
fall below a threshold T .

4 Numerical Analysis Results

The database used for this study, which is publicly available through Phys-
ionet [1], was produced by four hospitals in the USA and Europe , using monitors
with different manufacturers, unit–specific protocols, software versions and unit
types. The definition of the alarm is presented in Table 2 [1]. The total number
of records is 219 and for each alarm a label including ‘true’, ‘false’, or ‘impossible
to tell’ has been assigned by expert annotators. Interference from pacemakers
and other noise artifacts may be present in the ECG signals.

Experimental results are provided in this section for the proposed alarm
validation method as well as other state–of–the–art explicit feature selection
methods including Chi–square, Gain Ratio, Relief and Info Gain methods. The
Chi–square method evaluates a subset of features by finding their correspond-
ing chi–squared statistics with respect to the class. The Gain ratio (GR) is
an information based method that minimizes the conditional entropy of class
given the selected features. The Relief method is an iterative algorithm that

Fig. 1. True alarm recognition rate for the first 30 features using different feature
selection methods with Bayes Net classification.
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starts with an initial weights for features and then iteratively adjusts the
weights by randomly choosing an instance from data and weighting each fea-
ture based on its corresponding distance between the selected data instance
and the closest instances in different classes to highlight features with higher
discriminative properties. The Information Gain Ratio maximizes the mutual
information between the selected features and the class labels. The numeri-
cal results are obtained utilizing the proposed coalition–game theoretic method
where the multi–perturbation Shapley value is calculated for coalitions’ size
up to 4, L = 4.

The alarm typing rate for all feature selection methods are evaluated in
combination with Bayes Net classification as a representative classifier. In all
simulations, the 30 most informative features are selected to compare the perfor-
mance of different feature selection techniques. The comparison results in Fig. 1
suggest a considerable improvement for the proposed method in discarding the
false alarms compared to the competitor methods. The alarm typing success
rate for the proposed method is about 75% meaning that only 25% of alarms
are deemed false, whereas the false alarm report rate for the best competitor
method (Gain Ratio) is at least 100 − 68.88% ≈ 31%. The improvement is due
to potential synergy impact of coalitions among features which is overlooked or
not directly addressed in other methods. The proposed method outperforms the
case of incorporating all wavelet coefficients (represented by None in Fig. 1) due
to eliminating the irrelevant features. Another important observation in Fig. 1
is the obtained success rate using feature set 1 (Statistical features) is slightly
better than that of feature set 2 (Entropy–based features), meaning that feature
set 1 provides more useful information in recognizing the true alarms. Interest-
ingly, this is consistent among all feature selection methods. Although feature
set 2 is relatively successful in identifying the true alarms, however adding it to
the statistical features does not enhance alarm typing success rate suggesting
that it does not bear additional information. It is notable that the promising
rate of 75% is obtained using only 30 statistical features for any subject, which
significantly reduces the risk of over–fitting compared to using all 18000 wavelet
coefficients for each signal.

Figure 2 presents the average appearance of the 15 extracted statistical fea-
tures in the six DWT levels for three ECG, PLETH and APB signals in identi-
fying alarm validity for different feature selection methods. The average over all
methods is also depicted in Fig. 2. This figure reveals that all statistical prop-
erties contribute almost equally to the false alarm recognition. However, there
is a significant difference in the contribution of various signal source levels. The
average appearance of statistical features and signals are re–depicted in Fig. 3.
It is clear from the results in Fig. 3 that the first level of discrete wavelet trans-
form for ECG and PLETH signals play a more significant role in the alarm
validation. Indeed, the collective contribution of levels 2 to 6 are less than the
contribution of level 1 solely. However, all levels of signal APB signal contribute
almost equally for alarm recognition.
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(a) Chi–Square (b) Gain Ratio (c) RELIEF

(d) Info Gain (e) Shapley (f) Average

Fig. 2. Average appearance of the 15 extracted statistical features in the six DWT
levels for three ECG, PLETH and APB signals

(a) Average appearance of statistical fea-
tures

(b) Average appearance of different DWT
levels for three signals of ECG, PLETH,
APB

Fig. 3. Average results for different feature selection techniques
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5 Conclusion

In this paper, we proposed a novel coalition–based game theoretic model to
improve the accuracy of false alarm detection as one of the critical yet unre-
solved concerns in intensive care units. In this study, the three signals of ECG,
PLETH and ABP from Physion Net’s MIMIC II database were considered. First,
each of these signals were decomposed into 6 levels using discrete wavelet trans-
form, resulting in total of 18 vectors for each patient. Then, several statistical
and information–theoretic features were extraced from these wavelet decomposed
vectors in order to reduce the computational complexity and lower the possibil-
ity of overfitting in false alarm detection. Finally, these features were fed to the
proposed game–theoretic feature selection method as the players of a coalition
game. The impact of each feature in the game was defined as its contribution
to improve the false alarm detection accuracy in interaction with other features
when they form a coalition and it was measured by Multi–perturbation Shapely
for coalitions of size 4. The proposed model can be applied to any commonly used
classification methods. The numerical results in this paper were presented for
Bayes Net classification technique. The results show the significant performance
of the proposed model in false alarm detection comparing to other feature selec-
tion techniques including Chi–square, Gain Ratio, Relief and Info Gain methods.
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Abstract. Social media is an important data source to compliment traditional
epidemic surveillance. However, misinformation in social media hinders the
exploitation of valuable information. Analysis of information credibility has
drawn much attention of academia in recent years. In this paper, we focus on
analyzing the credibility of influenza posts published on Sina Weibo. We pro-
pose a semi-supervised probabilistic graphical model to jointly learn the inter-
actions between user trustworthiness, content reliability, and post credibility. To
test the performance of the approach, we apply it to identify credible influenza
posts published from May 2013 to June 2014 on Sina Weibo. Random Forests
and the Bayesian Network are used as baselines for evaluation. The results show
that our approach performs effectively with the highest average accuracy of
71.7 %, f-measure 51 %. Our proposed framework significantly outperformed
the baselines in detecting credible influenza posts on Sina Weibo.

Keywords: Credibility � Trustworthiness � Reliability � Objectivity � Proba-
bilistic graphical models � Sina weibo � Influenza

1 Introduction

With the advent of the web 2.0, social media has emerged as a primary source for sharing
opinions and experiences. The openness of social media results in a large amount of
user-generated content (UGC) that contain inaccurate information, rumors and spams.
The incredible information may have negative effects on people’s decision-making. It is
critical to evaluate the credibility of social media content and avoid false information.

Social media information credibility is particularly important in healthcare domain.
Social media data are playing a critical role in patient education and scientific research.
It has been used to detect influenza epidemics [1], and extract drug-disease relations
[2], and adverse drug reaction [3]. Inaccurate or incredible social media information
may significantly impact patients’ disease management and result in huge economic
cost for public health system.
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Social media information credibility research has attracted attention from many
researchers. The major research focuses are to measure the credibility of social media
text, to select features for classifying credible and incredible content, and to improve
classification methods [4]. The credibility of a post is commonly reflected by the
trustworthiness of post authors (e.g., age, gender and location, number of followers)
[17], the content reliability of posts (e.g., statement, language objectivity), and etc. [12,
17]. Features for credible content are often times associated. For instance, a statement is
more likely to be credible if posted by a trustworthy user or expressed with objective
language [17]. However, few considered the interactions between features.

Additionally, analyses of information credibility vary in different languages. They
require different natural language processing techniques and features corresponding to
specific linguistic contexts [5]. Some studies establish a general conceptual model for
recalibrating credibility in different contexts and languages [6]. Most prior information
credibility models were applied to English [7], German [8], and Arabic [1]. There were
very few studies on Chinese social media credibility. Due to the expansion of Chinese
content in recent years, there is a need for automating the task of measuring its
credibility.

Our research focuses on measuring the credibility of Chinese text published on Sina
Weibo. Sina Weibo1 is a Chinese microblog service similar to Twitter, where each
microblog contains a maximum of 140 Chinese characters. It has shown great promise
in detecting epidemics such as influenza [1]. Weibo users post microblogs about
influenza a lot during outbreaks, generating reports of epidemics that complement
traditional surveillance resources. In addition, Sina Weibo enables real-time surveil-
lance, making them extremely suitable for early stage influenza epidemic detection.

Although Sina Weibo based influenza surveillance potentially offers the advantages
noted above, it might contain inaccurate information that biases the influenza epidemics
detection results. To address this issue, we propose to develop a semi-supervised
probabilistic graphical model to identify credible user-generated posts about influenza.
As the significant and commonly used features in prior studies are post content features
and user features [11–13, 17], our model jointly learns the interactions between user
trustworthiness, content reliability, and post credibility.

The rest of this paper is organized as follows. Section 2 provides a review of
relevant literature. We describe our research framework in Sect. 3. Section 4 reports our
experiments and discusses the results. Finally, we conclude this paper in Sect. 5.

2 Related Work

There has been an increased interest in credibility research from different domains. The
test beds utilized in prior studies generally come from three different types of sources:
webpages [9], online discussion forums [10], Twitter [11]. Most of webpages are
created by experts or authorities. Information on online discussion forums and Twitter
is usually UGC, but the post length on forums is generally greater than that on Twitter.

1 http://www.sina.com.cn.
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Additionally, hierarchy on forums endows users different rights to posting, but users on
Twitter can freely publish or share real-time messages as well as interact with others
(Table 1).

A major objective of prior research is to analyze the credibility of posts about the
trend of topics or popular events [1, 10–14]. Pasternack and Roth [15] evaluated the
credibility of multi-source claims (i.e., claims generated from different data sources)
about book authors, and populations. Some others assessed the reliability of medical
webpages [16], and identified credible user statements about rare or unknown side
effects of medications [17].

Table 1. Prior information credibility research on social media

No. Previous studies Test bed Focus Features Methods Results Language

[10] Wanas et al.
(2008)

Slashdot.org Rating online
discussion
posts

Content
featuresa,
User featuresb

Non-linear
SVM

Accuracy:
50 %

F1-measure:
49 %

English

[11] Benevenuto et al.
(2010)

Twitter Detect
spammers

Content features,
User Features

Non-linear
SVM

Micro-F1:
88 %

English

[1] Al-Eidan et al.
(2010)

Twitter Measure the
credibility of
Arabic text
content

Content features,
User features

Set the
weighted
average of
features
credibility
value as the
credibility
score

Precision:
52 %

Recall: 56 %

Arabic

[12] Castillo et al.
(2011)

Twitter Predict the
credibility of
the trend of
topics

Content features,
User features,
Transmission
featuresc

SVM, Decision
trees,
Decision
rules, Bayes
Network

Accuracy:
86 %

Precision:
86 %
Recall: 86 %
F1-measure:
86 %

English

[13] V. Quzvinianet al.
(2011)

Twitter Identify rumors Content features,
Transmission
features

Bayesian
classifiers
and
integration
classifiers,

Precision:
over 95 %;

F1-measure:
90 %

English

[16] Sondhi et al.
(2012)

Medical
webpages
from Google

Predict
reliability of
webpages in
the medical
domain

Content features SVM Accuracy:
80 %

English

[15] Pasternack, J. &
Roth, D. (2013)

Internet web data Analyze
multi-source
information
credibility

Content features Latent
Credibility
Analysis
(LCA)

Average
Accuracy:
over 76 %

English

[17] Mukherjee et al.
(2014)

Healthboards.com Extract rare or
unknown
side-effects
of medical
drugs

Content features,
User features

Probabilistic
Graphical
model

Accuracy:
83 %

Recall: 82 %
F1-measure:
70 %

English

aContent features: keywords of domain lexicon, vocabulary, word stem, post length, whether there is emotional word (i.e., sentiment
analysis), number of URLs on each post, number of hashtags in each post etc.
bUser features: age, gender and location, number of posts, questions, replies, authority (or degree in social media), number of followers,
and number of people the user follows etc.
cTransmission features: information extracted from the propagation tree that is built from the re-tweets.
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The most commonly used technique is text classification. Classification methods
such as Support Vector Machines (SVM), decision trees, and Bayes Network have
been adopted in recent studies. SVM and Bayesian classifiers are used to rate online
discussion posts [10], and detect spams and rumors [11, 13], and predict reliability of
webpages in medical domain [16]. Castillo et al. [12] used SVM, and decision trees,
and Bayes Network to predict the credibility of the trending topics. Probabilistic
graphical models were also proposed recently, such as the Latent Credibility Analysis
(LCA) [15], where the credibility of each claim is a latent variable and the credibility of
a source is captured by a set of model parameters. Mukherjee et al. [17] proposed a
probabilistic graphical model to jointly learn the interactions between user trustwor-
thiness, post language objectivity, and statement credibility in English context, infer-
ring the credibility labels of user statements on drugs. Differently, we aim to jointly
learn the interactions between user and content features in Chinese context, to identify
the credibility label of each whole Sina Weibo post.

The significant features in prior studies can be categorized as post content features
and user features. Post content features comprise of domain keywords [17], vocabulary
[13], word stem [13], post length [12, 17], whether there is emotional word [12], number
of URLs on each post [11], number of hashtags in each post [11]. User features are age
[12, 17], gender and location [17], number of posts [11, 12, 17], questions [11, 17],
replies [11, 12, 17], authority (or degree in social media), number of followers [12, 17],
and number of followees [1, 11, 12, 17]. Wanas et al. [10] derived a set of features from
post content including keywords relevance and originality, number of URLs, number of
hashtags as well, and generated the threaded discussion structure for each post. Quz-
vinian et al. [13] analyzed the content features like vocabulary, stem words, hashtags,
URL etc., and user features like number of posts, replies, and etc. Features of data
sources and posts transmission were also utilized in some research [13, 14].

Most studies evaluated their performance using accuracy, precision, recall and
F-measure. For classification methods, Castillo et al. [12] achieved an average accuracy
of 86 %, precision of 86 %, recall of 86 %, and F-measure of 86 % in predicting the
credibility of the trend of topics. Quzvinian et al. [13] obtained excellent performance
in identifying rumors on Twitter with a precision of over 95 %, and F-measure of 86 %.
Sondhi et al. [16] achieved an overall accuracy of 80 % in predicting reliable medical
webpages. With graphical model, Gupta et al. [14] achieved an accuracy of 86 %.
Mukherjee et al. [17] achieved an overall accuracy of 82 %, sensitivity of 83 %, recall
of 82 %, and F-measure of 70 % in detecting credible user statements on rare or
unknown side-effects of medications.

Most prior studies focus on credibility of text in English languages [10–17]. Few
studies are performed on Chinese or considered on the interactions between features
extracted. As features are interactive and associated, it will significantly increase the
statistical power for credibility prediction if we can jointly model the features and their
interactions. With this motivation, we try to devise a semi-supervised probabilistic
graphical model to identify credible influenza posts on Sina Weibo. Our proposed
model captures the important interactions among features between user trustworthiness,
content reliability and post credibility, thus may identify credible post with better
performance.

134 Q. Guo et al.



3 Research Framework

Our proposed research framework for identifying credible influenza posts is illustrated
in Fig. 1. Major components are explained in detail below.

3.1 Data Collection and Preprocessing

An automated crawler was developed to download posts from Sina Weibo. We used
text parsers to extract specific fields including ID, URL, post time, post body content,
and tags from each post, which were stored in our repository. We collected 128,260
posts about influenza from May 2013 to June 2014. Table 2 shows sample post content.
For data preprocessing, we removed stop words, and performed part of speech
(POS) tagging. We represented each post as a Bag-of-Words (BOW), and performed
POS tagging with the Chinese POS tagger from the NLPIR/ICTCLA 2014 system2.

Fig. 1. Research framework for identifying influenza posts

Table 2. Sample posts extracted from Sina Weibo

No. Post body content Credible influenza post

1 鸭鸭,流感很厉害,多吃板蓝根!
(Yaya, the flu is very severe, eat more
radix isatidis!)

Yes (or 1)

2 禽流感,该吃点板蓝根神马的呀

(Bird flu, you should eat some radix isatidis)
Yes (or 1)

3 烦躁,喝袋板蓝根,降降火

(Agitated, drink bag of radix isatidis,
calm inflammation)

No (or -1)

2 http://ictclas.nlpir.org/.
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3.2 Lexicon Based Feature Extraction

We propose a lexicon base approach to extract features for the user trustworthiness and
content reliability. The content reliability is measured by language objectivity and
statement credibility. User trustworthiness is captured by a set of user features. We
create a feature vector for each post.

• Language Objectivity (Affect Features). Each post reflects author’s attitude and
emotion. Uncertain and subjective posts are less likely to be credible. Certain and
objective posts are more likely to be credible. We use the HowNet lexicon3 to create
affect feature vector for each post. For each affect feature type fi in the Hownet
lexicon and each post content cj, we compute the relative frequency of words of
type fi occurring in cj, thus establishing a feature vector FL cj

� � ¼ \freqi;j ¼
#words in fi
length cjð Þ [ : We simply compute the relative words frequency of six feature types

for each post, namely proposition (e.g., perception and regard), positive sentiment
(e.g., accept, agree), negative sentiment (e.g., anxiety, abuse), positive evaluation
(e.g., active, brave), negative evaluation (e.g., abandon, bad), and degree (e.g.,
extreme, most, very).

• Statement Credibility. Statements here refer to the lexicon-based keywords about
influenza. To measure statement credibility, we established an influenza lexicon
with information from Chinese Center for Disease Control and Prediction4, and
National Health and Family Planning Commission of the People’s Republic of
China5. The lexicon consists of keywords about influenza such as influenza, fever,
headache, cough, and radix isatidis. For each post content cj, we construct a
statement credibility feature vector \FS cj

� �
[ using the words of the flu-related

lexicon. If the words of the influenza lexicon appear in a post more frequently, the
post will be more likely to be a credible influenza post. Sample words related to
influenza are demonstrated in Table 3.

• User Features. User trustworthiness is mainly denoted by user’ rank or authority in
Sina Weibo. It can be measured by number of questions and answers posted),
interaction features (e.g., replies, giving thanks), and demographic information (e.g.,
age, gender). We attempt to capture these aspects in per-user features \FU ukð Þ[ .

Table 3. Sample influenza keywords

Type Sample words

Verb 感染(infect) 治疗(treat)
Disease name 流感(influenza) 传染病(contagion) 病毒(virus) 甲型流感(influenza A)
Symptoms 高烧(high fever) 流涕(running nose) 咳嗽(cough)
Treatment name 利巴韦林(ribavirin) 甲基金刚烷胺(methyl amantadine)

板蓝根(radix isatidis) 抗体(antibody) 流感疫苗(influenza vaccine)

3 http://www.cnki.net.
4 http://www.chinacdc.cn.
5 http://www.nhfpc.gov.cn.
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3.3 A Probabilistic Graphical Model

Our model aims to capture interactions among user trustworthy, content reliability, and
post credibility. We model these factors jointly through a probabilistic graphical model
called Markov Random Field (MRF). MRF is a Markov network where a set of random
variables having Markov property are described by an undirected graph. A Markov
network can model dependencies among nodes in the network. Therefore, we adopt
MRF to capture interactions between features, where each post is associated with a
binary random variable. As to a given post, the corresponding variable should have
value 1 if the post is credible, and -1 otherwise. Similarly, the values of content and
user variables represent the reliability and trustworthiness of content and users. We
formalize the problem of reliability prediction as a semi-supervised binary classification
problem. Figure 2 demonstrates our model.

The goal of the proposed system is to infer the credibility label of unlabeled posts
given expert labeled posts and the observed features. Therefore, the MRF’s nodes are
connected by the following edges:

• Each user is connected to his or her post(s).
• Each post’s content is connected to the post.
• Each user is connected to the content that appears in his or her post.

3.4 Probabilistic Inference

We model our learning task as a Markov Random Field (MRF), where the random
variables are the users U, the distinct contents C, and the posts P:This is a semi-supervised
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Fig. 2. Overview of the proposed model
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model because a subset of posts is manually labeled based on expert databases. Let PL be
the set of posts labeled as yes (or 1, i.e., credible) or no (or −1, i.e., incredible), and let PU

be the set of unlabeled posts. The purpose of this model is to infer credible labels for the
posts in PU .

The cliques in this MRF model are triangles, each consisting of content cj, a post pi
that contains that content, and a user uk who wrote this post.uiðcj; pi; ukÞ denotes a
potential function for clique i. Each clique has a set of associated features and their
weight vector W. The individual features and their weight are defined as fil and wl. The
features are composed of the language objectivity, statement credibility (similarity) and
user features, which can be represented as: Fi ¼ FL cj

� �[FS cj
� �[FUðukÞ.

As some posts are labeled, we adopt the Conditional Random Fields (CRFs) [18] to
compute the joint probability distribution Pr P;C;Uð Þ and settle for the simple task of
estimating the conditional distribution instead of using the standard MRF:

Pr PjC;U;Wð Þ ¼ 1
Z C;Uð Þ

Y

i

ui cj; pi; uk;W
� �

¼ 1
Z C;Uð Þ

Y

i

expð
X

l

wl � filðcj; pi; ukÞÞ

Z C;Uð Þ is the normalization constant in this model. The parameter estimation in
the CRFs model usually works for fully observed training data. But in our setting, only
a subset of the P variables has labels and we replace P with PL and PU :

Pr PU ;PLjC;U;W� � ¼ 1
Z C;Uð Þ

Y

i

expð
X

l

wl � filðcj; pi; ukÞÞ

To maximize the marginal log-likelihood, we get:

LL Wð Þ ¼ log Pr PLjC;U;W� � ¼ log
X

PU

Pr PU ;PLjC;U;W� �

Considering the observed values of PL in the training data, the distribution over PU

is computed in the following equation:

Pr PU ;PLjC;U;W� � ¼ 1
Z PL;C;Uð Þ

Y

i
exp

X

l
wl � fil cj; pi; uk

� �� �

To solve this maximization problem, we adopt the Expectation-Maximization
(EM) method. The labels of the variables PU are estimated from the posterior distri-
bution using Gibbs sampling. The feature weights are estimated by maximizing the
log-likelihood:

E� Step : q PU
� � ¼ Pr PU jPL;C;U;W mð Þ

� �
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M� Step : W mþ 1ð Þ ¼ argmaxW 0
X

PU

qðPUÞlogPrðPL;PU jC;U;W
0 Þ

The update step to sample the labels of PU variables by Gibbs sampling is given by:

Pr PU
i jC;U;PL;W

� � / tk � ui cj;Pi; uk;W
� �

Where tk equals to 1 if pi is assigned to be a credible influenza post in the previous EM
iteration, otherwise tk equals to 0. The Limited-memory Broyden-Fletcher-Goldfarb-
Shanno ðL� BFGSÞ method is used in the M-step. Therefore, the label of a post is
determined by content credibility and the trustworthiness of the user.

3.5 Evaluation

We compare our model to two classic baselines commonly utilized in the literature,
Random Forests (RF) and Bayesian Network (BayesNet), with the same features. It’s
worth mentioning that we don’t report the performance of the Support Vector Machine
(SVM) here, as it usually works similarly to the Bayesian Network dealing with binary
classification. We leave it as the future work. To evaluate the performance of our model
and the baselines, we use the standard measure accuracy, precision, recall, and
f-measure, which are defined as follows:

accuracy ¼ tp9 þ tn10

tpþ tnþ fp11 þ fn12

precison ¼ tp
tpþ fp

recall ¼ tp
tpþ fn

f �measure ¼ 2 � precision � recall
precisionþ recall

We consider the posts labeled “yes” or 1 as positive ground truth, whereas all other
posts labeled “no” or −1 are considered to be negative instances. We randomly selected
3000 out of 128260 posts and trained three medical research cooperators to label them.
These 3000 labeled posts became the golden standard for credible influenza posts
detection, among which 1217 posts are labeled as “yes” (i.e., positive), 1783 posts are
labeled as “no” (i.e., negative). We then randomly selected another 3000 out of the
remaining unlabeled 125260 posts as a subset of test set. We finally conducted 5-fold
cross validation to obtain the evaluation results for credible influenza posts identifi-
cation. Each time 80 % of the labeled posts and all the 3000 unlabeled were used as
training set and 20 % of the labeled posts were used as test set. Our model and all the
baselines used the same features and test sets.
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4 Results and Discussions

Table 4 shows the evaluation results of our model and the baselines.

We find that our CRFs model achieves the highest accuracy, precision and
f-measure compared to the baselines. Our model brings an accuracy improvement of
2.8 % and an overall 5.2 % increase in precision over the Random Forests baseline. It
also achieves an accuracy improvement of 4 % and 5.8 % increase in precision over the
Bayesian Network. Our model performs the best in identifying credible influenza posts
on Sina Weibo.

To test performance significance, we adopted Fisher’s Exact Test to test the fol-
lowing 3� 2 contingency table for influenza posts identification based on the 3000
labeled posts. Table 5 demonstrates that the p value is below 0.01. The associations
between methods and outcomes are significant.

5 Conclusion and Future Work

In this paper, we develop a semi-supervised probabilistic graphical model to identify
credible influenza posts on Sina Weibo. Our model jointly learns the interactions
among user trustworthy, content reliability, and post credibility. Compared to the
baselines, our approach performs the best in identifying credible posts with an accuracy
of 71.2 %. Our framework significantly outperforms the baselines.

To improve the performance, we would like to evaluate features such as the
microblogging elements (hash tag, mention, and URL), and the transmission charac-
teristics (the depth of the micro blog spread tree). There could be possible associations
between them and credibility. In addition, a better natural language processing method
for Chinese text as well as a more sophisticated information extraction approach can
further improve our approach. Additionally, it’s worth testing that what the results will
be if only content features or user features are used in this proposed model. Also, as

Table 4. Accuracy and precision of models

Method Accuracy Precision Recall F-measure

CRFs 0.711677 0.468085 0.563473 0.511336
RF 0.68343 0.416085 0.441317 0.428315
BayesNet 0.671677 0.409639 0.407186 0.408408

Table 5. Performance significance test

Influenza posts detection tp + tn fp + fn

CRFs 2364 636
RF 2041 959
BayesNet 1954 1046
Sig. 0.000 (P Value) < 0.01
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noted in Sect. 3.5, we will further study whether our model outperforms the Support
Vector Machine (SVM) or not.

Finally, this model can be used in some other applications oriented use-cases, such
as extracting adverse drug events, predicting influenza tendency. It can also be applied
to analyze the credibility of online drugs and goods comments, which will contribute to
the healthcare field and the general market surveillance.
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Abstract. The Electrocardiogram (ECG) can provide valuable informa-
tion for medical diagnosis and diseases prevention. This paper presents
an algorithm for arrhythmia classification based on frequency domain
analysis of ECG biosignals. Our approach includes the use of Support
Vector Machines (SVM) to identify seven different types of beats and
four types of arrhythmia. Different feature sets were tested using the
MIT-BIH arrhythmia database and a classification accuracy of 95.79 %
was achieved.

Keywords: Arrithmia detection · Biosignal analysis · Spectral fre-
quency · SVM

1 Introduction

The hearts electrical activity produces signals that radiate through the surround-
ing tissue to the skin. In order to capture this signal, electrodes are attached
to the skin and electrical signals are transmitted to an ECG monitor [12]. The
analysis of the information provided by an electrocardiogram is a valuable tool in
the diagnosis of heart diseases. An example of the utility of ECG signal analysis
is arrhythmia detection. Abnormal changes in heart normal rhythm could result
in a serious damage or even the death. Many approaches have been proposed for
the detection of abnormal cardiac rhythms and automatic classification. Most
of them are based on different strategies for extracting features from the ECG
signal. Mohamed et al. [14] describe a feature extraction algorithm based on
Daubechies wavelets in order to detect the QRS complex (Q, R and S waves).

Another automatic feature extraction method is presented in [13] by Chazal
et al. Once fiducial points have been identified, the RR intervals are measured
and the length of each QRS complex is calculated. Morphological features are
extracted using two sampling windows that take 10 samples. The first window
describes the behavior of the QRS, the second window describes the ST segment.

Most of the extracted features for automatic arrhythmia classification are
based on standard features. Authors in [15] developed a detection system based
c© Springer International Publishing Switzerland 2016
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on the Short-time Fourier transform (STFT) and the time frequency distribu-
tion (TDF) features, showing that the ECG signal could provide useful ECG
information as the same as standard clinical features used by doctors.

In this paper, we describe a classification method that uses seven differ-
ent beat types and four arrhythmia classes. A SVM is trained to perform the
beat type classification task and a finite state machine is used for arrhythmia
classification. The features are extracted using spectral methods and the interval
between two successive beats.

The paper is organized as follows: Sect. 2 describes the background and
related work focusing especially in the contributions that have been done in
the analysis of biosignals and learning models for arrhythmia classification;
Sect. 3 presents materials and methods used for the development of the proposed
method; Sect. 4 shows experiments and results; and finally, in Sect. 5 conclusions
and future work are presented.

2 Background and Related Work

In this section two approaches to analyze an ECG signal are presented, first
the analysis from a doctor point of view is described, second the suitable use
of spectral analysis for Arrhythmia detection is explained. Additionally, previ-
ous studies that proposed arrhythmia classification algorithms using machine
learning techniques are summarized.

Fig. 1. Example of a normal complex QRS [6].

2.1 Standard Clinical ECG Features

In order to diagnosis a cardiac disease a doctor can extract useful information
from an ECG record. Generally, the features extracted are measures of timing
intervals and amplitudes. A normal cardiac complex consists of 5 waves called
P, Q, R, S and T. A medical diagnosis is based on the presence or absence
or certain waves and on measures of the length of fiducial points intervals [6].
Figure 1 shows an example of a normal QRS complex.
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2.2 Spectral Analysis of the ECG

The frequency spectrum of a signal is a representation of its signal’s power and
phase distribution in the frequency domain. Particularly, ventricular arrhythmias
manifest significant disturbances in the ECG [4]. These changes in the rhythm
can even deform the signal to the point where the main fiducial points P, Q, R,
S and T can not be recognized. For an arrhythmia detection, the spectral analy-
sis of the ECG signal can provide useful information about the abnormalities
presented in the morphology of the signal in the cases where the classic clinical
approach becomes unpractical.

2.3 Learning Models for Arrhythmia Classification

The use of machine learning techniques has become an important tool to recog-
nize diseases. For cardiac diseases, the application of learning models in the
analysis of ECG signals is a key factor.

Authors in [7] compare the performance of three models based on neural
networks for the classification of the arrhythmia types defined in the UCI dataset.
The proposed models include a multilayer perceptron neural network (MLP), a
generalized feed forward neural network, and a modular neural network. Using
the records of an ECG of 12 leads and the MLP with 2 hidden layers, the obtained
results show an accuracy of 86,67 %.

A learning model based on tree decision was presented by Mondal et al.
in [9]. This model classifies correctly five types of arrhythmia using the length
of fiducial points intervals, presence of P wave, and others features that are
commonly used to make diagnosis.

A third example of learning models is the classification algorithm known as
K-Nearest Neighbors (K-NN). This algorithm classifies unknown patterns mea-
suring the distance between instances with respect to a trained pattern already
known [8]. The distances are sorted and the first k samples are selected. Kirtania
and Mali present in [10] the use of an optimal feature set and the implementa-
tion of the K-NN algorithm for the classification of five beat types achieving a
precision of 98.87 %

Finally, authors in [11] describe the use of support vector machines
for arrhythmia classification. Authors study different approaches to classify
instances using strategies such as one against one, decision directed acyclic graph,
fuzzy decision function and one against all. Authors claim that the performance
evaluation was improved after applying Principal Component Analysis (PCA).

3 Materials and Methods

The classification method proposed in this paper is composed of three stages: (1)
A pre-processing step is conducted to segment the ECG signal using methods
applied to the frequency domain to extract a set of features; (2) The extracted
features are used for training a set of support vector machines to perform beat
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classification; and (3) The detection of arrhythmic segments is carried out using
a finite-state machine, which receives as input the outputs of the support vector
machines. An overview of the method is depicted in Fig. 2.

Fig. 2. Block diagram of the proposed arrhythmia classifier.

3.1 Dataset

The ECG records were selected from the MIT-BIH arrhythmia database [1],
which contains 48 half-hour excerpts of two-channel ambulatory ECG recordings.
Figure 3 illustrates an example of such signals. In this study, only records from
the first channel were selected, each one with a signal frequency of 360 Hz. After
the segmentation step, we obtained 102,250 beats instances. These instances
contain seven ECG beat types, including the normal beat (N), the left bundle
branch block beat (LBBB), the right bundle branch block beat (RBBB), the
atrial premature beat (APB), the premature ventricular contraction (PVC), the
peaced beat (P), and the fusion beat between a PVC and a Normal beat (F).

From the obtained set of records, 90 % of each beat type were used for training
and 10 % for test, using the classical 10-fold cross-validation setup. The number
of instances per beat type is presented in Table 1.

3.2 Signal Pre-processing and Feature Extraction

We pre-processed the ECG signal applying noise reduction, QRS complex detec-
tion, and beat segmentation for feature extraction. The first and second steps
were carried out with the QRS detection algorithm developed by Pan and
Tompkins [2]. The location of the R-peaks are used to divide the ECG signal
into segments delimited by two successive RR intervals.

For feature extraction, each beat segment was re-sampled to reach a normal-
ized length of 100 samples and transformed to the frequency domain using the
Fast Fourier transform (FFT). Four features were extracted to train the beat
classifier: The magnitude of FFT, phase of FFT, length of the pre-interval RR,
and length of pos-interval RR.
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Table 1. Beat types in the dataset

Beat type Instances

Normal 7290

LBBB 806

RBBB 725

APB 253

PVC 707

Peaced 361

Fusion 79

Fig. 3. MIT-BIH signals.

3.3 Beats Classification Using SVM

According to [4], the SVM is already regarded as the most efficient tool for
classification problems. A SVM works in a high-dimensional feature space formed
by a nonlinear mapping of the original N-dimensional input vector x, into a
k-dimensional feature space through the use of a function ϕ(x). The goal of
a SVM is to find the hyperplane that best separates the feature vectors into
different classes. The equation of that hyperplane is as follows:

y(x) = WTϕ(x) + w0,

where ϕ(x) = [ϕ1(x), ϕ2(x), ..., ϕk(x)]T , W is the weight vector of the network,
W = [w1, w2, ..., wk], and w0 is the bias. All mathematical operations are done
using a kernel function K(x, x′), which is the inner product of the vector ϕ(x). In
the approach proposed the radial basis function kernel was used with parameters
C = 32 and γ = 0.5. The C parameter controls the trade-off between the width
of the separation margin and the γ parameter defines how big is the influence of
a single training example.

K(x, x′) = exp(γ|x − x′|),
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Given that SVM separates data into two classes and there are seven types of
beats to be classified, the implementation of a multi-class classifier was done by
applying the one against one strategy. With n equals to the number of classes,
n * (n − 1) / 2 classifiers were constructed and each classifier was trained with
data from two classes.

A simple integration approach to define the winner class for each input feature
vector consisted of considering a majority vote across all trained classifiers. The
algorithm was implemented using the library sklearn.svm, which is a python
wrapper for the LibSV M library [5].

3.4 Arrhythmia Classification Using a Finite-State Machine

In order to identify the type of arrhythmia, the sequence of beat types given
by the output of the beat type classifier was used as input to a finite state
machine, which is illustrated in Fig. 4. The finite state machine used was the one
proposed in [3] which is designed to identify four type of arrhythmia. The first
one is called bigeminy and occurs when in a beat type sequence every other beat
is a PVC. The second one is trigeminy, which is identified when every third beat
is a PVC. The third one is called couplet, which is obtained when there are two
consecutive PVCs. The last type of arrhythmia is the ventricular tachycardia,
which is identified by the state machine when it receives an input sequence beat
type like *VVV. Table 2 shows the input sequences used to classify the type of
arrhythmia and Fig. 4 shows the transition diagram of the state machine.

Table 2. Input sequences accepted by the finite state machine

Type arryhthmia Regular expression

Bigeminy *NV

Trigeminy *NNV

Couplet *VV

Ventricular Tachycardia *VVV

Given the deterministic nature of a finite state machine, errors in arrhythmia
classification occur depending on the input beat type sequence received from the
SVM. In next section, experiments carried out to evaluate the accuracy of the
SVM classifier are described.

4 Experiments and Results

4.1 Feature Combination

In order to test the performance of the SVM with different feature vectors, four
feature sets were created.
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Fig. 4. Finite state machine [3].

– Feature set 1: consists of the FFT magnitude of the beat segment already
re-sampled to 100 samples. This feature set give us a total of 101 attributes.

– Feature set 2: a vector with the FFT phase information is concatenated to
the FFT magnitud for a total of 201 attributes.

– Feature set 3: formed by concatenating the length of the pre-RR and pos-RR
interval to the previous set giving as result a vector of 203 attributes.

– Feature set 4: includes the FFT magnitud, the length of the pre-RR and
pos-RR interval for a total of 103 attributes.

A set of experiments were conducted to evaluate accuracy for each of the 4
feature sets. We followed a 10-fold cross validation setup. Results are presented in

Table 3. Confusion matrix of the beat classifier for feature set 1

Type APB N PVC Peaced Fusion LBBB RBBB

APB 168 69 3 0 0 2 11

Normal 16 7147 83 0 10 22 12

PVC 4 134 553 3 2 7 4

Peaced 0 8 7 346 0 0 0

Fusion 0 28 7 0 43 1 0

LBBB 0 42 11 0 0 752 1

RBBB 13 60 3 0 0 1 648
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Table 4. Confusion matrix of the beat classifier for feature set 2

Type APB N PVC Peaced Fusion LBBB RBBB

APB 167 71 5 0 0 3 7

Normal 28 7170 43 0 10 15 24

PVC 3 84 606 1 4 8 1

Peaced 0 20 5 335 0 1 0

Fusion 0 23 4 0 50 2 0

LBBB 1 55 5 1 0 743 1

RBBB 4 67 0 0 0 1 653

Table 5. Confusion matrix of the beat classifier for feature set 3

Type APB N PVC Peaced Fusion LBBB RBBB

APB 185 59 3 0 1 1 4

Normal 17 7200 28 0 5 23 17

PVC 5 78 615 0 5 3 1

Peaced 0 22 3 336 0 0 0

Fusion 0 28 5 0 44 1 1

LBBB 0 50 4 2 0 748 2

RBBB 3 58 1 0 0 0 663

Tables 3, 4, 5 and 6, respectively. These tables show the corresponding confusion
matrices, which allow to evaluate the performance of the classification algorithm.

4.2 Performance Evaluation

The results obtained for each SVM were evaluated using four measures: Pre-
cision, root mean squared error (RMSE), kappa statistic and area under ROC
curve (Fig. 5).

Precision makes reference to the percentage of correctly classified instances.
The RMSE represents the sample standard deviation of the differences

between predicted values and observed values, and is calculated as the square
root of the mean/average of the square of all of the error.

RMSE =

√√√√ 1
N

N∑
i=1

(yi − ȳi)2

Finally, the kappa statistic is taken into account to compare the Observed
Accuracy with the Expected Accuracy. Table 7 shows the results obtained for
each SVM classifier trained with the features sets described in the previous
subsection.
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Table 6. Confusion matrix of the beat classifier for feature set 4

Type APB N PVC Peaced Fusion LBBB RBBB

APB 177 63 0 0 0 0 13

Normal 17 7170 60 0 7 16 20

PVC 5 96 589 2 8 6 1

Peaced 0 17 6 338 0 0 0

Fusion 0 27 9 0 43 0 0

LBBB 0 40 9 1 2 754 0

RBBB 11 40 3 0 0 0 671

Table 7. Performance of the proposed feature sets

Feature set Precision RMSE Kappa statistic

1 94.48 % 0.1256 0.88

2 95.13 % 0.1179 0.89

3 95.79 % 0.1096 0.90

4 95.31 % 0.1157 0.89

Fig. 5. Area under curves (AUC) for each feature set.

5 Conclusions and Future Work

This paper presented an arrhythmia classification method based on the biosignal
analysis in frequency domain. Our study describes and proves the accuracy of an
alternative solution to the standard clinical ECG assessment, which only relies
on measures of the length of fiducial points intervals and amplitudes.

Four different feature sets were tested to train a Support Vector Machine that
classifies seven different types of beat, including the normal beat (N), the left
bundle branch block beat (LBBB), the right bundle branch block beat (RBBB),
the atrial premature beat (APB), the premature ventricular contraction (PVC),
the peaced beat (P) and the Fusion beat between a PVC and a Normal beat (F).
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For identifying an arrhythmia category, the output of the SVM classifier was
given as input to a finite state machine to classify four types of arrhythmia. Due
to the deterministic nature of the state machines, results are dependent on the
beat type input sequence to obtain a high accuracy. After performing different
experiments for beat classification, a feature set consisted of a concatenated
vector with FFT Magnitud, FFT Phase, length of pre-RR interval and length of
pos-RR interval showed the best performance. Using a vector with this feature
set, a precision of 95.7 % was achieved, a root mean squared error (RMSE) of
0.1096 and a Kappa statistic of 0.9086.

Given that atrial arrhythmias are difficult to detect through spectral methods
but manifest significantly changes in the beat-to-beat timing, the inclusion of
analysis in time domain is proposed for achieving a broader number of arrhyth-
mia classes in the classifier.
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ment, Faculty of Medicine at National University of Colombia for his contributions in
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Abstract. Approximately 30–50 % of all persons with a spinal cord injury
(SCI) are rehospitalized every year due to secondary health complications. One
of the more common post-SCI health conditions is Autonomic Dysreflexia
(AD). Key physiological indicators in the detection of AD are paroxysmal
increase of blood pressure and sweating above the spinal cord injury level. In
this paper we developed a system to measure galvanic skin resistance and use it
to study the changes in skin perspiration and pulse in nine individuals with
cervical SCIs while they were performing activities of daily living (ADL).
A significantly lower skin resistance was detected above the injury site com-
pared to areas below the injury site. As the subjects performed activities of
different exertion levels, there was a significant decrease in the skin resistance
above the injury site. Additionally, as anxiety levels increased during activities,
skin resistance decreased. The application of skin resistance sensors has been
shown to be a reliable detection method of naturally-occurring anomalous
variations in the skin resistance among quadriplegics due to SCI in order to
identify the onset of AD during typical ADL. A possible implication of this
study is to provide long-term physiological monitoring of quadriplegics to alert
them and their caregivers of the occurrence of AD.

Keywords: Cervical spinal cord injury � Autonomic dysreflexia � Skin resis-
tance � Wearable � Telemetry � Galvanic skin response

1 Introduction

There are currently 276,000 Americans with spinal cord injury (SCI) and it is estimated
that there are approximately 12,500 new cases of SCI every year in the United States
alone. Approximately 30–50 % of all persons with a SCI are rehospitalized every year
due to secondary health complications [24]. One of the more common post-SCI health
conditions is Autonomic Dysreflexia (AD). AD is caused by hyperreflexia of the
sympathetic nervous system due to an irritation to the body below the injury site. If the
irritation is not removed, then AD will escalate rapidly resulting in hypertension, which
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can lead to seizures, stroke or even death [21]. Key indicators of AD include a sudden
increase in blood pressure, altered heart rate, sweating, flushing, cold and clammy skin,
and headaches [5, 13, 16]. Typical irritations that result in AD include an extended
bladder, full bowel, injuries to the body below the level of SCI, and sexual activity
[15]. In some individuals and instances, it is difficult to identify or rectify what has
triggered the acute elevation in blood pressure, and immediate pharmaceutical medical
attention is required [18]. In cases where AD is not managed properly, it can be life
threatening. Several papers discussed the monitoring of heart rate and blood pressure as
ways to study AD and the effects of drugs to control AD in persons with SCI [1, 14, 17,
30]. Another common symptom to identify the onset of AD is sweating, which can be
detected by changes in skin resistance. Galvanic Skin Response (GSR) is a change in
skin resistance due to the activation of sweat glands to stimuli and it is usually mea-
sured by the resistance between a pair of externally placed electrodes attached or
adhered to the skin [23]. GSR has been used in previous studies to reliably and
conveniently monitor various SCI related health conditions [27] and is often used to
study conditions such as erectile dysfunction, urinary bladder dysfunction and other
autonomic disorders [6, 7, 28, 30].

In this paper we aim to determine baseline skin resistance (SR) values and pulse
data in persons with cervical SCI (C3-C7) while performing typical Activities of Daily
Living (ADL) such as typing, using a computer, and wheelchair operation. This
information is essential in the conception of a physiological monitoring system that
could continuously detect anomalous skin resistance (sweating), which could be
symptomatic of AD. Such a monitoring system would be beneficial to newly spinal
cord injured quadriplegics to better understand when AD has occurred in order to
prevent escalation of this health condition. Current systems which detect the galvanic
skin resistance of individuals with SCI may reduce the users’ mobility and is typically
confined to a fixed location either being performed at home or institutional setting. The
most common age of sustaining a SCI is 19 years old, when a young adult is typically
seeking greater independence [24]. A smart telemetry system paired with automatic
mobile telephone messaging that detects the onset of AD would provide a level of
emergency oversight by caregivers to quadriplegics wherever they go - work, school,
grocery shopping etc. This would promote greater independence and community
reentry for persons with SCIs, an important part of recovering from this condition,
while providing a critical safeguard.

2 Materials and Methods

2.1 Subjects

For this study we recruited nine quadriplegic subjects with SCI (C3-C7). 3 subjects had
complete SCI and 6 had incomplete SCI based on subjects’ response. Each subject was
assigned a unique identification code (baseline (BL) followed by a subject number) to
ensure anonymity. The volunteers had a mean age of 38 years and each volunteer had
sustained the injury at least 3 years prior to this study (Table 1).
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The volunteers were recruited through flyers sent out to students at Purdue
University and through letters sent out to outpatients at the Rehabilitation Hospital of
Indiana (RHI) as approved by the Purdue Institutional Review Board. Exclusion criteria
included the inability to type and move any one arm. All subjects had at some level of
motor ability in their dominant arm, although none had hand or finger function.

2.2 Galvanic Skin Resistance Sensor

In order to detect changes in the skin resistance, a microcontroller (Arduino®) based
system (Fig. 1a) was developed to record a continuous stream of skin resistance values.
This system consists of a four electrode-pair sensor array worn by the user on areas
above and below the injury site, an Arduino Mini microcontroller, and a Bluetooth
transmitter that wirelessly sends data to a Serial terminal on a Bluetooth-enabled
computer. The data is transmitted at a sampling rate of 50 samples per second. The
electrodes are placed on the Left and Right shoulders (above injury site) and on the Left
and Right calves (below injury site).The system was placed on the wheelchair of the
user.

To detect pulse, we used the Delsys® Trigno™ EKG Biofeedback Sensor which
was attached to the chest of the subjects. The sensor was wirelessly connected to the
TrignoTM Lab base receiver and pulse data was captured in real time using the
EMGWorks® software at a sampling rate of 50 samples per second. Figure 1b shows
the typical configuration of the system worn by subjects.

2.3 Procedure

Quadriplegic subjects due to SCI were asked to perform four tasks of daily life (resting,
typing on a computer keyboard, using a mouse and travelling in their wheelchair) [9,
26, 29]. The subjects were requested to rest for a duration of 2 min, type four lines
of preset text (82 words), play 5 games of Tic-Tac-Toe against the computer on

Table 1. Subject description

Subject Level
of
injury

Completeness of injury
(complete (C)/incomplete
(I))

Age Gender (Male
(M)/Female
(F))

Time post-
injury
(years)

BL01 C4/C5 C 44 M 25
BL02 C6 I 44 M 19
BL03 C5/C6 C 25 M 3
BL04 C6/C7 C 41 M 18
BL05 C5/C6 I 27 M 11
BL06 C5/C6 I 43 F 19
BL07 C6/C7 I 44 M 26
BL08 C5 I 55 M 4
BL09 C5/C6 I 18 F 3
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‘Easy mode’ [11, 32] and lastly continuously travel for 5 min in their wheelchair.
Subjects were allowed to take a break if they felt overexerted.

Prior to the commencement of activities, the subjects were asked to answer ques-
tions about their level of injury and duration since injury as well as their standard
comfort level, judged through the use of the ASHRAE temperature scale [12]. The
subjects were also asked to report the level of stress measured on the 5 point anxiety
scale [3] ranging from 1–5 (1 being the most relaxed, 5 being the most stressful) and
physical comfort they felt after each activity and also if they felt autonomic dysreflexic
at any point of the activity. Figure 2 shows a subject performing an activity.

2.4 Data Analysis

The data was captured in Volts (VGSR) and translated into Skin Resistance (SRsig) in
Mega Ohms (MΩ) using Eq. 1

Fig. 1. A) GSR system B) subject wearing the physiological sensing system

Fig. 2. Subject performing the task of typing while system records data in real time.
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SRsig ¼ �0:607� VGSR

VGSR � 5
ð1Þ

Skin resistance data usually was recorded in the 0.08–0.2 Hz range. In order to
reduce noise, the raw data was pre-processed with a second order Butterworth Low
Pass Filter with a cut-off of 0.3 Hz [15] followed by a moving average filter. These
filter out the local disturbances while maintaining the natural peaks of the signal itself,
allowing the development of a clear understanding of the variations in the SR above
and below the injury site of the individuals. Figure 3 shows the SR signals from a
subject before and after the pre-processing of the digital signal is performed.

The pulse data was analyzed by the EMGWorks® Analysis software. The raw
pulse data is processed through the native EKG Rate function which identifies the
rising and falling edges of the data series, passes it through a band pass filter and
produces a value for the rate in Beats per Minute (BPM) with respect to time. Figure 4
shows the pulse data before and after the EKG Rate function is used.

2.5 Data Normalization

Due to differences in the absolute values of the Skin resistance amongst the various
subjects as a result of varying skin types, the data was normalized through the min-max
normalization method [19, 20] This technique of normalization identifies the SR data in
a range of [0,1], allowing for a more convenient comparison of the data in the various

Fig. 3. Quality of raw skin resistance signal before pre-processing filters are applied (A), and
after filters are applied (B)

Fig. 4. Raw pulse data (A), data after processing by EKG rate function (B)
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limbs from which the SR data was collected. The Skin resistance data for each subject
SRsig is normalized to SRnorm by subtracting the minimum SRmin and scaling it against
the difference of maximum, SRmax and SR-min as shown in Eq. (2).

SRnorm ¼ SRsig � SRmin

SRmax � SRmin
ð2Þ

2.6 Statistical Analysis

Statistical significance in the values of the skin resistance above and below the injury
site was performed using a one way ANOVA test, α = 0.05 for the various activities
performed by the subjects. In order to identify the correlation between the pulse and the
resistance data, we performed a Pearson correlation analysis between the normalized
average skin resistance data with the pulse data. Statistical analysis was performed
using IBM® SPSS® Statistics Software.

3 Results

3.1 Differences in Skin Resistance Values Between Upper and Lower
Limbs

Figure 5 is a representation of the normalized average SR data from the upper limbs
(Left Shoulder, Right Shoulder) and the lower limbs (Right Leg, Left Leg) over time
during the four different activities performed by a single subject. The mean normalized
SR values in the Right and Left Legs were statistically significantly larger than the
mean normalized SR values in the Right and Left Shoulders during all activities,
independent of the level of injury of the subject (ANOVA, p = 0.015). In Fig. 5, the
mean SR values in the upper limbs were significantly different from the lower limb SR
values for each activity (p < 0.05). Thus, sweating was proportionally greater in the
upper limbs compared to the lower limbs during activities including rest.

3.2 Differences in Normalized Skin Resistance Based on Activity
and Anxiety Level

As shown in Fig. 6, a significant difference was noted in the values of the normalized
average skin resistance above and below the injury site, as compared to the relaxed
state, when different activities were performed. There was a significant difference in SR
during the rest state of the individuals compared to when performing the activities.
(ANOVA, p = 0.018 for upper limbs and p = 0.042 for lower limbs).

Table 2 shows the average reported anxiety/exertion experienced by the subjects
when performing each activity. On average the subjects reported the highest level of
anxiety after they performed the typing activity (1.89). A corresponding decrease in
normalized SR was observed with an increasing state of anxiety when the subjects
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performed the various activities in the upper limbs (above injury site). However, this
correspondence was not exhibited between the normalized SR of the lower limbs and
anxiety level reported by the subjects. Thus, the upper limbs demonstrate a much
higher negative correlation coefficient with the reported anxiety levels (R = −0.91) as
compared to the lower limbs (R = −0.27).

3.3 Correlation Between Pulse and SR Data

There was no significant difference in the values in the pulse data collected from the
subjects while performing different activities (p = 0.36). There was no statistically
significant correlation between pulse values and the normalized skin resistance data for
all activities However, the strongest correlation coefficients were observed between
pulse and SR during the typing activity, which had the highest anxiety level.

Table 2. Average values of reported anxiety experienced by the subjects during each activity.
Anxiety levels are measured on a scale of 1–5 where 1 is experiencing the least stress.

Activity Reported anxiety levels

Relax 1
Typing 1.89
TTT 1.22
Travelling 1.33

Fig. 5. Comparison of normalized average SR data above and below the injury site during
(A) relaxation (p = 0.021) (B) typing (p = 0.035) (C) playing Tic-Tac-Toe (p = 0.038)
(D) wheelchair travelling (p = 0.043). One way ANOVA test was performed.
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4 Discussion

Through this study we aimed to identify the relevance and reliability of galvanic skin
resistance sensors on developing a baseline value for a physiological telemetry system
(PTS) which would be able to detect any anomalous autonomic activity. In this section,
we discuss the results identified in the previous section and how they help in the
validation of our skin resistance detection system during typical ADL.

4.1 Difference in SR Values Above and Below the Injury Site

A high level lesion of the spinal cord as in the case of a cervical SCI often results in
complete paralysis of the lower limbs of the individual with some spared level of
movement in the upper limbs depending on the level of the injury. Most supraspinal
control of sweat excretion is located in regions of the hypothalamus and amygdala in
order to regulate body temperature [34]. A cervical level SCI prevents this supraspinal
control to the individual’s body below the injury site. In the sympathetic nervous
system the preganglionic nerve fibers from the spinal cord began at approximately the
thoracic 1 neurologic level.

Additionally, a study by Yaggie et al. [35] found that the upper limbs of subjects
with SCI have a greater ability to produce sweat when compared with lower limbs and
often results in a decrease in the sympathetic stimulation of sweat glands and a
reduction in sweating in the lower limbs. Moreover, a cervical SCI often affects the
circulation of blood to the paralyzed lower limbs [10], which may affect skin resistance
in the lower limbs.

Since sweating causes a decrease in skin resistance, a reduced ability to sweat
causes a generally higher absolute value of SR values [31]. Our observation of a higher
level of normalized SR values in the lower limbs as compared to the upper limbs
demonstrated a relatively low adapting sweating response in the lower limbs. This
observation is likely due to a lack of supraspinal control of the sympathetic system as
well as supports that the sweat glands in the upper limbs are more active than those in

Fig. 6. Normalized subject SR values for different activities above and below injury site
(*indicates statistical difference)
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the lower limbs even at rest. We observed a strong relationship between decreasing SR
in the upper limbs when engaging in more active or stressful ADL.

The significant difference in the skin resistance values in the upper and lower limbs
helps in validating the use of the lower body below the SCI level of neurologic activity
as a GSR reference in determining an accurate baseline for normal ADL for a specific
individual.

4.2 Difference in SR Values Based on Activity

Activity and exertion have been known to affect the values of skin resistances in indi-
viduals with and without SCI [8, 33]. Exertion in cases of individuals with SCI often
causes a decrease in skin resistance as discussed by Bhambani [2], although there is very
limited previous work which discusses the impact of exertion on the skin resistance
above and below the injury site of persons with cervical SCI. Our results show that
although there is a general decrease in the normalized average SR values in the lower
limbs (below the injury site), it is not impacted by the level of anxiety reported by the
subjects. However, in the upper limbs, the lowest value of normalized average SR is
identified during the task in which subjects reported the highest anxiety; the activity of
typing. This is in agreement with the findings of other researchers in the field wherein
they identified a reduction in SR in activities that cause higher stress [4, 22]. We propose
that the general decrease in the normalized SR values in the lower limbs is a
time-dependent change that does not correlate with varying anxiety levels of the subjects
but rather progresses with the extended testing time. We would expect that SR would
return to values measured during relaxation if subjects were given longer periods to rest.

Through the identification of the reduction of SR values in the upper values when
engaging in more stressful activities, we validated that the system is able to success-
fully identify an ADL-based increase in the sweating or exertion of the individual. This
is useful in contrasting exertion due to activity from an onset of an episode of AD,
which is characterized by sweating above the injury site.

4.3 Correlation Between Pulse and SR Values

From our results, we observed no statistically significant change in pulse when subjects
were performing different ADL. Additionally, no notable correlation between the pulse
and SR values were observed based on the level of SCI, type of activity, or body
location of SR measurement above or below the injury site. In non-spinal cord injured
persons when there is an increase in the level of pulse, there is a concomitant decrease
in the skin resistance [25]. The lack of distinction in correlation coefficient values
between the upper and lower limbs and pulse in persons with SCI show that even
though there is a marked difference in the trends and values of SR, the pulse of the
individual is not drastically affected.
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4.4 Limitations

One of the key limitations during the experiment was the presence of motion artifacts
during PTS recording. Patients with SCI often needed to perform pressure reliefs on a
frequent basis. This pressure relief can take the form of physically moving in the
wheelchair or adjusting the position of the wheelchair (e.g. tilting and reclining). This
movement introduced motion artifacts into the sensor data which was reduced by usage
of a band pass filter.

5 Future Work

Future work will involve using the PTS to determine a known baseline for the SR
values of individuals with SCI to detect abnormal autonomic function, such as auto-
nomic dysreflexia. We would also use various sensors to monitor other physiological
activity such as pulse detectors, blood pressure monitors, temperature sensors, and
identify flushing using computer vision. The integration of these sensors would allow
the development of a telemetry system which can be used to detect any physiological
dysfunction from the pre-determined baseline. The physiological state of the user or
health can then be reported to a family member, caregiver, or healthcare professional or
the users themselves to allow for better care and adopt healthier practices. We will also
examine the effects of the differences in the injury levels and neurologic completeness
on the baseline values of the various sensors. We will also improve methods to reduce
the noise detected by the system and in a timely manner in order to provide real-time
sensing. More subjects will be recruited and more vigorous activities will be performed
in order to develop a more comprehensive representation of the physiological
parameters to ensure an accurate and reliable telemetry system.

6 Conclusion

From the results described in the paper, we identified that a wearable PTS is able to
accurately detect variations in SR when performing different ADL with varying levels
of exertion as well as accommodating identify individual differences in skin resistance
above and below the injury site. Our objective is to substantiate the relevance of
galvanic skin resistance data in the determination of a baseline for monitoring the
sweating response in persons with SCI. The significantly lower normalized SR in the
upper limbs of individuals with SCI as compared to the lower limbs provides insight
into validating the lesser sweating response in the lower limbs. Moreover, the variation
of SR during activities with different anxiety levels provides validation of the accurate
and reliable detection of skin resistance by the system during different ADL that was
developed for this study.
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Abstract. Prescription medication abuse is a major healthcare problem and can
lead to addiction syndrome, higher healthcare cost, and serious harm to patients.
Smart health can play a major role in addressing medication abuse by monitoring
patient’s health conditions and medication consumption, and, by connecting with
healthcare professionals and utilizing suitable interventions. More specifically,
medication behavior can be analyzed using information from smart medication
systems, specialized wearable sensors and/or mobile devices with patient-entered
consumption data. In this paper, we study monitoring systems to predict current
abuse and near-future addiction and provide interventions to reduce medication
abuse. The future work involves development and evaluation of Ab-Med mobile
app for monitoring medication consumption and comprehensive cost effective‐
ness of interventions for medication abuse.

Keywords: Smart health · Medication abuse · Interventions · Patterns of
consumption · Mobile app · Performance evaluation

1 Introduction

Prescription medication abuse is any intentional use of a medication with intoxicating
properties outside of a physician’s prescription for a bona fide medical condition,
excluding accidental misuse [3]. Addiction is defined as compulsive use of a substance
for psychic effects and to satisfy a craving for the drugs [2]. Medication abuse can result
in addiction leading to increased healthcare cost and injury to patients [5]. According
to NIH, 20 % of all prescription medications have been used in medication abuse [7],
while other studies estimate prescription abuse at 4.5 % of the population [1] and
36–56 % among chronic pain patients [6]. Prescription abuse has been linked to more
deaths than automobile accidents and is estimated to cost $8.6 Billion in health and legal
expenses and loss of productivity in US alone [4].

Proactive monitoring and detection of abuse can reduce the need for expensive treat‐
ment [5]. More specifically, the medication adherence and consumption of certain medi‐
cations can be monitored anytime anywhere and analyzed for abuse and near-future
addiction. The goal is to have an “advance warning system” to alert family members
and healthcare professionals. This will allow them to intervene before the patient
becomes addicted. In this paper, we present monitoring and interventions (Sect. 2),
model and results for medication abuse (Sect. 3), and work in progress (Sect. 4).
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2 The Abuse Monitoring and Interventions

The following requirements for abuse monitoring are derived [1, 2, 3, 4, 5, and 6]: to
monitor both average medication adherence 0 as well as the patterns of adherence, to
monitor for long-term use as abuse and addiction appear to be a chronic condition,
to include past history, patient’s characteristics, and abuse potential of medications in
analyzing medication data for current abuse and future addiction, to handle missing and/
or incorrect information by extrapolating based on past history and current consumption,
and to analyze the pattern of medication adherence to detect probabilities of multi-dosing
and/or frequent dosing in determining current abuse and future addiction.

Smart medication systems include monitoring and dispensing of doses, reminders
to patients, and communications with healthcare professionals [8]. One such system is
shown in Fig. 1, where information on medication consumption is collected from
multiple sources. Figure 1 also includes monitoring and analysis of consumption infor‐
mation, the roles of patient and healthcare professional, and three possible interventions.

App

ServerApp

Estimated Med. Adherence
Probability of Abuse
Likelihood of Addiction

Action

Dispensing 
of Dose

Wireless
Medication

Box

Dispensing &
Consumption 
Information
(INTV2)

Report 
(super adherence
abuse/addiction)

Dose
Information

Wireless 
and Mobile 
Networks

Reminders (INTV1)

Website for 
Composite 
Intervention 

(INTV3)

Fig. 1. Architecture of the abuse monitoring system (AMS)

Medication consumption data is analyzed to match various known patterns for both
current abuse and near-future addiction based on thresholds and criteria supplied by
healthcare professionals (Fig. 2). More specifically, some of the patterns are (a) certain
number of doses in certain time period (such as >=V doses in N hours), (b) certain
number of events where patients exceed the dose limits, (c) medication holidays
followed by catch-up periods, (d) excess filling or average adherence >100 for M days,
and (e) patients using more doses than filled from a known pharmacy. We assume that
the data on doses can be collected from monitoring of patients, mobile applications,
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from pharmacy, and/or smart medication dispensers. To address reliability challenges,
data analysis should compensate for errors in collected data to avoid excessive false
positive or inaccurate prediction of events. With consumption information, the system
can process how doses are consumed by the patient and then reported to healthcare
professionals for suitable interventions.

Enable Abuse/Addiction Monitoring

Receive the criteria/thresholds for 
monitoring (medications, patient, history)

Monitor usage of medication doses
Collect data from med-box/sensors/Ab-Med

Meets Abuse and/or
Addiction Thresholds?

No

Yes

Process/normalize medication 
consumption data from multiple 
sources (with weighted reliability)

Identify the suitable Interventions

Report to Healthcare Professional(s)
and designated caregiver/family member

Estimate level of Medication Adherence
Detect undesirable patterns (multi-dosing, 
catch-up, super adherence, excess filling)

Receive, cost-analyze and implement the
suggested Interventions

Goals Reached?
No

Yes

Estimate Probabilities of abuse 
and future addiction

Fig. 2. Abuse monitoring and decision support (AMDS) system

3 A Model and Results for Abuse and Addiction

The analytical model implements the AMDS by taking multiple inputs including (a) the
pattern of medication consumption from smart box or mobile app using patient’s consent,
(b) patient’s history, co-morbidity, family and social influence, and vulnerability as part of
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the context of use, (c) probabilities of poly-pharmacy and prescription sharing among
patients, and (d) information on the addiction possibilities of the medications. The predic‐
tive model processes and analyzes both average and pattern of consumption of different
medications for patients. The computation includes numerous probabilities and weights of
a range of values, which will improve as more data become available (Fig. 3).

Key Equations Explanation 
Estimated Medication Adherence
PEST = Max(PS x PC x PTRUE,  PS x PC x
PTRUE + (1- PS x PC), PS x PC x PTRUE + (1- 
PS x PC)* (0.5 x PTRUE), FRECALL x PTRUE)

PS = Probability of SMS detecting a dosing 
event  
PC = Probability of detecting the correct event 
PTRUE = True Medication Adherence
FRECALL = Patient’s dosing recall factor

Probability of Multi Dosing (I=1 to M)
PMD = (1/M)  (I x PMD-I)

PMD-I = Probability of multi-dosing for I doses
M = Max number of doses a patient can take 

The probability of abuse
PABUSE = PMD - PAD

PAD = Probability of accidental dosing (using the 
frequency of dosing and past behavior)

The likelihood of addiction 
PADD = WPAT x PPAT + WMED x PMED +
WABUSE x PABUSE

PPAT = Patient related factors, PMED = Medica-
tion related factors, PABUSE = Patient behavior 
(monitored by smart medication boxes or mo-
bile applications).
The values of Ws to be improved, as more 
information becomes available, to get better 
personalization of monitoring and intervention 
system.

ROI for an intervention
= ((SIN + SOP + SM + SMISC))/ 
(CFIX/(T*NP) + CVAR/NP)

SIN = Savings in inpatient cost, SOP = Savings 
in outpatient cost, SM = Savings in medication 
cost, SMISC = Misc savings (quality of life, job),
NP = Number of patients, T = Intervention 
duration, CFIX = Fix cost of intervention, and 
CVAR = Variable cost of intervention

Fig. 3. High-level description of the model

The model generates (a) probability of multi-dosing and accidental dosing, (b) like‐
lihood of current abuse and addiction, and (c) cost effectiveness of “personalized” inter‐
ventions. The likelihood of abuse is non-linear with changes in adherence level. Further
the abuse is higher for lower multi-dose thresholds, supplied by healthcare professional
for specific medication and, if available, patient’s history of abuse (Fig. 4). The differ‐
ence between healthcare cost of patients with abuse and patients with desirable adher‐
ence (80–100 %) increases non-linearly with cost of medications, hospital cost/day, and
the degree of abuse. Using the adherence and abuse data in our model, we derived the
ROI for different interventions for different level of abuse (Fig. 5). The ROI is lower
than 1 (not cost effective) for light abuse (100–120 % adherence). However, the ROI
rises rapidly (although not in the same proportion for all three interventions) as the level
of abuse increases to moderate (150 %) to high (200 %). We are working on results using
different outpatient frequency, scenarios involving polypharmacy and excess fillers, and
other interventions and their cost effectiveness.
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Fig. 4. The likelihood of addiction for different thresholds

Fig. 5. ROI for three interventions based on the level of abuse

The limitations of the model include the reliance on limited and/or unreliable adher‐
ence data from patients and approximations of various parameters. In future, being able
to populate the model with better parameter values and weights to derive the probabilities
will improve the accuracy of prediction.

4 Work in Progress

In addition to analyzing patterns of medication consumption, we are expanding the
model to predict abuse using the probabilities and weights of patterns for a patient,
condition and medications. We are also working with healthcare professionals in
substance abuse. The development of a mobile app, termed Ab-Med, is underway for
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monitoring consumption pattern as well as integrating information, of different relia‐
bility levels, from medication box, patient and family members. The Ab-Med will be
part of implementing interventions for abuse. Further, we plan to test Ab-Med app
against the validated predictive model.

5 Conclusion and Further Research

We addressed medication related challenges, designed a system to monitor and analyze
the patterns of medication use to detect current abuse, and presented an analytical model
to evaluate the performance. The probabilities of multi-dosing is observed to be rising
non-linearly with super adherence (>100 % medication adherence). The probability of
current abuse is utilized to estimate the probability of near-future addiction. We are
aware that additional work, such as field study and/or clinical trials, is needed to improve
the accuracy of our model and results. Additional challenges related to HIPAA, patient’s
agreement for monitoring, and having strong controls for privacy and non-disclosure
need to be addressed.
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Abstract. This paper proposes an application that collects sensor data
from a smartwatch in order to predict drunkenness in real-time, dis-
creetly, and non-invasively via a machine learning approach. This system
could prevent drunk driving or other dangers related to the consump-
tion of alcohol by giving users a way to determine personal intoxication
level without the use of intrusive breathalyzers or guess work. Using
smartwatch data collected from several volunteers, we trained a machine
learning model that may work with a smartphone application to predict
the user’s intoxication level in real-time.

1 Introduction

Internet of Things (IoT) is a domain that represents the next most exciting tech-
nological revolution since the Internet. IoT will bring endless opportunities and
impact every corner of our planet. In the healthcare domain, IoT promises to
bring personalized health tracking and monitoring ever closer to the consumers.
This phenomena is discussed in a recent Wall Street Journal article, “Why Con-
nected Medicine Is Becoming Vital to Health Care” [8]. Modern smartphones
and smartwatches now contain a more diverse collection of sensors than ever
before, and people are warming up to them. In January 2014, approximately
46 million US smartphone owners were reported to have used health and fit-
ness applications [9]. Currently, sports and fitness are the predominant foci of
IoT-based health applications. However, applications in disease management and
health care are becoming increasingly prevalent. For example, detecting falling
of elderly patients [13].

Drunk driving is a dangerous, worldwide problem. This problem is not only
a hazard to the drunk drivers, but also to pedestrians and other drivers. It is
reported by the Bureau of Transportation Statistics that in 2010, 47.2 % of pedes-
trian fatalities and 39.9 % of vehicle occupant fatalities were caused by drunk
driving [4]. The Centers for Disease Control and Prevention (CDC) reported that
between the years 2008 and 2010, roughly two-thirds of adults were drinkers, with
adults between the ages 18 and 24 having the greatest association with heavy
drinking [11].
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At dangerous levels of intoxication, it can be difficult to judge ones own
drunkenness. Instead it would be better to get a definitive measurement of the
BAC, or simply a binary response: “drunk” or “not drunk.” Compact breatha-
lyzers are probably the best option at the moment, but these are not discreet
and require deliberate action by the user. The other option is to use a smart-
phone application to manually calculate BAC, but these demand a greater deal
of involvement from the user. To be practical, it would be useful to have some
sort of non-invasive and accurate monitoring system that will warn its user if
they become too intoxicated. It has been shown that electronic intervention pro-
grams are more successful at reducing college student drinking than a general
alcohol awareness program [14]. This system can also be used to warn friends
and family, or prevent the operation of the user’s car.

In this paper, we investigate the prediction of intoxication level from smart-
watch sensor data via machine learning. We also briefly discuss a general
Android-based gateway system which can collect data from any type of physical
or virtual sensor accessible by the host smartphone.

2 Related Work

There are a few ways of approaching the problem of determining a person’s
blood alcohol content. One approach is to devise a mathematical model of the
elimination of ethanol in the human body. In this case, the Widmark equation,
published in 1932 by E.M.P. Widmark, is a very popular one;

C =
A

rW
− (βt), (1)

where C is the BAC, r and β are empirically determined constants, A is the mass
of the consumed alcohol, and W is the body weight of the person. These days,
there have been several improvements and variants. Douglas Posey and Ashraf
Mozayani published an excellent article comparing this model using parameters
determined by different researchers and discussing different models [10]. They
found that the Widmark equation tends to overestimate, and that there can be
significant discrepancy between the results of the different models. Despite that,
they do provide a rough estimate. The problem is that these models also require
a good deal of information that prohibit their use in a non-intrusive, drunkenness
warning system.

Another approach to the problem is simply to measure the BAC directly.
Transdermal ethanol sensors have been a recent option for this approach. These
can provide a discreet way to measure intoxication, but they are accompanied by
the problem of a significant time lag between the sensed alcohol concentration
and actual blood alcohol concentration. Gregory D. Webster and Hampton C.
Gabler closely investigated this problem. They found that the lag is predictable,
but not constant, and requires additional information about the number of drinks
taken by the user to accurately predict it [15].

Similar to our project, James A. Baldwin has a patent on a system involv-
ing a wearable transdermal ethanol sensor and a mobile device to capture the
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information [3]. Baldwin describes his system as using a mathematical model
to predict the user’s BAC given the transdermal sensor data and information
about the drinks the user plans to consume. A benefit of our system is that it
involves no input by the user about the drinks taken, and the user need not buy
a special sensor dedicated to this task alone.

Aside from measuring BAC directly, or developing a biologically-based math-
ematical model, machine learning is another good approach. Georgia Koukiou
and Vassilis Anastassopoulos published research this year in using a neural net-
work to identify drunkenness from thermal infrared images of peoples’ faces [7].
Neural networks were trained on different parts of the face in order to determine
which areas can be used to classify drunkenness. They found the forehead was
the most significant facial location to observe for determining the drunkenness
of a person. Their study takes advantage of the effect of alcohol making blood
vessels dilate allowing warm blood to come closer to the skin; which is also
an important effect for our research. Such a system may be good for ignition
interlock systems, or drunk surveillance.

Outside of BAC studies, there has been plenty of research into detecting
other activities using smartphone and smartwatch sensor data. In [6], John J.
Guiry, Pepijin van de Ven, John Nelson, attempt using the sensor data to identify
various daily activities, such as: walking, running, cycling, and sitting. In their
study, they use several machine learning algorithms for their approach: C4.5,
CART, Näıve Bayes, ANN, and SVM. Their results showed some promise for
better future models, with their model for classifying whether a user is indoors
or outdoors being the most impressive. Successful models for predicting daily
activities will certainly be important in a practical implementation of our system.
This is because the body’s response to alcohol consumption may share significant
similarity to exercise, dance, or other activities.

Using smartphones and smartwatches, there is an active desire to create
monitoring applications for serious health problems. Such as in [12], where
Vinod Sharma, Kunal Mankodiya, Fernando De La Torre, et al., developed a
smartwatch-smartphone system for the monitoring and analysis of data from
patients with Parkinson Disease. This system, named SPARK, includes the
analysis of speech and detection of: facial tremors, dyskinesia, and freezing of
gait. Their system is intended to provide useful recommendations to physicians
based on the collected information. They concluded noting some potential prob-
lems of a full implementation of their system, the most relevant problem being
misplacement of the sensors. This may also be a problem for us considering the
potential importance of the motion-based accelerometer and gyroscope data.

3 System Architecture

A huge end-goal of ours is to have a public system where participating users’
phones transmit sensor information to a central database through a REST-based
web service. The service stores this information in the database and another data
processing system. Other users who are not contributing information can connect
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to our system to access other related services, like a choropleth map of the sensor
data; BAC prediction data in our case, but the system would not be limited to
it. The particular protocols and setup used should be designed to protect the
privacy of the sensor data contributors (Fig. 1).

Fig. 1. Example general system for large-scale sensor data collection

3.1 Smartphone Sensor Gateway

Each of the smartphones in this system are behaving as a type of sensor gateway.
In order to collect our data, we built such a system on the Android platform.
Though we used primarily a Microsoft Band, our system allows the easy addition
of any sensor that can be connected to from the Android smartphone. In Fig. 2,
we show an overview of the classes used in this system.

4 Methodology

In this section, we will describe how we collected the data, we will present an
analysis of the data, and then lead into the discussion of the machine learning
models used.
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Fig. 2. Gateway implementation for our data collection application

4.1 Collection

Our collection began with the development of an Android application that can
connect to and store data from available sensors on the Microsoft Band smart-
watch. Next, we developed a general procedure for our volunteers to follow during
the collection of data. Our volunteers were eager to freely contribute the anony-
mous data used in this paper. The data collected by the system was stored into
a .csv file on the Android smartphone and also transmitted to a central database
server.

We used Android platform version 5.0 (kernel 3.4.0-4432708) running on a
Samsung S5 smartphone. The Microsoft Band had Build Version 10.2.2818.0 09
R. Samples of the sensor data were collected every three seconds, based on the
update speed of the Band’s heart rate sensor. Each sample used the most recent
sensor value if available, otherwise it would use the last value; or in the case of the
accelerometer and gyroscope sensors, the three most recent values were averaged
with linear weighting (the most recent having highest importance). There may
be a better weighting, but this weighting was suitable for our purposes.

The procedure followed by the volunteers during data collection lasted two-
hours. First, we established some necessary information about the subject in
order to estimate the amount of alcohol necessary to reach 0.08 BAC in a 1.5 h
period using the Widmark equation (1). The particular formulation of it we used
is the following:

SD = BW · Wt · (EBAC + (MR · DP )) · 0.4690, (2)
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where SD is the number of standard drinks (10 g ethanol), BW is the body water
contant (0.58 for men and 0.49 for women), Wt is the body weight in lbs, EBAC
is the estimated BAC, MR is the metabolism rate (0.17 for women and 0.18 for
men), DP is the drinking period in hours, and 0.4690 = 0.4536 ÷ (0.806 · 1.2), a
combination of two constants from the equation and a converstion from kg to lbs
[1,16]. This amount was used to estimate the number of standard drinks to be
consumed over the set time period, distributed over equal intervals. During this
process, at every 25 min we took a measurement of the BAC using a BACtrack
TraceTM Pro breathalyzer. This measurement interval was determined by the
cooldown rate of the breathalyzer. The activity chosen for the volunteers to
engage in was a card or board game of their choice. Drinking stopped before
1.5 h while collection and BAC measurement continued for another 30–45 min.

4.2 Data Analysis

The Microsoft Band we used has an assortment of interesting physical and vir-
tual sensors, including: accelerometer, gyroscope, distance, heart rate, pedome-
ter, skin temperature, and ultraviolet level. With our sample size of only five
volunteers and a controlled setting for the experiments, some of these sensors
will not be very useful for this study, such as the: distance, pedometer, and
ultraviolet level, sensors. In fact their usefulness may be limited even with larger
datasets.

We begin our analysis with the heart rate (HR) data by normalizing the
heart rates and BACs per subject. This way we can plot and compare the HR
values over the BAC and see if there are any obvious patterns. Doing this we
get the plots shown in Fig. 3.

The heart rate increases over time for three of the subjects (0, 2, 3) at differ-
ent rates, decreases for one (4), and stays level for one (1). These observations
are consistent with data in [2]; a study where the authors relate low and high

Fig. 3. Heart Rate and BAC per subject (normalized)
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Fig. 4. Heart rate split into baseline and excited states

HR responses to behavioral traits. Interestingly, most of the subjects seem to
show two patterns of HR activity. One is the baseline HR activity, and another
is an excitied HR activity that seems to have better correlation with BAC. This
is most clearly seen in the plot for subject 0, shown in Fig. 4. It’s not a consistent
pattern, however. Subject 1 had a very level heart rate with spikes at the regular
drinking intervals, and subject 2 had relatively little variance throughout. Over-
all, it seems that experiencing excitement while intoxicated results in a more
exaggerated HR response than while sober. This may be useful information for
determining drunkenness.

Next, we plotted the normalized skin temperature over time on top of the
normalized BAC values; this is shown in Fig. 5. Visually, we see that the cor-
relation of skin temperature and BAC is highly significant. This is because of
the well known vasodilation effect of alcohol causing warm blood to come near

Fig. 5. Skin Temperature and BAC per subject (normalized)
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the surface of the skin [5]. It is also known that with a high enough level of
intoxication it behaves as a vasoconstrictor and drops skin temperature, which
we see with subjects 3 and 4 who had reached the highest BAC of the group.
Subject 2 had a rapid decrease in temperature at the beginning (we may have
started collection too soon before the smartwatch sensor adjusted to his skin
temperature), it may be appropriate to discard this portion.

The movement sensors (accelerometer and gyroscope) were not too interest-
ing visually or statistically. They might have some hidden patterns that con-
tribute to the performance of a modeling technique. We think its usefulness will
be increased if we can use it first to predict whether a user is taking a drink, then
provide a time-based aggregate of the estimated number of drinks as a feature
in our model to determine drunkenness.

4.3 Features Setup

Skin temperature and heart rate will have different ranges of values unique to
each subject, so per-subject normalization must be performed to put them on
the same scale. A simple unity-based normalization (min-max) is used to put
the feature values in the range 0 to 1. No transformations are applied to the
movement data.

4.4 Models and Tools

We will be taking a look at BAC prediction as both a classification and regression
problem. As a classification problem, we will threshold the BAC values at a point
where we may want to warn the user. This allows the data to be used as a binary
classification problem. For this we will use logistic regression and SVM.

As a regression problem, we will be attempting to predict the observed BAC
directly. To do this, we will use linear regression and artificial neural networks
(ANN). Using a regression approach, this will allow a user to select their own
threshold rather than the threshold determined in a classification model. We
may however want the threshold to be fixed.

All work will be performed in R version 3.2.1 using the additional ‘nnet’ and
‘kernlab’ packages. Any necessary additional information will be provided in the
evaluation section.

5 Evaluation

Overall, our data set contains 233,538 samples that were collected from five vol-
unteers. Each sample was collected every three seconds from a Microsoft Band
smartwatch by our Android data collection system. In this section, we evalu-
ate the performance of a few machine learning models on our dataset. We use
some standard performance measures for our evaluation: precision, recall, and
F1-score, for the classification models; RMSE and R2 for the regression models.
All reported performance values are determined via 5-fold cross-validation.



Real-Time Prediction of Blood Alcohol Content 183

5.1 Classification

We want to warn a person if they are close to reaching the legal limit of 0.08
BAC. A good time to warn a user is at about 0.065 BAC. Using this threshold,
the classes are split into 64 % is DRUNK, and 36 % SOBER.

Fig. 6. Logistic regression output frequency with actual labels

To get a baseline, we first trained a logistic regression model. This model
outputs values from 0.0 to 1.0, so we need to determine where to best split this
output into each class. In Fig. 6, we show a plot of the predictions of the model
on the test data, using the actual labels to distinguish the output. In this plot,
we see that the best threshold value for the logistic model predictions is around
0.32; above that we classify SOBER and below that DRUNK. Using this, we
achieved a precision of 0.855 ± 0.002, recall of 0.730 ± 0.004, and F1-score of
0.787 ± 0.003.

Moving forward, we trained a SVM model using the Gaussian Radial Basis
Function (RBF) kernel. For time constraints, the dataset was reduced by half
using a uniform subsample. Even so, we found the SVM was able to achieve
great performance with a precision of 0.886 ± 0.002, recall of 0.930 ± 0.002, and
overall F1-score of 0.907 ± 0.001. Ideally we do not want to warn our users that
they are drunk when they are not actually drunk, so we want to try and optimize
the model to be as precise as possible. By modifying the error weighting to train
against false positive errors, the SVM model achieved a precision of 0.970 ±
0.002, with recall of 0.729 ± 0.003, and F1-score of 0.832 ± 0.002. Our recall
dropped for a higher precision, which is a well-known tradeoff for this kind of
tuning, but this is fine. We can set a threshold on our smartphone warning
system that if at least a recall fraction of the samples from our smartwatch are
classified as DRUNK, then there is a precision chance that the user is actually
at 0.065 BAC.
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5.2 Regression

So how does this do as a regression problem? We first considered the most basic: a
linear regression model. This did not perform well at all. We next trained a neural
network (ANN) model on the data. The best performing ANN had a structure
with twenty nodes in one hidden layer. This was determined by doubling and
then reducing node count to find the best performance. Additional layers did
not show any improvement (the ‘neuralnet’ package was used to test multiple
layers). Figure 7 plots the BAC predictions of the ANN along with the actual
values using data from a test partition. The ANN model achieved a R2 value of
0.524 ± 0.015, with RMSE of 0.026 ± 0.000. It performed much better than the
linear regression model, but not nearly as good as the classification models.

Fig. 7. ANN predictions (blue) with actual BAC data (black) on test partition (Color
figure online)

6 Conclusions

We investigated the design of a general system that could be used for many
applications, whether it be a BAC warning system, or a geographical mapping
service that displays the smartwatch data of users on a choropleth map. Part
of this system was a general Android-based gateway that can be used to collect
data from a variety of sensors connected to an Android smartphone.

We then designed an experiment to collect labeled data consistently from vol-
unteers. After this, we analyzed the data to discover if there were any interesting
patterns that were immediately obvious. We found that skin temperature was
a good indicator of drunkenness (in our controlled setting). We also discovered
that excited heart rate looks to also be a good indicator of intoxication level.

Following the overview analysis, we dove into training some regression and
classification models. Achieving good performance as a regression problem was
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difficult. We found that the problem was much better tackled as a classification
problem. This worked better because our classification models could ignore a
good deal of the variance in the straight BAC predictions. In the end, we found
SVM to perform the best on our data.

There are still many other factors to consider in forming a better models.
From this research, we found that the accurate prediction of drunkenness in a real
application looks possible in theory. There are still many obstacles surrounding
the collection of a larger and better data set. Ideally, we would want a data
set from a thousand volunteers in candid situations over several days. The two
biggest problems are, how do we label the data with the alcohol levels in this
scenario, and how can we model this enormous amount of data in reasonable
time? Also, will we need to first determine the activity of the user, or will the
other sensors provide sufficient information? And if the former, how can we
consistently tag these activities in the data? The answers to this may be simple,
or infeasible. In any case, it would be worth it to try and find out.
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Abstract. Chronic obstructive pulmonary disease (COPD) is a major public
health problem and usually associated with various comorbidities. Base on
electronic health records of inpatients, aged 40 to 80 years old, from 169 hos-
pitals located across China between 2013 and 2014, this paper summarized 27
comorbidities of COPD and compared the time and economic burdens of COPD
patients to non-COPD patients. The 17 comorbidities included in Charlson
Comorbidity Index (CCI) and 10 additional comorbidities were employed while
odds ratios were considered to compare differences. The results disclosed that
COPD patients had higher comorbidity burdens than non-COPD patients did.
Moreover, COPD patients had 6.40 % more hospital stay and 12.96 % lower
medical cost. Seven morbidities had positive correlations with hospital stay and
medical cost, which indicated that COPD patients should be paid more attention
to those comprehensive comorbidities when making therapeutic plans.

Keywords: COPD �Comorbidity �Time burden �Economic burden � Inpatient �
CCI � Population study

1 Introduction

Chronic obstructive pulmonary disease (COPD) is a preventable and treatable disease
state characterized by airflow limitation that is not fully reversible [1]. Depending on
World Health Organization (WHO), COPD is the third major killers during the past
decade, which resulted in 3.1 million deaths in 2012 [2]. Furthermore, COPD places
heavy economic burdens on patients. In 2010, the cost of COPD in the USA was
projected to be approximately US $50 billion, which includes $20 billion in indirect
costs and $30 billion in direct health care expenditures [3].

A variety of comorbidities are associated with COPD, which markedly affect health
outcomes in COPD [4]. COPD can no longer be considered a disease only of the lungs,
as it is often associated with a wide variety of systemic consequences [5]. For example,
researchers found that patients with COPD are in an increased risk of developing type 2
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diabetes, because some aspects of inflammation can predict the development of dia-
betes and glucose disorders [6]. Charlson Comorbidity Index (CCI) and its modified
comorbidity index were used widely to measure patients’ comorbidity conditions [11].
In addition, researchers disclosed that Medicaid COPD patients had higher comorbidity
burdens, more medical claims, and more medical cost than did patients without COPD
[8]. However, existing research works related to this issue were based on small data
sets, normally thousands of patients. Health big data analysis may find more interesting
results.

In this paper, we evaluated the comorbidity burdens of COPD patients through
mining a large Electronic Health Records data set. The time and economic burdens of
inpatients with COPD were analyzed and compared with non-COPD inpatients. The
object of this study is to analyze the degrees of time and economic impact among
COPD inpatients with different comorbidities.

The rest of this paper is organized as follows. Section 2 provided a description to
our data set and methods utilized in this study. We reported our statistical results in
Sect. 3. In Sect. 4, we discussed and concluded the paper.

2 Data and Methods

2.1 Data Set

The Electronic Health Records (EHRs) being analyzed in this study were provided by
the Chinese National Surveillance System. This surveillance system had been adopted
by 192 hospitals located across China. In order to maintain a high data quality, EHRs
from 169 hospitals for 2013 to 2014 were used in this research. The patient’s personal
and medical information was collected by clinical doctors while the patient was hos-
pitalized. The data was then summarized by trained staff and checked by certified
agencies before the data was submitted to the surveillance system. Thus the information
included in the EHRs should be highly reliable and objective.

The study population was limited to inpatients aged 40 to 80 years old. Patients
younger than 40 years were excluded because they usually have a low risk for COPD.
Patients older than 80 years were also excluded due to the limited number of data
records.

Only patient’s sex, age, time, cost, and clinical diagnostic information were utilized
to perform our analysis. Patient’s identity-related information was masked automati-
cally by the system before we started our study.

2.2 Measures of Comorbidity Burden

Comorbidity burden of inpatients with COPD was mainly evaluated by the CCI with the
Sundararajan modification [9, 10]. The CCI was a useful tool for health researchers to
measure comorbid disease status in health databases. It defined 17 comorbidities
through reviewing hospital charts and assessed their relevancies in the prediction of
1-year mortality. A weighted score was assigned to each comorbidities, and the sum of
the score (defined as CCI score) is identified as an indicator of disease burden, and a
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robust estimator of mortality [9]. Because COPD is a kind of chronic pulmonary disease
(CPD), we excluded COPD patients from CPD and considered CPD without COPD as a
unique class of diseases. Moreover, 10 additional conditions, including 6 conditions
according to Lin [11] and 4 commonly observed comorbidities among patients with
COPD in our data set, were also taken into account in our study.

All 27 comorbidities were identified through International Classification of Dis-
eases, 10th Revision, Clinical Modification (ICD-10-CM), which is the statistical
classification of disease published by the WHO.

Four measures were employed to evaluate the comorbidity burden: (1) mean CCI
score; (2) prevalence of each morbidity and odds ratio (OR), which described the ratio
of the odds for a patient with COPD and a specific comorbidity to the odds for a patient
without COPD and with that same comorbidity; (3) mean number of comorbidities; and
(4) total number of comorbidities (categorized as 0, 1, 2, 3, and ≥4).

2.3 Measures of Time and Economic Burdens

In evaluating the time burden of inpatients with COPD, we use the duration of hospital
stays, which defined as the total number of nights staying in a hospital. In our research
design, if the admission date is the same as the discharge date in one EHR, we defined
the hospital stay of this patient as 0.

In order to assess the economic burden, total medical cost, which obtained directly
from EHRs, was used. Total medical cost contained the out-of-pocket expenses that an
inpatient was required to pay in hospital.

2.4 Analysis

Independent-samples t-test was used to compare mean CCI score, mean number of
comorbidities, mean hospital stay, and mean medical cost for patients with COPD and
patients without COPD. Odds ratio (OR) of each comorbidity was predicted by binary
logistic regression while Wald chi-square statistic tested the unique contribution of
each comorbidity. Incremental hospital stay of each comorbidity was calculated by
taking the difference of mean hospital stay between COPD and non-COPD patients; the
same process was repeated for obtaining the incremental medical cost.

3 Results

3.1 Characteristics of the Study Population

EMRs from 196,388 COPD and 4,332,068 non-COPD patients were employed in our
study. The demographic characteristics of the study population are summarized in
Table 1. Compared with non-COPD patients, COPD patients have a significantly
higher mean age (66.76 vs. 57.29), higher male hospitalization rate (68.92 % vs.
54.44 %), and prefer medical insurance to cover their hospitalization cost (68.40 % vs.
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56.52 %). Moreover, different level of the hospital was of comparable admission rate
between COPD patients and non-COPD patients.

3.2 Comorbidity Burden

The comorbidity prevalence for COPD and non-COPD patients was summarized in
Table 2. In overall, the comorbidity burden is significantly higher in COPD patients
than non-COPD patients (mean CCI score: 1.35 vs. 1.13; mean number of comor-
bidities: 1.73 vs. 1.11).

For comorbidities included in the CCI, the prevalence rates of congestive heart
failure (19.23 %), cerebrovascular disease (16.11 %), any malignancy (13.41 %),
diabetes (12.61 %), and chronic pulmonary disease (12.15 %) were high in patients
with COPD. Although some of them were also prevalent in patients without COPD,
patients with COPD were significantly more likely to have chronic pulmonary disease
(OR: 12.095), congestive heart failure (OR: 5.468), myocardial infarction (OR: 1.521),
and cerebrovascular disease (OR: 1.391). The prevalence rates of other comorbidities
included in CCI were either too low to report or almost similar for patients with and
without COPD.

Among the 10 additional comorbidities, 6 comorbidities had high prevalence rates.
Patients with COPD were more likely to have pulmonary heart disease (18.51 %, OR:
54.464), atherosclerosis (5.44 %, OR: 2.000), hypertension (34.66 %, OR: 1.569), and
gastritis and duodenitis (18.51 %, OR: 1.468). Cholelithiasis (5.29 %, OR: 1.258) and
disorders of lipoprotein metabolism (7.14, OR: 1.116) did not have a big difference
between COPD patients and non-COPD patients. Because of different data acquisition
methods, prevalence rates of 4 comorbidities proposed by Lin [11] were very low.
Therefore, we removed those 4 comorbidities and comorbidities with low prevalence
rates in CCI from our study.

Table 1. Characteristics of the study population

Original sample (n = 4,528,456)
COPD (n = 196,388) N-COPD (n = 4,332,068)

Mean age, years (s.d.) 66.76 (8.923) 57.29 (10.474)
Male, % 68.92 54.44
Level of hospital, %
Grade 3-A 70.48 76.79
Grade 3-B 12.48 10.78
Grade 3-C 0.97 1.11
Grade 2 16.07 11.33
Payment method, %
Medical insurance 68.40 56.52
Out-of-pocket expenses 24.91 34.89
Other 6.69 8.58

COPD: chronic obstructive pulmonary disease; s.d.: standard deviation.
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Table 2. Comorbidity prevalence for COPD and non-COPD patients

Comorbidity COPD
(n = 196388)

N-COPD
(n = 4332068)

Odds ratio (95 %
CI)

p-value

Mean CCI score (s.d.) 1.35(1.788) 1.13(1.839) - <0.001
Comorbidities included in the CCI
Myocardial infarction 2.17 % 1.43 % 1.521 (1.474,

1.570)
<0.001

Congestive heart failure 19.23 % 4.17 % 5.468 (5.402,
5.535)

<0.001

Peripheral vascular disease 0.28 % 0.20 % -a -
Cerebrovascular disease 16.11 % 12.13 % 1.391 (1.374,

1.409)
<0.001

Dementia 0.35 % 0.16 % -a -
Chronic pulmonary diseaseb 12.15 % 1.13 % 12.095 (11.900,

12.292)
<0.001

Rheumatologic disease 1.15 % 0.98 % 1.169 (1.120,
1.220)

<0.001

Peptic ulcer disease 2.03 % 1.62 % 1.254 (1.214,
1.295)

<0.001

Mild liver disease 1.97 % 4.08 % 0.472 (0.457,
0.487)

<0.001

Diabetes 12.61 % 12.66 % 0.995 (0.982,
1.009)

0.4681

Diabetes with chronic complications 1.79 % 2.62 % 0.676 (0.654,
0.699)

<0.001

Hemiplegia or paraplegia 0.12 % 0.18 % -a -
Renal disease 3.98 % 3.61 % 1.109 (1.084,

1.135)
<0.001

Any malignancy, including leukemia
and lymphoma

13.41 % 15.08 % 0.872 (0.860,
0.883)

<0.001

Moderate or severe liver disease 0.89 % 0.86 % -a -
Metastatic solid tumor 4.26 % 4.81 % 0.881 (0.862,

0.901)
<0.001

AIDS 0.04 % 0.03 % -a -
Comorbidities not included in the CCI
Hypertension 34.66 % 25.26 % 1.569 (1.554,

1.584)
<0.001

Depression 0.25 % 0.28 % -a -
Sleep apnea 0.54 % 0.21 % -a -
Tobacco use 0.00 % 0.00 % -a -
Edema 0.24 % 0.11 % -a -
Pulmonary heart disease 18.51 % 0.42 % 54.464 (53.463,

55.484)
<0.001

Gastritis and duodenitis 8.27 % 5.79 % 1.468 (1.444,
1.492)

<0.001

Disorders of lipoprotein metabolism 7.14 % 6.44 % 1.116 (1.097,
1.136)

<0.001

Atherosclerosis 5.44 % 2.80 % 2.000 (1.960,
2.041)

<0.001

(Continued)
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Table 2. (Continued)

Comorbidity COPD
(n = 196388)

N-COPD
(n = 4332068)

Odds ratio (95 %
CI)

p-value

Cholelithiasis 5.29 % 4.25 % 1.258 (1.232,
1.283)

<0.001

Mean number of comorbidities (s.d.)
1.73(1.306) 1.11(1.209) - <0.001

Total number of comorbidities
0 18.05 % 40.12 % 0.329 (0.325,

0.333)
<0.001

1 29.64 % 27.94 % 1.087 (1.076,
1.097)

<0.001

2 27.22 % 18.74 % 1.622 (1.605,
1.638)

<0.001

3 15.56 % 8.56 % 1.968 (1.943,
1.993)

<0.001

≥4 9.53 % 4.64 % 2.166 (2.132,
2.200)

<0.001

AIDS: acquired immune deficiency syndrome; CCI: Charlson Comorbidity Index; CI: confidence interval;
COPD: chronic obstructive pulmonary disease.
aOdds ratio was not reported because too few patients had this comorbidity. bExcluding COPD.

Table 3. Incremental stay and cost for COPD and non-COPD cohorts by comorbidity

Comorbiditya Mean stay Δ
day

p-value Mean Cost, $ Δ cost p-value
COPD N-COPD COPD N-COPD

Overall 11.97 11.25 0.72 <0.001 2610.97 2999.84 −388.87 <0.001
Comorbidities included in the CCI
Myocardial infarction 11.34 10.35 0.99 <0.001 3638.20 5378.96 −1740.77 <0.001
Congestive heart failure 11.79 11.52 0.27 <0.001 2511.15 3991.01 −1479.87 <0.001
Cerebrovascular disease 13.35 12.98 0.37 <0.001 2808.08 3200.67 −392.59 <0.001
Chronic pulmonary
diseaseb

11.78 11.52 0.26 0.001 2250.20 2318.70 −68.50 0.008

Rheumatologic disease 12.70 11.79 0.91 <0.001 2523.94 2274.80 249.14 0.001
Peptic ulcer disease 12.45 11.47 0.98 <0.001 2967.86 2901.89 65.97 0.316
Mild liver disease 13.08 12.00 1.08 <0.001 4112.35 3921.73 190.62 0.042
Diabetes 12.78 12.37 0.41 <0.001 2869.38 2997.34 −127.96 <0.001
Diabetes with chronic
complications

13.19 12.80 0.39 0.023 2569.23 2172.60 396.63 <0.001

Renal disease 13.88 14.72 -0.84 <0.001 3394.73 3167.55 227.18 <0.001
Any malignancy, including
leukemia and lymphoma

14.08 13.16 0.92 <0.001 4182.19 4374.48 −192.28 <0.001

Metastatic solid tumor 13.07 12.03 1.04 <0.001 3939.17 3814.40 124.76 0.010
Comorbidities not included in the CCI
Hypertension 12.38 11.83 0.55 <0.001 2642.71 3016.78 −374.06 <0.001
Pulmonary heart disease 11.86 13.69 -1.83 <0.001 2290.90 4821.00 −2530.10 <0.001
Gastritis and duodenitis 11.62 10.32 1.30 <0.001 2296.59 2156.12 140.47 <0.001
Disorders of lipoprotein
metabolism

11.50 10.87 0.63 <0.001 2257.23 2296.38 −39.15 0.106

(Continued)
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As for the total number of comorbidities, the rates of patients with and without
COPD had 1 comorbidity were comparable (29.64 % vs. 27.94 %). However, 27.22 %,
15.56 %, and 9.53 % of COPD patients had 2, 3 and ≥4 comorbidities, respectively,
compared to 18.74 %, 8.56 %, and 4.64 % in patients without COPD. In terms of 27
comorbidities proposed, only 18.05 % COPD patients had none comorbidity compared
to 40.12 % in non-COPD patients.

3.3 Incremental Hospital Stay and Medical Cost by Comorbidity

Incremental hospital stay and medical cost were calculated for 18 remaining comor-
bidities and summarized in Table 3. In general, patients with COPD had 6.40 % higher
hospital stay than non-COPD patients (11.97 vs. 11.25, p < 0.001). Gastritis and
duodenitis (11.62 vs. 10.32), mild liver disease (13.08 vs. 12.00), metastatic solid
tumor (13.07 vs. 12.03), and cholelithiasis (12.14 vs. 11.11) had the biggest incre-
mental hospital stay. An overwhelming majority of comorbidities, except renal disease
and pulmonary heart disease, had positive incremental hospital stay.

However, the medical cost of COPD patients was 12.96 % lower than non-COPD
patients ($2610.97 vs. $2999.84, p < 0.001). Compared with non-COPD patients,
COPD patients who had pulmonary heart disease ($2290.90 vs. $4821.00), myocardial
infarction ($3638.20 vs. $5378.96), and congestive heart failure ($2511.15 vs.
$3991.01) had the biggest decline in medical cost. Among comorbidities with signif-
icantly difference (p < 0.05), only 7 of 16 comorbidities had positive medical cost.
COPD patients who had diabetes with chronic complications ($2569.23 vs. $2172.60),
rheumatologic disease ($2523.94 vs. $2274.80), and renal disease ($3394.73 vs.
$3167.55) had higher medical cost than non-COPD patients. In addition, the medical
cost of patients with peptic ulcer disease and disorders of lipoprotein metabolism did
not show significant differences.

4 Discussion and Conclusion

In our research, prevalence rates of 27 comorbidities as well as their time and economic
implications had been investigated among inpatients with and without COPD. With
higher mean CCI score, higher ORs for 13 out of the 18 comorbidities examined,

Table 3. (Continued)

Comorbiditya Mean stay Δ
day

p-value Mean Cost, $ Δ cost p-value
COPD N-COPD COPD N-COPD

Atherosclerosis 12.07 11.45 0.62 <0.001 2566.75 2469.75 97.00 0.001
Cholelithiasis 12.14 11.11 1.03 <0.001 2805.84 3100.36 −294.53 <0.001

AIDS: Acquired Immune Deficiency Syndrome; CCI: Charlson Comorbidity Index; COPD: Chronic
Obstructive Pulmonary Disease;
a8 comorbidities with <1 % of prevalence were excluded. These comorbidities were peripheral vascular
disease, dementia, hemiplegia or paraplegia, moderate or severe liver disease, AIDS, depression, sleep
apnea, edema.
bExcluding COPD.
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higher mean number of comorbidities, and higher total number of comorbidities, we
found that COPD patients had bigger comorbidity burden. We also found that COPD
patients with most of the proposed comorbidities had incremental medical time,
measured by hospital stay, compared with non-COPD patients, which indicated the
patients with COPD should be paid more attention to comprehensive comorbidity risk
when making therapeutic plans. In addition, although our study disclosed the reduced
medical cost among COPD patients with 18 comorbidities, there were still 7 comor-
bidities with considerably incremental medical cost which should be focused on.

The results of this study showed that CCI was an effective way to measure
comorbidity burden. Even though it was initially put forward for mortality analysis,
CCI gave a clear and concise list of the most important comorbidities. The weight score
of comorbidities in CCI and the simple calculation method were useful in measuring
comorbidities burden in our case study as well. Besides, prevalent comorbidities for the
specific disease were as important as comorbidities in CCI. In our study, gastritis and
duodenitis together with atherosclerosis was two important comorbidities which
prevalent in COPD patients.

There were a few limitations in this study. First, although our inpatients data had
been examined by professional inspectors before being submitted to the surveillance
system, some comorbidities (e.g. depression) or conditions (e.g. tobacco use), which
were easy to be neglected, may escape medical staffs notice. Second, CCI is a common
approach to evaluate patient’s mortality. However, it may not be the best index in
evaluating patient’s comorbidity burden. The Comorbidity-Poly pharmacy Score [12]
and the Elixhauser Comorbidity Measure [13] are both potentially useful measures.
Third, the measures, which proposed evaluating time and economic implications, were
somewhat simple and preliminary. More systematic and comprehensive evaluation
system would give a more accurate description of the time and economic burdens
among patients.
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Abstract. Price has a major influence on online health consulting purchases;
however, healthcare customers regard perceived quality based on the exposed
information about physicians’ abilities as an important basis for decision-making.
This research examined the influencing mechanism of price on purchase behavior
in the e-health context using a data set of 1,785 physicians from one largest online
healthcare consulting platform. The results show that perceived quality has an
incomplete mediating effect on the impact of price on purchase behavior. It means
that the online healthcare counseling price not only has a direct positive effect but
also indirect effect mediated by perceived quality on purchase behavior.

Keywords: Online healthcare · Counseling price · Perceived quality · Mediating
effect · Purchase behavior

1 Introduction

E-health services developed rapidly towards more convenient and wieldy direction, and
people gradually begin to accept, try and be used to this technology in recent years. With
the growing availability of online professional doctors, as well as the consideration of
taking less time and costs, an increasing number of people are using online medical
sources to solve their healthcare problems. Recent surveys of online healthcare estimate
that 59 % of American adults use Internet to help find medical information sources and
support their treatment [1]. In addition, there are has been significant increased e-health
consulting platform for customers to obtain useful information includes symptoms
information, advice from professional doctors and treatment options.

Online healthcare distinguished from traditional offline healthcare as the following
advantages: cost and time savings, more reliable privacy protection, avoiding embar‐
rassment, convenient retrieval of information, and the ability to make an appointment
of commutation with a specific doctor [2, 3]. Obviously, communicating with profes‐
sional doctors by telephone counseling will lead a better effect on patients’ conditions
compared to waiting doctors’ replies on their web page slowly. However, telephone
counseling is paid-per-time, unlike leaving a message on doctors’ websites is free in
HaoDF which is one of the largest online healthcare consulting community in China.
Moreover, the former just needs to upload the necessary information about patient’
condition and make an appointment time to communicate by telephone, the latter is
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almost overwhelmed by the seekers and not sufficiently meet the seekers’ expecta‐
tions [4].

Although an increasing number of papers on online healthcare counseling have
recently been published in the information system (IS) field, a large proportion of
existing researches focus on the adoption and impact of e-health technology from the
perspective of healthcare provider and vindicator. Literature studying online healthcare
purchase behavior from a patient’s perceptive is scanty. Most of studies demonstrated
that quality is a main barrier on the Internet [5]. Facing such various information of
plausible quality on the online health consulting platform, it is so hard for health
customers to choose the most appropriate doctor. Relatively little is found about the
impact of health customers’ perceived quality on online healthcare service purchase
behavior. In addition, researchers had investigated the influence of price on customers’
perceived in e-commerce context, while this function is not yet confirmed in e-health.

The aim of this study is to examine how consulting price influence health customers’
online healthcare purchase behaviors. More specifically, how perceived quality has a
mediating effect between price and online healthcare purchase behavior.

2 Literature Review and Hypotheses

2.1 Quality Perceived by Customers

Perceived quality of online service by customers has been of increasing interest of e-
commerce researchers, while they don’t reach a consensus in online healthcare coun‐
seling field. However it is general agreed that perceived quality is primarily driven by
an attractive and professional design [5, 6], visual anchors, and other prominent features
related to quality [7]. Despite the importance of perception of online service, most related
studies have focused on the aspects of web design included the code of conduct, a quality
label, a user guidance system, and filtering tools [8]. Perceived quality of online service
means the ability to meet customers’ external and internal requirements [9]. In the online
healthcare counseling context, consumers form perception about the overall quality of
a specific doctor based on the website information they have been exposed to [8]. And
evidence-based information is particularly important for customers within a healthcare
context [10].

2.2 The Relationship Among Price, Perceived Quality and Online Purchase
Behavior

The Relationship Between Price and Perceived Quality. There are a large number
of researches studying the relationship between price and perceived quality both online
and offline. Most researchers agreed that this relationship is significant and moderated
by product type in traditional offline markets [11], while studies on e-commerce gener‐
ally hold the same idea and indicate that price is positively related to perceived quality
[12]. Oh demonstrates that online asymmetric information affects positive or genitive
price deviation, then misleads buyers’ judgements of quality [13]. So it can be assumed
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that health customers will take price into account when evaluating the targeted doctors’
perceived quality directly and when making feedbacks that can influence their percep‐
tion of service quality indirectly. So the first hypothesis is proposed as follow:
Hypothesis 1: The online healthcare counseling price has a positive effect on perceived
quality.

The Relationship Between Perceived Quality and Online Purchase Behavior.
Numerous researches have focused on the relationship among perceived quality, patient
satisfaction, and behavioral intentions [14–16], and indicates that perceived quality has
a direct and positive impact on customer satisfaction and trust [17]. Based on the Theory
of Reasoned Action (TRA) [18] which implies belief → attitude → intention → behavior,
we can deduce that perceived quality enhances belief and attitude of satisfaction and
trust, then induces purchase intentions and lead to a purchase behavior finally. So we
get the second hypothesis:

Hypothesis 2: The online healthcare perceived quality has a positive effect on
purchase behavior.

The Relationship Between Price and Online Purchase Behavior. The customer
online healthcare counseling behavior is both similar and different from the traditional
e-commerce such as taobao.com. On the one hand, healthcare customers have higher
privacy and security concerns who will require a higher cognitive and affective-based
trust from sellers (physicians) [19]. On the other hand, these customers are confronted
with various degrees of information asymmetry during online healthcare counseling
purchase [20]. “Trust can mitigate information asymmetry by reducing transaction-
specific risks, generating therefore price premiums [21].” Based on the above analysis,
we can assume that facing higher privacy and security concerns and various degrees of
information asymmetry online healthcare counseling customers need higher cognitive
trust, which will generate price premiums for the sellers to mitigate information asym‐
metry and meet higher privacy and security concerns. In other words, healthcare
customers are willing to pay more for the final purchase behavior, hence:

Hypothesis 3: The online healthcare counseling price has a positive effect on
purchase behavior.

In addition, based on the above analysis, we can assume that the online healthcare
counseling price not only has a direct positive effect but also indirect effect mediated by
perceived quality on purchase behavior, hence:

Hypothesis 4: The online healthcare perceived quality has a mediated effect on the
relationship between counseling price and purchase behavior.

3 Empirical Analysis

3.1 Data Description

The data used in this empirical study were collected from one of the largest online
healthcare counseling platform (http://www.haodf.com) in China.
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We obtained all the doctors’ data possessed telephone consulting function which is
a paid-per-time service on Nov 11 2014 by LocoySpider (a data collection software).
To avoid the impact of different level of hospital, we just selected all the available
physicians of the highest level hospitals from Beijing, Shanghai, Guangzhou and
Shenzhen which are the four undoubted first-tier cities in China mainland. Ultimately,
a data set of 1,785 physicians was applied in this empirical research. Table 1 provides
the data description for this sample. In addition, to satisfy the classical linear model more
closely, all the variables are calculated using a natural logarithm analysis [22].

Table 1. Description of variables

Variables Description

Physician ID Physician’s ID

Purchase Number of physician’s times to be telephone consulted

Price Price of physician’s telephone counseling at a time

Perceived quality Calculation by factor analysis extracted from the following six
variables

N_Visit Number of physician’s online visitors

N_Patient Number of physician’s online patients

N_Gift Number of physician’s gifts that patients need to take extra
money to buy from the website

N_Love A comprehensive indicator measuring physician’s active degree
online provided by the website

N_Contibution A indicator measuring physician’s contribution to patients and
website provided by the website

N_Letter Number of thanks letters physician has received

OtherCon Control variables as the following seven variables

Title Physician’s professional title

Positive_Rating Percentage of positive evaluation

Mid_Rating Percentage of middle evaluation

Time Start time when physician joined in the website

N_Paper Number of paper physician has written online

N_Abstract Number of characters in personal introduction physician has
written online

N_Speciality Number of characters in personal speciality physician has
written online
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3.2 Empirical Models

In line with previous researches, we extracted perceived quality from related variables
including N_Visit, N_Patient, N_Gift, N_Love, N_Contibution and N_Letter. We firstly
conducted a factor analysis to extract a factor as a measure of perceived quality
explaining most of the variance in the six components. Table 2 shows the Factor Analysis
confirmed the existence of Factor I with eigenvalue (4.7630) greater than 1.0 that
accounted for 79.38 % of the total variance.

Table 2. Results of factor analysis

Mean Standard devia‐
tion

Factor I extrac‐
tion matrix

Factor I score
coefficient

N_Visit 11.9075 2.1047 0.8250 0.4275

N_Patient     2.0552 1.8177 0.8031 0.4299

N_love     3.8464 1.7068 0.7824 0.4177

N_Gift     7.0315 3.1845 0.7813 0.3942

N_Contibution     5.3242 2.1732 0.8778 0.4296

N_Letter     1.8401 1.3233 0.8898 0.3434

Extraction sum of square loadings: 79.38 % (Eigenvalue: 4.7630)

KMO measure of sampling adequacy: 0.8186

Bartlett’s test: Significance .000

Based on the Table 2 and the following Eq. 1, perceived quality can be measured.

(1)

To highlight the primary ideas and variables in this empirical study, we use OtherCon
as a comprehensive variable to represent all possible control variables including Title,
Positive_Rating, Mid_Rating, Time, N_Paper, N_Abstract and N_Speciality.
According to the above hypotheses, the following regression model can be constructed
and examined.

(2)

(3)

(4)

(5)
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4 Empirical Results

All the results of the regression analysis including robust check of Model 2–5 are
presented in Table 3. The coefficient of price is positive and significant indicated by the
regression result of model 2. Thus, Hypothesis 1 is supported demonstrating that online
healthcare counseling price has a positive effect on customers’ perceived quality.

The results of model 3 show that the coefficient of perceived quality is positive and
significant, which supports Hypothesis 2 indicating that online healthcare perceived
quality has a positive effect on purchase behavior.

Table 3. Results of regression analysis of model 2–5

Model 2 Model 3 Model 4 Model 5

Price 0.4903***
(0.1060)

1.2320***
(0.0893)

0.4727***
(0.0201)

Perceived Quality 0.5059***
(0.0210)

1.2896***
(0.1012)

Title 0.0099
(0.1312)

0.7645***
(0.1093)

0.15184
(0.0894)

0.2173**
(0.1049)

Positive_rating 1.6600***
(0.1061)

2.7491***
(0.0937)

3.1770***
(0.0707)

2.5623***
(0.0923)

Mid_rating 7.0186
(4.7989)

5.2563
(6.0355)

7.6344
(5.6239)

2.4666
(5.2467)

Time 0.8722***
(0.1340)

−0.1998***
(0.0506)

0.2961***
(0.0372)

−0.1377**
(0.0467)

N_Paper 0.5492***
(0.0255)

−.1277***
(0.0240)

0.1941***
(0.0201)

−0.0994
(0.0225)

N_Abstract −.0384
(0.0285)

−.0418**
(0.0221)

−0.0473**
(0.0187)

−0.0607***
(0.0209)

N_Speciality 0.0859**
(0.0397)

−0.0929***
(0.0359)

−0.0099
(0.0314)

−0.0630
(0.0349)

Constant −10.1544
(0.9985)

1.9026***
(0.3818)

−7.5955***
(0.4639)

−3.9218***
(0.5907)

N 1785 1785 1785 1785

Adjust R2 0.4337 0.5567 0.5326 0.6041

Robust standard errors in parentheses-***p < 0.01, **p < 0.05, *p < 0.1
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The results of model 4 indicates that the coefficient of price is positive and significant.
Hence, Hypothesis 3 is also supported showing that online healthcare counseling price
has a directly positive effect on purchase behavior.

Moreover, based on the regression results of model 5 with both positive and signif‐
icant coefficients of price and perceived quality, we find an incomplete mediation of
perceived quality on the relationship between price and purchase behavior in the online
healthcare counseling context. It means that the online healthcare counseling price not
only has a direct positive effect but also indirect effect mediated by perceived quality on
purchase behavior.

5 Conclusion

The research problems of this study are generally solved by the empirical analysis using
a data set of HaoDF. This study has deeply investigated the influencing mechanism of
price on purchase behavior with an incomplete mediation of perceived quality in the
online healthcare counseling context. As a result, healthcare customers’ perceived
quality based on the exposed information from the website contributes to a better under‐
standing of the significantly positive impact of price on purchase behavior by a mediation
function. The results suggest that the online healthcare consulting price has both direct
and indirect effect on the final purchase behavior for customers.

From a theoretical perspective, our findings imply that perceived quality has a
significant impact on the influencing mechanism of price on purchase behavior, which
is an important implement for price-purchase theory in e-health. Simultaneously, this
empirical study provides a vital reference for the online physicians to perform better for
more purchase though increasing customers’ perceptions of quality in a practical aspect.

We must note that our findings have limitations such as data collection only from a
single online healthcare consulting website and four major cities in China.

Future research may be conducted from various aspects of information asymmetry,
type of patients and price premium to research online healthcare consulting purchase
behavior.
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Abstract. Stress is becoming a major problem in our society and most people
do not know how to cope with it. We propose a novel approach to quantify the
stress level using psychophysiological measures. Using an automatic stress
detector that can be implemented in a mobile application, we managed to
create an alternative to automatically detect stress using sensors from a wear‐
able device, and once it is detected, a score is calculated for each one of the
records. By identifying the stress during the day and giving a numeric value
from biological signals to it, a visualization could be produced to facilitate the
analysis information by users.

Keywords: Stress · Stress management · Wearables · Heart rate · Skin
temperature · Galvanic skin response

1 Introduction

Stress can be defined as the state of psychological response to stimulus (either external
or internal) that generates changes in several systems of the body. Stress is usually visible
by observable behavior like perspiration, mouth dryness, breathing difficulties, or an
increase in speech speed [1]. The correct management of stress, on the other hand, could
help to reduce reported health problems like flu, sore throat, headaches, or backaches
that occur when stress is present several times a day [2]; and to attenuate more chal‐
lenging problems like immune system impairment, sleep difficulties, and the rise of the
glucose level [3, 4].

Given the great variety of stress reactions, predicting behavior by only describing a
particular situation becomes an impossible task, mainly because someone could tremble,
sweat, and experience discomfort, but in the same situation, another person might not
show the same level of subjective discomfort [5], or visible changes in behavior like
facial expressions [6]. Given this scenario, for long time people have been used psycho‐
logical measurements, starting with the formal description of a polygraph in 1881 [7],
and later on, with the first efforts to measure emotions in 1925 with the use of galvanic
skin response [8]. However, it was until the works of Schwartz [9] and Ekman [10] when
this information was measured more accurately, and a better understanding was achieved
on how emotions produce body responses.
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For this work, based on the work done by [10–12], we are characterizing stress by
the rise of heart rate (HR), due to the effect of the cortisol hormone, which also decreases
the blood flow to the limbs, causing a decrease in skin temperature (ST) and a rise of
GSR; this last change is caused by increase in the limbs perspiration.

2 Formulas to Characterize Stress

Traditional ways to assess stress and anxiety are self-reported; one good example in this
area is the Beck Anxiety Inventory [13]. Here we propose a non-subjective characteri‐
zation of stress and anxiety.

2.1 Development

The sympathetic autonomous nervous system reacts when a stress episode occurs,
and based on that, we created the next formula using the product of HR, ST, and
GSR. The final value is squared to avoid negative numbers:

(1)

where  is defined as a sigmoid by:

(2)

and x to the value of HR, ST, and GSR in the same period of time. The equations
were created to give a positive value in which a higher value means a higher level
of stress. In this particular case, the low raw value of ST is interpreted as a higher
level of stress; that is why the inverse value has to be calculated, to match the logic
of the equation. To do this, we select the maximum possible value that a wrist in
normal condition could rise.

A parameter α was added to the formula to balance and to give more importance to
the GSR value. Previous research shows that this metric is strongly related to the acti‐
vation of the sympathetic autonomous nervous system. This activation increases perspi‐
ration in the limbs and is correlated to emotional activity [12, 14–16]. For that reason,
the value of α2 is higher (0.5) than that of α1 (0.25) and the sum of the three values equals
one, giving the 50 % of the weight to calculate the stress to the GSR. Finally, with the
purpose of helping in the visualization and making easier understanding of the values,
the next formula was used to normalize the values between 1 and 100.

(3)

Stress Quantification Using a Wearable Device for Daily Feedback 205



3 Testing

To test the stress formula, we used a filtering algorithm1 that receives the HR, ST, and
GSR values and detects when the persons have a stress episode; after the detection, the
formula is used to measure the stress intensity. The main reason to have this distinction
was for minimum and maximum values of the normalization formula, if it was applied
to all the data, these values could not reflect the real parameters.

In the present work, one person used a Basis PeakI® for 28 different days between
January and April of 2015. The days were randomly selected and the participant had to
keep a diary of stressful events. After data collection, we ran a filtering algorithm to
detect stressful events and then, the stress formula to get minimum and maximum values
for this particular user to do the normalization in the next step. The values were:
min(Stress) = 283.61 and max(Stress) = 1, 397.79.

We plot a visualization of the normalized stress level to help a user to understand
the changes during a day. All graphics presented in this work starts at 7 a.m. and finish
at midnight. On Fig. 2 we can see how stress episodes can be visualized; one between
8:48 to 8:56 h. with score of 726.097, other between 17:24 to 17:45 h. with a score of
1540.76 and the third one at 22:38 until midnight with a score of 5,611.59. With a final
score for March 18th was 7,878.45 (Fig. 1).

Fig. 1. March 18th.

4 Application

A possible application for this new approach is in a cognitive-behavioral program
aimed to help people with a degenerative disease like diabetes or high blood pres‐
sure. In both cases stress management is important, because stress can compromise

1 The algorithm will be publish on a future work by the same authors.
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treatment adherence and metabolic control, increase glucose levels in people with
diabetes, and even accelerate the appearance of complications [17, 18].

Evidence-based decision making, as part of this approach, can use this information
to help a patient to take better decisions to improve his/her health [19, 20]. This infor‐
mation could help to take healthier choices, facilitating change in patient’s life style.
This will improve quality of life and avoid health complications [21].

As can be seen in Fig. 2, it has the highest values from all the figures, the total score
of that day was 12,283.46. This could be one day before a stress management program
starts, the patient could wear a device for a week and the information collected could be
the baseline. At the end of the program, a post-evaluation can be done to see how the
patient improved, and as seen as in Fig. 3, a visual difference can be seen on stress
intensity. Even though the stress episode lasted longer on April 1st, now the patient can
handle it in a healthier way and the day’s score is 4,462.759 (64 % lower than January
21st). An ongoing evaluation could be helpful if the patient can have the wearable device

Fig. 2. January 21st.

Fig. 3. January 21st.
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every day of the program. The patient could take better decisions with this additional
evidence of his performance.

5 Conclusion

With new technologies available and new wearable devices with several sensors that
used to be big and uncomfortable to use, the new scenario presents as a great opportunity
to create new ways to assess emotional responses like stress 24/7. The formula proposed
in this work, could lead to novel approaches, not only in health care, but in other stressful
scenarios where an ongoing evaluation could be more helpful that a post-test inventory.

Future work must be to collect data from a bigger sample to normalize the values on
people with different demographics, to have a standardized scale based on psychophy‐
siological metrics. This data could be collected in a psychoeducational program and it
can help to test if this new approach can improve stress management.
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Abstract. Fitts Law predicts the time required to move to an object given the
distance to the object’s center and its size. Over the years, Fitts law has been tested
on various body parts/joints such as the elbow, wrist, fingers and even tongues.
In this paper, we extend Fitts law to model movement by multiple joints. To
accomplish this, we first establish a relationship between the performances of
different joints, using the concept of atomic movement. We define the atomic
movement as the movement of the fastest joint from amongst the joints under
consideration. We propose that every other joint movement is a multiple of this
atomic movement.

Keywords: Fitts law · Prosthetic limb controller · Human robot interface ·
Atomic movement

1 Introduction

Human movement science, the study of human body movements, has applications in
several fields. In medicine, studying psychological impairment and impairment of body
limb functionality enables development of new therapies, the creation of better treat‐
ments, and design of more effective artificial limbs. Researchers in Computer Science also
benefit from these studies of human movement as they create applications that focus on
human-robot interaction or human-computer interaction (HCI) when designing human-
machine interfaces. The results of human movement studies allow designers to consider
what body movements are efficient and, accordingly, design devices so that untrained
people can also use them. For example, to our knowledge, there is not a accepted method
to quantitatively evaluate prosthesis and prosthesis control performance.

Fitts Law predicts the time required to move to an object given the distance to that
object’s center and size. For example, if a hand is moving a mouse cursor towards a
specific point on the screen, Fitts Law predicts that the time it takes to reach the target
is a logarithmic function of the width of the target and the distance to the target. The
original Fitts law was applicable to the one-dimensional movement of the arm [1].
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Subsequent extensions of this law have studied movements in two dimensions [2], three
dimensions [3] or even cyclical [4] movements.

In this paper, we present the results of experiments to study the applicability of Fitts
law for task-control using upper and lower limbs. We also present experiments to model
Fitts law for different joint movements and multiple joint movements. Based on the
results of these experiments, we extend Fitts law. An important application of such a
modified Fitts law is in the design prosthetic controllers and human-robot-interaction.

2 Fitts Law and Task Activities

In this section, we present an introduction to Fitts Law and a brief description of the
problem we attempt to solve. Our study relates to tasks involving multiple joints and a
mathematical model to compare them.

2.1 Fitts Law and Current Literature

In 1954, Paul Fitts proposed the original Fitts law that describes an aimed, rapid type of
motion [1]. Since then, Fitts Law has been used to design efficient Computer interfaces
and layouts of the computer display screens, as a part of Human-Computer Interaction
applications. Over the years, several studies have been done on various movements of
different body parts.

The application of the Fitts Law has opened new areas of research and application.
For example, Fitts Law can be used when designing computer games requiring not only
one-direction hand movements but also movements of other body parts in several direc‐
tions.

Following discussion of these studies of the arm and head movements, we propose
that we can apply Fitts law to the motion of other joints. During the rehabilitation, the
physiotherapist may give instructions to a patient for exercises based on limb move‐
ments. Such instructions may be explicit steps to move human joints. Equation 1 shows
Fitts law equation as modified by Shannon’s [6]

(1)

Where T = the time, it takes to complete a movement, D = the distance of the movement
to the center of a target object, W = width of the target object; a, b = constants.

Index of Difficulty (ID) is defined as in Eq. 2:

(2)

2.2 Problem Definition

In many physiotherapy situations, more than one joint needs to be considered. Our ulti‐
mate goal is to develop an application that uses Fitts Law to analyze accurately such
multiple-joint movement. To date, researchers have used Fitts law to model the motion
of human body parts, particularly one-dimension arm movement. In this research, our
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goal was to study the comparison between the movements of different joints to determine
how this relationship would affect Fitts Law. For example, we wanted to evaluate
whether a mathematical relationship existed between one wrist-joint movement and one
elbow-joint movement. An attempt at such a comparison made in a previous study [5].
But in that study no mathematical formulation was made. Based on the mathematical
formulations arrived at in our study, we propose to enhance Fitts Law so that the equation
reflects the mathematical relationship between multiple-joint movements.

3 Components of Modified Fitts Law

3.1 Motion Activity

The current Fitts Law equation does not distinguish between movements of one body
part as compared to another. For example, walking to an object (moving legs) will have
a different difficulty level than moving an arm or a hand. Also, a task may involve a
complex movement such as moving several joints in multiple directions to complete the
task successfully. Our objective is to extend Fitts law to account for different joints
having differing IDs.

To acceptably extend Fitts Law, we first need to resolve whether we can compare
movement of two or more joints. That is, can we define a Difficulty Index for each joint
so that we can compare the ID of one joint with the ID of another joint? To compare
different joints’ IDs, we introduce the concept of atomic movement. We define atomic
movement to be the speed of the joint that moves the fastest unit distance. We consider
every other joint movement as a multiple of this atomic movement. If we denote α as a
factor whose value depends on the joint that is moved, we write the modified Eq. 2 for
Difficulty Index for atomic joint as follows:

(3)

Where αatomic = α value of the atomic joint, the joint used to define the atomic movement.
Similarly, we rewrite Eq. 3 for any joint, joint1 as follows:

(4)

Using Eqs. 3 and 4, we express the relationship of one joint to another as follows:

(5)
Where λjoint1 is the ratio of atomic movement between the atomic joint and joint1, we
can rewrite Eq. 5 for index of difficulty for joint1 as in Eq. 6:

(6)

Equation 6 represents a relationship between the atomic joint and the index of diffi‐
culty for any joint.

212 N.K. Gupta et al.



In the following subsections we present results of our experiments and validate our
concept of atomic movement by showing that bigger joints move faster than smaller
joints. In other words, the time required to move smaller joints is a multiple of the time
required to move bigger joints.

A motor motion takes a few seconds to complete. An arm or a leg’s full, free move‐
ment takes approximately 4 to 5 s. This short duration makes our study error prone.
Careful planning was needed to complete the experiments successfully. Error also can
be introduced not only from the measurement of the time but due to the variable nature
of a body’s joint movement. Each repetition of a joint movement can give a different
timing. Given each measurement is of the order of 2–3 s, a small error in measurement
can contribute to an accumulation of inaccurate results. To reduce this error, we
conducted the experiments with repeated motions several times and averaged the meas‐
urements.

3.2 Methodology for the Set of Experiments

A set of experiments was carried out to confirm further the following hypothesis:

• Bigger joints move faster than a smaller joint.
• Slower moving joints are multiple of the faster-moving joint.

These experiments involve motion of four joints.

• Hip joint (walking)
• Shoulder joint–moving the arm all the way up,
• Elbow joint–full elbow joint movement
• Wrist joint movement.

In this study, 20 males and females of different heights and weights participated.
Volunteers were unaware of the experiment’s purpose.

Joint movements are angular in nature. Therefore, to calculate the distance moved,
we measured the total distance that the extremity of the body part moved. We asked the
volunteers to move at their normal speed. We used the stop watch in a Google phone
(which had an accuracy of milliseconds) to measure the time the subject required to
complete a motion. To collect hip joint data, we asked each participant to walk a fixed
distance once. But, to gather data on the movement of the shoulder, elbow, and wrist,
we asked volunteers to complete five repetitions. This repetition prevented skewing
results as would occur if volunteers moved the joint only once. This method reduced the
error margin because we determined the average distance moved.

3.3 Results

Figure 1 shows the relative speeds of four joints for each participant. The bar graph
shows the time per inch of movement for each joint. For all participants, the Hip joint
movement had the smallest time. The shoulder joint movement had the next smallest
time, and so on. This confirms our first hypothesis that the larger joint is consistently
faster than the smaller joint.
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Fig. 1. Bar graph showing relative speeds of joints for each subject (Color figure online).

To compare the performance of each joint, X, we calculated the ratio of movement
time for X to the hip joint movement. The time of hip joint was given a value of 1.
Figure 2, shows the relative speed of joints as a ratio of time to move the hip joint. We
can observe that the ratios are consistent with our hypothesis that the movement of all
joints is multiple of the fastest joint, and this observation is consistent across all subjects.

Fig. 2. Comparison of Ratio of Speed for Each Joint for Each Subject, hip joint is given a value
of 1 (Color figure online).

Figure 3 shows a comparison of the speed of each joint with respect to the index of
difficulty for each subject. The times are based on an average of the subject’s speed for
each of four joints. The X-axis provides the range of the Index of Difficulty from 0 to
4. The Y-axis shows the time per inch of movement. Each plot line represents a partic‐
ipant in the experiment. This confirms our assumption that as the difficulty increases the
time necessary to move joints increases.
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Fig. 3. The plot of Index of Difficulty for each person showing the increase of time.

3.4 Conclusions

Our analysis of the data collected supports the following conclusions. Several studies
have been done to confirm the validity of Fitts law for analyzing the movement of joints.
We wanted to apply Fitts law to establish a correlation between joint movements. Our
goal was to define a mathematical relationship between different joint movements. Our
experiments confirmed that larger joints move more quickly than smaller joints. When
we calculated the ratio of speeds of any two joints, our results indicated that the ratio
for same joints was consistent across all participants. Based on these results, we have
formulated a mathematical model of joint movements and have extended Fitts Law as
given in Eq. 6.

3.5 Applications of This Study

The design of Physiotherapeutic Exercises: Physiotherapists design instructions
consider the patient’s sensory and cognitive states, as well as their physical capabilities.
The extension of Fitts law facilitates the design and control of the effective exercises in
a clinical setting.

The design of Prosthetics Devices: Our extended Fitts Law permits researchers to inves‐
tigate multiple-joint movements in both unimpaired and impaired individuals. Using
this comparative data, researchers can design effective prosthetics and prosthesis
controllers for upper and lower limbs.

3.6 Future Work

Future work should first focus on studying more subjects to gather more data on multiple-
joint movement, sensory indicators, and cognitive indicators. Future studies should
evaluate the effect of impairment by analyzing EEG waves. A model that combines
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Hook’s law and Fitts law may be used to design optimum HRH, HCI and prosthetics
design.
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Abstract. We investigate the association between the use of Electronic Health
Records (EHR) core functions in physician practices and medication adherence
among chronically ill adults, as well as how patient activation moderates this
relationship. Cross-sectional logistic regressions are conducted using data from
the Aligning Forces for Quality Consumer Survey and the National Study of
Small and Medium Physician Practices (2007–2009). Only 43 % of the practices
have a basic EHR. The use of electronic communication and connectivity is
positively associated with medication adherence for patients who are highly
activated, but the association is negative for less activated patients. EHR based
interventions may need to be customized based on patient activation and other
factors.
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1 Introduction

1.1 Background

Approximately 133 million individuals in the United States are affected by chronic
conditions [1]. It is estimated that 75 % of the U.S. health care expenditures are spent
on care related to chronic conditions [2], and the cost may reach $1.07 trillion by 2020
[3]. An essential component in managing chronic conditions is medication adherence,
which refers to the extent to which patients follow the medication regimen recom-
mended by their health care providers [4, 5]. Previous studies have shown that better
adherence decreases hospitalizations and disease related costs [6], increases duration
and quality of life [7], and reduces absenteeism at the workplace [8].
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Electronic Health Records (EHR) has the potential of improving care delivery and
lowering costs, although empirical evidence for its impact has been so far inconclusive
[9–13]. In particular, to our knowledge, no studies examined whether medication
adherence among chronically ill adults is associated with the use of EHR in physician
practices. We explore this important link using data from two unique national surveys
conducted between 2006 and 2008. Our study contributes to the literature in several
aspects. First, we measure the adoption and use of core EHR functions at the physician
practice level. Second, we focus on small and median sized physician practices, which
are still the predominant sources of primary care provision in the United States [14].
Finally, we examine the potential interaction between the core EHR functions and
patients’ different levels of engagement in self-managing their health [15].

1.2 EHR, Patient Self-engagement, and Medication Adherence

According to the definitions by the Institute of Medicine (Committee on Identifying
Priority Areas for Quality Improvement, 2003), there are five core EHR functions:
(1) health information and data, (2) decision support management, (3) order entry and
management, (4) electronic communication and connectivity, and (5) quality reporting.
We hypothesize that the above functions influence medication adherence through four
mechanisms: (1) prevention of negative drug interactions, (2) patient counseling and
reinforcement of medication regimen, (3) better patient self-monitoring, and (4) better
internal quality monitoring by practices. In addition, we further hypothesize that the
core EHR functions may have different influences on medication adherences depending
on the patients’ different levels of self-engagement.

Prevention of negative drug interactions. Poor medication adherence can result from
patients’ concerns or experiences with adverse effects and negative drug interactions
[16]. Better recorded patient health information, decision support system, electronic
order entry and management potentially help physicians avoid prescribe drugs that may
lead to such problems. Electronic communication (e.g. email exchanges between
patient and physician) may help patients obtain timely clarifications and hence avoid
taking their medications incorrectly.

Patient counseling and reinforcement of medication regimen. Many patients with
chronic condition(s) need to take different medicines at different times throughout a
day. This often results in failure to follow the prescribed medical regimen [16]. Patient
health data, decision support (e.g. progress notes), and electronic communication may
help physicians better understand challenges faced by patients in meeting their specific
medication needs. As a result, physicians may provide specific counseling to patients
and reinforce their medication regimen.

Better patient self-monitoring. Electronic communication (e.g. online patient records
and test results) enables patients to better monitor their own conditions and more
promptly understand potential consequences from non-adherence. It may also facilitate
patient-physician interactions outside office visits (e.g. through e-mail communication
via web portals) and help resolve unexpected medication issues in a timely manner.
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Better internal quality monitoring. Data on the quality of care are better documented,
more detailed, and more convenient when collected using EHR [17–19]. As a result,
this may improve efficiency and transparency in both internal quality monitoring by
practices and external monitoring by other agencies (e.g. regional organizations
sponsoring public reporting). Better quality monitoring potentially facilitates and
incentivizes physicians in their efforts to improve patients’ medication adherence.

Patient Self-Engagement. Previous research in patient engagement has developed the
Patient Activation Measure (PAM): a set of 13 questions designed to measure patients’
overall “activation” level, namely their ability and willingness in self-managing their
health [15]. PAM has been validated and used in previous studies [20]. More specif-
ically, in this study, we hypothesize that the core EHR functions may have more
positive influence on medication adherence when patients have higher level of PAM.

2 Methods

2.1 Data and Sample

We merged information from two surveys: the Aligning Forces for Quality Consumer
Survey (AF4QCS) and the National Study of Small and Medium Physician Practices
(NSSMPP).

AF4QCS was a random-digit-dial survey initially conducted between June 2007
and June 2008 for chronically ill adults (18 or older) in 14 communities in the AF4Q
project funded by the Robert Wood Johnson Foundation (RWJF). The survey also
included a comparison sample of respondents from the rest of the U.S. Overall, 8140
respondents completed the survey. The response rate is 45.8 % based on the method of
Council of American Survey Research Organizations (CASRO) and 27.6 % based on
the method of American Association of Public Opinion Research (AAPOR). To be
included in the survey, a respondent must have visited a doctor or health care pro-
fessional during the previous two years for the care of one or more of the following five
conditions: diabetes, hypertension asthma, chronic heart disease and depression.
AF4QCS has been used and discussed in previous studies [21, 22]. NSSMPP, con-
ducted between July 2007 and March 2009, was also funded by RWJF. The survey
used a nationally representative sample of small and medium physician practices with
19 or fewer physicians. 1,809 practices completed the survey and the response rate was
63.9 %. NSSMPP has also been used in previous studies [22, 23].

The two data sets were merged using providers’ names and locations collected in
both surveys [22]. Since the AF4QCS and the NSSMPP were designed with random
sampling, practices reported by AF4QCS respondents as their primary sources of care
were not necessarily included in NSSMPP. Our study sample consists of 915 patients
from AF4QCS matched to 384 practices from NSSMPP.
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2.2 Key Variables

Dependent Variable. Many patients in our sample have multiple chronic conditions
and have medication(s) for each condition. The outcome measure is an indicator for
perfect adherence to all recommend medications, self-reported by respondents in the
AF4QCS. Medication adherence is commonly measured by electronic monitoring, pill
count, pharmacy fill rates, and self-reported information [24]. Self-reported adherence
has been shown to be correlated with other measures [25] and predictive of outcomes
[26]. Nevertheless, information reported by survey respondents may overestimate
adherence [27, 28].

Key Independent Variables. The explanatory variables of interest are five composites
corresponding to the five core functions of EHR identified using the IOM definitions and
the Patient Activation Measure (PAM). The EHR composites are calculated using
responses by physician practices to a series of questions inNSSMPP, as shown in Table 1.
These variables measure the availability and intensity of use of the core EHR functions in
each physician practice. In this study, PAM is a binary indicator based on the different
stages of activation calculated using responses by consumers in AF4QCS [15, 20].

Table 1. Measuring core EHR functions

EHR core functions Question(s) in NSSMPP Value

Health information
and data

Sum of the responses
to 6 NSSMPP
questions

Scale: 0–6

Does your practice make
available an electronic
medical record that includes
the patient’s medications?

Yes = 1
No = 0

Percentage of physicians who
are using the electronic
medical record for the
patient’s problem list?

Number of physicians using this
feature divided by the total
number of physicians in the
practice. 0–100 %

For a majority of the patients in
your practice with asthma,
does your practice maintain
an electronic registry?

Yes = 1
No = 0
If the patient does not have
asthma, the final value is 0

For a majority of the patients in
your practice with CHF, does
your practice maintain an
electronic registry?

Yes = 1
No = 0
If the patient does not have CHF,
the final value is 0

For a majority of the patients in
your practice with depression,
does your practice maintain
an electronic registry?

Yes = 1
No = 0
If the patient does not have
depression, the final value is 0

For a majority of the patients in
your practice with diabetes,
does your practice maintain
an electronic registry?

Yes = 1
No = 0

(Continued)
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Table 1. (Continued)

EHR core functions Question(s) in NSSMPP Value

Decision support
management

Sum of the responses
to 4 NSSMPP
questions

Scale: 0–4

Percentage of physicians who
are using the electronic
medical record for progress
notes?

Number of physicians using the
feature divided by the total
number of physicians in the
practice

Percentage of physicians who
are using the electronic
medical record for potential
drug interactions?

Percentage of physicians who
are using the electronic
medical record for prompts
and reminders?

Percentage of physicians who
are using the electronic
medical record for alerts on
abnormal test results?

Order entry and
management

Response to a single
NSSMPP question

Scale: 0–1

Percentage of physicians who
transmit prescriptions
electronically
DIRECTLY TO
PHARMACIES via computer
or PDA (personal digital
assistant)?’

Number of physicians using this
feature divided by the total
number of physicians in the
practice

Electronic
communication
and connectivity

Sum of the responses
to 3 NSSMPP
questions

Scale: 0–3

Does your practice allow
patients to view their medical
record online?

Yes = 1
No = 0

Is the PHARMACY RECORD
of prescriptions filled by your
patients accessible within an
individual patient’s electronic
medical record at your
practices office?

Yes = 1
No = 0

Percentage of physicians who
communicate with patients
via e-mail?

Number of physicians using this
feature divided by the total
number of physicians in the
practice. This value goes from
0 to 1

Quality Reporting

Response to a single
NSSMPP question

Scale: 0–1

Does your practice use its
electronic medical record to
collect data for quality
measures?

Yes = 1
No = 0
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Other covariates. Various patient-related (e.g. patient demographic characteristics)
and provider-related (e.g. patient-provider relationship) factors have been shown to
have influence on medication adherence [29, 30]. Our analysis controls for the fol-
lowing patient level covariates: age, minority status, college education, type and
number of chronic conditions, and having switched physicians within the past year. In
addition, three covariates at the physician practice level are also included: the number
of physicians, the type of the practice, and an index reflecting the extent to which the
practice uses care management processes for chronically ill patients [31].

2.3 Analytical Approach

The outcome is binary and we use multivariate logistic regression models to estimate
the association between patient medication adherence and physician practices’ use of
the five core functions of EHR. In addition, we interact PAM with EHR functions to
explore the differential impact of EHR due to patients’ different level of commitment to
self-managing. We also cluster standard errors at the practice level, as multiple patients
may go to the same practice. Two different specifications are estimated. The baseline
model includes all the independent variables, without any interaction terms. Then, we
include interaction terms between the EHR functions and PAM in the full model.

3 Results

The characteristics of the study sample are summarized in Table 2. Less than half
(43 %) practices in this study have a basic EHR and a much smaller proportion (27 %)
manages all their procedures electronically. The average scores for decision support
management, electronic communication and connectivity and health information and
data are 1.19 (out of 4), 0.27 (out of 3), and 0.96 (out of 5). 38 % of the practices have
order entry/management and 32 % have quality reporting. Among the patients in our
study sample, about 75 % report that they always take all the recommended
medications.

Table 2. Sample characteristics

Practice-level variables Mean/proportion (SD)

Use of Electronic Health Record
Do not possess a basic EHR 57.06 %
Some procedures embedded in the EHR 16.18 %
All procedures embedded in the EHR 26.76 %
Electronic Health Record functions
Decision support management (DSM) 1.19 (1.62)
Electronic communication and connectivity (ECC) 0.27 (0.51)
Health information and data (HID) 0.96 (1.13)

(Continued)

224 Y. Shi et al.



The odds ratios (OR) from the logistic regressions are presented in Table 3. We do
not find significant association between medication adherence and the five EHR
functions in the base model. The analysis with the interaction terms shows that the
association with electronic communication and connectivity (ECC) depends on the
level of activation of the patient. When practices have more advanced function of
electronic communication and connectivity, patients with high activation are more
likely to always take all recommended medications. However, this relationship is

Table 2. (Continued)

Practice-level variables Mean/proportion (SD)

Order entry and management (OEM) 37.85 %
Quality reporting (QR) 32.06 %
Care Management Processes 1.29 (1.02)
Practice Size
1 to 4 physicians 60.59 %
5 to 19 physicians 39.41 %
Practice Composition
Non-primary care 3.82 %
Primary care 82.06 %
Patient-level variables
Always take medication as prescribed 74.71 %
Socio-demographics
White Non-Hispanic 76.28 %
Minorities
Black Non-Hispanic 15.99 %
Hispanic 4.46 %
Other 3.28 %
Age 58.42 (13.71)
College Education 33.55 %
Income (in thousands) 48.88 (33.44)
High Patient Activation 75.36 %
Health status
Poor and fair 27.92 %
Good 43.25 %
Very good and excellent 28.83 %
Chronic conditions (not mutually exclusive)
Hypertension 73.26 %
Diabetes 32.63 %
Asthma 20.31 %
Heart Disease 17.56 %
Depression 32.37 %
Switched provider within the last 12 months 11.66 %
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reversed for patients with low activation. In addition, with or without interactions, more
activated patients consistently show better adherence.

Among other covariates, being minority, being younger, having asthma, having
depression, and having switched to a different provider within the past 12 months are
associated with poorer adherence.

Table 3. Odds ratios from logistic regressions

Base model Model with
interactions

OR 95 % CI OR 95 % CI

HER functions
DSM 1.06 0.83–1.35 0.92 0.60–1.43
ECC 1.08 0.72–1.62 0.44* 0.17–1.14
HID 0.83 0.56–1.21 1.07 0.51–2.23
OEM 0.85 0.52–1.39 0.57 0.23–1.42
QR 0.86 0.50–1.47 1.31 0.47–3.68
Interactions
PAM-DSM – – 1.27 0.81–2.01
PAM-ECC – – 3.80** 1.34–10.79
PAM-HID – – 0.68 0.33–1.42
PAM-OEM – – 1.76 0.63–4.91
PAM-QR – – 0.47 0.15–1.45
Care management 0.96 0.78–1.19 0.96 0.78–1.19
Practice size
1 to 4 physicians Ref – Ref –

5 to 19 physicians 0.84 0.56–1.27 0.86 0.57–1.29
Practice composition
Primary care Ref – Ref –

Non-primary care 1.14 0.32–4.05 0.97 0.29–3.29
Socio-demographics
Minorities 0.48*** 0.32–0.71 0.45*** 0.30–0.68
Age 1.01* 1.00–1.03 1.01* 1.00–1.03
College Education 0.81 0.55–1.19 0.80 0.54–1.19
Income 1.00 0.99–1.00 1.00 0.99–1.00
High Activation 2.06*** 1.41–3.03 1.62* 0.96–2.73
Health status
Poor and fair Ref – Ref –

Good 1.00 0.64–1.56 1.00 0.63–1.59
Very good and excellent 1.11 0.66–1.87 1.12 0.65–1.93
Chronic conditions
Hypertension 0.89 0.57–1.37 0.90 0.57–1.41
Diabetes 1.27 0.85–1.88 1.24 0.83–1.85

(Continued)
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4 Discussion

Overall, the use of EHR among small and medium sized physician practices is low.
This is true in terms of both the basic EHR system and the individual core functions.
Those practices, although being the major source of primary care in the U.S., may face
significant resource barrier to adopting and use EHR [32]. Our logistic regressions
show that four of the five EHR core functions used in physician practices are not
associated with medication adherence among chronically ill adults. There are several
possible reasons for this finding. First, the adoption and use of EHR among small and
medium sized physician practices might still be at an early stage when the data were
collected, and it often took considerable time for the new technology to be fully
incorporated into the daily operations of those practices. Moreover, implementing
electronic health records can be disruptive and may even result in lost productivity for
an extended period of time. Second, the lack of interconnectivity among providers is
still a significant barrier to information sharing. For patients with multiple chronic
conditions who often seek care and receive medications from different providers, EHR
may not be effective without interconnectivity among providers. Finally, changes in
physician practices alone may not have discernible effects, unless they also induce
sustainable changes in patient behaviors. Ultimately, patients have an essential role in
managing their own health, including adhering to medication.

We found that the use of one EHR function, electronic communication and con-
nectivity, is positively associated with medication adherence for highly activated
patients. This function may be particularly sensitive to patient activation, as electronic
communication (e.g. patient-physician interactions via web portals) can potentially
replace some of the conventional patient-physician interactions (e.g. communications
and instructions during office visit). Highly activated patients are more likely to take
advantage of new technologies (e.g. view medical records online) and obtain important
feedback more efficiently. On the other hand, less activated patients may suffer from
this, as they potentially face more challenges in adapting to new modes of commu-
nications. We also notice that patient activation on its own is positively associated with
adherence. This finding suggests that future studies investigating EHR based inter-
ventions may target patients with low activation.

Various patient related factors (age, minority status, provider switching, having
asthma and depression) are associated with medication adherence, whereas none of the

Table 3. (Continued)

Base model Model with
interactions

OR 95 % CI OR 95 % CI

Asthma 0.59** 0.39–0.89 0.58** 0.38–0.89
Heart disease 0.68 0.42–1.10 0.66* 0.40–1.07
Depression 0.53*** 0.34–0.83 0.54*** 0.34–0.84
Switched providers 0.53** 0.32–0.89 0.55** 0.33–0.92

* p < .1; ** p < .05; *** p < .01

Electronic Health Records and Patient Activation 227



practice characteristics are. These results are consistent with previous findings in the
literature [15, 20, 33–35]. Considering the lower adherence rate among minorities and
the elderly, policies may need to target those groups (e.g. customized design of EHR
functions).

To our knowledge, this is the first study exploring the link between medication
adherence and physician practice level EHR, explicitly using patient engagement as a
moderating factor. However, there are several important limitations in this study and
the findings need to be interpreted with caution. First our analysis is cross-sectional and
the findings may not be causal. Second, our survey based measurement of practice level
use of EHR functions is limited by the data. Additional specificity on the usage (e.g. the
exact information system being used and the specific way it is used) can significantly
enhance our understanding of the relationship in question. Finally, health information
technology is an area of constant and fast development. There have been great
advancements in the use of EHR since our study period. Although we provide an
important perspective of patient engagement in exploring the impact of EHR, to better
understand the moderating effects of PAM, there need to be future studies using more
current data with longitudinal design.
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Abstract. According to data released by World Health Organization (WHO),
chronic non-communicable diseases have become the highest mortality disease.
This paper is from the perspective to secure the health of people with chronic
diseases. The research achieves the health knowledge from Big Data of the
chronic diseases and is applied to Smart Health Service methods. Through
collecting data in social media and integrating vast amounts of electronic health
records, medical research literature and wearable device in personal health data,
our purpose is to build a healthy big data environment. On this basis, we achieve
the related knowledge of chronic disease by extracting the symptoms, the diseases
and treatment options, inferring adverse drug reactions relationship, collecting
health-related emotional reactions, and digging patients’ social communication
information, etc., which is to provide decision support for the patients and to
achieve personalized Medical Services and Community Service. This paper
focuses on the contents concluding knowledge discovery technology, personal‐
ized decision support technology, community health care services and so on,
which relates to the health Big Data in the social media, then proposes collecting,
digging and management of chronic disease health Big Data and builds the theo‐
retical framework of chronic disease knowledge, in order to promote the realiza‐
tion of the Smart Health Services.

Keywords: Chronic knowledge retrieval · Smart health services · Health big data

1 Introduction

With the continuous improvement of our living conditions, Health-related chronic
diseases have become a main cause of death. According to the latest report of World
Health Organization (WHO), from a worldwide perspective, currently deaths caused by
chronic non-communicable diseases have been in the first place in a variety of causes
of death. Typical chronic diseases include diabetes, hypertension, cancer, coronary heart
disease, chronic kidney disease, stroke, heart disease, Parkinson disease, Alzheimer
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disease, etc. Take diabetes as an example, it has become a major challenge affecting
human health and development of the world, and there’s no curing method. It has caused
millions of deaths every year. The impact of diabetes on people does not vary because
of nationality, race, religion, or economic strength. According to the year 2014 Statistics
on the incidence of diabetes from International Diabetes Federation (IDF), in the whole
world there are more than 387 million people suffer from diabetes, 4800 thousand people
die of diabetes complications annually. Related medical expenses are more than 471
billion US dollars. It is predicted that more than 592 million people will suffer from
diabetes in the entire world by 2035. According to a survey of Chinese Diabetes Asso‐
ciation, 114 million people have been diagnosed with diabetes in China in 2014, leading
the whole world.

Due to the chronic non-communicable diseases having become the highest mortality
disease, to avoid the development of chronic diseases and diseases produced as far as
possible in order to ensure the quality of life has become an urgent problem of the Wisdom
Health Services. This paper is from the point of view that secures the health of people with
chronic diseases, to research in the health-related knowledge digging from the chronic big
data collected in a variety of sources, to build development framework of wisdom health
service technology, providing support for the protection of the public health.

2 Literature Review

In 2013, soon after the emergence of the concept of Big Data, the researchers proposed
the knowledge and Wisdom Health Service based on Big Data of chronic diseases. As
the big data problems gradually clear and bright, the researchers use the mobile cloud
computing technology and made a lot of progress on the key issues such as the appli‐
cation, the privacy and the security in the medical aspects. However, due to the privacy
of the medical health data sources and the information island effect, there is certain
difference in the research emphasis between the chronic Big Data and traditional Big
Data. In recent years the problem gradually attracts more and more attention and research
rush academically. Related research topics can be summarized as follows.

2.1 Application of Mobile Cloud Computing in Medical Area

Technology innovation of wearable wireless sensor and the popularity of smart phones
have greatly promoted the development of E-Health, so that any person can receive
medical services at any time and any place become a possibility. Through access to cloud
services, mobile end computing power and storage space will be unlimitedly expanded.
Mobile cloud computing will bring a revolution to the healthcare. Sensors collect health
data anywhere at any place and send it to the phone, and the phone has a variety of
applications for data. Finally the data will be sent to the cloud for further analysis and
processing. These data have a high value. MIT researchers found [4–6] that collecting
user’s location, movement trajectory and communication data through mobile phones
can predict the onset of influenza and gastrointestinal diseases. This brings research in
three areas:
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First is the research on application of sensors and mobile terminals. sickletREMOTE
[11] provides daily data monitoring for pediatric sickle cell disease, and caREMOTE
[13] provides daily data monitoring for the cancer patients. William Kaiser [12]
proposed a system for monitoring stroke patient health data, [14] using a special headset
to monitor the heartbeat and collect the patient’s heart rate data at any time, and then
sent it to the iPhone, so that iPhone can decide what kind of music to play following the
user’s heart rate changes to adjust the user’s mood. SmartMood [1] can analyze the
user’s voice data to monitor the user’s emotional state, and then to discover whether the
user has emotional disorders.

Second is the research on the application of the cloud. Unlimited cloud computing
and storage resources can make us take advantage of sophisticated data mining method
[7–9] analyzing the health data. [8] The use of attribute selection methods make us find
ECG abnormalities, [13] the use of classification make us determine the user’s mood,
and EEG cloud analysis system [10] use SVM epilepsy find other brain diseases. [7–9]
Multiple data mining methods have been proposed to be used to analyze the user’s sensor
data. In addition, you can use cloud applications provide online services anytime and
anywhere, twelve-lead ECG cloud services [16] can manage the patients’ electrocar‐
diogram online from the hospital’s side. The services can be accessed with any mobile
device anytime and can support cross-hospital share.

Third is the research on the overall system framework. Compared to the cloud service
infrastructure, what we are missing now is more mobile cloud computing framework
research systems in the medical area. [3] Proposing Smart Health framework, through
Smart Health framework, we can know what kind of medical services we should propose
and how to provide efficient services. The European Union has launched a home-based
medical services based on the trusted cloud platform [15]. This platform can monitor,
diagnose and help patients those are not in the hospital. E-Home health care system [2]
for cardiovascular disease surveillance and diagnosis provides daily monitor of health
data, medical data for remote access, instant medical diagnostics, disease-driven data
upload and synchronization, emergency management and other functions, which meet
a variety of users’ needs.

2.2 Problems Relates to the Medical Knowledge Base

Semantic computing has been applied maturely to many key areas, such as national
security, life sciences and healthcare. The key to their success is to obtain the knowledge
base containing a rich field of relations. Currently the knowledge base existing in the
healthcare field contains rich classified relations, but it is the lack of non-classified and
areas-related relationship. Sujan [17] and others proposed a semi-automatic technology
to enrich the causality in the field of knowledge base from the electronic medical record
(EMR) data, which improved the efficiency of knowledge acquisition.

2.3 Data Analysis Problem of Health Documents

With the rapid growth of electronic health documents, related professionals need to
spend a lot of time to analyze these documents; therefore many researchers have begun
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to pay attention to the data analysis problem of health documents. Hui [18] and others
outlined four health care related researches. These studies demonstrated a unique
perspective, analysis methods, health care applications and technology transfer oppor‐
tunity, and prove the capacity which the Big Data generated from health care transferred
into the useful knowledge, to provide support for the smart healthcare decisions. Omiros
[19] and others present a comprehensive information processing, knowledge discovery
and simulation platform for the Big Data healthcare. The platform helps a lot to the daily
routine of doctors and biomedical research. Hanna [20] and others pointed out how to
dig out the potential of natural language processing technology to help healthcare
professionals, researchers, patients and others improve information application effect.

3 Proposed Method

The constantly increasing accumulation of big health data through mass electronic health
records, clinical tests, research findings on high throughput genome sequencing,
research literature on biomedical sciences, and home collection of health data from
wearable devices like smart bands, smart necklace and pedometer have made it possible
to provide precise smart health service well targeted to different individuals. The basic
principle of smart health service is to give targeted suggestions on how to ensure body
health through health diets, daily routine timetables, exercise according to patients’ life
habits so as to reduce hospital readmission rate and to improve individual patients’ life
quality through symptom extraction, disease and therapeutic schedule extraction, and
relationship inference of side effects of drugs.

Therefore, the smart health service for chronic disease patients needs to cover both
professional medical services and home health care services. However, the latter part is
still at the initial stage of development and there are still a lot of blank areas in relevant
research.

So it it’s the key area which the smart health service needs to promote. And currently
the key technical problems which impede its further development include analysis,
measurement, modeling approach of chronic disease data, building multi-layer knowl‐
edge maps and its evolution methods, measurement of similarity degree and the
construction of chronic disease prediction models.

3.1 The Analysis, Measurement, and Modeling Methods of Chronic Disease Data

To ensure the reliability of basic data, the diagnosis and treatment information and health
indicators information of chronic diseases should be extracted from the electronic medical
data of the chronic patients and the real cases of the diseases, symptoms, treatment, patient
care should be extracted with machine learning methods and the cases should be analyzed
and measured for integrity and consistency. And the relationship between different symp‐
toms, diseases and treatment plans of chronic diseases with diseases at the core should also
be extracted so as to construct models of relationship among cases. The relationships
include relationship between drugs and their side effects, relationship between health-
related contents in social media networks and emotional reactions and etc.
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Meanwhile, physical and emotional models of the individual patients’ conditions
should be established and the sequential health archives of individual patients should be
set up so as to analyze the effects of positive, neutral and negative emotions and work
and life pressure and other chronic factors on the disease situation of the patients and in
the end to use the themed models to identify the relationship between contents, patients
and group emotions and provide health advice and suggestions based on locations.

Find the impact of climatic conditions of the region, forest coverage rate of the living
places, pollution situation in the work environment, components of underground water,
mineral resources and other natural resources on health and find the relationship between
the influencing factors and the acquisition of chronic diseases. Regions along rivers or
the sea have more rheumatism patients, and dusty places have more pneumoconiosis
patients. According to the links between geographic information and regional features,
we can quantify and measure the regional environment data, and on this basis, we can
set up models of the relevancy between chronic disease morbidity and the environment
so as to provide targeted prevention and home rehabilitation service (Fig. 1).

Fig. 1. Chronic knowledge retrieval flow diagram

3.2 The Establishment and Evolution Approaches of Multi-level
Knowledge Maps

As the advent of the age of big data, the way people acquire knowledge has witnessed
revolutionary changes. The professional knowledge based on tradition together with the
experience accumulated by the general public have formed the information sources of
the chronic disease knowledge maps in the age of big data. In the process of building
the maps, we need to use the smallest possible number of cases to set up a professional
knowledge base in the medical field to set up and sequentially evolve a medical and
health knowledge map which can realize basic expansion in principle so as to realize
the integration of multi-source knowledge on chronic diseases such as linkage to real
cases and model reflection, indentifying data updates including checks on compatibility
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and reduction based on knowledge so as to set up a multi-layer knowledge map based
on the relationship between different chronic diseases and find the methods to update
the map, check conflicts, avoid conflicts and retrieve information from the map.

In the area of application, we use complicated network model to identify key indi‐
viduals, communities, development themes and information transmission mechanisms.
We set up the patients relationship map through the information patients have posted on
social media networks and use clustering and visualization technologies to identify
“similar” contents and patients.

Through collecting and managing big health data on chronic diseases, setting up
relevant knowledge maps, constructing framework of smart health services we can
develop the smart question-and-answer service on chronic diseases.

3.3 Measuring Similarity Degree and Setting Up Prediction Models for Chronic
Diseases

In order to better set up smart health service systems, we need to construct new similarity
measurement methods for chronic diseases and on that basis to improve the current
information filtering and personalized recommendation strategies. Based on the multi-
layer knowledge maps with some reduction and the physical and mental indicators of
the chronic disease patients groups, we set up the risk analysis model for chronic diseases
based on Cox to reflect how the occurrence and development of chronic diseases are
affected by various internal and external factors. The cloud computing platform is used
for analyzing big data on health. The individual mobile health data collected from smart
sensors and wearable devices can provide personalized analysis and advice which could
help with medical decisions and realize home health services. The family members and
nursing staff of the chronic patients can use websites or handheld devices to receive real-
time feedback on health situation from home health service devices. The prediction on
chronic diseases based on multiple health indicators with electronic medical data can
serve as theoretical foundation for early warning for chronic diseases with multiple data
sources.

4 Chronic Smart Health Service Framework

The core of smart health service is to construct a description framework of the occurrence
and development of diseases based on the features of chronic diseases through the
construction of models based on data of disease symptoms, physical indicators of
patients, life habits, food habits, characteristic features and living environment. With
the help of chronic disease doctors, such frameworks integrate the data collected from
wearable devices, put forward early warning mechanisms and control theories, realize
big data of chronic diseases and relevant calculation methods on medical knowledge
construction, and provide decision support to individual patients so as to realize indi‐
vidualized smart medical service and community health service.
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Smart health service has five parts: collecting data, building models from data,
making multi-layer knowledge maps, making early warning models and individualized
smart health service.

First, extracting information on health indicators (including physical and mental
indicators) from patients’ electronic medical data to analyze and measure data of chronic
diseases. Among the data, the physical indicators information of the patients includes
basic information (gender, age, smoking history, weight, HbAlc, etc.), examination
results (e.g. fundus ophthalmoscope results), diagnosis results (e.g. nutrition, internal
secretion), treatment indicators (e.g. the usage of insulin, anti-platelet agents), time
indicators (e.g. the change trend of weight, HbAlc), and etc. The mental indicators of
the chronic patients include cognition, emotion, will, actions, etc. And to establish
sequential health archives of the chronic disease patients based on the physical and
mental indicators.

Second, study the paths for knowledge dissemination in social media networks so
as to recognize static and dynamic rules of knowledge dissemination.

Discover models and Network Patterns from medical health data on the Internet
through the modification of ERGM model. The modified model focuses on how network
node properties influence the sequence of internet connection generation, and testing
how users’ properties affect the knowledge dissemination networks in health commun‐
ities.

Third, under the instructions of chronic disease doctors, study methods of extracting
from big data chronic diseases cases such as the symptoms, diseases, treatment, side
effects of diseases, and methods of constructing models on the correlation among differ‐
ence cases.

Fourth, under the instructions of chronic disease doctors, study the methods of the
construction and updating of knowledge maps of chronic disease, methods of conflicts
testing and avoiding, methods of building and evolving the multi-layer knowledge maps
and the quick retrieval methods in the knowledge maps based on the patients’ cases in
the form of natural languages and the knowledge base of organization ontology from
health data Identify and discover the rules how patients use social media to make
exchanges on health knowledge through checking the information posted by patients on
social media communities and find groups of patients with similar symptoms, set up
relationship maps among patients, so that patients can actively recommend experiences
and health knowledge exchanges among patients can be realized.

At last, study the correlation and mutual influence among different chronic diseases
with the multi-tasking learning method. Meanwhile, bases on the similarity measure‐
ment and chronic disease prediction models, build risk analysis model of chronic
diseases based on Cox with the physical and mental indicators of the patients groups of
chronic diseases to reflect how the occurrence of chronic diseases is affected by time
and other factors so that we can send early warnings to susceptible population of chronic
diseases and give suggestions on how to avoid or delay the acquisition of chronic
diseases (Fig. 2).
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Fig. 2. Chronic smart health service framework

5 Conclusion

Currently, 85 % of Chinese who die from diseases every year die from chronic diseases.
And every chronic disease patient suffers from the diseases for averagely 13 years. So
effective ways to ensure life quality of chronic disease patients are to let them learn
chronic disease related health knowledge and to provide them with smart health service.
Particularly, as China becomes an aged society and as the need for caring old patients
constantly increases year by year, the home medical health service for chronic diseases
have gradually become an important area for future development in the medical health
field.

The medical health field has entered the age of big data as we can see from the
accumulation of electronic medical archives in health sectors, smart sensors which are
widely applied in people’s homes, the data collected from wearable devices, and the
health-related information posted on social media such as Weibo, WeChat and etc. In
order to get knowledge from such seas of big data, we need to do study on big data and
through the discovery of health knowledge and the support to personalized decisions,
we can help the patients and their family members fully participate in the decision
making of medical treatment and such active participation in their own health manage‐
ment and decision making can help to improve their life quality.

The ideas of acquisition and integration of health knowledge based on big data put
forward in this essay can efficiently integrate medical health big data from different areas
and help to tap potential medical health knowledge. It has provided a theoretic frame‐
work for smart health service so has practical significance. In addition, the related
research findings in this essay can be widely applied to the information collection from
various types of networks and provide theoretic foundation for internet anti-terrorism,
public opinion surveys, and follow-ups to scientific research progress.
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Abstract. Recent researches on micro-blog based adolescent stress level
prediction prove the feasibility of forecasting a teen’s future stress level
through the stress time series detected from tweets. The previous work
focuses on predicting the stress level or stress level change at the next
time point, and doesn’t consider the problem of predicting the future
stress trend in a period of time. In this paper, we employ a fuzzy candle-
stick line based model to address this problem on micro-blog, i.e., when
a teen’s stress level comes to the top/bottom in the future. The candle-
stick line technique is a widely used stock trend analysis method in the
financial domain. Experienced analysts usually use linguistic variables to
describe the candlestick lines, such as long, short, and small. Thus we
use the fuzzy set theory to represent the stress candlestick line in this
paper. We define the stress patterns as a set of neighboring candlestick
lines represented with fuzzy linguistic variables. Based on these fuzzy
stress patterns, we make predictions using the fuzzy decision tree model.
Experiments show the effectiveness of our prediction method.

Keywords: Stress · Micro-blog · Prediction · Candlestick chart · Fuzzy
theory

1 Introduction

Nowadays, teenagers are feeling the stress in all areas of their lives, from school
to family, friends and academic future [1,14]. Some of them choose the wrong
methods to cope with the stress, such as crying, smoking, hating themselves,
lack of sleep, lack of exercise, or changing appetites. These unhealthy behaviors
associated with stress may continue or worsen through adulthood, and result
in a variety of physical and emotional illness, such as anxiety, high blood pres-
sure, a weakened immune system, or even depression, obesity and heart disease.
Therefore, the study of teens’ stress during their growth should be paid much
attention. Some guidance may be provided to help teenagers manage their stress
before it causes serious consequences.
c© Springer International Publishing Switzerland 2016
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Facilitated by the convenience and constant access provided by mobile
devices, 92 % of teens go online daily, and 24 % say they go online “almost
constantly” [17] in a new study from Pew Research Center. More and more,
teens are taking Twitter as a way to express their innermost thoughts or follow
popular trends. The billions of tweets generated on the social media platforms
every day give us a window in looking at the stress situations of teenagers. By
analyzing the stress in teens’ tweets, we can then know their stress changing pat-
terns, and then predict the future stress trend as early warning of stress crisis. If
their stress will continue and ascend rapidly to a high level, some coaching may
be provided to help them release and overcome the stress.

In this paper, we predict two important values which teens’ guardians and
helpers may concern: the reversal speed, how long the current uptrend/downtrend
of the adolescent stress will go on before the next stress peak/valley time; rever-
sal range, how much is the changing range of stress level between the cur-
rent time and the next stress peak/valley time? To address this problem, we
employ the widely used stock technical analysis methods. In some way, the
stock price determination mechanisms work in a similar way with the adoles-
cent stress regulation mechanism. Firstly, in stock market, the stock price is
basically determined by the business fundamentals of the company. The stress
level of a teenager is also mainly determined by his/her personality. Secondly,
the stock price fluctuates a lot with the change of the internal/external events
from the company/environment, such as the publication of a new economic
policy. The adolescent stress level is also affected by the events including his/her
personal events as well as the society/environment breaking events, such as
the physical health situations, exams, and social relationships. Thus, we adopt
the well-studied stock analysis tools to analyze teens’ stress situations. We choose
the candlestick line technique, one of the most popular and effective stock techni-
cal analysis method, as our stress analysis tool. That is because this method con-
tains the most comprehensive and rich information of the daily stress dynamics
and really does well in discovering the trend continuation and reversal patterns.

There are two challenges in using candlestick theory to predict the future
stress reversal speed and range. Firstly, the technical analysis and judgement of
candlestick lines usually use linguistic variables, such as long, short, and small.
For example, the hammer candlestick line which usually appears as a bullish
reversal indication from downtrend to uptrend is a candlestick line with “small”
black real body, “long” lower shadow, and “short” or non-existent upper shadow.
In this paper, we employ the fuzzy theory to represent seven features describ-
ing a teen’s stress candlestick line and the candlestick lines relationship. This
symbolic representation is more intuitive and suitable for recognition of stress
candlestick patterns. Secondly, the determination of membership function is an
important problem in fuzzy theory, which may influence the prediction results.
In this paper, we take two different methods to determine the membership func-
tion of fuzzy sets on basis of the data distribution. We then employ the fuzzy
decision tree to make prediction on the stress patterns composed of neighboring
candlestick lines.
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2 Related Work

2.1 Fuzzy Time Series Prediction

Song and Chissom [15,16] first apply the fuzzy set theory to modeling the time
series problems when historical data are defined as linguistic values. By defin-
ing the fuzzy sets on the universe of discourse, each historical value in the time
series can be fuzzified according to its membership degrees of fuzzy sets assigned
with linguistic labels. A fuzzy time series can then be modeled for forecast-
ing according to the fuzzy relationships between historical data and the future
values. A lot of researches are further done to deal with more complicated sit-
uations such as multi-factors and high-order fuzzy time series and improve the
execution performance in various applications [3–5].

Recently, some researchers aim to combine the fuzzy time series with the
candlestick charts in financial domain. Lee et al. [7] model the imprecise and
vague candlestick patterns with fuzzy linguistic variables and transfer the finan-
cial time series data to fuzzy candlestick patterns for pattern recognition. The
classification algorithm is used to classify candlestick patterns for forecasting
the stock price and the weighted stock index. Lan et al. [6] apply the fuzzy logic
theory to the Japanese candlestick theory for finding the reversal points of the
stock price. They define the candlesticks before the reversal point as “symptom
sequence”, and use the ADTree method to identify these reversal patterns.

2.2 Stress Detection and Prediction on Micro-Blog

Park et al. [13] find the depressed and non-depressed Twitter users have different
attitudes and behaviors toward online social media. Non-depressed individuals
perceive Twitter as an information consuming and sharing tool, while depressed
individuals perceive it as a tool for social awareness and emotional interactions.
The study of individual stress detection on micro-blog has been made to ana-
lyze the stress containing in micro-blog users’ tweets. Lin et al. [11] use the deep
neural network model to incorporate user-scope attributes from micro-blog post-
ings to detect users’ psychological stress. [8,19] focus on teens’ stress detection.
They investigate a number of teens’ typical tweeting behaviors that may reveal
adolescent stress, and apply five classifiers to teens’ stress detection.

In Li et al. [10], based on the stress time series extracted from the tweeting
timeline of teenagers, the adolescent stress level at the next time is predicted
through a multi-variant time series prediction model. In our earlier work [9],
we bring in the candlestick line to represent the stress situation within a time
interval, and define a distance function to measure the similarity between two
candlestick lines. Then we use pattern matching to predict whether the stress
level of a teenager is to increase, decrease, or stay steady at the next time.
Different from the previous two work, we aim to predict the reversal speed and
range in the next few time points in a teen’s stress level time series in this paper.
The fuzzy set theory is employed to represent the candlestick lines, and we use
the fuzzy decision tree to make prediction on the stress patterns composed of
fuzzified candlesticks.
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3 Problem Statement

The stress level of a tweet published by a teenager can be detected through the
tweeting content as well as a variety of tweeting/retweeing behaviors. In this
paper, we apply the stress detection function in [11,19] to detect the adolescent
stress level. It examines a number of tweeting features like linguistic content,
number of negative emotion words, number of positive and negative emoti-
cons, number of exclamation and question marks, emotional degree lexicons,
shared music/picture genres, as well as abnormal tweeting time and frequency,
and returns an adolescent stress level ranging from 0 to 5, representing the
“no-stress” to “very severe” stress state. Therefore, for a tweet sequence in
a time interval ordered by the tweeting time, we can obtain a corresponding
tweet-based stress level sequence.

Definition 1. Let I1, I2, · · · , In be n successive time intervals of equal temporal
length |I|, where |I1|=|I2|=· · ·=|In|. Here the time interval length |I| can be a
day, week, month, etc. Let Li,open, Li,close, Li,high, Li,low, Li,avg represent the
first, last, highest, lowest, average stress level separately obtained from the stress
level sequence in the time interval Ii, i = 1, · · · , n. A stress candlestick line Ki

can be determined according to the four characteristic values in time interval
Ii: (Li,open, Li,close, Li,high, Li,low). Then we get the average stress level time
series < L1,avg, L2,avg, · · · , Ln,avg >, as well as the stress candlestick line series
< K1, K2, · · · , Kn >.

Definition 2. On the average stress level time series < L1,avg, L2,avg, · · · ,
Ln,avg >, time interval Ii can be called the reversal time if it satisfies
(Li−1,avg < Li,avg) ∧ (Li,avg > Li+1,avg) or (Li−1,avg > Li,avg) ∧ (Li,avg <
Li+1,avg), i = 2, · · · , n − 1. That is, a reversal time is when the average stress
level achieves a peak or valley in the stress time series.

Our prediction problem is shown in Fig. 1. Given the stress candlestick line
time series < K1, · · · , Kn >, we aim to predict: the time span from the
next reversal time Iq (q > n), called reversal speed, speed = q − n, i.e.,
how long the current uptrend/downtrend of the adolescent stress level will go
on; the stress level change from the next reversal time, called reversal range,
range = |Lq,avg − Ln,avg|, i.e., how much is the changing range of stress level
between the current time and the next stress peak/valley time. ��

4 Prediction Method

A stress candlestick Ki [12] on a time interval Ii can be determined through four
values: Li,open, Li,close, Li,high, Li,low, as shown in Fig. 2. These values form a
box with two lines. The box is called the real body which is the area between the
open and the close stress level. If the close stress level is higher than the open
stress level, the candlestick chart body is filled with red. Otherwise, it is filled
with green. The two lines include the upper shadow line, constructed with the
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Fig. 1. Prediction problem
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range between the high stress level and the higher value among the open and
close level, and the lower shadow line, constructed with the range between the
low stress level and the lower value among the open and close level.

4.1 Modeling Candlestick Lines

In Fig. 2, We extract four features to describe the shape and structure of a
candlestick line: body color(bc), body length(bl), upper shadow length(usl) and
lower shadow length(lsl). For body color, black represents that the open stress
level is equal to the close stress.

Table 1. Features in modeling candlestick lines

Feature Formula

One candlestick body color(bc) bci ∈ {red, green, black}
body length(bl) bli = |Li,close − Li,open|
upper shadow length(usl) usli = Li,high − max(Li,open, Li,close)

lower shadow length(lsl) lsli = min(Li,open, Li,close) − Li,low

Candlestick
relationships

open style (os) osi = Li,open − Li−1,close

close style (cs) csi = Li,close − Li−1,close

change rate (cr) cri = Li,avg − Li−1,avg

As shown in Table 1, we also define three features to describe the candlestick
lines relationship. Open style (os) is the difference between the open stress of
the next day and the close stress of the previous day. This feature can indicate
whether the last day’s trend will continue. Close style (cs) is the difference of
the close stress between two neighboring candlesticks. By observing the close
style in a few consecutive days, we can judge the strength of the current trend.
Change rate (cr) can be computed by the difference between the average stress
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of the next day and the previous day. It can measure how fast the average stress
level changes.

A stress candlestick Ki at time interval Ii(i = 1, · · · , n) can then be repre-
sented with all the features: Ki =<body color, body length, upper shadow length,
lower shadow length, open style, close style, change rate>.

4.2 Fuzzyfication of Candlestick Lines

Fuzzy set is a way to deal with vagueness uncertainty arising from human lin-
guistic labels. On the universe of discourse U = {x1, x2, · · · , xn}, a member-
ship function μA is assigned to measure the degree of each element xi in U
(i = 1, · · · , n) satisfying the fuzzy set A, μA : U− > [0, 1]. It can be represented
as A = {μA(x1)/x1, μA(x2)/x2, · · · , μA(xn)/xn}.

We fuzzify all the features of candlestick lines through the membership func-
tions, and generate fuzzy stress candlesticks. The body color feature takes values
of linguistic labels green, red, black, thus we don’t need to fuzzify it. On the uni-
verse of discourse U = [0, 5], we define three fuzzy sets small, middle, large
to represent the body length, upper shadow length, or lower shadow length.
Terms describing the open or close style are usually “open low/high” or “going
low/high”. Thus, we use fuzzy linguistic variables low, equal, high to describe
the open style, close style, and change rate of candlesticks lines. We take two
methods to determine the membership functions based on the data distribu-
tion. We take small, middle, large for example to introduce the identification of
membership functions as follows.

Trapezoid Membership Function. In defining the linguistic variable small,
middle, or large, we think values within a certain interval can best represent
the concept, and the values which are far from the interval are less likely to
satisfy the concept. Thus we can use the classic trapezoid membership function
to describe the fuzzy sets. By identifying the boundary values of the trapezoid,
we can then obtain the membership function.

μsmall(x) =

⎧
⎨

⎩

1 0 ≤ x ≤ a1
a2−x
a2−a1

a1 < x ≤ a2

0 a2 < x ≤ 5

μmiddle(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 0 ≤ x ≤ a1
x−a1
a2−a1

a1 < x ≤ a2

1 a2 < x ≤ a3
a4−x
a4−a3

a3 < x ≤ a4

0 a4 < x ≤ 5

μl arg e(x) =

⎧
⎨

⎩

0 0 ≤ x ≤ a3
x−a3
a4−a3

a3 < x ≤ a4

1 a4 < x ≤ 5

(1)

The problem is how to identify the four parameters of the membership func-
tion. The most direct way is to take the equidistance strategy. The universe of
discourse can be partitioned into intervals with equal length by the parameters.
In this way, the parameters (a1, a2, a3, a4) can take values (1.0, 2.0, 3.0, 4.0). How-
ever, this strategy doesn’t consider the distribution of the body length or shadow
length, and isn’t suitable for biased data. The linguistic variables small, middle,
long are relative concepts. For example, if the values of candlestick body length
are rarely bigger than 4.0, then the boundary of the long set should be moved left.
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We use the equal number strategy to identify the parameters by taking into
account the data distribution. This strategy is to make the points falling into
the five intervals separated by a1, a2, a3, and a4 have the same number. Let
X = x1, x2, · · · , xn represent the sample of the feature values in the experimental
data set. Then (a1, a2, a3, a4) take values of the quantiles Z0.8, Z0.6, Z0.4, Z0.2.
Here Zα is the quantile of the sample, satisfying the percent of values bigger
than Zα is α, i.e., percent(x > Zα) = α.

Membership Function Using Fuzzy C-Means Method. Fuzzy C-Means
method is a fuzzy clustering algorithm that every point is considered to have a
degree of belonging to different clusters rather than belonging completely to just
one cluster [2]. Here we use this method to determine the membership degree
μx. Let C = {c1, c2, c3} represent the center value of fuzzy set small, middle,
long respectively. μcj (xi) is the membership degree that xi belongs to the fuzzy
set of the center value cj , j = 1, 2, 3. m ∈ [1,∞) is a weighting parameter, and is
commonly set to 2 in the absence of experimentation or domain knowledge. Then
the fuzzy C-Means algorithm can obtain the values of μcj (xi) by minimizing the

objective function: arg min
C

n∑
i=1

3∑
j=1

μm
cj

(xi)|xi − cj |2, where

µm
cj

(xi) =
1

3∑

k=1

∣
∣
∣
xi−cj
xi−ck

∣
∣
∣

2
m−1

. (2)

4.3 Prediction Model

A stress pattern P is a sequence of fuzzy stress candlesticks in a time period.
Through a teenager’s candlestick time series, we can obtain a lot of stress pat-
terns with different number of candlesticks. Each pattern is followed with a
reversal speed or range value for prediction. We divide all these patterns to
different groups according to their lengths, and then get several pattern sets:
D1,D2, · · · ,Dw. Here w is the number of candlesticks. Table 2 shows the stress
candlestick patterns composed of one fuzzy candlestick.

On each pattern set Di (i = 1, · · · , w), we adopt the Fuzzy ID3 algorithm [18],
an effective decision tree method to extract knowledge in uncertain classification
problems, to implement the fuzzy stress pattern classification for predicting the
reversal speed and range. This method is an extension of classical decision tree,
and represents the data set using the fuzzy set theory for tree growing and
pruning. Similar to the classical ID3 algorithm, the fuzzy decision tree is built
by choosing the attributes one by one according to their information gains. All
the patterns can be classified to m classes {tr1, · · · , trm} which are fuzzy sets
defined on the reversal speed or reversal range.

In the fuzzy decision tree, each path from the root to a leaf node forms a fuzzy
rule R. The leaf node of this rule can be classified to different classes with cor-
responding probabilities rather than only one class. Let p(R, trk) represent the
probability that the leaf node of R is classified to the class trk, k = 1, · · · ,m. An
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Table 2. Fuzzy database of stress patterns

ID bc1 bl1 usl1 lsl1 os1 cs1 cr1 Reversal range

P1 {1.0/r} {1.0/lg} {1.0/s} {1.0/s} {0.75/e,
0.25/h}

{0.5/e,
0.5/h},

{0.8/e,
0.2/h}

{0.3/samllIncrease,

0.7/largeIncrease}
P2 {1.0/r} {1.0/s} {1.0/s} {1.0/s} {1.0/l} {0.7/l,

0.3/e}
{0.6/l,

0.4/e}
{1.0/smallIncrease}

P3 {1.0/r} {0.8/lg,
0.2/m}

{0.9/lg,
0.1/m}

{1.0/s} {1.0/l} {1.0/l} {0.7/l,
0.3/e},

{1.0/smallIncrease,

0.1/largeIncrease}
r:red, g:green, b:black, s:small, m:middle, lg:large, l:low, e:equal, h:high

example of a fuzzy rule R is in the form: “If the first day’s body color is red, the sec-
ond day’s body color is red, the second day’s body length is large, and the second
day’s upper shadow length is small, then the reversal range is largeIncrease with
probability 0.5 and is middleIncrease with probability 0.5”. It can be represented
as R = {bc1:red, bc2:red, bl2:large, usl2:small}, p(R, largeIncrease) = 0.8,
p(R,middleIncrease) = 0.2, p(R, smallIncrease) = 0. All the rules in the fuzzy
decision tree comprise the rule set R.

In the forecasting process, a test pattern P may match more than one branch
with corresponding membership degree, and reach several leaf nodes in the fuzzy
decision tree. Let r ∈ R represent the value at one branch, e.g., bl2:large. If the
pattern P reaches a leaf node according to the path of fuzzy rule R, then the
probability that pattern P satisfies rule R and can be classified to the class trk

is p(P,R, trk) = p(R, trk) ∗ ∏
r∈R

μr(P ).

In the entire fuzzy tree, the probability that pattern P is classified to the

class trk can be computed as p(P, trk) =

∑

R∈R
p(P,R,trk)

m∑

k=1

∑

R∈R
p(P,R,trk)

,
m∑

k=1

p(P, trk) = 1.

Reversal Speed Prediction. The fuzzification of the reversal speed is implemented
in this way. Through observing all the patterns in the data set, we can obtain
the maximal reversal speed value speedmax. Let u1 be the minimal even number
that is no less than speedmax. On the universe of discourse U = [0, u1], we
partition this domain into s intervals with the same length 2: w1 = [0, 2], · · · ,
ws = [u1 − 2, u1]. Then s different fuzzy sets tr1, · · · , trs can be defined as

tr1 = 1/w1 + 0.5/w2 + 0/w3 + 0/w4 + · · · + 0/ws−1 + 0/ws

tr2 = 0.5/w1 + 1/w2 + 0.5/w3 + 0/w4 + · · · + 0/ws−1 + 0/ws

tr3 = 0/w1 + 0.5/w2 + 1/w3 + 0.5/w4 + · · · + 0/ws−1 + 0/ws

· · ·
trs = 0/w1 + 0/w2 + 0/w3 + 0/w4 + · · · + 0.5/ws−1 + 1/ws.

After we obtain the prediction results from the fuzzy decision tree, we
defuzzify the fuzzy labels to real values. Let midk represent the midpoint
of the interval wk. Then the predicted reversal speed value is speed =

s∑
k=1

p(P, trk) ∗ midk.

Reversal Range Prediction. Let rangemin and rangemax be the minimal and
maximal reversal range values in the experimental data. u1 = �rangemin� is
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the largest integer no more than rangemin. u2 = �rangemax� is the smallest
integer no less than rangemax. We partition the domain of reversal range into
s intervals with the same length 1 on the universe of discourse U = [u1, u2],
w1 = [u1, u1 + 1], · · · , ws = [u2 − 1, u2]. The fuzzy sets and the defuzzification
process are implemented in a similar way as the reversal speed prediction.

5 Performance Study

Experiment Setup. Our experimental data is crawled from the Chinese Sina
Micro-blog platform. We identify the teen users through the user profile which
contains the detailed birth dates. To obtain enough tweets for analyzing a
teenager’s behavior and modeling stress candlestick lines, we filter out users
whose daily tweeting frequency (number of tweets/number of days) are lower
than a threshold 1.0. Then we crawl all tweets of a teenager from his/her account
creation time to May, 2015. Finally we fetch 50,000 tweets of 91 users whose ages
are from 13 to 21 as our experimental data. Their average tweeting numbers are
632, varying from 342 to 1181, and their average daily tweeting frequency is 2.9,
varying from 2.1 to 5.7. The stress detection tool [19] is applied on the tweets for
detecting the stress level of a single tweet, whose detection precision is proved
to be 82.6 %. Then we obtain the stress level sequences of teenagers in chrono-
logical order through the tweeting timelines. We aggregate the stress levels in
day granularity, and generate daily average stress level time series and the daily
candlestick lines time series. Based on these time series data, we implement the
prediction model to forecast a teen’s reversal speed and range.

5.1 Basic Performance

We modify the candlestick lines based prediction model in [9] as the contrast
non-fuzzy method. This method doesn’t fuzzify the candlestick lines. It defines
a distance function to measure the similarity between two candlestick patterns.
The next stress level change can then be predicted by pattern matching. We
modify the model in this way. After finding the set of similar patterns with the
current pattern, we then take the average of the reversal speed and range of all
the matching patterns as the prediction result.

Table 3. Performance of reversal speed and range prediction

Reversal speed Reversal range

MAPE MAD MSE RMSE U MAPE MAD MSE RMSE U

Trapezoid 19.2% 0.397 0.439 0.603 0.292 23.3% 0.357 0.208 0.443 0.092

Fuzzy C-Means 16.4% 0.278 0.315 0.53 0.282 17.8% 0.332 0.172 0.415 0.084

Non-fuzzy method [9] 24.4% 0.419 0.446 0.637 0.332 25.6% 0.395 0.238 0.491 0.137

In the experiment, we use the first 80 % data for training the prediction
model for each teenager, and the rest 20 % is used for testing. Then we sum-
marize the prediction results of each teenager, and take the average as the final
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result. Table 3 shows the prediction performance of the reversal speed and range
prediction. We evaluate the prediction performance through five measures, i.e.,
the Mean Absolute Deviation (MAD), the Mean Squared Error (MSE), the Root
Mean Squared Error (RMSE), the Mean Absolute Percentage Error (MAPE),
and the Theil’s U-statistics (U).

In our fuzzy candlestick based model, the reversal speed values of stress
patterns range from 0 to 14 in the experimental data, so the universe of discourse
is [0, 14] and seven fuzzy sets can be defined. In both reversal speed and reversal
range prediction, we can see our model using the membership functions from
fuzzy C-Means method can make better prediction results than the trapezoid
membership function on all the five measures, and they both perform better
than the non-fuzzy method. On the MAPE metric, the MAPE of reversal speed
prediction using fuzzy C-Means method is 16.4 % and the MAPE of trapezoid
method is 19.2 %, while the MAPE of the non-fuzzy model is 24.4 %. In reversal
range prediction, the prediction results of the fuzzy C-Means method (MAPE =
17.8 %) are also better than the trapezoid method (MAPE = 23.3 %), and the
non-fuzzy method performs worst with a MAPE value 25.6%. The results prove
that the prediction performance can be improved by using the fuzzy linguistic
variables to represent the candlestick lines. This fuzzy representation is more
intuitive to users, and help them to discover stress candlestick patterns.

5.2 Different Membership Functions

In the fuzzification of candlestick lines, we use two different membership func-
tions on basis of the data distribution: the trapezoid membership function and
the membership function using the fuzzy C-Means method. Figure 3(a) shows an
example of the membership functions of the change rate values(cr) between two
neighboring candlesticks obtained from the fuzzy C-Means method. Three fuzzy
sets low, equal, and high are generated, and they take the maximum membership
degree 1.0 when the change rate value is −0.75, 0, and 0.75 separately. We can
find the membership degree of the fuzzy set low decreases gradually with the
decrease of the change rate when the change rate is lower than −0.75. That is
because the fuzzy C-Means method takes the membership degree according to
the distance from the center point. However, we regard the value to be more
accordance with the linguistic variable “low” with the decrease of the change
rate. Thus we use the sigmoid function in the form μ(x) = 1/(1 + e−b(x−c)) to
simulate the left curve low and the right curve high. b and c are parameters to
be determined. The modified membership functions are shown in Fig. 3(b), and
seem more reasonable. In our experiment, we also do the sigmoid simulation to
handle the two fuzzy sets in the left and right in the fuzzification of the body
length, upper shadow length, lower shadow length, open style, and close style.

From the prediction results in Table 3, we find the reversal speed and range
prediction performances of fuzzy C-Means are better than the trapezoid method.
This may be because the fuzzy C-Means method generates the membership
function according to the density of the data distribution. Compared the fuzzy
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(a)Fuzzy C-Means method (b)Fuzzy C-Means method (c) Trapezoid method
after modification

Fig. 3. Membership degree functions

C-Means based membership function in Fig. 3(b) with the trapezoid member-
ship function in Fig. 3(c) obtained from the same data set, we can see the trape-
zoid membership curves are sharp, while the membership functions of the fuzzy
C-Means method are smoother. The membership function with vague boundary
and gradual change may better match the habit of human cognition.

Fig. 4. MAPE of reversal speed with
different number of candlestick lines

Fig. 5. MAPE of reversal range with
different number of candlestick lines

5.3 Different Number of Candlestick Lines in the Stress Pattern

We generate stress candlestick patterns with different numbers of candlestick
lines, and construct prediction models separately. The prediction results are
shown in Figs. 4 and 5, and the number of candlestick lines vary from 1 to 7.
We find the best prediction results of reversal speed (16.4 %) and reversal range
(17.8 %) are achieved at the number of 3 for fuzzy C-Means method. The reversal
speed prediction of trapezoid membership function based model has the smallest
MAPE value (18.9 %) when the candlesticks number is 2. The prediction of
reversal range using the trapezoid method achieves the least MAPE value 23.3 %
at the number of 3. When the number of candlestick lines keeps increasing, the
performance becomes worse. This proves that 2 or 3 candlesticks can provide
enough information for the discovery of stress patterns. More candlesticks can’t
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improve the prediction result, but bring in more noisy data which can reduce
the prediction performance.

6 Conclusion

In this paper, we propose a fuzzy candlestick line based model to predict the
reversal speed and range of the adolescent stress level from micro-blog. Exper-
imental results show that our model can perform better than the candlestick
theory based model without fuzzy processing.
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Abstract. Obesity has been a public health problem in the United States. The
online social media platforms such as Twitter, Facebook, Google+ give users
quick and easy way to engage in conversation about issues, problems, and
concerns of their daily lives. In this exploratory research, our goal is to deter-
mine if the obesity conversation among Twitter users from fattest places is
different than that among people from thinnest places. Our hypothesis is that the
users in thinnest places would engage more, both in quantity and quality, in
Twitter conversation about preventing obesity and promoting health than that of
the users in fattest places. We conducted a comparative study of obesity con-
versations on Twitter by location of top ten fattest and thinnest cities as well as
top ten fattest and thinnest states in the United States. Our results show that
users in fattest cities and states participate significantly less in conversation
covering the topics on and around obesity than that of thinnest cities and states.

Keywords: Obesity � Twitter � Tweet analysis � Online social networks �
Sentiment analysis

1 Introduction

More than one-third (34.9 %) of U.S. adults are obese [22]. Obesity is related to serious
health conditions such as heart disease, stroke, type 2 diabetes, as well as various
cancers. The estimated annual medical cost of obesity in the U.S. was $147 billion in
2008 [22]. Therefore, obesity has become a serious public health problem that
researchers from different disciplines have been trying to tackle.

Online social media has become an integral part of our daily social lives. Millions
of conversations are taking place in OSN, and thereby generating huge amount of
social content. Researchers have been successful in analyzing social content to discover
new knowledge in many areas including user attribute and behavior analysis, location-
based interaction analysis, recommender system development, and recently public
health (e.g., flu outbreak [5]).

In addition to physical environment, social environment also contributes to obesity.
Christakis and Fowler analyzed data from the Framingham Heart Study and reported
that increases in an individual’s weight correlates with weight gain in friends and
family [25]. Online social media records a significant part of an individual’s social life.
Currently, Facebook has over 1.4 billion active users [23]. The more than 289 million
active Twitter users post an average of 58 million tweets every day [24]. As a result,
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Twitter can offer a rich dataset to glean new insight on the social dimension of obesity.
This new knowledge will contribute to the development of effective measures for
obesity prevention and health promotion.

In this research study, we gather and analyze data from Twitter in order to deter-
mine whether the conversation about obesity are both quantitatively and qualitatively
different among users of fattest and thinnest places in the United States. Fattest and
thinnest places are determined by percentage of residents who are overweight. More
specifically, we gather tweets from top 10 fattest and thinnest cities1 as well as top 10
fattest and thinnest states2. For example, according to Gallup research, Huntington,
WV is the fattest city in the U.S. that has almost 40 % overweight residents.

Building on the collected twitter dataset and our analysis algorithm, the contribu-
tions of this work is the comparative study of obesity conversation in fattest and
thinnest places in the USA. The rest of the paper is organized as follows. Section 2
presents related work. Section 3 describes our approach to this research study. In
Sect. 4, we present the results and the paper is concluded in Sect. 5.

2 Related Work

In this work we study Twitter as a platform for conversation about obesity. Over
thirty-one days, we collected a corpus of obesity-related tweets together with relevant
metadata, such as geographical locations, favorites, re-tweets, time of posting, etc. Our
work is built upon and inspired by the existing literature.

Myslín et al. [1] use machine learning classification of tobacco-related tweets to
detect tobacco-relevant posts and user sentiment towards tobacco products.

Paul and Dredze explored health-related tweets and topics on Twitter through the
development of new computational models. They used supervised learning to filter
tweets and find health-related messages.

Schwartz et al. [3] mined information on life satisfaction from Twitter and evalu-
ated their approach using phone survey data. They use LDA classifier to find word
topics, which correlate with demographics and socio-economic status. De Choudhury
et al. [4] studied public tweets from new mothers as a method of identifying signals of
postpartum depression. They examined linguistic and emotional correlates for postnatal
changes of new mothers. Researchers study lifestyle factors such as physical activities
from tweets [11].

Social media is in use for prediction and tracking of disease outbreaks [15]. Social
media data can be analyzed for public health surveillance such as influenza surveillance
using Twitter [5]. Sadilek et al. shows that user co-location and social ties information
from social media can be used to learn very specific and fine-grained models of the
spread of contagious disease [6].

Research of Gayo-Avello [7] shows that Social media like Twitter may provide a
glimpse on electoral outcomes. An analysis of the tweets’ political sentiment

1 http://www.usatoday.com/story/money/business/2014/04/06/americas-thinnestcity/7306199/.
2 http://stateofobesity.org/adult-obesity/.
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demonstrates close correspondence to the parties’ and politicians’ political positions
[10]. This research demonstrates that the content of Twitter messages reflects the offline
environment.

Mitchell et al. [8] investigate the correlations between Twitter geo-tagged data
(expressing in real-time sentiment of individuals) and emotional, geographic, demo-
graphic, and health characteristics and generate happiness maps of the United States
from sentiment analysis. Wakade et al. [12] perform sentiment analysis from tweets
related to iPhone and Microsoft using Naïve Bayes and decision tree classifier.

Lee et al. [9] develop text-based and network-based classification models of
trending topics of Twitter to understand which topic belongs to what category. De Silva
and Riloff [14] address the problem of detecting whether a tweet comes from an
organization or personal account.

Dredze et al. developed HealthTweets.org [13], a new platform for sharing the
latest research results on Twitter data with researchers and public officials. The goal of
this service is to transition results from research to practice.

Social pattern in obesity promotion and suppression was described from Facebook
posts on watching television or going outdoors [16]. A literature survey of twelve
studies found that interventions using social networking services produced a modest
but significant 0.64 percent reduction in BMI from baseline for the 941 people who
participated in the studies’ interventions [17].

3 Approach

Twitter provides an accessible user data with broad demographic penetration across
ethnicities, genders, age groups, income levels, education levels, etc.3 As a result,
Twitter dataset is a well-suited source to study obesity. Our study approach (presented
in Fig. 1) involves building a corpus of obesity-related tweets and analyzing the corpus
to detect quantitative and qualitative differences in the dataset across fattest and thin-
nest places.

3.1 Corpus Building Using Twitter API

Step 1: We created an app on Twitter developer website (https://apps.twitter.com/) and
received Consumer Key, Consumer Secret and Access Token provided by Open
Authentication (OAuth). It can be described as a passport to get access to retrieve and
store these data from Twitter.
Step 2: Using Java in NetBeans (IDE) with a third party library, Twitter4j (http://
twitter4j.org/en/index.html) (version: 4.04) [23], we implemented our query program.
Our program retrieved obesity-related tweets for 31 days total, with 7 days’ tweets (a
limit by search API for reaching only 7 days tweets) at a time with obesity related
hashtags. With geolocation() filter, we fetched tweets from ten most fattest and thinnest
cities and states.

3 http://www.pewinternet.org/2014/01/08/social-media-update-2013/twitter-users/.
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Step 3: We used a library, javacsv, which can output data information as CSV format
and be easily accessed by Excel. Thus, we get a dataset with “Time”, “User”,
“Location”, “Tweet”, “Favorite Count”, and “Retweet Number”.

3.2 Obesity-Related Tweets Filtering

Place Filtering: The data collected from Twitter were filtered to find obesity-related
tweets from top 10 fattest and thinnest cities and states (shown in Table 1). Excel
functions are applied in this step. We set conditions as 20 fattest and thinnest cities
(e.g., Boulder, CO is a thinnest city) and 20 fattest and thinnest states (e.g., Mississippi
is a fattest state) using advanced filter and counting using countif() function. We
dropped the tweets from users who never fill their location information and just fill a
city without state information.

Fig. 1. Study design diagram.
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To identify fattest cities and states, we have used two Obesity ranking sources: CDC
statistics for state ranking and Gallup statistics for city ranking.

CDC obesity statistics for States: The data are based on telephone surveys by state
health departments, with assistance from CDC. People report their weight and height,
which are used to calculate BMI [26].

BMI ¼ Weight in pounds
Height in inchesð Þ � Height in inchesð Þ

� �

� 703

Adults with a BMI of 25 to 29.9 are considered overweight, while individuals with
a BMI of 30 or more are considered obese.

The fattest city statistics are taken from Gallup research, which made the mea-
surements based on data collected in 2012 and 2013. Results are based on telephone
interviews conducted as part of the Gallup-Healthways Well-Being Index survey from
January 2 to December 29, 2012, and January 2 to December 30, 2013, with a random
sample of 531,630 adults, aged 18 and older, living in metropolitan areas in the 50 U.S.
states and the District of Columbia, selected using random-digit-dial sampling.

Topic Filtering: We have used 11 hashtags to filter obesity-related tweets. In order to
determine which hashtags were most commonly used for obesity-related topics, the
visual hashtag search engine Hashtagify4 was used. Hashtagify collects tweets and
examines hashtag usage patterns. To date, Hashtagify has analyzed 4,118,432,455
tweets collecting data about 49,078,312 hashtags. Hashtagify search engine identifies
the following 10 most commonly used hashtags for obesity-related topics: #sugar,
#fitness, #weightless, #health, #nutrition, #fat, #food, #diet, #overeating, and #diabetes.

Table 1. Top 10 thinnest and fattest cities as well as top 10 thinnest and fattest states.

Thinnest cities Fattest cities Thinnest states Fattest states

Boulder, CO Huntington, WV Colorado Mississippi
Naples, FL McAllen, TX Hawaii West Virginia
Fort Collinson, CO Toledo, OH DC Louisiana
Charlottesville, VA Yakima, WA Massachusetts Arkansas
San Diego, CA Little Rock, AR Utah Alabama
Barnstable, MA Charleston, WV California Oklahoma
Denver, CO Clarksville, TN Montana Kentucky
San Jose, CA Jackson, MS New York South Carolina
Bridgeport, CT Green Bay, WI Vermont Michigan
Bellingham, WA Rockford, IL New Jersey Indiana

4 www.hashtagify.me.
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3.3 Data Analysis

Frequency Analysis. Twitter data is of two categories: tweet and user. We performed
quantitative analysis of tweets and users of the tweets. Our program calculates counts
for unique users, verified users, following/followers, mentions, and re-tweets. We also
identified additional hashtags other than original 11 obesity-related hashtag filters.

Content Analysis. We conducted sentiment analysis on the content of tweets using
Natural Language Tool Kit (NLTK [18]). Our goal is to categorize tweets into three
categories: positive tweets (tweets promoting health), neutral (no definitive message
related to obesity), and negative tweets (tweets promoting obesity). We also applied
C4.5 algorithm for classification on our tweets from users of fattest cities using java
implementation (J48) in Weka machine learning software toolkit [20].

4 Results

To understand the difference in obesity conversation among people of top 10 fattest and
thinnest cities and states respectively, we performed several analysis tasks on our
collected dataset from Twitter. We have collected 3,752,830 tweets on 11
obesity-related hashtags during the period of March 24 to April 27 of 2015. After
filtering, we have total 356217 tweets that include 25927 tweets of 10 thinnest cities,
3372 tweets of 10 fattest cities, 280566 tweets of 10 thinnest states, and 46352 tweets
of 10 fattest states.

We group these tasks into two categories: city-level analysis and state-level anal-
ysis. Table 2 shows total number of users who participated in obesity conversations
from 10 fattest and thinnest cities and 10 most fattest and thinnest states. Table 3 shows
tweet and re-tweet counts on and around obesity topic in fattest and thinnest places.

Mention count is the number of times a user is mentioned in a tweet. A mention in
a tweet is recognizable by the @ sign followed by a username. Number of tweets
indicates total number of tweets with different mention counts. Mention is a “social”

Table 2. Total number of users from 20 cities and 20 states.

Fattest cities Thinnest cities Fattest states Thinnest states

382 3252 9047 41666

Table 3. Total number of tweets and re-tweets from 20 cities and 20 states.

Type/place Fattest cities
(10)

Thinnest cities
(10)

Fattest states
(10)

Thinnest states
(10)

Total tweet
count

2926 21138 25927 214877

Total re-tweet
count

446 4789 20425 65679
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feature and indicates personal communication between Twitter users. In Table 4, we
present mention counts for tweets from fattest and thinnest cities as well as fattest and
thinnest states respectively.

We further analyzed the tweets to identify 10 additional (other than the hashtags we
used to search for obesity related conversation) high frequency hashtags that users in
fattest and thinnest places used in their obesity related conversations. Table 5 shows
high-frequency hashtags used in obesity conversation (tweets) from fattest and thinnest
cities and states. The most commonly occurring hashtags across categories are #run,
#running, #healthy, #exercise, #workout, etc.

In order to detect the presence of influential users in the conversation, we explored
how many users Twitter has verified and how many users have followers more than one

Table 4. City-wise and state-wise mention counts.

Mention times Number of tweet
Fattest cities Thinnest cities Fattest states Thinnest states

=0 2752 18918 19455 178489
=1 453 5711 21605 74290
=2 110 887 3993 18865
=3 31 265 905 3961
=4 7 103 303 3060
=5 7 20 59 1684
=6 8 9 18 131
=7 0 6 9 43
=8 3 5 4 33
>=9 1 3 1 10

Table 5. Top 10 additional (other than 11 search hashtags) high frequency hashtags found in
tweets from 20 cities and 20 states.

10 fattest cities 10 thinnest cities 10 fattest states 10 thinnest states

#fatloss #entrepreneur #foodie #workout
#packers #exercise #free #best
#solution #workout #foodporn #exercise
#free #healthy #healthy #world
#endalz #success #running #show
#radio #entrepreneurs #run #internet
#run #beauty #everymomentcounts #toxicemotions
#running #kimkardashian #win #healthy
#talk #hot #wellness #lifestyle
#everymomentcounts #walking #c25k #fit
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thousand. Table 6 shows that among the users who participated in obesity conversation,
thinnest cities have significantly more verified users (33 vs. 6) who participated in
obesity conversation compared to fattest cities and thinnest states have significantly
more verified users (494 vs. 59) than fattest states. In thinnest cities and states, users
who participated in obesity related conversation have significantly more followers than
fattest cities and states.

Figure 2 shows that users from thinnest states have contributed significantly more
tweets than the users in fattest states and the same trend is observed in fattest and
thinnest cities. Figures 3 and 4 show that #health and #fitness and #food are the three
most frequently occurring hashtags in the tweets from users of both thinnest and fattest
cities and states respectively.

Content Analysis. We categorize tweets into three categories: neutral, positive (pro-
moting health) and negative (promoting obesity). The following types of tweets are
considered to be positive (promoting health):

– A tweet that encourages or announces exercise and/or physical activity
– A tweet that informs people of health advances in medicine
– A tweet that updates people on new health recipes
– A tweet that provides tips and steps for weight-loss or a healthier life

Table 6. Type of unique users among 20 states and cities

Fattest city Thinnest city Fattest state Thinnest state

Verified 6 33 59 494
Not verified 369 3130 8597 35549
Followers > 1k 86 939 1970 10352

Fig. 2. A comparison of number of tweets in obesity conversation in fattest and thinnest states as
well as fattest and thinnest cities.
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Examples of positive tweets that we captured:

• “11 Prime Nutrition rules fit people should follow”
• “Love this! Foods to avoid if you want to be healthy”
• “Make plans for tomorrow’s workouts and meals now!”

Neutral tweets are as follows:

– A tweet that promotes both health and obesity or neither
– A tweet that proposes a recipe that cannot be determined healthy or unhealthy
– A tweet that has nothing to do with health or obesity

Fig. 3. A comparison of hashtag-wise tweet counts in fattest and thinnest cities (Color figure
online).

Fig. 4. A comparison of hashtag-wise distribution of tweets in fattest and thinnest states.
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Examples of neutral tweets that we captured:

• “We can all dream!! #Sugar by @Maroon5 is a new favorite and bound to be a
wedding must for…”

• “Yeah you show me good lovin, make it alright, need a little sweetness in my life
#sugar”

Negative tweets (Promoting Obesity) are as follows:

– A tweet that encourages or announces inactivity
– A tweet that informs people of unhealthy recipes
– A tweet that is facetious concerning eating habits or health

Examples of negative tweets are as follows:

• “#DeathByChocolate #cookies and #cinnamon #orangezest and #sugar coated
#donuts”

• “Anyone else in need of an afternoon sugar rush? #dumdums #lollipop #candy
#sugar #flavor”

• “Cotton Candy for breakfast! #easter #sugar”

Sentiment Analysis using Natural Language Toolkit (NLTK). We trained a clas-
sifier on the collected tweets with the NLTK toolkit (Python 2.7.10). For using Naïve
Bayes Classifier, we made a training set by manually selecting tweets. Two annotators
analyzed manually and randomly picked 1472 total tweets including 520 positive posts,
432 negative posts and 520 neutral posts. When the software finished the “learning”
step, we tested the rest of dataset and the program labeled these tweets with “positive”,
negative” and “neutral” tags.

In fattest cities, the majority (71 %) of the tweets of obesity-related conversation are
neutral. In other words, the most conversation is not deeply rooted on obesity. How-
ever, 25 % of tweets contribute to promoting health. On the other hand, half of the
tweets from thinnest cities are classified as neutral. This is an interesting finding that
needs to be further investigated. Besides 36 % of tweets are related to promoting health.

In fattest states, about half (47 %) of the tweets are neutral. About one-fourth
(26 %) of the tweets are about promoting health and other one-fourth (27 %) of the
tweets are related to promoting obesity. On the other hand, the majority of the tweets
(55 %) in obesity-related conversation in thinnest states are classified as neutral. This
result is persistent with conversation type in thinnest cities. One third (34 %) of the
tweets in thinnest states are supporting health promotion and about one-tenth (11 %) of
the tweets are obesity promoting (Fig. 5 and Table 7).

Classification of Tweets and Obesity Rate. We further explored if it could be pre-
dicted whether a set of tweets are generated from a thinnest city or a fattest city. We
applied J48 (Java implementation of C4.5 algorithm) algorithm on our tweet corpus
using Weka toolkit [20].

The classification result is presented in Fig. 6. When the percentage of tweets
containing #diet is greater than 3.66 %, the tweets’ originating city is classified as
thinnest place, if not, we need to check frequency of tweets with #fitness. If the
percentage of tweets containing #fitness is greater than 40.26 %, further check on the
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frequency of #weightloss is required. And if tweets containing #weightloss is less than
1.4 %, and then the city from which tweets are collected is categorized as a fattest city.
This prediction model achieved only 52.6 % of accuracy. Therefore, we will work on
this classification task in future using a larger dataset and different algorithms.

Fig. 5. Classification of obesity-related tweets in fattest and thinnest cities and states (Color
figure online).

Table 7. Quality of obesity-related conversation measured through type of tweets (positive -
health promoting, neutral, and negative - obesity promoting).

Sentiment Fattest cities Thinnest cities Fattest states Thinnest states

Neutral 2395 3073 12511 32383
Health-promoting 846 9239 12146 94320
Obesity-promoting 131 13615 21695 153863

Fig. 6. Visualization tree for classification of thinnest and fattest city based on tweet hashtags.
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5 Conclusion

We have conducted an exploratory research to determine whether the individuals in
fattest cities engage in different type of obesity conversation than individuals in thin-
nest cities. This study is a precursor to the understanding of how social environment in
general and Twitter in particular can inform us about social dimension of obesity
condition. The key findings of our research are following:

• The individuals in thinnest places (both cities and states) engage significantly more
in obesity conversation on Twitter than the individuals from fattest places.

• The obesity conversation in thinnest places are more socially and personally
involved (more re-tweets, more mentions, more verified users, and users with more
followers) than those of fattest places.

• Irrespective of thinnest or fattest places, a significant portion of conversation pro-
motes obesity.

• The conversations among individuals in fattest places are not deeply rooted on
obesity (a significant portion of tweets are neutral).

• We identified additional hashtags to capture obesity related conversation on Twitter.

We have developed algorithms and analytical tools to perform a larger study on
obesity conversation on Twitter. Some of the findings warrant further study such as
why significant percentage of the conversation are promoting obesity in both thinnest
and fattest places. Or, why the obesity-related conversations are not very socially and
personally rooted. Informed by this study, we plan to conduct a large-scale study on
obesity conversation on Twitter.
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Abstract. Online Health Communities (OHCs) have become more and
more prevalent with the advance of web 2.0 and social media. These plat-
forms provide free, open and wide-sourced places for people to publicly
discuss health-related problems, especially some mental health problems,
such as depression. This paper aims to characterize the unique struc-
tural and dynamic patterns of users’ interactions in depression related
OHCs. Through the topological analyses of social networks, we identify
the unique highly sticky structure of depression related OHCs as com-
pared with other social communities. Besides, users in these communities
spend relatively longer time on closely peer-to-peer messaging. Moreover,
the evolutionary trends show that depression related OHCs present dis-
tinctive growth patterns in terms of user addition and user activeness,
which could be further applied in differentiating the community types
and the development stages.

Keywords: Online health communities · Social network analysis ·
Message exchange · Social dynamics

1 Introduction

Online health communities (OHCs) provide a novel means for patients and
their families to learn an illness and connect with others in similar circum-
stances [1]. These communities have become more and more prevalent for knowl-
edge exchange, information sharing and healthcare practising [2,3], especially for
some sensitive issues, such as mental health problems. With the advantageous
characteristics of effectiveness, always-available and unrestricted access to com-
mon people [1,4], OHCs can be extremely beneficial for patients to get both
emotional and social support and improve their mental conditions [5–7], which
may not be possible in the real world. Although the knowledge from these com-
munities cannot be evaluated, it has been suggested that the formation of social
connections in OHCs may serve as a coping mechanism to deal with high-stress
situations and build resilience [8].

The social networks formed by peer-to-peer messaging in OHCs can not only
reveal the social connections of users, but also shed light on the community
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structures [1]. In [3], the authors showed that the level of peer-to-peer messaging
is a strong indicator of social interactions and social tie strength. With respect
to OHCs, if two users exchange information frequently, it may imply that these
users have similar interests or the same health problems [9]. Besides, the struc-
tural information is also effective in detecting and differentiating the polarisation
of users’ opinions [12].

Furthermore, the dynamics of peer-to-peer messaging in OHCs also uncover
the dynamics of users’ online behaviours and the evolution of social networks.
From the perspective of individual users, the actions such as the message post-
ing and receiving, community visiting frequency and duration, provide valuable
clues to characterize the activeness and the role of the user [9,13]. From the
other perspective of the overall community, the dynamic messaging reveals the
evolution of user interactions and the development of the community [16]. Both
are important factors for stakeholders to provide more reasonable and easy-get
support and help in OHCs [14].

In this paper, we study the network properties, users’ interaction behaviours
and network evolutions in OHCs. Taken the disease of depression as an exam-
ple, the main datasets include two closely related OHCs, named Depression and
Major Depressive Disorder (MDD). Both are operating on a popular Chinese
social media platform, Douban, which allows and encourages its users to launch
communities with various topics. The reason why we choose these two commu-
nities is that they both have a clear objective to provide support and help for
depressed users.

We mainly focus on the following three questions,

– What are the network properties of peer-to-peer messaging in OHCs? And
whether there are unique properties as compared with other social networks?

– What are the characteristics of user participation and messaging frequency in
OHCs?

– What are their interaction patterns with respect to network evolution? Are
there any differences between different OHCs in terms of the dynamic pat-
terns?

2 Data Preparation

2.1 Datasets

The data set is collected from Douban, a comprehensive social media platform
with various daily life topics such as books, music, and travel. Most of the con-
tents are generated by its users. Douban allows users to form peer-peer com-
munities, also called interest groups, where other users can post messages and
publicly discuss around some specific topics. Among the thousands of communi-
ties, a large portion is about mental health, and the mainframe in mental health
is the depression related OHCs.
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There are two specific communities highlighted in this work, the Depression1

and Major Depressive Disorder (MDD)2. The reason for choosing these two com-
munities is that both have a clear purpose of providing support and help for the
depressed patients. For comparison and verification of the interaction patterns,
we also collect other related OHCs, including Younth Loneliness Depression
(YLD)3, Autism (AUT)4, Anxiety Disorder (AND)5, and also another differ-
ent type of community of young Scientists (use Scientists for short)6.

Within the user-created communities, any user can initiate a thread and each
thread is denoted by a specific threadID. Others can join the thread by posting
replies to the creator, or to some other users in the thread. For every piece
of message, the pre-defined items include the owner of the message, the target
receiver, the post time, and the thread it belongs to. The post-reply connection
implies the users interactions and possible relationships between them, and thus
is the focus of our work. For privacy concerns, all the users are denoted by a
unique userID.

2.2 Network Construction

User interactions are embodied by the post-reply connections, which are further
captured by the analysis of networks patterns. To construct networks, we treat
each user in OHCs as a node, and every node is identical. When a piece of
message is exchanged from one user to another, there is a directed edge from
the former to the latter. As user may communicate many times, multiple edges
exist between some nodes. The detailed procedure of network construction is as
follows,

– If a user, A, initiates a new thread, A becomes one node in the network. To
denote the opening message that A posts, a sell-loop edge from A is added.
Note that the self-loop is only used to denote the opening of the thread but
will be removed in network analysis.

– If another user, B leaves a message in the thread that A has created, a directed
edge from B to A is constructed.

– If a user, C, also joins and leaves a message directly replying to B, then a
directed edge from C to B is constructed. If C does not target to any users,
then by default, it responds to A, the initiator, and a directed edge form C to
A is drawn.

– If no other users join the thread that A initiates, there will not be any more
edges to A with respect to this thread.

1 http://www.douban.com/group/fly vs free/.
2 http://www.douban.com/group/151898/.
3 http://www.douban.com/group/16530/.
4 http://www.douban.com/group/zibi/.
5 http://www.douban.com/group/worrying/.
6 http://www.douban.com/group/Scientists/.
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3 Empirical Results

3.1 Network Properties

In this section, the largest network from the starting date of OHCs until the
crawling date is constructed. The results are shown in Table 1. N denotes the
number of nodes in the network, E is the number of edges removing all the self-
loops. Comp stands for the number of weakly connected components, N

′
is the

number of nodes in the largest connected component, D is the density, Diam is
the diameter, which is the largest path length of all paired nodes that can be
connected. L is the average shortest path length. C is the clustering coefficient,
and it measures the probability that any two neighbours of a certain node are
also connected. R is the reciprocity ratio, and it is the percentage of paired nodes
with mutual connections. e is the power-law exponent if the degree distribution
has a power-law feature. max denotes the maximum in-degree and out-degree.
Finally, Assor represents the degree assortativity, which measures to what degree
the nodes with larger degree tend to connect to those of smaller degree (negative),
or to those of larger degree (positive). Some of these properties will be extended
into dynamic ones in subsequent sections of network evolution. Figure 1 presents
the structure of the social network formed by the user interactions in MDD,
where the nodes are users and edges denote their communications. The size of
the node stands for the intensity of user connections.

As MDD is founded later than Depression, there are only 5,050 nodes in
the MDD network, which accounts for half of nodes in the latter. However, the
density is almost twice higher than Depression, which indicates MDD users may

Fig. 1. The communication network in MDD community
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Table 1. Comparison of network properties, where Myspace is from [10] and MedHelp
from [11]

Propertiy Depression MDD Myspace MedHelp YLD AUT AND Scientist

N 11,659 5,050 36,459 30,915 3,267 2,318 774 1,691

E 100,884 36,657 80,675 113, 273 8,012 5,954 2,133 4,421

Comp 276 162 1 2 157 70 68 70

N
′

11,369 4,881 36,459 30,870 3,034 2,240 689 1,611

D (E-5) 74.2 143.8 6.07 23.7 75.1 110.9 365.5 154.7

Diam 13 10 11 - 20 14 14 13

L 4.30 4.11 5.14 3.81 7.16 5.58 5.51 5.23

C (E-2) 4.26 4.47 0.031 3.1 2.11 2.01 7.70 2.95

R (E-2) 33.1 34.0 1.45 - 4.30 3.531 22.2 4.84

e(in/out) 1.99/2.10 2.13/2.20 2.65/2.0 2.12 2.18/3.35 2.06/3.2 2.9/3.2 2.17/2.83

max 2,391/1,553 451/942 558/6,077 - 411/82 374/84 64/51 189/198

Assor 0.34 0.029 −0.032 −0.075 −0.15 −0.10 −0.11 −0.002

have much closer interactions. This observation can also be verified by the last
three networks, AUT, AND, and Scientist. But the densities of the other two
OHCs, Depression and YLD, are quite similar.

Even with different length of existence period, the reciprocities in MDD and
Depression are almost at the same level. Both are extremely high, and about
thirty times larger than Myspace and seven or eight times than other networks
except AND. The much higher reciprocity implies that users in these communi-
ties tend to be mutually connected so as to form a sticky network structure. To
eliminate the effect of the network density, another normalized reciprocal metric
is defined in [17] as (R−D)/(1−D). Because D is three orders of magnitude lower
than R, the results of both reciprocity metrics are consistent. The stickiness in
these communities also applies even when users have sparse connections.

As for assortativity, it should be noted that Depression presents a very strong
assortative property, which means the tendency is very prominent that nodes of
higher degrees connect to the nodes also of larger degrees.

3.2 Messaging Frequency and User Participation

In this section, we will first show the peer-to-peer messaging along with the
overall growth of OHCs and then analyze the detailed behaviours in terms of
the individual user participation in the community and their averaged messaging.

Along the overall growth of OHCs, the number of daily messages is presented
in Fig. 2. As there are fewer users in MDD, its daily messages are less than
Depression and the maximum number is around 150 and 350 respectively. But
both communities are growing with the steadily increasing tendencies and several
periodical peak days. As the daily-generated messages are too much detailed,
we aggregate the daily into monthly scale and the overall trends are shown in
Fig. 3. Note that in this figure, all the OHCs and the other Scientist community
mentioned in the previous section are included. To stand out the trends and
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(a) MDD

(b) Depression

Fig. 2. The number of daily messages in total (a) 2,234 days in MDD and (b) 3,217 days
in Depression

make descriptions clear, we layer the monthly messages into Level I (below
1,000), Level II (1,000 to 2,000) and Level III (2,000 to 4,000) denoted by the
two horizontal lines in Fig. 3.

In terms of monthly messages,MDD andDepression show concordant increas-
ing patterns, but the increasing rates are different. MDD raises up to Level II in
around the 40th month, whereas Depression achieves the same level 12 months
later. Starting from the 70th month, Depression suddenly explodes and steps into
Level III. As similar patterns are observed between these two communities, it
can be predicted that the messages in MDD will also break up to 4,000 or even
a higher limit in some subsequent months. Comparatively, the other four com-
munities, YLD, AUT, AND and Scientist, are always at Level I along the whole
procedures of development.
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Fig. 3. The number of monthly messages

For individual users, we define two closely related metrics, active days, the
number of days that a user visits the community, and averaged messaging, that
is, the average quantity of messages users post during the same active days. On
the one hand, these two metrics evaluate the attractiveness of the community to
the user. On the other hand, they also show the dependency of the user on the
OHCs and the degree to which the user would like to provide or ask for social
support from the community.

All the six communities mentioned above are included. We calculate the count
of users with specific active days, and the average messages posted by the users

Fig. 4. The count of users and averaged messaging during the active days
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within the active days. The results are shown in Fig. 4. Each subfigure denotes
one community, where the number of active days is denoted by the X -axis, the
count of users is measured by the left Y -axis and the averaged messaging is
measured by the right Y -axis.

From the figures in Fig. 4, we can observe that most users are active in
the community for less than 10 days, and their posting messages are also less
than 10 pieces. It may indicate that most users are only interested in some
of the discussions in OHCs, but not loyal and dependent on the community
itself. However, there are also some users who consult the community for a large
number of days. Especially, in Depression, users’ active days can be more than
250, and more than 200 in MDD. At the same time, these highly active users
also have a large number of average messages. More interestingly, the frequency
distribution of users along the active days is almost symmetric with that of
average posted messages. Both distributions are non-linear.

3.3 Network Evolution

In this section, we build dynamic networks and observe the growth patterns
of different OHCs. We sample the communities every month and adopt the
‘memorising past’ strategy as compared to the ‘missing past’ in [16]. That is,
as long as a user leave some message during the period from the starting date
of the community to the sampled date, it is included in the network. Based on
this strategy, there are in total 106 networks sampled in Depression, 74 in MDD,
103 in YLD, 107 in AUT, 90 in AND and 82 in Scientist. For the evolutionary
network properties, we explore the number of nodes and the number of edges.

In [16,18], it is shown that the number of edges grows super linearly with the
number of nodes. This trend can be extended into piecewise linear in OHCs, see
Fig. 5. Apparently, there are three successively increasing growth phases (sepa-
rated by the two vertical lines) in terms of the number of nodes. Phase I ranges

Fig. 5. The number of edges change with the number of nodes
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from 0 to 2,000, Phase II from 2,000 to 4,000 and Phase III from 4,000 to
more than 10,000. In Phase I, the growth rates are slower for all communities,
increase in Phase II, and then they become extremely higher in Phase III, which
means the community is expanding much faster than before. According to this
division, we can identify that AND (the blue line) and Scientist (the purple line)
are experiencing Phase I, AUT and YLD are stepping into Phase II. However,
MDD and Depression have already been in Phase III.

Fig. 6. The number of nodes change with time

The increase of nodes along time is shown in Fig. 6. Generally, we can see
that Depression and MDD have concordant growth patterns. This observation
is also consistent with the increasing patterns of monthly messages. Therefore,
it can be concluded that Depression and MDD are highly coordinated although
the reason is not clear at this moment. Besides, all communities except AND,
start to approach Phase II in around 50th month. But thereafter users in MDD
and Depression explode quickly for the next 20 months and step into Phase
III whereas other communities still grow slowly. Starting from the 80th month,
Depression community expands even more quickly.

The graph densification and the increasing trend of nodes can explain some
peaks in monthly messages in Fig. 3. As for MDD, two peaks are achieved in
around the 40th and 70th month, and these two time slots are exactly when the
increasing rate of MDD users turns to rise up. That is, the quickly addition of
users causes the sharp addition of messages. This pattern can also be validated
in Depression, where both the monthly messages peak and the increasing rate
of users rises in around 70th and 80th month. However, the first peak is mainly
caused by the addition of nodes as the increase rate of edges with nodes is slow
during that period whereas the second peak is caused by both the addition of
nodes and the addition of edges as both the increase rate of nodes and the
increase rate of edges are high.
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4 Conclusion

This paper analyzed the structure and dynamics of the social networks formed by
the user interactions in depression related OHCs. We have observed the unique
sticky community structure of depression related OHCs as compared to other
OHCs and social networks. The findings shed light on the understanding of sev-
eral hidden factors that lead to the success and sustainability of OHCs in terms
of user participation and mutual interaction. In particular, the unique evolution
patterns represent important opportunities to gain an in-depth understanding
of the formulation and growth of OHCs.

While this work is an initial step to uncover the interesting interaction patterns
in OHCs, in future work, the growth patterns can be further explored in terms of
other evolutionary properties, such as the average out-degree, and the reciprocity.
On the other hand, it is also interesting to study the incentives that motivate the
mutual interactions in one community and the synergistic growth of two or more
OHCs through network modelling, which is the focus of our ongoing work.
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Abstract. The electronic cigarette (e-cigarette) marketing is unregulated on
social media currently. Flavor is one of the potent marketing strategies for e-
cigarette manufactures and vendors. In this paper, we investigate the flavor-
related e-cigarette marketing and online users’ response to flavor-related e-ciga‐
rette marketing in Facebook. We find that the fruit flavor is most frequently
promoted on social media e-cigarette marketing with a share of 33.19 %, followed
by nut (17.72 %), candy & sweet (9.28 %), alcohol (7.43 %) and menthol (6.75 %).
With regard to the users’ response to e-cigarette marketing, 85 % of comments
on flavor-related content (FC) happened within 84 h, while it is 243 h for 85 %
comments on content unrelated with flavor (named as miscellaneous content,
MC). Furthermore, the ratio of positive content to negative content in FC (RFC)
is 1.4857; while RMC is 0.8801. According to this work, we conclude that flavor
plays an important role for online e-cigarette marketing with the boosting of user
interaction and positive emotion.

Keywords: Electronic cigarette · Flavor · Facebook · Electronic liquid

1 Introduction

Electronic cigarettes - battery-powered devices that convert liquid nicotine into a vapor
inhaled by the smoker, or “vaper” - were invented in China and came to the U.S. in
2007. Currently, there are an estimated 20 million American vapers. As the most impor‐
tant feature of e-cigarettes, the flavor contained in the liquid solution (also known as e-
liquid or e-juice) is promoted widely. Meanwhile, e-cigarette manufacturers provide
consumers with not only classic tobacco and menthol flavors but also a variety of youth
appealing flavors including fruit, dessert, spice, candy, beverage, and bakery. A recent
online survey finds that fruit flavors are the most popular with a 31 % market share,
followed by tobacco flavors (22 %) and dessert flavors (19 %) [1]. It is obvious that
flavors of e-liquids become one of the potent marketing strategies for e-cigarettes.

Due to the similar impact that flavors have on tobacco, it is concerned that the variety
of e-cigarette flavors might attract users, especially youths to start using e-cigarettes.
Current e-cigarette use among high school students increased from 4.5 percent in 2013
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to 13.4 percent in 2014, rising from approximately 660,000 to 2 million students [2].
There are a large variety of e-cigarette flavors available in the market. On average, each
e-cigarette consumer uses three flavors [3]. However, there is little research about the
impact of flavors for online users. In this paper, we investigate users’ responses to flavor-
related content in online e-cigarette marketing to reveal the impact of flavor on online
users.

The remainder of this paper is organized as follows. The data collection is
presented in Sect. 2. In Sect. 3, we present how to extract flavor-related content from
user-generated content. We elaborate our preliminary findings including flavor
distribution in online e-liquid marketing and users’ response to e-liquid marketing
in Sect. 4. Section 5 concludes this paper.

2 Collection of E-cigarette Related Content on Social Media

To collect e-liquid flavor content, we reuse the data collection program implemented in
our previous work [4, 5]. This data collection program can retrieve user-generated
content from Facebook fan pages. Facebook fan page is a public profile that enables
users to share their business and products with Facebook users. The data collection on
Facebook consists of two steps: offline data preparation and online data collection.

Table 1. E-cigarette related keywords for Facebook searches

Keywords electronic cigarette, disposable cigarette, e-cig, e-cigarette, rechargeable
cigarette, rechargeable kits, flavor cartridge, vaporizer, vaporized,
vapor, vaping, mod, apv, refill cartridges, vaping pen, refills, cigalikes,
mechs, vape pen, electronic pipe, cartomizer, clearomizer, atomizer,
hookah, electronic hookah, shisha, electronic shisha, e-hookah, e-
shisha, electronic cigar, e-cigar, electronic juice, electronic liquid, e-
juice, e-liquid, electronic joint, e-joint, electronic spliff, e-spliff, vape,
vaping, istick, coil tank, coil, rda

For the offline data preparation, we need to find out e-cigarette related fan pages
using the keywords. We have defined a set of e-cigarette related keywords according to
keyword lists1. The partial keywords are shown in Table 1. Based on the keyword
searching, we find a large number of fan pages related with the given keywords.
However, due to the ambiguity of keywords, some retrieved fan pages are unrelated with
e-cigarette. To rule out the fan pages unrelated with e-cigarette, we manually classify
the retrieved fan pages into 2 types (0: unrelated with e-cigarette; 1: related with e-
cigarette) by two coders according to the profiles of fan pages. A third coder coded the
fan pages for which there was no agreement between the first two coders. If the third
coder disagreed with each of the first two coders, that fan pages are excluded. Mean‐
while, the coders also checked whether the fan pages are written in English or not. In
this paper, we only focus on the e-cigarette related fan pages written in English.

1 http://www.bestclearomizer.com/ultimate-vaping-glossary/.
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In the online data collection, we collect the content (including posts and comment)
and interaction records in e-cigarette related fan pages using the Facebook APIs.
Through the APIs, we can collect the public historical data on the fan pages. The data
collection lasted from to March 8 2015 to April 12 2015. Totally, we got 4778 e-cigarette
related fan pages with 472,435 posts and 5,606,020 comments.

3 Identify Online E-cigarette Marketing from Social Media

Online marketing refers to use a set of powerful tools and methodologies to promote
products and services through the internet. Generally, the information is embedded in
the user-generated content and disseminated through the user activities (such as like,
comment, and sharing) to increase the visibility of the products. To identify the content
related with online e-cigarette marketing, we assume the content should cover three
topics: e-cigarette topics, flavor topics, and business activities. The workflow to identify
the online e-cigarette marketing is presented in Fig. 1.

E-cigarette Topics

Business Topics Flavor Topics

Flavor-related E-
cigarette Marketing

E-cigarette 
Keywords

Business
Keywords

Flavor
Keywords

Knowledge Base

Fig. 1. Workflow to identify the flavor related e-cigarette marketing

First, we use the e-cigarette keywords to decide whether the textual inputs (posts)
are related with e-cigarette. The e-cigarette keywords are partially presented in Table 1.
Second, we check whether the content is related with business activities or flavor based
on the outputs of first step respectively. To find business-related content, we integrate
several keyword lists related with business activities2, 3. While for the flavor keywords,
we assemble the flavor lists from different flavor manufacturers4 to maximize the
coverage of flavor-related keywords. Finally, we calculate the overlapping of the outputs
of second step. The overlapping is the content which not only promotes e-cigarette
products, but also is related with flavor. In total, we get 12,391 posts with 85,989
comments. This is the dataset for the following analysis.

2 http://nichehacks.com/buyer-keywords-list/.
3 http://miscellanea.hubpages.com/hub/How-to-Sell-your-Products-with-Buying-Keywords.
4 http://www.missionflavors.com/flavorlist.aspx.
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4 Users’ Response to Online E-cigarette Marketing

4.1 Distribution of E-cigarette Flavor in Social Media

Due to the variety of e-cigarette flavors, we try to group similar flavors into one flavor
category. However, the flavor category varies by e-juice manufacturers and retailers.
Even worse, the product names themselves often give no guidance, can be misleading,
or can even be counterintuitive. To address this question, we adopt the vapor digest
flavor categorizing system (VDFCS)5 to place individual flavors from many different
manufacturers into the appropriate flavor category. The creation of VDFCS is based on
the ‘primary flavor’ of an e-liquid. In VDFCS, 12 flavor categories including alcohol,
beverage, candy & sweets, coffee & tea, fruit and tobacco are defined. In this paper, we
use the 11 flavor categories except miscellaneous.

To reveal the flavor-related content, we need to create the mapping from flavor-
related keywords to 11 flavor categories. In the mapping step, we want to setup matches
between keywords and flavor categories. To ensure the reasonability of mapping, two
coders manually create the mapping respectively. When there is no agreement between
the two coders, they will discuss together to decide the reasonable mapping.

As shown in Fig. 2, the fruity e-liquid is most frequently promoted on social media
with a share of 33.19 %, followed by nut (17.72 %), candy & sweet (9.28 %), alcohol
(7.43 %) and menthol (6.75 %). This means that fruity e-liquid is frequently promoted
by the e-liquid vendors and manufacturers in social media. According to the findings in
[1], fruity e-liquid is the most popular with a 31 % market share. Our result explains
why the fruity e-liquid has the largest market share. The nut e-liquid (17.72 %) is the
second most frequently promoted e-liquid in social media. The flavors in nut e-liquids
contain almond, pecan, cashew, pistachio, etc.

Fig. 2. The distribution of flavor in online e-cigarette marketing

Certain e-liquids even contain alcohol such as vodka, margarita, and rum. Although
the amount of alcohol used in the e-liquids is very small, the flammable alcohol could
ignite the vapor resulting in a fire. Additionally, poisoning can easily occur when vaping

5 http://www.vaporlives.com/eliquid-flavor-categories/.
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alcohol as the body has no way to reject the alcohol when inhaled. Despite of these
consequences, the alcohol flavored e-liquids are still widely promoted on social media
with a share of 7.43 %.

4.2 Users’ Response to Online E-liquid Marketing

To measure the impact of advertised flavor in e-liquid marketing in social media, we
compare the users’ response including comment patterns and emotional patterns in
flavor-related content (FC) and miscellaneous content (MC). Here, MC refers to the
content unrelated with e-liquid flavor.

To reveal the impacts of online e-liquid marketing to online user activities, we
compare the temporal patterns of comments on FC and MC. As shown in Fig. 3a, the
response time of comments has a heavy tail. The heavy-tailed distribution of response
time means that most comments happened instantly after the posts is related. For FC,
77.02 % of comments happened within 24 h after the releasing of posts; which it is
74.04 % for MC. On the other hand, the time range of response time for FC is shorter,
which means the user interaction happened in a shorter time period. The cumulative
distribution function (CDF) of response time is presented in Fig. 3b. According to
Fig. 3b, 85 % of comments on FC happened within 84 h, while it is 243 h for 85 %
comments in MC. It demonstrates the flavor-related content in online e-liquid marketing
can attract more user interaction within a shorter time period and the flavor-related
content may boost the user activities in social media.

Fig. 3. The distributions of response time in FC and MC

To measure the emotional patterns in the comments, we use the Stanford NLP
package to extract the emotional words and classify those words into 5 categories: very
negative, negative, neutral, positive, and very positive. In addition, the emoticons in the
comments are classified into the 5 categories as well, according to the definitions of
emoticons. As shown in Fig. 3c, for the flavor-related content, 12.29 % is very negative;
while it is 20.00 % for MC. In terms of very positive emotion, it is 17.05 % for FC vs.
14.24 % for MC. In addition, we compare the ratios of positive content and negative
content (R) in FC and MC. According to R, we find that the ratio for FC (RFC) is 1.4857,
while RMC is 0.8801. This demonstrates that the comments for flavor-related content in
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e-cigarette marketing are more positive, and flavor-related cigarette marketing have
positive effects for users’ emotion.

5 Conclusions

In this paper, we focus on the impact of flavor for online users and investigate the users’
response to flavor-related e-cigarette marketing in social media. We find the fruit flavor
is most frequently promoted on social media with a share of 33.19 %, followed by nut
(17.72 %), candy & sweet (9.28 %), alcohol (7.43 %) and menthol (6.75 %). With regard
to the users’ response, flavor-related content in online e-cigarette marketing can attract
more user interaction within a shorter time period and the flavor-related content may
boost the user activities in social media. Meanwhile, users’ response to flavor-related
content in online e-cigarette marketing is more positive.
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Abstract. Weibo (Chinese microblog) has become a popular social media plat‐
form for users to share health-related information. However, illegitimate users or
spammers often generate and spread false or misleading health information so as
to advertise and attract more attention. To address this issue, we propose a health-
related spammer detection approach on Chinese social media. Our approach is a
deep belief network (DBN) based model incorporating a comprehensive feature
set, including burstiness-based features, profile-based features, and content-based
features, to identify spammers who spread misleading health-related information.
Especially, we create a medical and health domain lexicon to better extract
content-based features. The experimental results show the approach achieves an
F1 score of 86 % in detecting spammer and significantly outperforms the bench‐
mark methods using baseline features.

Keywords: Spammer detection · Health · Chinese · Weibo · Deep belief network

1 Introduction

In recent years, microblogs (e.g., Twitter and Weibo) have become a popular social
media platform, where people post short messages to “tweet” about a wide variety of
topics ranging from politics, sports, music, culture, health, to everyday life or even
rumors. It is reported that the monthly number of active users of Weibo, the microblog‐
ging platforms in China, has reached 167 million as of September 30, 2014.

Health is an important topic closely related to people’s lives. Because it is convenient
and easy to generate tweets, many people turn to Weibo to discuss medical and health-
related topics. Meanwhile, many medical and healthcare professionals use Weibo as a
communication channel to share with the public health-related information and educa‐
tional materials and answer medical questions posted by concerned users.

However, spammers could also take advantage of the microblogging services to
generate and post a large number of false messages for advertisement purposes. Some
of the spammers are virtual accounts controlled by malicious computer programs; others
may be so-called Internet Water Army [2], who are a group of users hired and paid by
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certain individuals or organizations to spread misleading information. Spammers may
behave like ordinary users. As a result, detecting spammers and separating them from
real, non-spammer accounts are difficult.

In the past a few years, some research has been done for spammer detection. Features
that are based on text content of messages [1, 9, 17] or user profiles [15] have been used
to identify spammers. Some researchers use the features of burstiness of product reviews
to detect spammers in e-commerce applications [3, 16]. Social media also have the
characteristics of burstiness. Tweets appearing in a sudden may mean that spammers
are working together to generate a large number of tweets to attract the attention of
regular users. However, burstiness has rarely been considered in applications that detect
spammers on social media.

Spammer detection on English social media, such as Twitter, has been studied exten‐
sively [1, 17]. However, little research has been done to detect spammers posting health-
related topics in Chinese on Weibo. In this paper, we propose a health-related spammer
detection approach on Chinese social media. The contribution is three-fold. First, to the
best of our knowledge, our study is the first to address the problem of spammer detection
on Chinese microblogs for the health domain. Second, we propose to employ the Deep
Belief Network (DBN) [7], a type of deep learning model, together with the a comprehen‐
sive set of features including burstiness-based features, user’s profile-based features, and
tweets’ text content-based features, to enhance the detection performance. Third, unlike
many previous English spammer detection studies that can leverage existing medical
knowledge bases like the UMLS (Unified Medical Language System), our research
provides a medical lexicon that we have collected and constructed because there has been
no existing, standard Chinese medical lexicon available. Our experiments using real data
collected on Weibo show that our health-related spammer detection approach significantly
outperforms the benchmark methods using baseline features.

The remainder of the paper is organized as follows. We present a review of literature
on spammer detection in Sect. 2, and then describe our research design in Sect. 3. Next,
we report on our experiments and discuss the results. We conclude the paper in Sect. 5.

2 Related Work

Heydari et al. [6] conducted a comprehensive survey and reviewed methods for detecting
spam product reviews, individual spammers, and group spammers. We review some
related literature about spammer detection technologies, which can be categorized into
two types: meta-data based and content-based.

Meta-Data Based Spammer Detection. A microblog user account usually has asso‐
ciated meta-data (e.g., user’s identity, age, the number of friends, the timestamps of
tweets, and the users’ computer IP addresses, etc.). Many researchers [3, 5, 15, 16, 18]
analyzed these data to find users with malicious behaviors. For example, a user may be
a spammer if a user has a large number of followers or fans but few subscriptions, which
are other accounts that the user follows [18]. Because in order to spread spamming
contents to as many people as possible, spammers often strive to attract many followers
but do not tend to follow others.
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Content-Based Spammer Detection. Text content generated by users is very impor‐
tant for understanding the meaning of tweets and detecting spammers. Linguistic
features, such as n-grams [8], topic distribution [10] and stylistic [11], can be extracted
from text content to identify malicious behaviors. Lin et al. [9] used content similarity
for detecting spams in product reviews. However, content-based features alone are not
enough to accurately detect all types of fake messages. A professional and experienced
spammer may be able to fabricate contents so deliberately that even a real person cannot
distinguish them from truthful reviews or tweets. Liu et al. [10] proposed a hybrid model
for spammer detection on Weibo by combining user behaviorial features, social attrib‐
utes, and text content characteristics.

In the health domain, there has been little research on spammer detection. Only a
few studies can be found to examine the information trustworthiness of medical claims
or statements. Vydiswaran et al. [14] studied the trustworthiness of medical claims based
on community based knowledge and ranked the claims. Mukherjee et al. [11] analyzed
the credibility of user-provided medical statements and extracted the side-effects of
medical drugs as supplement of medical knowledge. Gao et al. [4] also explored Chinese
user’s perceived credibility of health and safety information on Weibo using question‐
naires. In this research, we propose a DBN-based model combining three types of
features for Chinese spammer detection on Weibo in the health domain. The following
section describes in detail our research design.

3 Research Design

In this section, we introduce our research design for health-related spammer detection.
We introduce two properties of spammer tweets, based on which we propose three types
of features: time burstiness, user’s profile attributes, and tweets’ text content. The three
types of features are used in the DBN-based model to distinguish spammers from regular
Weibo users.

3.1 Properties of Spammer Accounts

The temporal patterns of normal users’ tweeting activities, i.e., the number of tweets
generated by regular users in any period time, are usually random with very little burst‐
iness. Here, the burstiness refers to the situation where the number of tweets generated
by users in a period of time increases sharply. Prior research has shown that the burstiness
of tweets can be caused either by a sudden public event (e.g. a massive earthquake),
about which people tweet extensively during a short period of time, or by spammer
attacks which result in a sharp increase in the number of fake or misleading tweets [3].
Based on this observation, we introduce the first property of spammer accounts:

Property 1. Spammers are likely to generate tweets in the period of the beginning
(valley) of a burst to the middle (peak) of a burst.

Three basic statistics are readily available in each Weibo account: the number of
tweets, the number of followers (or fans), and the number of subscriptions (other users
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whom the current user follows). Regular users tend to maintain mutual relationships
with other users. Thus, a user’s number of followers and number of subscriptions usually
are comparable. Spammers, especially Internet Water Army, often have a large number
of followers but few subscriptions [18]. Thus, we derive the second property of spammer
accounts based on the social attributes:

Property 2. Spammers are likely to have a large number of followers and few subscrip‐
tions.

3.2 Features

In this research, we select three types of features, namely time burstiness, user’s profile
attributes, and tweets’ text content, to represent each user.

Burstiness. We use KDE (Kernel Density Estimation) [12] for burstiness detection.
KDE can estimate the probability density function of a random variable and will be used
to generate a smooth and continuous curve for our Weibo dataset. It is a commonly-used
[3] technique for burstiness detection.

Let  be a sample with n values drawn from an unknown density
function  of a random variable x. We need to estimate the shape of the function

, whose estimated kernel density is

(1)

where  is the kernel function that integrates to one and has mean zero;  is the smoothing
parameter called the bandwidth.  can be set experimentally to make the curve of the
function  not too jagged or too smooth.

On Weibo, a user generates some health-related tweets, each of which has a time‐
stamp. As a result, the tweets of users in a dataset have a set of timestamps 
corresponding to m tweets in the temporal order. The span of all tweets is .
Subtracting t1 from the timestamps we get .

We use the Gaussian kernel function for K:

(2)

and set  as the sample over the range . As a result, formula (1) becomes

(3)

By taking the derivative of the density function  and setting it to zero, we obtain
a set of time points for peaks  and a set of time points for valleys

.
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To detect the burstiness, we need to select burst peaks. Although all peaks represent
sharp increases in the number of tweets in a period of time, they vary in magnitude. We
remove those peaks whose density values are below the half of the maximum density
value. The remaining peaks and corresponding valleys are considered to be bursts:

(4)

According to Property 1, we calculate the number of tweets generated in all  for
each user as . Thus burstiness-based features of two dimensions are represented as

(5)

where  is the number of tweets of user . In the experiment section, we will demon‐
strate the effectiveness of the burstiness feature.

User Profile Attributes. We consider three types of profile attributes for each Weibo
user, namely the number of tweets, followers, and subscriptions. Based on Property 2,
a spammer is very likely to have a large number of followers, most of whom are also
spammers rather than regular users. On the other hand, spammers do not have many
subscriptions and often post a large number of tweets. Thus we define a measure based
on the three profile attributes:

(6)

To ensure the integrity of user’s profile-based features, we consider the features of
four dimensions for each user as follow:

(7)

Text Content. Word segmentation for health-related Chinese text is different from that
for documents in other domains. Health-related text content usually contains many
professional vocabulary (e.g. ������ [late-onset hypoglycemia]). Without the
help of a health and medical lexicon, the word segmentation will result in the loss of
important information. For example, the term “������” will be parsed and sepa‐
rated into “���” (late-onset) and “���” (hypoglycemia). As a result, the perform‐
ance of spammer detection will be affected. Thus, a high quality health and medical
lexicon is critical for parsing texts into meaningful segments of words with their original
meanings preserved.
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We collected and synthesized a set of medical vocabulary including disease names
(31,450 terms), disease diagnoses (3,475 terms), foods (26,808 terms), body organs
(6,086 terms), and medicine names (38,144 terms) from a set of professional sources,
including Sogou, and Xywy.

We use jcseg [19], a open source project, to perform word segmentation for text
contents of tweets. Then, we apply the TFIDF method [13], which is a statistical method
that finds weights of the most frequently used terms in a document, to extract text content
based features from tweets. Thus, the content-based features can be represented as a
feature vector of k dimensions:

(8)

where k is the number of terms used in TFIDF and is often associated with the number
of distinct words in the dataset.

The three types of features are used as input to the DBN-based classifier for spammer
detection.

3.3 DBN-Based Model

The most straightforward way to use the three types of features is to simply combining
them, resulting in a feature space of 2 + 4 + k dimensions. For example, the burstiness-
based features is related to the number of tweets, which is also used for profile-based
features. Simply combining the three types of features would not produce the optimal
classification performance.

In order to incorporate the three types features effectively, we employ a Deep Belief
Network (DBN) based model to combine the features. Figure 1 presents the DBN-based
model, which consists of four modules: the burstiness-based feature training module
(on the bottom left), the profile-based feature training module (on the bottom center),
the content-based feature training module (on the bottom right), and the joint represen‐
tation output module (on the top).

Fig. 1. The DBN-based model for combining features
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Each module is a DBN model that consists of one visible layer and one or more
hidden layers as shown in Fig. 1. The visible layer of a DBN accepts the feature vectors
of input and delivers the data to the hidden layers [7].

The building blocks of DBN are Restricted Boltzmann Machines (RBMs), which is
a generative stochastic artificial neural network that consists of only two layers: the input
layer and output layer. Usually, between-layer links of an RBM use an activation func‐
tion, but no links are allowed to exist between nodes on the same layer. The parameters
of an RBM include the weights w of the between-layer links and the node biases b. The
nodes in the input and output layers are binary stochastic variables with values 0 or 1,
corresponding to off or on in the training process. In the first training phase, the states
of nodes in the output layer are determined by transforming the states of the nodes in
the input layer using the activation function. In the second training phase, the states of
the nodes in the input layer are reconstructed based on the output layer nodes’ states
generated in the first training phase. The training process can be expressed as

(9)

(10)
where  and  are the states for the  node in the output layer and the  node in
the input layer, respectively. The sigmoid activation function is defined as:

.
The parameters are updated after each iteration. The weights  are updated based

on

(11)

where  is the training rate from 0 to 1;  is the pairwise product of the state
vectors for the nodes in the first phase; and  is the pairwise product of the
state vectors in the second phase. The biases b are updated similarly. This process stops
until it reaches the predefined maximum number of iterations.

After layer-wise pre-training for a DBN in the above processes, all parameters of the
DBN can be fine-tuned using the back-propagation algorithm with a supervised method.
The process stops when it reaches the maximum number of iterations.

When the DBNs of the three modules on the bottom finish the training processes, a
joint representation layer with the outputs of the three modules appended is regarded as
a visible layer for a new DBN’s input. In the joint representation output module, we add
an output layer to output two probability values representing spammer or non-spammer
by applying a logistic regression classifier.

All parameters obtained from the model training process are saved and used to test
the performance of the model in the experiments.
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4 Experiments

The experiments were indented to evaluate the performance of our spammer detection
method, which incorporates a medical and health domain lexicon, a DBN-based model
combining three types of features: burstiness-based, user profile-based, and content-
based, and a logistic regression classifier. We aim to answering two research questions:

• Does the domain lexicon that we created help improve the performance of the
spammer detection based on tweet contents?

• Does the DBN-based method using the combined feature set perform better than the
benchmark methods using the baseline features?

4.1 Dataset

We used an automatic crawler to collect Sina Weibo data using health-related keywords
(e.g., diabetes). The data include the profiles of Weibo users, their tweet text and asso‐
ciated timestamps between October 2013 and May 2015. Spammers in the dataset were
labeled using the Sina Weibo Community Management service, which depends on
manual efforts to identify violations of users’ right and obligations.

Data about 338,533 distinct users were collected, in which 7,494 users were labeled
as spammers. In order to create a balanced sample with roughly the equal number of
regular users and spammers, we randomly selected 7,500 regular users from the total
users and labeled them as non-spammers. Thus, the final sample consisted of 14,994
users.

To verify Property 1 regarding the burstiness characteristics, we depicted the prob‐
ability density for regular users and spammers in Fig. 2. The horizontal axis is the time
span of all tweets in days; the vertical axis is the probability density value; and the red
dots represent the timestamps of tweets. The burstiness distribution in Fig. 2(b) contains
a number of spikes over time. The sharp contrast between the probability density distri‐
butions of regular users and spammers demonstrates the validity of Property 1, and
shows that burstiness is helpful for spammer detection on Weibo.

Fig. 2. The burstiness distributions of regular users’ tweets and spammers’ tweets
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4.2 Evaluation Metrics and the Baseline Features

We adopted precision, recall, and F1 score to assess the performance of the our spammer
detection method. These metrics have been widely used in data mining and machine
learning studies.

We conducted a comprehensive study comparing the performance of our DBN-based
method using the combined feature set and a logistic regression model using the
following baseline feature sets:

• A: profile-based features only;
• B: burstiness-based features only;
• C: content-based features only;
• C no-lexicon: content-based features without the medical lexicon;
• A + C: profile-based and content-based features combined;
• A + B: profile-based and burstiness-based features combined;
• B + C: burstiness-based and content-based features combined;
• A + B + C: simple combination of the three types of features.

4.3 Results

Table 1 lists the number of dimensions for the input and output layers in the DBN-based
model, which includes the three training modules based on the burstiness-based features
(Module 1), profile-based features (Module 2), content-based features (Module 3), and
the joint representation output module (Module 4). In addition, there is only one hidden
layer in the four modules. The learning rate during the pre-training and fine-training is
0.1 and 0.01, respectively. The maximum number if interactions is 500.

Table 1. The default parameters in the DBN-based model

Module 1 Module 2 Module 3 Module 4

Input layer 2 4 333* 339

Output layer 2 4 333 2
* Determined using TFIDF.

We conducted 10-fold cross validation for each feature set. The performance is
reported in Table 2.

To answer the first research question, we conducted a one-tail paired t-test to compare
C no-lexicon and C. The F-score of C is significantly higher than that of C no-lexicon
(p < 0.01) (see the first highlighted box). This indicates that when using content-based
features, the medical and health domain lexicon can help improve the performance of
spammer detection significantly.

A one-tail paired t-test was also conducted to examine the second research ques‐
tion. The F-score for our method (A + B + C with DBN) and the benchmark
(A + B + C) is 86.41 % and 85.5 %, respectively (see the second highlighted box).
The result shows that the DBN-based model for effectively incorporating the three
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types of features is significantly better than simplifying combining them together for
spammer detection.

Table 2 also shows that the DBN-based model outperforms all other seven methods
(logistic regression model with different feature sets) for health-related spammer detec‐
tion. Because of the space limit, we cannot present the results of paired t-tests for
comparing our method with the other seven methods.

5 Conclusion

In this study, we propose a health-related spammer detection approach on Chinese social
media (Weibo). Our approach uses a DBN-based model to incorporate a comprehensive
feature set, including burstiness-based features, user’s profile-based features, and
content-based features, to identify spammers. Especially, we created a medical and
health domain lexicon to better extract content-based features. The experimental results
show that our approach outperforms the benchmark methods (a logistical regression
model with different baseline feature sets), and that the domain lexicon helps improve
content-based spammer detection.

Acknowledgments. This work was supported by the National High-tech R&D Program of China
(Grant No. SS2015AA020102), National Basic Research Program of China (Grant No.
2011CB302302), the 1000-Talent program, Tsinghua University Initiative Scientific Research
Program.

Table 2. Performance comparison with 10-fold cross validation

Precision% Recall% F1 Score%

A 70.34 51.44 58.78

C no-lexicon 71.39 71.43 71.41

C 72.68 72.68 72.68 *

B 86.80 84.31 85.57

A+C 72.53 72.48 72.78

A+B 86.66 83.14 84.86

B+C 86.06 84.04 85.04

A+B+C 86.36 84.67 85.50

A+B+C with DBN 87.32 85.49 86.41 ***

*p < 0.01; ***p < 0.0001
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Abstract. Diabetes mellitus is a leading cause of death in both developed and
emerging countries, and a chronic disease that requires a substantial amount of
financially difficult and time-consuming healthcare provisions. However,
patients’ quality of life can be significantly improved with appropriate education
and tools for self-management. In order to improve health outcomes among
populations largely prone to or already suffering from diabetes, the University of
Arizona Artificial Intelligence Lab developed DiabeticLink, a free diabetes self-
management patient portal. This system is utilizable on mobile devices and
personal computers. It incorporates novel methods for health status monitoring
and trend projections, assessment and prediction of risks for major health events,
recommendations of educational materials, and social functionalities. It was eval‐
uated in 2014 prior to launching through an IRB-approved usability study. This
internationally collaborative system has been launched in Taiwan and the United
States (2013 and 2014, respectively), while a Danish version is currently being
developed.

Keywords: Diabetes · Patient empowerment · System evaluation · Health social
media · Dashboard · Self-management · Collaborative

1 Introduction

The International Diabetes Foundation reported a total of 387 million cases of diagnosed
diabetics in the world in 2014 [1]. This number is expected to increase to 592 million
in 2035. In the US alone, more than 9.3 % (29.1 million people) of the population is
affected by diabetes and this number is expected to grow further, affecting 1 in every 3
people in the US by 2050 [2]. The total estimated costs associated with treatment and
management of diabetes in the United States in 2012 was $245 billion [2].
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The current healthcare system in the United States is designed to cater to acute and
symptom-driven diseases/conditions [3], and often fails at providing the appropriate
level of care required for chronic diseases such as diabetes. However, diabetes is still a
manageable chronic disease [4]. With a collaborative environment where patients are
empowered by healthcare providers and educators to manage their condition, treatments,
and diet, their quality of life can be significantly improved. Recognizing this need for
patient education and empowerment, several organizations such as the American
Diabetes Association, the International Federation for Diabetes, World Health Organi‐
zation and others have begun to develop websites and mobile applications that can
provide patients and caregivers with diabetes self-management education. Furthermore,
many healthcare and fitness companies also promote daily activity tracking to monitor
fitness on the go. However, each website or mobile application currently on the market
lacks comprehensibility. They all cater to one aspect of disease management, but not to
the other. This often leads to hopping from website-to-website in search of relevant
information and patient support.

To better address user needs, we developed DiabeticLink, an all-encompassing
patient empowerment portal that uses information technology to provide access to easy-
to-use tools for better self-management of diabetes for diabetics as well as their family
members and health care providers. DiabeticLink is a free online health portal that can
help reduce the need to rely heavily on other health care systems.

2 Literature Review and Related Systems

In order to examine the current tools and technological advances made in the field of
diabetes management, we searched the diabetes online portal markets and diabetes
related mobile applications. There are more than 20 different types of online portals and
more than 50 reliable mobile applications that cater to one or more aspects of diabetes
management. We will review these products in the following categories: diabetes-related
websites and social communities, diabetes health tracking and visualization tools, health
data integration from medical devices and risk engines for health prediction.

2.1 Online Diabetes Websites and Social Communities

With the widespread reach of the Internet and social media, people resort to the web for
most disease-related information. To cater to this need, there are several informative
websites online that provide an extensive array of reputable data. Examples of such web
portals include the American Diabetes Association, DiabeticConnect, and Dlife. These
websites feature a host of credible, high quality health reference materials such as
diabetes related articles, online guides, videos and scholarly articles, nutrition and
dietary plans, diabetes friendly recipes and new tools, and treatments for disease
management. A common feature on most sites is the social community section that
allows users to connect to others like them via forums and blogs. For instance, some of
the most popular diabetes forums include PatientsLikeMe, DiabetesForum, Diabe‐
tesDaily, and tuDiabetes.
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2.2 Health Tracking and Visualization Tools

Due to the complexity associated with the development of tracking tools and applica‐
tions, these products often tend to offer services limited to tracking diabetic measure‐
ments such as blood glucose, Hemoglobin A1c, carbohydrate intake, and physical
activity. Most products in this category are either focused on weight management (e.g.
SparkPeople.com, or MyFitnessPal.com) or mobile diabetes management with tracking
parameters limited to weight, food and activity levels only. The most popular diabetes
tracking applications are Glucose Buddy, BG Monitor Diabetes, Diabetes Logbook and
OnTrack Diabetes. Some advanced applications also exist that allow download of data
from different medical devices such as glucometers in order to easily follow trends and
monitor patterns. Glooko is an application (FDA approved) that can directly connect
with a doctor’s devices to measure and log blood sugar levels.

2.3 Risk Engine for Health Prediction

Personalized preventive care for diabetics can lead to patient empowerment. Patients
aware of their risks are motivated to better manage their health to improve overall
outcomes. To achieve the goals of risk prediction, several studies were undertaken to
investigate different predictive modeling techniques using patient health indicators from
longitudinal patient data [5]. The UKPDS risk engine, used widely, can predict the risk
of heart disease and stroke in a patient suffering from Type 2 diabetes. However, this
model only predicts risk for two events and is limited to Type 2 Diabetics [5]. Possi‐
bilities of predicting different types of risk will be greatly influenced by the amount of
patient information that becomes available through EHR integration.

2.4 DiabeticLink’s Research Motivation

A major motivation behind the development of the DiabeticLink system was the tech‐
nical limitations of existing diabetes self-management tools. First, most do not consider
mobile devices as a platform for the health monitoring applications. Furthermore,
existing tools do not translate self-monitoring data to patient-interpretable implications
and meanings. In addition, the tools ignore an individual’s health status and unique
needs, and are therefore deficient in providing personalized alerts, tailored educational
materials, and actionable recommendations [6].

DiabeticLink is an all-inclusive, free, and intelligent self-management web portal
that provides access to credible educational resources, advanced tracking capabilities,
a unique risk management module, and a sense of community through its social blogs
and discussion forums. Family members, physicians, and nurses of diabetics also have
a place on DiabeticLink, as it provides comprehensive information on all aspects of
diabetes management.
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3 Target Populations

3.1 User Population 1: Patients

There are three main patient populations who could benefit from the DiabeticLink
system: Type 1 diabetics, Type 2 diabetics, and pre-diabetics. The first patient popula‐
tion, Type 1 diabetics, consists of diabetics who are insulin-dependent, whereas Type 2
diabetes is manageable through lifestyle changes, as the pancreas is still able to secrete
limited amounts of insulin [7]. The third patient population, pre-diabetics, consists of
proactive people who are in danger of developing Type 2 Diabetes and want to take
better control of their health. Both long-time diabetics and those recently diagnosed can
turn to DiabeticLink as a resource for figuring out how to track their blood glucose, food
intake, and log their insulin dosages daily, as well as a tool to access diabetes educational
resources and assess their future health risk factors.

3.2 User Population 2: Caregivers

Caregivers include family members or friends of a diabetic patient-those who are
providing care to the diabetic when he or she cannot care for him/herself. They provide
a support system for the diabetic, which may include mental, emotional, physical, and/
or financial support. Caregivers would be most interested in using DiabeticLink to learn
about new treatments and possible cures for the disease.

3.3 User Population 3: Healthcare Providers

Healthcare providers include doctors, nurses, nurse practitioners, and researchers. They
are able to provide clinical and medical care or treatments to diabetic patients of all
populations. They would be most interested in using DiabeticLink to recommend the
latest research information on treatments and technology to their patients and caregivers
and to help their patients self-manage their blood sugars, insulin dosages, and other
health data.

4 DiabeticLink System Functionalities

DiabeticLink has been launched in two countries, namely, the US (September 2014) and
Taiwan (August 2013). DiabeticLink’s system functionalities were developed to cater
to each market individually based on country specific needs, policies, and regulations.
Hence, even though the basic value provided by the system remains the same, certain
functionalities are unique to the two systems.

4.1 DiabeticLink US

Features and Benefits. DiabeticLink’s strength lies in its tools that aid in diabetes self-
management. Where DiabeticLink’s competitors may offer a subset of features, this

302 G. Samtani et al.



system provides a multi-feature, one-stop site to patients for a complete diabetes
management solution. There are four main types of features that are provided, as detailed
below.

Health Resources. The Health Resources module is designed as an educational
resource, where the user finds up-to-date health information, such as the latest diabetes-
related information (in the form of articles, videos, blogs, tweets, and research) sourced
from credible diabetes sites (American Diabetes Association, NIH, etc.) created via daily
information aggregation and mash-up of third-party user-generated content. This part
of the website is dedicated to bringing together all relevant information on one platform.
This module is interactive and has a variety of options for how users want to receive
their educational information. It also provides a sub-module known as “Healthy Eating,”
which offers the latest diabetes-friendly recipes and a guide for eating out locally,
powered by nutritionix and factional (Fig. 1).

Fig. 1. Health resources module on DiabeticLink US; provides the latest information on diabetes
and diabetes management

Health Tracking. The tracking segment of DiabeticLink provides a dynamic platform
to track 8 different health parameters including insulin, glucose, cholesterol, HbA1c,
weight, food intake, activity and blood pressure. These health logs are automatically
displayed in color coded graphs and can be exported/downloaded in .csv or excel
formats. This allows for easy monitoring of all health parameters on one website, while
ending the hassle of manual consolidation of tracking data (Fig. 2a).

Risk Engine. DiabeticLink has developed a unique risk engine based on an experiment
that used about 2,000 diabetic patients [8]. DiabeticLink provides two scientific
approaches to profile patient risk. Both tools are based on results published in scientific
journals. One predicts the 5-year risk of stroke and coronary heart disease (CHD) based
on the U.K. Prospective Diabetes Study [9]. The other predicts the risk of diabetes-
induced hospitalization based on the research in the Artificial Intelligence (AI) Lab at
the University of Arizona (Fig. 2b).
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Fig. 2. (a) (left) Tracking module (DiabeticLink US) allows tracking of 8 different health param‐
eters and (b) (right) Risk engine module (DiabeticLink US) predicts risk of stroke, CHD and
hospitalization and allows users to set health goals based on recommendations

Social Community. The social community feature on DiabeticLink provides forums,
blogs and a list of members, allowing users to befriend people with similar health-related
issues and challenges and seek support in convenient forms. Users can benefit from
readily available and critical online social support throughout their treatment journey in
this section. Protection of user data and privacy is the highest priority.

4.2 DiabeticLink Taiwan

Features and Benefits. In Taiwan and for the greater China region (partnered with the
National Taiwan University and Chinese Academy of Sciences), the Taiwanese version
of DiabeticLink (at http://tw.diabeticlink.org/) was launched in August 2013 with more
than 25,000 unique visitors and a Facebook fan following of more than 500 people.

Health Resources. DiabeticLink-Taiwan currently provides hundreds of news articles,
healthcare and medication related articles, research reports, and healthy recipes much
like its US counterpart. It also offers a Knowledge Quick Search (provided by the
Taiwanese National Health Insurance Database) that provides answers to some of the
most frequently asked questions from diabetes patients and caretakers.

Social Connections. This feature of the website is similar to the social community
functionality on the DiabeticLink US website and provides a safe and anonymous plat‐
form to share treatment management questions, experiences, successes, challenges and
search for similar patients across multiple discussion forums.

Health Tracking. This module allows tracking of nine different health parameters and
provides advanced visualization tools for easy data comprehension, similar to the
DiabeticLink US tracking module.

Drug Safety Module. The Taiwanese version of DiabeticLink also includes a total of
139 drug names that are commonly prescribed to diabetic patients and their comorbidity
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from US Federal Drug Administration (FDA) Adverse Event Reporting System
(FAERS) database in the Taiwanese Drug Safety module. Taiwanese users can review
the adverse drug effect reports in the FAERS system to have a better understanding of
the drugs prescribed to them. Several physicians and educators in National Taiwan
University Hospital (NTUH) were consulted to determine the accuracy of the Chinese
translation of this drug related information.

5 DiabeticLink US System Evaluation

The US user study was conducted prior to the DiabeticLink US system launch in
September 2014 in order to obtain feedback on system design, functionalities, ease of
use and other factors. The main objectives of this user study were to test the website in
real world settings with potential users and to obtain direct feedback to determine areas
of improvement for the system prior to its launch. At this point, the system was not
available to the public for viewing and was offered in its beta version to subjects. The
Institutional Review Board (IRB) at the University of Arizona approved the study design
and material.

5.1 Evaluation Metrics

Ten major factors were considered during the user study, modeled after Jakob Nielsen’s
Usability Heuristics [10]. The factors are as shown in Table 1:

Table 1. Usability heuristics [10] employed in 2014 DiabeticLink US user study design

Heuristic Relates to

“Visibility of system status” System ability to provide feedback to users

“Match between system and the real
world”

User’s ability to understand the system and the testing
in layman’s language, with appropriate logic and
order

“User control and freedom” Ease of website’s navigation

“Consistency and standards” User’s evaluation of the convention of the platform of
the website

“Error prevention” User’s determination of which parts of the website are
most error-prone

“Recognition rather than recall” System reliance on user memory or easily visible and
self-explanatory organization of website

“Flexibility and efficiency of use” Effectiveness for both novice and experienced users

“Aesthetic and minimalist design” Relevance of included information and visuals

“Help users recognize, diagnose,
and recover from errors”

Easily understandable error messages

“Help and documentation” Ease of instruction and ability to search the website
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5.2 User Study Design

The user study was conducted through expert review, hallway testing, and remote
usability testing. Expert review involved those who designed the DiabeticLink system
testing it internally. Then, the populations (highlighted below in “User Study Popula‐
tions”) were chosen and IRB approval was secured. The next step involved selecting
participants for testing and determining whether they would participate in hallway or
remote usability testing. Those who were hallway tested came to the University of
Arizona to be observed and recorded while they tested the system. Those who partici‐
pated in remote usability testing were given specific written instructions on how to access
the system (while their computer screen was recorded), as well as all of the pre and post-
test materials to complete.

The user study materials consisted of a pre-test survey, an interactive test, and a post-
test survey. The pre-test survey was aimed at gauging the user’s expectations of the
system and to gather information on existing competition on the market. In the interac‐
tive system testing, users sat at a computer and were recorded (voice and mouse move‐
ments only) as they used the DiabeticLink website. The post-test survey evaluated user
feedback on the DiabeticLink system from each specific population.

User Study Subjects Groups. There were three subject groups in this user study, with
3–5 participants in each. The first subject group consisted of diabetic patients (Type 1
and Type 2). The second group consisted of caregivers of diabetic patients (spouses,
children, or other relatives). Lastly, the third group consisted of healthcare providers
(physicians, nurses, nurse educators). There was one secondary population in this user
study, which was composed of 13 college students with no previous relation to diabetes.
In total, there were 24 subjects.

Participant Demographics. The age range for this study varied from 20 to 75 years
of age, with fourteen participants aged 20–25, three aged 26–45, and seven aged 45–75.
Figure 3 (below) shows the number of participants in each age group:

Fig. 3. (Left): Participants divided by age
group

Fig. 4. (Right): Overall satisfaction rate of four
populations in 2014 user study
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5.3 Results

The 2014 User Study on the DiabeticLink US system showed that most users were,
overall, at least satisfied (54 %), if not highly impressed (29 %), as shown in Fig. 4
(above). A minority was dissatisfied and/or frustrated (17 %) with the system (Fig. 4).
The user study subjects reported that an online portal that allows tracking and easy report
generation while providing important information on nutrition, all on the same platform,
is exceedingly helpful and is a tool that they would use and recommend.

The satisfaction rates for the individual modules and overall website design are
shown in Table 2 (below).

Table 2. User satisfaction with DiabeticLink modules and website design

Module Percentage of satis‐
fied users

Percentage of
dissatisfied users

Percentage of
neutral users

Tracking 75 % 25 %     0 %

Health resources 52 % 46 %     2 %

Risk engine 41 % 33 % 26 %

Community section 29 % 42 % 29 %

Website design 88 % 12 %     0 %

The most popular module on both a quantitative and qualitative basis amongst the
test subjects was the Tracking module. As shown in Table 2 (above), the user satisfaction
rate was much higher than the dissatisfaction rate (75 % versus 25 %). Users were pleased
with the wide variety of options for health tracking and the easy-to-use log and chart
formats, with reviews from such as “I like how it’s all here; super easy to use, how it
SHOULD be” and “this is the primary reason I might use this”.

The Health Resources module was the next most affinitive with users, with a 52 %
overall satisfaction rate. Reasons for user dissatisfaction included little proof of reliability
of the sources of information and the reduced clarity of the diabetes videos sourced from
YouTube, which was remedied after the user study.

The Risk Engine received a mixed review, which is shown above in Table 2 with
the 41 % satisfaction rate, 33 % dissatisfaction rate, and 26 % rate of neutrality. The users
who were satisfied with this module provided feedback such as “Nice, very tempting,
even if I’m not a Diabetic, I would like to come back and use it again and again every
time I get my blood tested,” and, “It’s good that you include your references. If I had
diabetes I would want to make sure it’s an evidence-based system,” whereas those who
expressed dissatisfaction found the risk engine “scary” and did not want to test it on
themselves.

The Community section also received a mixed review. Quantitative data recorded
from post-test surveys showed that 29 % of the users were satisfied with this section of
the website, while 42 % were neutral and 29 % were dissatisfied. Those who were happy
with this tool made comments such as “blogs are great so users can know they are not
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alone and can find answers from people in similar situations,” while there was no direct
qualitative negative feedback.

Next, the website design and layout was evaluated by users. As shown in Table 2
(above), there was an 88 % overall satisfaction rate with the layout, ease of accessibility,
and aesthetics of the DiabeticLink US system. One nursing student stated that the
website was “easy to navigate” with “attractive colors and layouts.”

As shown in this study, the Tracking and Health Resources features were found to
be the most popular with the test group of users (ages 20–75). They received comments
such as “I love that you can track each of these things. Diabetes management includes
all of these things” (Nursing student) and “the news section is great-always wanted to
be able to see it all in one location” (Type 1 diabetic).

After the DiabeticLink US user study was completed, user feedback was taken into
account and system improvements were made prior to the launch in September 2014,
such as providing personalized guides on how to use each module, adding a calorie
counter to the food tracking module, and improving search speed for the restaurant
search in the Health Resources module. In addition, the tracking visualization was
improved and superimposed graphs were made available in the Tracking module, and
the system was made compatible with all iOS devices and most Android devices.

6 System Adoption and Usage Statistics

6.1 Digital Marketing Strategy

The DiabeticLink US website post-launch was promoted using several online marketing
tools, including Search Engine Optimization (SEO), Google adwords, Facebook ads,
guest blogging, YouTube videos and daily/weekly posts on popular social media
websites such as Facebook and Twitter.

6.2 Social Media Statistics

Since the DiabeticLink US launch in September 2014 up until August 2015, the website
has been promoted on two main social forums: Facebook and Twitter. The goal of this
promotion was to increase the number of unique visitors on the DiabeticLink US
website. Table 3 (below) displays statistics on the popularity of the DiabeticLink US
social media accounts over time (quarter over quarter) since the launch of the website.

There has been an increasing trend in the popularity of DiabeticLink US on Facebook
and Twitter since 2014, as shown in Table 3 (below). In approximately one year, the
DiabeticLink US Facebook page has reached nearly 860 likes, while the Twitter fan-
base has reached nearly 2,650 followers.
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Table 3. Statistics for DiabeticLink social media accounts from September 2014 to August 2015

Time period (quarter) Facebook likes Twitter followers

Q3 2014         0                 0

Q4 2014 197         943

Q1 2015 618 2,208

Q2 2015 836 2,606

Q3 2015 858 2,634

Total to date 858 2,634

6.3 Views and Members

The quarter over quarter growth in the usage of the DiabeticLink US website, broken down
by total page-views, number of sessions, the number of unique visitors and number of
registered members, is shown in Table 4 (below). The number of page-views and unique
visitors to the website increased from quarter 1 to quarter 2 (in 2014), but decreased in the
first quarter of 2015. The sudden growth in the first two quarters can be attributed to the
use of paid advertising using Google adwords and Facebook ads. These paid advertise‐
ments were stopped in the end of quarter 2 (2014) and the reduced presence online led to a
reduction in the number of unique visitations in the following quarters. Due to increased
presence on social media sites like Facebook and Twitter, the site gained more audience in
the second quarter of 2015. Even though the number of unique visitors declined, the
number of registered users increased over the quarters. The increase is not significant in
quarter 3 (2015) mainly because the figures shown in Table 4 have data that was collected
before the end of quarter 4 (in August 2015).

Table 4. Number of page views, sessions, unique visitors, and registered members on
DiabeticLink from September 2014 to August 2015

Time period
(quarter)

Total page
views

Sessions (visi‐
tors)

Users (unique
visitors)

Registered
members

Q3 2014 24,823      1,179      596     63

Q4 2014 28,142      6,102 4,487 203

Q1 2015      9,384      1,581      907 220

Q2 2015      6,565      2,401 2,125 221

Q3 2015      2,384      1,227 1,176 224

Total to date 71,298 12,490 9,291 224
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7 Future Development Plans

In the near future, the DiabeticLink development team plans to incorporate direct data
transmission from diabetic devices such as glucometers, insulin pumps, and insulin pods,
which will make the tracking of diabetic health information easier. Our team will also
add innovative features to appeal to a variety of populations, such as a youth forum for
newly diagnosed young adults and a suggestion board for all members of the website.
We hope that these developments will encourage the progress of the community aspect
of DiabeticLink, as well as increase the number of page views and unique members. A
third DiabeticLink system is currently being developed for Patient@Home, a healthcare
initiative in Denmark. This Danish version of the website will cater to the requirements
of the Danish healthcare system in adherence to their policies and regulations.
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Abstract. Chinese medicine research documents a significant amount of knowl‐
edge. However, compared to Western medicine, there are limited studies that take
advantage of and summarize findings based on the Chinese medicine literature.
This paper builds a literature analysis system based on information extraction and
visualization technologies, which allow users to select and analyze a subset of
Chinese medicine literature. The system provides complex search functionalities
and makes a set of analyses (summary statistics on medicine/disease/acupuncture
points, medicine co-occurrence analysis, and acupuncture point analysis) avail‐
able to support Chinese medicine scholars and alleviate their workload. The
system may facilitate Chinese medicine research and theorization.

Keywords: Chinese medicine · Text mining · Visualization · Literature analysis

1 Introduction

Chinese medicine is a treasure of Chinese culture. It reflects Chinese people’s long-term
wisdom in treating diseases and pursuing a healthy life. In its long history, Chinese
medicine developed many effective disease treatments, which is documented in medi‐
cine monographs. Since the 1950s, Chinese medicine researchers have been systemat‐
ically publishing cases, studies, and findings in journals.

This paper argues that it is necessary to examine the existing Chinese medicine
publications, since they contain a large amount of empirical evidence from practice and
hold the potential to derive theoretical explanations for Chinese medicine. Literature
analysis is widely used in Western medicine to summarize previous findings, develop
theories, and direct future research. However, literature analysis on Chinese medicine
is rare, and difficult to many Chinese medicine scholars. To ease their research using
the literature analysis approach, it is necessary to develop a system that provides auto‐
mated literature analysis and visualization.

In this research, we propose a literature analysis system for Chinese medicine that
is developed based on information extraction and knowledge mapping techniques [1,
2]. In this system, we collect Chinese medicine publications (especially journal papers),
and extract disease, medicine, treatment, and acupuncture point information from the
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text of papers using text mining methods. We develop functionalities for descriptive
statistics, medicine co-occurrence network, and body-based acupuncture point co-
occurrence visualization. With this system, scholars can search and select some papers
in their areas of interest and generate visualizations to help them digest the selected
publications and have an overview of the empirical evidence published in that area.

We built a prototype system (http://medc.is.cityu.edu.hk/). We collect the abstracts
and meta-data of about 1 million Chinese medicine papers published since the 1950s in
the prototype. The system works in a cloud-computing fashion in which scholars can
make multiple analyses and save the results. The system is open to the public.

2 Literature Review

2.1 Literature Analysis in Western Medicine

Medical literature records human experience in fighting diseases. The development of
information technologies makes it possible to automatically extract and summarize
information from medical literature. Information extraction and knowledge mapping
reduce the work required to read and comprehend medical literature. By integrating
findings from multiple medical literature, statistical methods and visualization tools can
help further reduce errors in information extraction and identify the most important
scientific discoveries. Text mining and knowledge mapping have been widely used to
analyze and understand Western medical literature [1].

By the end of the last century, the National Library of Medicine (NLM) had supported
a number of studies on searching and mining of medical literature [3]. NLM built the
PubMed (formerly called MEDLINE) system, which is now the world’s largest literature
database on life sciences and biomedical information. Many knowledge extraction and
mapping tools were developed based on this system to extract genetic relations [2], gene
information [4], and other types of information [5]. The data extracted from MEDLINE
literature are also being used to carry out further biomedical research [6–8].

2.2 Literature Analysis in Chinese Medicine

In recent years, Chinese scholars have gradually adopted text mining and knowledge
mapping techniques to analyze Chinese medical literature [9]. For example, Zhou et al.
proposed to mine both Chinese medicine and MEDLINE literature for gene functional
networks [10]. Zheng et al. studied the shared biological networks between rheumatoid
arthritis and coronary heart disease by simultaneously using Chinese medicine literature
and MEDLINE literature [11]. In Taiwan, Fang et al. extracted Chinese medicine infor‐
mation (in English) from MEDLINE literature and developed a database that includes
the links between Chinese medicine, genes, and disease [12]. Xue et al. developed a
database for herb molecular mechanism analysis based on information extracted from
literature [13]. In the past years, there is a group of related scholars who published about
40 papers analyzing various diseases in Chinese medicine literature [14, 15]. Neverthe‐
less, for most Chinese physicians, it is a challenge to learn text mining and knowledge
mapping skills and use them to digest literature.
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From the knowledge mapping perspective, prescription analysis is related to litera‐
ture analysis. In 2011, the Institute of Automation at the Chinese Academy of Sciences
and the Chinese Academy of Traditional Medicine developed a prescription analysis
software, TCMISS (http://www.tcmnd.com/detail.aspx?id=441). Although it uses basic
visualization methods and does not have time-mining functions, it still significantly
improved the ability of Chinese scholars to analyze prescriptions. This software
supported over 30 papers to analyze prescriptions of some famous doctors [16].

Despite the above efforts, in general, existing efforts to analyze Chinese medicine
literature are relatively simple. These studies usually report words frequency, word
correlation analysis (network visualization) for a selected area or disease [14, 17, 18].
There are no generic Chinese medicine literature analysis systems for scholars.

This paper takes text mining and knowledge mapping approaches to fill the gap. We
develop a Chinese medicine literature analysis system to support scholars who have no
information processing experience conducting literature analysis.

3 System Architecture

Following the design science paradigm, we develop a Chinese medicine literature anal‐
ysis system (named MedC) and evaluate its effectiveness in helping Chinese medicine
scholars. Figure 1 presents the general framework for this study, including testbed
development, system development, and user studies. Before system development, in the
testbed development part we collect Chinese medicine literature from CNKI (the largest
literature database in China), which will be mined and analyzed. We also collect medical
knowledge bases on medicine, diseases, and syndromes to facilitate the text mining task.
After system development, for the user study we will interview domain experts and
conduct studies with students to validate the proposed approach. This paper focuses on
reporting the system development component, which is shown in detail in Fig. 2.

Information Extraction Module Design and Development. After collecting the
Chinese medicine literature, we built an automatic information extractor based on
existing research in Chinese NLP. We convert the collected papers to text format and
build a heuristic filter to filter out irrelevant information, such as header on each page,
and keep only paper content. We conduct Chinese word segmentation and POS tagging
by using the ICTCLAS package (http://ictclas.nlpir.org) developed by NLPIR. We
incorporate Chinese medicine-specific dictionaries, which are built upon the collected
medical knowledge bases, to extract terms such as disease names, symptoms, etc. We
conduct rule-based term aggregation and disambiguation to address typos and synonyms
in literature, so that each term has a unified identifier in our system. (This step is
supported by a thesaurus of medicine and disease names collected and compiled by us.)
We then extract co-occurrence relations between terms within and across sentences and
paper sections. We pre-process our collection and conduct information extraction for
later visualization.
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Fig. 1. The framework for the study on MedC system

Fig. 2. System development

Search Interface Development. Different from previous researchers’ work, we do not
specify any scope of literature. We leave the selection of literature to be analyzed to
researchers, i.e., potential users of our system. To facilitate users finding the literature
they are interested in for visualization and analysis, we develop a Web interface that
contains complicated literature search and selection functionalities. The interface is built
on Html, Ajax, Java, and JSP techniques. It is based on the JavaServer Faces (JSF)
framework1 using primefaces2 with the help of bootstrap3. The webpage logic was

1
https://en.wikipedia.org/wiki/JavaServer_Faces.

2
http://primefaces.org/.

3
http://getbootstrap.com/.
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written with the help of JQuery4. The system also has basic account management and
report management functionalities to ease the use of visualization modules.

Visualization Module Design and Development. The visualization module is a key
component of the project. We customize an open source package, D35, to build the
interface. The visualizations are designed considering Chinese medicine researchers’
requirements. Specifically, we provide summary statistics of diseases, medicines, and
acupuncture points, in which we highlight the inter-correlations among the three types
of entities. We provide medicine co-occurrence graph visualization together with their
medicine properties (��, Chinese medicine classifies medicines to four types: cold,
hot, warm, and cool; note that such classifications may not match their chemical prop‐
erties) and GuiJing (��, a unique construct in Chinese medicine to annotate which
part-of-human-body the medicine belongs to; note that the part-of-human-body in
Chinese medicine does not always match anatomy). We provide an acupuncture point
visualizer based on the human body. While we are still developing other visualization
modules, the three visualizers provide us unique perspectives on understanding the
selected literature.

4 System Implementation/Functionality

4.1 Testbed

We developed a spider and crawled all the abstracts and meta-data of CNKI publications
(the full-text of papers requires purchase). By November 2014, we collected the abstracts
of 1,098,014 articles, including 1,081,864 journal papers, 2,995 doctoral dissertations,
and 12,118 master theses. Our customized text segmentation system contains a lexicon
with 979,079 unique words integrated from multiple sources. By applying the text
segmentation tool to the 1 M papers, we extract 494 unique disease names occurring
672,226 times, 877 unique medicines occurring 669,604 times, and 331 unique acupunc‐
ture points occurring 151,925 times.

Chinese medicine literature abstracts usually do not contain enough information on
treatments, prescriptions, and symptoms of the subjects, which are necessary for this
research. In the future, we will purchase full-texts of papers to improve the system. For
a case study, we retrieved asthma research papers with the help of some Chinese medi‐
cine scholars. Such literature is used to illustrate the functionalities of the system. The
system also allows users to upload full-texts of papers for analysis.

4.2 System Functionality

Literature Search and Selection. The MedC system provides several searching func‐
tions for Chinese medicine scholars. Users can start with simple search functionalities,

4
https://jquery.com/.

5
http://d3js.org/.
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such as title, keyword, and abstract. The system also provides advanced search func‐
tionalities. Users can use author, acupuncture point, medicine, disease, and year to search
the results. After the initial query, the related publications are listed as shown in Fig. 3,
on which users can further shortlist publications by applying filtering criteria, including
time, journal names, and words in title/abstracts. On the shortlisted search results, users
can browse and select papers into an analysis candidate list. The left half of Fig. 4 shows
the analysis candidates. Here users can search and select publications, so they have the
flexibility to analyze any subset of the 1 M publications in our system. We assume, after
this step, the users can identify a small set of related documents that are worthwhile and
relevant for further analysis.

Filtering

Paper 
Selection

Search in Results

Fig. 3. Literature search and selection

Acupuncture Point Disease      Medicine

Fig. 4. Analysis candidates and summary statistics
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Summary Statistics. The system provides three ways to visualize Chinese medicine
literature. The summary statistics function reports the occurrence frequency of acupunc‐
ture points, diseases, and medicine in the selected literature. Since our collected dataset
is abstracts, the co-occurrence relations are at the abstract level. The right part of Fig. 4
illustrates this functionality; by selecting any term on the bar charts, the co-occurrence
of two other types of terms in the charts will be highlighted. As a result, the highlighted
bars show the co-occurred elements surrounding a specific disease and medicine in the
selected literature. This analysis can aid researchers to have some initial idea of the
disease and treatment relations in existing literature.

Medicine 
Property 
GuiJing

Aggregate

Co-occurrence 
Threshold 

Medicine
Names

Fig. 5. Medicine co-occurrence graph

Medicine Co-occurrence Graph. Figure 5 shows the medicine co-occurrence graph,
which shows the medicines that are often used together. Here, we visualize the co-
occurrence network in a ring-layout. We organize medicines according to their proper‐
ties as shown in the upper left part of Fig. 5. The system can also show the GuiJing of
medicines using colors outside of the rings, as shown in the upper right part of Fig. 5.
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The interface can filter out links with a small co-occurrence frequency and group similar
types of links closer, which makes them more distinct on the interface, as shown in the
lower part of Fig. 5. Moving the mouse over a medicine will show its GuiJing and
highlight its related medicines. This function allows researchers to identify the inter‐
esting relations among medicines, such as the effective collocation or prohibition of
using medicines, and conduct follow-up analysis.

Acupuncture Point Graph. Figure 6 illustrates the acupuncture point graph, which
places acupuncture points according to their position on the human body. The visuali‐
zation highlights the co-occurred acupuncture points using links, which can also be
filtered by occurrence frequency. Placing the mouse on acupuncture points will highlight
their meridian (��, which are groups of related acupuncture points in their locations
and treatment effects) and their closely related acupuncture points. By using this func‐
tion, researchers can analyze acupuncture points across the meridian, which allows them
to explore other theoretical explanations of acupuncture points.

Fig. 6. Acupuncture point graph

Other Functionalities. Users can save the analysis results and retrieve them from the
system later. Users can also upload new Chinese medicine papers onto this system.

5 Discussion and Future Work

This paper develops a tool (MedC) to help Chinese medicine scholars retrieve literature,
extract key information, and analyze their relations. The system contains more than 1
million Chinese medicine publications and works in a cloud-computing fashion. Users
can access it using a browser. MedC can be used to support scholars to comprehend the
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key information from literature and direct their explorations in Chinese medicine
research. This paper discusses the development and functionalities of the system.

In order to validate the effectiveness of our proposed approach, we need to conduct
follow up user studies to evaluate system functionalities. Such evaluation, which is
missing in this paper, is critical for a design science paper, especially for the development
of design theories. We plan to recruit Chinese physicians and conduct an interview
regarding the usefulness and ease-of-use of the information extraction, visualization,
and knowledge integration components. We will also conduct another round of evalu‐
ation among senior students majoring in Chinese medicine. These senior students have
experience in participating in clinic decisions and hence can be considered as junior-
level practitioners in Chinese medicine. The purpose of the evaluation is to evaluate how
much the platform has changed the efficiency and effectiveness of physicians’ work. We
will adopt a randomized, between-groups design to conduct the evaluation.

In future research, we will continue improving the system, including information
extraction effectiveness and visualization functionalities. Nevertheless, it is one of the
earliest efforts to reduce manual efforts in Chinese medicine literature analysis. It allows
scholars without IT background to employ state-of-the-art text mining and visualization
methods to analyze empirical evidence related to their interest.

Acknowledgements. The research is partially supported by National Natural Science
Foundation of China grant 71572169, GuangDong Natural Science Foundation grant
2015A030313876, and CityU SRG 7004287.
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Abstract. As the number of elderly people increase in the world age-
related diseases are arising public health problems. Particularly, demen-
tia is one of the most challenging diseases that affect not only to patient
but also relatives and specially caregivers. Non-pharmacological ther-
apies have shown to be useful to improve life quality of patients and
caregivers but its applications are actually restricted by the presence of
a therapy specialist. In this paper we present the designing process of a
mobile application for helping caregivers in non-pharmacological thera-
pies to early and moderate Alzheimer disease patients.

Keywords: User-centered design · Alzheimer · Mobile app · Cloud
computing

1 Introduction

Neurodegenerative diseases are characterized by a progressive loss of neurons
in the central nervous system that generates cognitive impairment and causes
several psychological and behavioral symptoms (SBS) such as aggressiveness,
hallucinations, apathy, among others [16]. According to the World Alzheimer
report, 46 million people worldwide live with dementia in 2015, which generates
a total estimated cost of US$818 billion. This number will almost double every
20 years, so that in 2050 there will be 131.5 million people with dementia around
the world [14].

Although the Alzheimer disease (AD) is not curable, it has been shown that
therapeutic interventions can be effective in treating depression, improving cog-
nitive function, caregiver mood and, consequently, quality of life of patients.
Particularly, non-pharmacological therapies (NPT) have received special atten-
tion by its low cost and its possible effect on the treatment of the behavioral
symptoms, although preliminary results are not conclusive [3,5]. Therefore, it is
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important to evaluate the effectiveness of various NPT with a wide range of par-
ticipants and settings. However, this is not an easy task due to the complexity
of intervening and following continuously each patient and his/her caregiver.

Recently, pervasive computing systems such as home based monitoring, ambi-
ent assisted living and daily activity reminders, have shown to be useful in the
identification of individuals at risk of developing dementia and in the monitor-
ing of treatment advances [7]. However, its use on the application of therapeutic
interventions is still incipient. Some technologies aim to support people with
dementia through communication, which has generated therapeutic effects on
patients [17]. Armstrong et al. [1] analyze Alzheimer patient needs and propose
a system based on smart phone technology that includes an activity of daily liv-
ing reminder, a picture dialing telephone, short messaging service, a geo-fencing,
and one-hour reminder application. Similarly, Zhang [19] developed and evalu-
ated a mobile-based system in which users (AD patients) could receive messages
and reminders to manage various daily activities. Reminiscence therapy aspects
have been studied in [4,6], where it is possible to create a digital memory of
patients in which images, videos and context information (feels, places, event
notes, etc.) are stored and retrieved to help AD patients to recall past events or
friends.

In this paper we propose a mobile system to support specialists and care-
givers in the intervention of early and moderate cognitive impairment of patients
thorough non-pharmacological therapies. This system is composed of three
main components: (1) A mobile component that implements a set of non-
pharmacological therapies using a friendly graphic user interface; (2) A web
component aimed at specialists and caregivers to guide therapeutic processes
and to register patient events; and (3) A cloud component to store information
of therapeutic exercises and patient performance.

2 Non-pharmacological Therapies

According to the World Alzheimer report [13], one of the main barriers to access
care services when Alzheimer is diagnosed is “the false belief that nothing can
be done for people with dementia and their families”. Therefore, promoting the
application of different types of treatments is as important as early detection of
the disease. The term non-pharmacological therapies refers to all interventions
that aim at improving the quality of life of patients without the use of drugs
or chemical treatments [12]. In the case of the Alzheimer disease, NPTs emerge
as a useful and potentially cost-effective approach that delays psychological and
behavioral symptoms.

NPTs can be divided into four main categories: movement, sensory, cognitive-
based and psycho-social. In the following paragraphs these categories are
described.

Movement therapy corresponds to physical activities aimed at preventing
functional impairment, which has demonstrated benefits to reduce symptoms of
depression and sleep-wake, and even improving cognitive capacities [8].
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Sensory therapy is based on stimulation of the patient’s senses to enhance the
feeling of well-being. Some examples of this kind of therapy are aromatherapy,
music therapy, light therapy and snooze (multisensory) therapy.

Cognitive-based interventions are founded on the hypothesis of brain neuro-
plasticity, which suggests that even when a person has been affected by neurode-
generation, he/she is able to learn new knowledge and develop new skills [12].
Cognitive training aims at improving cognitive functions such as verbal mem-
ory, verbal fluency, attention, comprehension, language and executive functions,
by performing a set of tasks or exercises with frequency, duration and difficulty
depending on the patient’s abilities. Cognitive rehabilitation is defined as the use
of “any intervention strategy intended to enable patients, and their families, to
live with, manage, bypass, reduce or come to terms with deficits precipitated by
injury to the brain” [5]. Cognitive stimulation involves subjects in discussions and
activities that require enhancing cognitive and social functions. Reality orienta-
tion therapy is a kind of cognitive stimulation that aims to reduce the time/place
disorientation present in most Alzheimer disease patients.

Finally, psycho-social therapies are focused on improving feeling of well-being,
social and communication skills, and on stimulating patient’s residual memory.
Reminiscence therapy is one of the most used non-pharmacological interven-
tions for enhancing social and familiar abilities. In this therapy a wide variety of
elements (images, text, videos, fragrances, etc.) are systematically presented to
patients in order to evoke memories associated with his/her own life [12]. Vali-
dation therapy is the most specialist-dependent therapy, in which the patient is
motivated to remember the skills required to carry out proper communication.
It is a highly criticized therapeutic scheme and its effectiveness has not been
demonstrated [5].

The system presented in this paper implements a set of these non-
pharmacological therapies, which can be performed individually and does not
require the presence of a specialist or caregiver. The proposed system architec-
ture enables the future inclusion of other therapies.

3 User-Centered Design

One of the most relevant aspects in the development of mobile applications to
assist elderly people with cognitive impairment is user satisfaction. In the last
years there have been different techniques that apply quality factors to achieve
user satisfaction. One of the most relevant approaches for achieving this goal
is the User-Centered Design (UCD). The UCD is a development methodology
based on the interaction between user and application during all the develop-
ment process [11]. The UCD helps to ensure the success in a customer-based
application involving the user in each phase [18] of the development process.

In this paper we adapt the UCD methodology for the development of a mobile
application focused on elderly people. Alzheimer patients have other difficulties
related to the age that should be considered in the design of a system. The
requirement definition process is very important and for this reason we involved
Alzheimer professionals in the system development process.
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Fig. 1. User-centered design process used to build the proposed system.

As shown in Fig. 1, the development process is composed of two main phases:
discover and design. At the same time, the design process is an iterative process
composed of prototyping and evaluation phases. The first main stage consisted
of meetings with therapy professionals of different institutions. In each session,
we recorded observations, ideas, recommendations, which was very important to
define functional requirements of the system.

Based on a literature review and the recommendations performed by profes-
sionals, a first prototype was built with some functionality. With this prototype
and the support of an Alzheimer Institute, we carried out a first evaluation of
the application, which was conducted by two therapy professionals. From this
phase we obtained the observations described below, which were considered for
improving the user interface of the system prototype:

– The therapists manifest that the application should not be developed just for
the patients, and must include the caregivers at home.

– The application should be intuitive and easy to use, and this should be con-
sidered for the GUI design.

– The text submitted in the application should be larger, due to some patients
presenting vision problems.

– Illustrations should be included to facilitate the meaning of the components.
– The use of colors should be striking, and avoid the use of light colors because

of the difficulty of reading such text.
– The images used in the application should be real because animated images

can affect the patients’ sensibility.

On the other hand, based on the proposed methodology, it is important to
carry out constant evaluations to measure the impact and application perfor-
mance. However, carrying out some tests generate high costs and involve a lot
of time [2]. For this, one of the most applied techniques is the Guerrilla usability
testing that includes the thinking aloud method. This is a test in which the par-
ticipant that uses the system is asked to think out loud continually, expressing
his/her opinion with respect to the user interface [10]. According to this app-
roach, we performed a new evaluation with caregivers. This process is described
in detail in next Section.
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4 System Description

The proposed system is composed of two main elements: a mobile component,
that is developed for implementing non-pharmacological therapies to the patients
such as reminiscence, reality orientation and cognitive training; and a server com-
ponent that allows health professionals to have access to statistical information
on the use of the application and make configurations about how to proceed with
the therapies. Both components are supported on a cloud computing platform
that allows data synchronization and storage of patient information.

4.1 Server Components

Back-End Component. A back-end component is a critical part of a cloud
computing-based system because it allows to manage key elements of the sys-
tem [15]. The back-end was developed using web technologies hosted in the
Amazon Web Services (AWS) infrastructure. Amazon Elastic Compute Cloud
(Amazon EC2) was used to run a web server in which a user can access to
back-end and front-end components through a web browser.

Off-Line Functionality. Amazon Cognito was used to support off-line func-
tionality in the mobile component. This service facilitates the storage and syn-
chronization of data when an Internet connection is not available on the smart-
phone. To this aim, we used the Amazon Simple Storage Service (Amazon S3).
The main reason for choosing this platform is the high availability that Amazon
offers and the possibility to scale to support a large number of users. In addition,
it provides a set of cloud characteristics such as backup support, security, data
analytics, among others.

Front-End Component. The front-end component allows therapists and care-
givers to track non-pharmacological therapies. It is worth to note that caregivers
and therapists can manage information of more than one patient. This compo-
nent offers the following functionalities:

– To manage aspects dealing with the patient memories. Accordingly, the user
has the option of uploading patient data, which is stored with the identity of
each user, a tag and the date.

– To select and upload photos from the mobile photo gallery. Users can select
a tag for each photo. Additionally, users can create photo albums that allow
patients relate and understand past events. Similarly, users can do the same
with audio and video records.

– To add information about dates, events, tasks or more about the patient life
events. For instance, add an event for taking medicine at an established hour.

– To view a contact list previously added or add a new contact, an image, and
a tag based on the relationship with other people.

– The caregiver or health professional can see the patient’s answers and compare
them to the correct answer. Additionally, he/she can visualize the results in
a graphical way.
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4.2 Mobile Component

The objective of this component is to provide caregivers a tool to control patient
daily activities and, at the same time, to allow patients to perform cognitive
exercises with the assistance of caregivers. This component is focused on elderly
people with memory problems, and early or moderate stage AD patients. The
next subsections describes each module of the component.

Fig. 2. Modules of the mobile application component organized by non-
pharmacological therapies.

Reminiscence Therapy Module. As shown in Fig. 2(c), the application con-
tains 6 modules, two of them are based on reminiscence therapy (my memory
and my places), which aim to illustrate images, videos and audios significant
to patients. For instance, autobiographical photographs, home videos and fam-
ily/friends love messages.

Reality Orientation Therapy Module. One of the symptoms of Alzheimer
patients is disorientation. For this reason, we designed a module based on tem-
porary location (see Fig. 2). This module shows the time zone where the user
can visualizes time, actual day and an image that supports the information and
changes depending on the current time zone.

Psycho-Social Therapy Module. Based on the psycho-social therapy, we
created the My Friends module. This module offers a customized diary, which
registers the names of persons. By pressing on each person patients or caregivers
can associate to the selected one an image and a tag. In this case, a tag indicates
the relationship between the patient and the person registered in the diary.

Cognitive Rehabilitation Therapy Module. The my exercises module
is designed to support specific cognitive stimulation. Through daily training
functions users can stimulate their cognitive abilities. In Fig. 2(d), an example of
this module is illustrated: The elderly person loses some of their skills, therefore,
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it is necessary to motivate her/him through simple but useful cognitive exercises.
It is worth noting that the system should not show negative messages to users.
Instead, a positive score is displayed in the web component. If patients select a
question incorrectly, the system allow to try up to a limit of 3 attempts. The
success of this module is based on the simplicity of questions and answers.

5 System Evaluation

The followed UCD methodology described in Sect. 3 allowed us to obtain a more
stable application prototype for validation purposes. We recruited five Alzheimer
caregivers to validate the proposed system as recommended in [9]. We conducted
an evaluation test using a combination of two techniques: one based on the
thinking aloud technique and the other one based on a questionnaire.

5.1 Tasks

For the first evaluation test we established three simple tasks by increasing the
difficulty order as follows:

1. Access the application main menu, go to the my diary module, and read some
notes included in the my notes module.

2. Return to the main menu and play a video in the my memories module.
3. Access personal information of one of the contacts, read aloud its phone

number and name.

For each task we gather information about whether or not the task was
completed, execution time and steps taken to complete the activity. Afterwards,
the user could freely to explore the application while we recorded their opinions
about this process.

5.2 Questionnaire

In the second stage, each caregiver answered a series of questions related to
terminology and graphic aspects of the user interface such as colors, fonts, image
content and location. We also ask for how useful the application is in general
terms. Each question scored a value between 1 to 5. There were the questions
used in the questionnaire:

1. Is the terminology used in the my memory module appropriate to its func-
tionality?

2. Is the terminology used in the my diary module appropriate to its function-
ality?

3. Is the terminology used in the my calendar module appropriate to its func-
tionality?

4. Is the terminology used in the my people module appropriate to its function-
ality?
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5. Is the terminology used in the my place module appropriate to its function-
ality?

6. Is the terminology used in the my exercises module appropriate to its func-
tionality?

7. Are colors and font size suitable?
8. How useful is the application in your opinion?

Besides, it was asked if the participant thinks that the use of the application
is feasible to support the daily development of the patient.

5.3 Participants

The evaluation was conducted by five caregivers. In Table 1 the information
gathered of the participants is presented. Each participant was a caregiver of
an a specific Alzheimer patient. Some patients were in early stage and others in
moderated stage. Patient age range between 60 and 82 years old. The average age
of participants was 41 years old. The lowest age was 29 years old and the elder
was 50 years old. Most of the participants were women, just one participant was
man. Professions of the participants were two housewives, a lawyer, an electrical
engineer and an entrepreneur.

Table 1. Participants and patients information

Participant Patient

Participant Age Gender Profession Stage Age Gender

Participant 1 39 Female Lawyer 2 82 Male

Participant 2 44 Female Housewife 2 73 Female

Participant 3 50 Female Housewife 2 71 Female

Participant 4 43 Female Entrepreneur 1 81 Female

Participant 5 29 Male Engineer 1 60 Male

Participants were asked about his/her fluency in the use of touch screens in
mobile devices. In level from 1 to 5 (being five the highest), two participants
said to have level 3, two participants level 4, and one participant level 5.

6 Results

In this Section we present the obtained results using the Thinking Aloud tech-
nique and questionnaire techniques.
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6.1 Qualitative Results

Figure 3 shows the sequence of steps that every participant followed for each of
the established tasks. The black lines represent the ideal flow. Note that Partici-
pant 3 was the only one that does not complete correctly the task 1. Task 3
presented difficulties caused by unclear instructions, which were not enough
descriptive. This caused that participants had to explore the application to
achieve the aim.

Fig. 3. Navigation path of each participant in each task of the valuation process. The
number inside the circle represents the system functionality: (1) My memories; (2)
Photos (3) Videos (4) Recordings (5) My date (6) Tasks (7) Notes (8) Meets (9) My
calendar (10) My contacts (11) Contact list (12) Personal information (13) My places
(14) My exercises.

Some problems were identified by participants as follows: (1) There were not
direct access to the menu in the my exercises module; (2) The application does
not had a return option; (3) In the my calendar module participants did not find
difference between the presented three tools. These problems were addressed in
the final application prototype.

Other participant suggestions were also considered and are summarized as
follows: (1) Customization of colors in the application; (2) Change the name
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of My calendar by My days or My hours; (3) Establish just one function in
the My agenda module; (4) Add an order to instructions (as “press here to
reproduce” instead of “reproduce”); (5) Include questions to the questionnaire
about history and significant prominent figures of the country; and finally, (6)
Bring the possibility to establish the My calendar module as screen saver.

In this part of the evaluation we highlight the fact that to include differ-
ent roles (relatives, keepers and therapists) in the system calls the attention of
participants.

6.2 Quantitative Results

In this section we describe the obtained results after applying the designed ques-
tionnaire to participants. This evaluation aimed to evaluate the system’s usability
focused on graphical interface and terminology used in the application.

Table 2 shows the score obtained from all participants. With respect to the
terminology used for each module, the best results were obtained by the My
memories module, while my calendar module received the worst score. For this
module, some participants recommended to use a different name, while others
felt that the module was not necessary.

Table 2. Rating of participants: usability test. P denotes a participant.

Question P1 P2 P3 P4 P5 Average Standard deviation

Question 1 5 5 5 5 5 5 0

Question 2 5 4 5 5 5 4.8 0.44

Question 3 3 4 3 3 3 3.2 0.44

Question 4 3 5 5 4 3 4 1

Question 5 5 5 5 5 4 4.8 0.44

Question 6 5 4 4 3 4 4 0.70

Question 6 5 5 5 5 4 4.8 0.44

Question 7 4 3 3 4 3 3.4 0.54

Question 8 4 5 5 5 4 4.6 0.54

Average 4.875 5 5 4.875 4.375 4.825 0.5739

The initial average score for the design in relation with font size, colors and
images was 3.4. Application usefulness (question 8) was scored 4.6. All par-
ticipants indicate the feasibility of the application for supporting therapeutic
activities in Alzheimer disease patients.

7 Conclusions and Future Work

Although the use of mobile applications in the field of health has not been stud-
ied systematically, many patients and health professionals use them as a mech-
anism to support activities such as therapy and diseases tracking. This paper
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described a system that will serve as support for diseases therapy that cause cog-
nitive impairment. A mobile application was developed following a user-centered
design approach. Special attention was paid to caregivers, since these applica-
tions are not usually developed to patients but his/her caregiver. Using this
methodology we had a more accurate definition of requirements as to the needs
of AD patients and their caregivers. The assessment techniques known as think-
ing aloud allowed us to obtain more information about the design, the features
that should be considered and the great challenges that we face to counter the use
of technology in elderly people. Usability testing helped us to identify different
characteristics in the system design and functionality. Participants had difficulty
with some of the tasks, mostly on the location and signage absence, although
in some of these cases it was due to the inability to use the tablet device. We
need to perform more systematic evaluations in order to improve application
usability. Some suggestions such as to include voice recognition should be care-
fully evaluated, due that most of the caregivers could be also elderly people. As
future work we will evaluate the system usability in caregivers and patients. We
also want to include more therapy options such as music and other cognitive
therapies.
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Abstract. Obesity is a public health problem in the US. Diet tracking helps
control obesity but manual entry is tedious. Proposed solutions such as food
recognition from photographs and scanning barcodes have limitations. We inves‐
tigate the use of speech recognition for diet recording. We improved the accuracy
of food order recognition at restaurants by (1) limiting words in the speech recog‐
nizer’s corpus to only items on the menus of nearby restaurants (2) implementing
an acoustic model to recognize the speaking style of the smartphone owner.
Building on these mechanisms, we propose DietRecord, a smartphone application
that automatically recognizes and records restaurant orders. Results of our user
studies to evaluate DietRecord were encouraging.

1 Introduction

Obesity rates have more than doubled since the 1970s [1]. Obesity increases the risk of
many health conditions including hypertension and diabetes. Diet tracking helps control
obesity, and to manage ailments requiring controlled diets. Manually recording food is
tedious, which reduces compliance. Several proposed solutions have limitations. Recog‐
nizing foods from photographs [2] cannot recognize certain foods. Scanning food QR
codes [9] or barcodes [10] works but not all foods have barcodes. Improved user entry
interfaces have also been proposed but are also manual [8].

Speech is one of the most natural methods of interaction. However, in practice,
factors such as environmental noise and individual speaking styles make speech recog‐
nition not accurate enough for food entry. Our work focuses on recognizing spoken food
orders at restaurants since 25 % of Americans consume fast food daily [3]. We improve
speech recognition accuracy and speed using two concepts:

1. Location-dependent speech recognizer vocabularies: Just before a user orders food
at a restaurant, we limit the words the speech recognizer can guess was spoken
(recognition range) by pre-populating the speech recognizer’s corpus with only
menu items from nearby restaurants.

2. Speaker Personalization: Since the speech recognizer may pick up the orders of
other customers and restaurant staff, we train the recognizer on the speaking style
and accent of the smartphone owner.
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Leveraging these mechanisms, we propose DietRecord, a smartphone app that auto‐
matically recognizes and records foods ordered by its owner at restaurants. DietRecord
users can browse order history and nutrition information using its interfaces.

2 Investigating Speech Recognition Accuracy

CMU Sphinx [4] and Google Voice Service [5] are currently the most widely used
speech recognition systems. Using Google Voice, a user can initiate a Google search by
speaking into their smartphones. CMU Sphinx is a non-commercial speech recognizer
that has features useful for our work. Developers can modify the set of words that can
be recognized by building a special corpus (vocabulary). They can also adapt the voice
recognition system to individual accents and speaking styles by building an acoustic
model. Since we wanted to leverage these customizations, we adopted Pocketsphinx [6],
a mobile implementation of CMU Sphinx for our work.

To establish a baseline against which to compare our novel ideas, we initially eval‐
uated unmodified PocketSphinx and Google Voice Speech Recognition demos and their
error rates under various conditions. We define the error rate as the percentage of incor‐
rect words in a test sentence. We investigated two factors that affect error rates: (1) the
length of spoken sentences and (2) the background noise (in decibels) since restaurants
may be noisy. Our test sentences consisted of typical food orders such as “I want a big
mac” of different lengths. PocketRTA, a software-based spectrum analyzer was run to
generate various noise levels.

Without our proposed enhancements, Pocketsphinx had low speech recognition
accuracy, with an error rate of about 65.5 % (Fig. 1) and performs worse than Google
Voice. While recognition accuracy is inversely proportional to noise levels, we found
no relationship between speech recognizer accuracy and sentence length.

Fig. 1. Accuracy of PocketSphinx unmodified vs Google Voice Speech Recognition for different
sentence lengths (left) and background noise (right)

3 Improving Speech Recognition Accuracy

We then explored location-dependent vobularies and speaker personalization to improve
the accuracy of spoken order recognition.
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(1) Location-Dependent Vocabularies to limit Speech Recognizer Range: The corpus
of PocketSphinx was pre-populated with only 121 food items from the menus of
Dunkin Donuts and McDonalds, two fastfood restaurants. After rebuilding the
recognizer’s corpus, a subject read out various orders from each of these menus.
Figure 2 shows the recognition rate for various text lengths and environmental noise
levels (in decibels). Clearly, limiting the recognizer’s range significantly improved
its accuracy.

The error rate was calculated as the number of errors in recognized words divided
by the total number of words spoken. Figure 3 shows that Pocketsphinx with the
limited recognition corpus has a lower error rate than Google Voice.

Fig. 2. Speech recognition speeds of CMU Sphinx vs Google Voice for different text lengths
(left) and background noise (right)

Fig. 3. Error rates of Sphinx with Location-Dependent Vocabularies (LDV) vs Google Voice,
different background noise

(2) Personalization based on Speaker Identification: CMU Sphinx has several high-
quality acoustic models we used to adapt to the user’s speaking style. To train the
acoustic models, we generated an adaptation corpus by recording the smartphone
owner speaking menu items. This adaption data consisted of a list of order
sentences, a dictionary describing the pronunciation of all words in that list of
sentences, and a recording of users speaking each of those sentences.
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4 The DietRecord Restaurant Order Recognition App

Overview: Based on our findings, we created the DietRecord Android app that auto‐
matically recognizes and records food orders spoken by a smartphone user. DietRecord
detects the user’s arrival at a restaurant and retrieves the menus of nearby restaurants
using the Foursquare API. These menu items are used as a corpus into DietRecord’s
PocketSphinx-based speech recognition module. Distances to all restaurants in the user’s
vicinity are computed and the user is assumed to be in the restaurant that is closest to
their current location. An acoustic model of the smartphone owner’s speech is also used
to customize DietRecord for the smartphone owner’s speaking style. DietRecord inserts
recognized foods into appropriate categories (breakfast, lunch, dinner, snack), based on
the time the order is placed. Figure 4 shows the DietRecord system architecture.

Fig. 4. DietRecord system architecture

User Interaction Modes Supported by DietRecord: Recognized food orders are stored
in a database on the smartphone. Over time, meal entries become a diet diary, which
also includes nutrition information such as calories, carbohydrates, protein. Users may
interact with DietRecord either by speaking their food orders or using DietRecord’s
interfaces to browse their order history.

Nearby Restaurant Detection: The Google Map API was used to detect the user’s current
location (longitude and latitude), which is used by the Foursquare API to obtain a list
of restaurants within 500 m and their menus. Figure 5 shows (a) DietRecord’s restaurant
detection screen. Figure 5(b) shows some recognized foods.

Extraction of Nutrition Information of Ordered Food: DietRecord presents users with
nutrition information of their recorded diet (See Fig. 5(c)), which was retrieved from
the USDA national nutrition database.

DietRecord Implementation: DietRecord is implemented in the Android operating
system. DietRecord’s interfaces were created by extending Android’s activity class.
A Service class detected the user’s location and performed background processing such
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as running the PocketSphinx speech recognition engine. Content Providers were used
to store data in DietRecord. An intent was used to start an activity, service or broadcast
from another activity. The diet data was stored in SQLite, a lightweight database.

5 DietRecord Evaluation

Study 1: We recruited 23 Worcester Polytechnic Institute students aged 23 to 29 (15
male, 8 female). Participants were given a questionnaire to gauge their general interest

Fig. 5. Screens (a) Restaurant detection (b) Recognized foods (c) Nutrition information.

Fig. 6. Distribution of foods ordered by subjects.
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in a diet recording application such as DietRecord. To avoid biasing their responses,
we did not present this group with DietRecord or any actual app. Over 82 % of partici‐
pants were concerned with their daily calorie intake and over 50 % of participants wanted
a mobile app that could automatically track their meals.

Study 2: Four other subjects ran DietRecord while ordering food at McDonald’s fast
food restaurants. They ordered a total of 40 items (26 kinds of food items). Figure 6
shows the distribution of foods ordered by the subjects. When ordering food, subjects
spoke with their mouths about 5 inches from the phone’s microphone. After testing
DietRecord, the subjects were asked questions. For food orders of 1–6 words, the recog‐
nition accuracy ranged from 80 to 93.3 % (average of 86.4 %). Recognition accuracy
was not influenced by the length of the food name, but by whether the word was a
compound word (e.g. Big mac). We computed accuracy as:

(1)

6 Related Work

Other mobile speech entry applications include Parakeet [7], a continuous speech recog‐
nition system for mobile touch-screen devices. Users entered text by speaking into their
phones. However, Parakeet was less accurate than desk tops and users experienced
delays as long as 1 min for some words. Commercial diet tracking apps such as MyFit‐
nessPal have also been proposed but require manual input.

7 Conclusion and Future Work

In this paper, we investigated using speech recognition to record foods ordered by
smartphone users at restaurants. We demonstrated higher recognition accuracy and
speed by building location-dependent speech vocabularies to limit the recognition range
and an acoustic model to adapt to the smartphone owner’s speaking style. We proposed
DietRecord, a smartphone app that can automatically record users’ restaurant orders.
Participants in our user studies found DietRecord convenient and useful.

However, DietRecord has some limitations. The Foursquare API we used for
retrieving a list of nearby restaurants has some missing food items. The DietRecord app
also requires GPS to detect the user’s current location, which drains the smartphone’s
battery. Making DietRecord energy efficient is future work. Finally, the subjects in our
user study were mostly from China. In future we will diversify our participants.
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Abstract. Age-related macular degeneration (AMD) affects the vision of mil-
lions of people around the world. Currently there are a few treatment options to
treat and/or arrest the visual distortions in AMD patients; however, they are not
uniformly effective. Retinal health of AMD patients is monitored using imaging
of the retina using optical coherence tomography, fluorescein agiography, etc.
The visual distortions experienced by the patients are monitored using Amsler
grids. All these different types of image data can be used to study the retinal
health of patients and develop correlations among data collected from different
images, particularly from the Amsler grids annotated by AMD patients. This
paper proposes a conceptual and logical data model that combines all of the
image data from AMD patients and describes a query model for accessing the
data for a single as well as across multiple patients. All retinal images are
processed to construct a retinal map for each eye of a patient. The rich retinal
map data is then stored in a relational database for further querying.

Keywords: Age-related macular degeneration � Distortions � Retinal map �
Relational data model

1 Introduction

Age-related macular degeneration (AMD) is a leading cause of low vision in the
developed world. The National Eye Institute estimates that around 2 million people in
the U.S. currently suffer from AMD and this number is projected to double by 2030,
and almost triple by 2050 [12].

Computational methods to analyze the images of the retinas of AMD patients have
played a crucial role in assessing the extent of the disease and devise appropriate
treatments. The advent of sophisticated imaging techniques has made it possible to
obtain a diverse set of images (see Fig. 1) concerning the function, morphology, and
the pathology of the retina of an AMD patient. Amsler grids [13], displayed in Fig. 1(a)
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are used by physicians
to diagnose and moni-
tor the severity visual
distortions in AMD
pateints. Flourescein
Angiography (FA) im-
ages, Fig. 1(b), provide
information about
leakages, (SLO) im-
ages, Fig. 1(c), provide
information about rela-
tive and dense sco-
tomas, areas where
visual function is lost,
and OCT images,
Fig. 1(d), provide infor-
mation about areas of
retinal thickening or
thinning due to AMD.

With the availability
of these diverse ima-

ges, there is an increased interest in correlating these images to provide a more detailed
view of AMD to aid physicians. Recently, multi-modal correlations [11] of OCT and
FA images of a single retina have been used to provide physicians with more accurate
information regarding the affected macular regions, their shapes, and their sizes. OCT
images of one eye have been correlated to those of the other eye [1] of a patient to aid
physicians to predict disease progress in the second eye and perform early intervention.

While achieving impressive successes, most of these studies are restricted to ana-
lyzing one or two types of retinal images of a single patient, trying to find correlations
among function, morphology, and pathology. In order to provide a compre-hensive
view of the status of the retinal health of an AMD patient it is necessary to seamlessly
represent and manipulate heterogeneous retinal image data about an AMD patient. The
target representation should not only support easy update, and maintenance of the
heterogeneous image data over the course of treatment but also be amenable to cor-
relation analyses across several AMD patient discover common health profiles. This is
the main objective of this paper.

Towards this goal, in this paper, we propose a data representation for a variety of
retinal image data including FA, OCT, SLO, and Amsler grid images that is amenable
for querying and correlating data of a single patient to both eyes of multiple patients
across all these image types. We propose the notion of a retinal map, an n × n spatial
grid to summarize the crucial health information obtained from the FA, OCT, SLO, and
Amsler grid images. We first describe a conceptual model of the data captured by the
retinal map. We then obtain a relational schema from the conceptual model, which can
then be used to query the retinal map data to find possible correlations among different
types of retinal images.

Fig. 1. (A) An Amsler grid annotated by a patient (B) FA image
(C) SLO image (D) OCT image
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An important feature of our data model is that it includes visual distortion infor-
mation of AMD patients in addition to that obtained by the FA, OCT, and SLO images.
Explaining visual distortions based on retinal images does not seem to have received
much attention earlier. It is nontrivial to quantify distortions seen and annotated by a
patient on a paper-based Amsler grid. In order to study the visual distortion problem,
we have used an Amsler grid image displayed on an Android-tablet to elicit the types of
distortions seen by a patient. The patient shown an image on a tablet and is then asked
to trace the distortions using the touch interface. The resulting grid annotated by a
patient can then be analyzed to gather quantitative information about the shape,
magnitude, and location of distortions. See Fig. 2(A)–(D). Retinal maps that incor-
porate data from the retinal images as well as distortions on a single cohesive spatial
grid are likely to provide a unique opportunity for a systematic study and tracking of
the AMD visual distortions and ultimately, their corrections.

The rest of the paper is organized as follows. Section 2 discusses the notion of a
retinal map. Section 3 discusses the conceptual data model, a sample set of relations
and SQL queries. Section 4 describes the implementation of the conceptual data model
using the OCT image data of about 10 patients. We built a query interface using which
the OCT data can be queried and the result can be analyzed. Processing and storing the
other types of retinal image data is ongoing.

2 Retinal Maps

Computational methods for processing retinal images is an active area of research [4, 8].
We employed simple image processing techniques such as image segmentation and
edge and contour detection [14] to process retinal images to obtain relevant information
from each image. The information is transferred from each retinal image to a retinal
map after super-imposing an n × n grid on each of the images and marking each grid
cell with the information obtained from the image. We use only the average retinal

Fig. 2. Distortions seen by an AMD patient (A) in an 8 × 8 grid (B) in horizontal lines (C) in
vertical lines (D) in a 4 × 4 grid. Images A’– D’ show approximately how these images fall on the
patient’s retina.
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thickness map (the top-left corner of the OCT image) of the OCT image. Each retinal
map cell spans a part of the retinal image and represent the health of the retina covered
by the grid cell. For example, consider the FA image and a retinal map cell (x, y). If (x, y)
overlaps with the lesion part of the image, then our algorithm will mark its numeric
value as 0. If the grid cell (x, y) is outside or on the boundary of the lesion, then we will
set its numeric value as the difference between the average RGB value of (x, y) and the
average RGB value of all pixels in the lesion area. Our intuition here is that, if a grid
cell has a very small numeric value corresponding to the FA image, then it is likely to
be unhealthy.

After the processing of each of the images, we associate each retinal map cell (x, y)
with a 4-tuple <v1; v2; v3; v4>. Value v1 is obtained from an SLO image and specifies
if (x, y) is a part of relative scotoma, a dense scotoma, a preferred retinal locus, or
empty. Value v2 is obtained from the FA image and specifies whether or not (x, y) is a
part of the lesion. Value v3 is obtained from the OCT average retinal thickness map and
specifies the thickness, volume values of that part of the retina, and the ETDRS map
region1. To transfer the information from Amsler grid images to the retinal map, we
process each grid image (Figs. 1(A) and 2(A)–(D)) by computing the amount of
distortion marked in each retinal map. We use the following heuristic to orient the
position of an Amsler grid image on the retina. When an image is viewed by a patient
(using only one eye at a time), the image formed by eyes lens system is smaller than the
object viewed, inverted (upside-down) and reversed (right-left). We map the center of
the Amsler grid to the center of the retinal map and use the above guidelines to position
the Amsler grid image on the retinal map. Then, we compute a distortion value for each
retinal value cell as a numeric value that specifies the amount of distortion in the
Amsler grid underlying the retinal map cell (x, y).

3 Conceptual Data Model

Figure 3 shows an Entity-Relationship model of the retinal health information of a
patient2. The patient demographic information, the information from the retinal tests –
OCT, FA, and SLO, are represented as entities. The attributes of the patient entity are –
patient_id, age, sex, visual acuity values for both right and left eyes. The OCT entity’s
attributes are – which eye (OS/OD), retinal map column number, retinal map row
number, thickness and volume values for that retinal map grid cell, the macular region
the cell falls in, the average RGB value of the retina map grid cell, the and the date of
the test. The attributes for the SLO and FA entities are mostly similar.

The distortion data of each patient is stored in a Is-A hierarchy [10]. The general
entity Distortion is used to capture the fact that the information gathered from any
Amsler grid image annotated by the patient is the same. Each grid type used to record
the distortions seen by a patient is captured as a specialization of the Distortion entity.
The attributes of the Distortion entity are the same as those of other entities such as the

1 The 9 macular regions as defined by the Early Treatment Diabetic Retinopathy Study (ETDRS).
2 Figure 3 lists only a few of the attributes for each entity due to lack of space.
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SLO entity. There is a one-to-many relationship between the patient entity and the OCT
entity. For each patient in the patient entity set, there could be zero or more OCT
entities mapped to it in the relationship. But for any one entity in the OCT entity set,
there must be only one patient in the relationship set. This constraint is captured by the
total participation of the OCT entity in the relationship set OCT_Of. The same is true
for entity sets FA, SLO, and Distortion entity sets.

The relational schema obtained by the above E-R model is given below. The
relational model is developed with the types of queries to be processed over the data. In
this case, the central part of the data model is the n × n retinal map data collected from
the retinal images of each patient’s eye. The data model must support queries to access
the retinal map data of a single patient for a specific location (a single retinal map cell
or a collection of cells) or that of multiple patients across different locations and types.

The logical (relational) data model contains the patient relation to store the
demographic information, with ID as the primary key. Then there is one relation for
each of the OCT, SLO, and FA entities. Each of these relations will include the ID of
the patient as one of the columns in addition to its attributes. There are different options
for storing the distortion data of a patient. One option is to store the data collected from
different distortion images 8 × 8, 4 × 4, etc., in the same table, with the type of the grid
as an additional column. Another option is to create a separate a table for each dis-
tortion type. The latter option is better for clarity of the relational data model and hence,
that option is chosen. The relational data model is shown below. The underlined
attribute(s) in each relation definition constitutes the primary key of that relation
(Fig 4).

Fig. 3. An entity-relationship model for the retinal map data
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Patient (patient_id, age, sex, OS, OD)
SLOData (patient_id, OS/OD, column, row, status, date_of_test)
FAData (patient_id, OS/OD, column, row, diff_value, date_of_test)
OCTData (patient_id, OS/OD, column, row, thickness, volume, macular region,
RGB color, date_of_test)
PaperAmsler (patient_id, OS/OD, column, row, distortion_value, date_of_test)
VerticalLines (patient_id, OS/OD, column, row, distortion_value, date_of_test)
HorizantalLines (patient_id, OS/OD, column, row, distortion_value, date_of_test)
FourByFour (patient_id, OS/OD, column, row, distortion_value, date_of_test)
EightByEight (patient_id, OS/OD, column, row, distortion_value, date_of_test)

We show above a sample retinal map for an eye of a patient. A 4 × 4 retinal map
was superimposed on each of the images collected for monitoring of the left eye of a
patient and the image segment underlying each retinal map cell (i, j) was processed to
compute the values from different images and stored in the map. Some sample data for
a few tables based on the concept of retinal maps is shown below. We list a few records
for each table.

Patient(1, 82, F, 20/40, 20/40) Patient(2, 65, M, 20/200, 20/200)
SLOData(1, OS, 1, 1, RS, 01/11/2014) SLOData(1, OS, 1, 2, RS, 01/11/2014)
OCTData(1, OS, 1, 1, 257, 1.36, fovea, dccdc, 01/11/2014)
EightByEight(1, OS, 1, 1, 0.5, 01/11/2014) VerticalLines(1, OS, 1, 1, 0.01,
01/11/2014)

Using these relations, we can extract information pertaining to multiple tests of a
single patient. As an example, consider the following query to extract the FA diff_value

Fig. 4. A sample retinal map
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for patient ID 1 for all the retinal map cells where the SLO status is “DS” (dense
scotoma).

select FAData.diff_value from FAData natural join SLOData where FAData,pa-
tient_id = 1 and SLOData.status = “DS”.

4 DRSTI Workbench for OCT Average Thickness Map
Images

The proposed conceptual data model was implemented using the EasyPHP MySQLTM

server. The database currently stores the patient demographic information of about 10
patients, and the average retinal thickness map data collected from the OCT images of
their left and right eyes. The retinal thickness map was divided into 9 regions – fovea,
upper focal, lower focal, nasal focal, temporal focal, upper periphery, lower periphery,
nasal periphery, and temporal periphery using MATLAB subroutines. Each macular
segment was identified by using an appropriate mask to remove the unwanted part of
the thickness map. Each thickness map was processed with a set of 9 masks, for each
macular segment.

The size of the retinal map was set to the width and length of the OCT average
thickness map image, 400 × 400. Each retinal cell was stored as a row in the OCT table.
For each pixel in the thickness map, the RGB value and the macular region value were
stored in the table. Additionally, the average thickness and volume values were col-
lected manually from the numeric values provided in the OCT test image and stored.

After the average thickness maps of both eyes of the patients are processed and
stored in the data form, users can retrieve interesting information by writing SQL
queries. A query form is developed and displayed so that users can conveniently use it
to specify their queries. A query form, shown in Fig. 5 on the left side, is displayed to
the user to select attributes to query on, the constraints on values of these attributes, and
the attributes to be returned in the query result. After consulting with the physicians, we
decided to include the following information on a query form that a user can choose to
include or not in a query – Patient IDs, dates when the OCT image as taken, macular
regions of the OCT image, color, thickness, and volume attributes. It was suggested by
physicians that red and blue color on a thickness map indicated unhealthy regions. So,
we decided to allow a user to query the RGB color attributes of an image. A user can
also specify the macular regions he/she interested in. This will allow physicians to
retrieve patients with abnormalities in specific regions of the retina. For convenience
sake, the default is set to select all regions. By selecting a region, the user is deselecting
other regions.

In this query form, the user has selected to access the macular regions of all patients
where the average red color in the average thickness map is between 50 to 100 % (high
or unhealthy). The right side of Fig. 5 shows the result of this query. There are two
patients that satisfy the constraint. For each of the average thickness maps that satisfy
the query constraints, the result displays the thickness map itself, with the macular
regions that meet the query constraints, and the regions that do not, and a histogram of
RGB values, one for each macular region in the query result, and the average thickness
and volume values for each region.
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Figure 6 shows a query (form is displayed on the left side of the figure) where the
user selected 5 specific macular regions and set a constraint that these macular regions
must be healthy in each of the thickness maps in the result. The result of this query
contains a single user whose thickness map is shown in the right side of the figure. As
can be seen from the color histogram in the result, the red color pixels are low in
number in this thickness map which indicates that the retina is relatively healthy.

The design of the query and result forms is ongoing. We consult with the physi-
cians frequently to evaluate the efficacy of these forms.

Fig. 5. Query 1 and results

Fig. 6. Query 2 and result
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5 Related Work

Computational methods to analyze retinal images [4, 8] and their segmentations [2, 7]
play a crucial role in aiding physicians in understanding the retinal health of AMD
patients. There is increasing interest in combining and correlating multiple retinal
images to provide timely and effective AMD treatments. Multi-modal correlations
[3, 11] across the images of a retina obtained using different diagnostic tests such as
Optical Coherence Tomography (OCT) and the Fluorescein Angiography (FA) [5]
have been used to provide physicians with more accurate information regarding the
affected macular regions, their shapes, and their sizes. OCT images of one eye have
been correlated to those of the other eye of patients [1] to aid physicians to predict
disease progress in the second eye and perform early intervention. In references [15,
16], authors use LDA and clustering analyses [6] to analyze OCT images to identify
clusters of patients with similar disease characteristics.

The conceptual and relational data models proposed in this paper are quite different
from the previous works on retinal image processing. The proposed work combines the
power of relational data model with a simple and novel notion of a retinal map, which
is similar to the image data model proposed in [9]. We anticipate that the DRSTI
workbench, when completed, will provide a flexible and convenient environment for
AMD researchers to study and correlate visual distortions to retinal health attributes.

6 Conclusion and Future Work

In this paper we describe a conceptual and relational data model to capture the retinal
health of AMD patients, represented by different imaging equipments such as the FA,
OCT, SLO, etc. Our workbench, DRSTI, is unique in that it stores the visual distortion
data of patients which is captured using a tablet based application. The physiology and
the function of different parts of a patient’s retina are combined into an n × n retinal
map, where each cell stores the health attributes of a small part of the patient’s retina.
Retinal map data of multiple patients are stored into multiple relations in a relational
database which can then be queried using powerful SQL. The paper illustrates the data
model and possible queries through several examples. The proposed data model was
implemented to store the average thickness maps collected from both eyes of about 10
patients. Query forms and query result forms were created for users to retrieve and
display the data in a convenient manner.

This work is ongoing. We are currently processing the rest of the retinal images
including the distortion annotation data so that multiple types of features are available
to users to analyze and correlate features across multiple patients.
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Abstract. This paper presents the results of a technological proposal for the
implementation of health standards that permit interoperability in industry
without throw away the efforts jointly by the governing body of the health sector
for the Capital District and by the entities health providers of Network Attached
via a service-oriented architecture that provides the ability to integrate all efforts
previously made and provides the evolutionary capacity of the HCEU platform.

Keywords: CDA · HL7 · HCEU · XDS

1 Introduction

The technological framework of the health sector is complex and problematic because
every institution providing health services, funding, insurance and regulatory as well as
various governments agencies, universities and other actors in the health system, have
created islands of information in themselves, where the exchange of information with
other parties is the exception (Acevedo-Bernal, 2011). In this scenario the efforts are
not coordinated, processes are duplicated, yield is lost and increase costs. Then,
regulators entities and government have a partial and belated vision what happens in
institutions, unable to evaluate the implementation and impact of the projects. Finally,
this makes the planning of new health policies and adds noise to the decision-taking at
the level of the regulator sector.

2 Research Methodology

Based on the proposed objectives as a result of the operation model for the system of
Electronic Health Record Unified (HCEU) it must be determined at the application
level the overall architecture of the system, to determine this architecture is used the
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projective research methodology to guide the process of developing of the architectural
system proposal. In this methodological process by reviewing reports on states of
management of clinical information about patients of the health system of the Capital
District previously developed by the Ministry of Health, existing the problematic of the
impossibility of sharing by a timely way the clinical information regarding the medical
history of the patients given the high degree of heterogeneity and various states of
development or absence of the information systems of the Provider Entities Health
Network Attached Capital District (University District, 2012). The standard selected
for the system because its different advantages and great adaptability was HL7, with the
implementation of IHE profiles for application and review of architectural styles was
selected because the service-oriented architecture advantages. How is applied the
service-oriented architecture using HL7 is the result of this research.

3 Research Results: General Architecture of the HCEU System

The design of the architecture supports the integration of existing applications on each
attached network entity, created to support the mission of the District Health System,
by building a technological solution based on interoperability, and fully available,
which has a lower impact in each one of the consumers applications of the HCEU
services.

Additionally, it is important the HCEU positioning as a resource of the District
Health System, which from the beginning is projected to extend its capabilities, and its
use and re-use in changing processes and evolutionary focusing on providing a health
service highest quality to each of the beneficiaries.

4 Conclusions

Using HL7 allows the District and SDS supported by integrated services architecture
integrate on a scalable form the various entities that make up the framework of the
Capital District Health, and even the extension of the national model by integrating
health networks substantially improve the nation’s health.

The resulting health model of the Capital District supported by HL7 standards
group, IHE profiles and service-oriented architectural style is a viable, scalable and
evolutionary model that allows the determination of health sector policies that facilitate
the promotion and prevention management of the morbidity - mortality due to the
availability of information for episodes of care of patients in the sector.
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