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  Pref ace   

 Ribonucleic acid (RNA) binding proteins currently number in the thousands, and 
defects in their function are at the heart of diseases such as cancer and neurodegen-
eration. RNA-binding proteins have become implicated in the intricate control of 
surprisingly diverse biological settings, such as circadian rhythm, stem cell self- 
renewal, oncogenesis, and germ cell development. 

 RNA-binding proteins bind to diverse RNA substrates to mediate aspects of the 
life cycle of RNA processing, including alternative splicing, stability, export, trans-
port, and translation, as well as the assembly and disassembly of RNA granules. 
Understanding the roles of RNA-binding proteins requires multidisciplinary 
approaches: characterization of their targets, single-molecule approaches to unveil-
ing their modes of interaction, and computational considerations of the tremendous 
amounts of data associated with analysis of their activities. 

 Given the success of the volume  Systems Biology of RNA Binding Proteins , I 
have assembled this second volume with chapters focused on cutting-edge methods 
to study aspects of RNA-binding protein-RNA function that were not previously 
covered and introduce the most recent exciting biology related to RNA-binding 
proteins. 

 The content of this book surveys a range of genome-wide and systems approaches 
to studying RNA-binding proteins and the importance of RNA-binding proteins in 
development, cancer, and circadian rhythm. These chapters provide opportunities 
for open questions and new areas of inquiry into posttranscriptional processing. 

 With the combination of high-throughput short-read sequencing with biochemi-
cal methods such as RNA immunoprecipitation and RNA cross-linking and immu-
noprecipitation, transcriptome-wide maps of sites of interaction between 
RNA-binding proteins and their RNA targets have proved useful in elucidating 
novel molecular and cellular functions of RNA-binding proteins. Eric Van Nostrand 
and Stephanie Huelga in my laboratory discuss challenges associated with large- 
scale identifi cation and analysis of RNA-binding protein-RNA interactions. 

 RNA does not exist as simple linear sequences in vivo. Gregory and colleagues 
present a review of genome-wide approaches to determining RNA structure in the 
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transcriptome. RNA structure discovery is a fundamentally important aspect of 
understanding the protein-RNA landscape. 

 With the increasing number of proteins thought to have RNA-binding capacity, 
Tomas Bos, Julia Nussbacher, and Stefan Aigner in my laboratory review how teth-
ered function assays can be utilized to reveal novel molecular functions of candi-
date RNA-binding proteins. 

 To truly understand the stepwise interactions of proteins onto RNA substrates, 
Moore and Serebrov discuss single-molecule approaches that shed light on deep 
mechanistic insights into interrogating RNA-binding protein function. 

 The following chapters deal with exciting areas in biology that have become 
entwined with RNA-binding proteins. 

 Circadian control has recently become associated with posttranscriptional con-
trol of gene expression. Panda and colleagues recount circadian control of RNA by 
RNA-binding proteins. 

 Posttranscriptional and translation regulation is particularly important in germ 
cell biology. Licatalosi summarizes the role of RNA-binding proteins in male germ 
cell development. 

 Ito and colleagues present the importance of RNA-binding proteins in stem cell 
biology and oncogenesis. Self-renewal of stem cells is key to our understanding of 
development and cancer. How RNA-binding proteins control stem cell fate and 
oncogenesis is a topic of hot debate. 

 Hundley and Washburn feature the roles of RNA-binding proteins in RNA edit-
ing. Uncovering how enzymes affect RNA editing is critically important in our 
dissection of human diseases. It is still unknown how many and which RNA-binding 
proteins can regulate A-to-I editing in vivo. 

 Bejar clarifi es the recent fi ndings that splicing factors are commonly mutated in 
cancer. Recurrent somatic mutations of genes encoding core subunits of the spliceo-
some have been identifi ed in several different cancer types and will be discussed in 
this review, avenues for novel cancer therapeutic strategies. 

 Calarco and colleagues discuss how tissue-specifi c alternative splicing is con-
trolled and the utility of the model organism  C. elegans  in aiding in its elucidation. 

 Leung and Fan present exciting fi ndings of the roles of RNA-binding proteins in 
RNA granules, particularly in neurodegenerative diseases such as ALS and FTLD. 

 Massirer and colleagues emphasize the importance of posttranslational modifi -
cations on RNA-binding proteins, an area poorly understood but with tremendous 
potential for understanding diseases such as neurodegeneration. 

 The contributors of this book are internationally recognized leaders in the arena 
of technology development, RNA processing, and biology relevant to RNA-binding 
proteins, and we envision that this book will serve as a valuable resource for both 
experts and nonexperts. Advanced undergraduate students and entering graduate 
students in biology, chemistry, molecular engineering, computer science, and bio-
informatics, as well as medical students and postdoctoral fellows who are new to 
the arena of posttranscriptional gene regulation, should fi nd this book accessible. 
We hope the chapters in this volume will stimulate interest and appreciation of the 
complexity and importance of posttranscriptional gene regulation to its readers and 
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even lead them to pose new solutions to the enormous challenges that lie ahead in 
comprehending how RNA-binding proteins affect gene regulation. 

 I sincerely express my greatest gratitude to the contributors to this book: Stefan 
Aigner, Rafael Bejar, Giorgia Benegiamo, Mario Bengtson, Nathan Berkowitz, 
Tomas Bos, Steven Brown, Kristina Buac, John Calarco, Alexander Fan, Sager 
Gosai, Xicotencatl Gracida, Brian Gregory, Ayuna Hattori, Stephanie Huelga, 
Heather Hundley, Takahiro Ito, Anthony Leung, Donny Licatalosi, Michael Lovci, 
Katlin Massirer, Melissa Moore, Adam Norris, Julia Nussbacher, Satchidananda 
Panda, Victor Serebrov, Ian Silverman, Eric Van Nostrand, and Michael Washburn.  

  La Jolla, CA, USA     Gene     W. Yeo     
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    Chapter 1   
 Experimental and Computational 
Considerations in the Study of RNA-Binding 
Protein-RNA Interactions                     

       Eric     L.     Van     Nostrand    ,     Stephanie     C.     Huelga    , and     Gene     W.     Yeo    
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1       Background 

 The simplicity of the central dogma of molecular biology that information encoded 
by DNA is transmitted via RNA to proteins (the essential building blocks of cells) 
masks the complex regulatory networks involved at each step of this process. In 
eukaryotes, transcribed RNA molecules undergo a number of modifi cations that 
include pre-mRNA splicing, nucleotide editing and polyadenylation, all of which 
are tightly coupled to their sub-cellular localization, presentation and accessibility 
to ribosomal proteins for translation. At each of these steps the RNA may interact 
with a combination of one or more of the hundreds to thousands of  RNA-binding 
proteins (RBPs)   present in humans, providing a means of regulating the fate of these 
RNAs in a tissue-, temporal-, or condition-specifi c manner [ 1 ]. 

 The importance of  RNA-binding proteins   in controlling RNA processing has 
been exemplifi ed by studies of individual RNA substrates for decades. Recent 
advances in microarray and high-throughput sequencing technologies have made it 
possible to not only identify individual  RNA-protein interactions  , but to identify 
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RNA-binding protein targets genome-wide in a single experiment. RNA targets can 
be directly bound and also regulated by the RBPs, bound but unaffected by the 
association of the RBP, or not bound but indirectly affected by the RBP (Fig.  1.1 ). 
In this chapter, we will discuss recent efforts to both identify and predict  in vitro  and 
 in vivo  RNA-binding sites, and to integrate these direct targets with transcriptome 
profi ling experiments in order to obtain a full picture of RNA regulatory networks. 
In particular, we will discuss the computational challenges implicit in expanding 
from analysis of targets of a single RBP to integration of target information for 
dozens or hundreds of the estimated thousand RBPs in the human genome.

2        What Is an RNA-Binding Protein? 

  Indeed, the question  of   how many RNA-binding proteins there are remains an open 
and challenging area of research. Most commonly studied RNA proteins interact 
with RNA through well-characterized RNA-binding domains, including zinc fi nger 
(ZNF), RNA recognition motif (RRM), and helicase domains that can interact with 
RNA in various forms (e.g. unstructured, single-stranded, double-stranded or a 
combination of both). Using such protein domains to search the human genome 
yields estimates of ~600 RNA-binding proteins [ 1 ]. However, various examples of 
RNA-binding proteins with non-canonical interactions have long suggested that 
other modes of interactions remain uncharacterized, suggesting that the number of 
true RNA-binding proteins may be larger than expected. 

 Recently, efforts to identify novel RNA-binding proteins using various 
approaches have further expanded the set of putative RNA regulators. In yeast, pro-
tein  microarrays   (in which a large number of proteins are spotted on a microarray 
and then probed with specifi c RNA transcripts of interest) identifi ed a signifi cant 
number of previously unannotated RNA-binding proteins, including surprising 
interactions between a number of enzymes and RNA [ 2 ,  3 ]. More recently, an RNA 
pull-down followed by mass spectrometry approach in human cells identifi ed nearly 
900 proteins interacting with RNA in human HeLa cells and 555 in mouse embry-
onic stem cells, including more than 300 and 250 respectively that were not previ-
ously annotated as RNA-binding proteins [ 4 ,  5 ]. 

 In addition to raising interesting computational questions in the area of predict-
ing which proteins will interact with RNA and with what mechanism, these results 
raise the question of what truly defi nes an RNA-binding protein. The single-stranded 
nature of RNA allows an RNA molecule to form a wide variety of secondary, ter-
tiary, and even quaternary structures that enable a protein to not only interact with 
the ribonucleotide sequence, but also the nucleotide backbone in unique forms gov-
erned by the structure of the RNA. Indeed, RNA aptamers can be evolved  in vitro  
that strongly interact with small molecules such as fl uorophores [ 6 ] or specifi c pro-
teins of interest [ 7 ,  8 ]. 

E.L. Van Nostrand et al.
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  Fig. 1.1    Overview of methods to identify RNA-binding protein regulation of various RNA pro-
cessing steps. ( a ) RNA molecules bound by RNA-binding proteins can be identifi ed by a variety 
of related approaches generally termed CLIP-seq. Cell lysates are crosslinked (often with UV, to 
selectively cross-link protein-RNA interactions), and limited RNAse digestion is performed to 
generate small protein-bound RNA fragments. A RBP-specifi c antibody is then used to immuno-
precipitate the protein of interest, along with associated RNA. After protein digestion, linkers are 
ligated to the 5′ and 3′ end of RNA fragments, which are then used to reverse transcribe and PCR 
amplify a DNA library for high throughput sequencing. ( b ) mRNAs being actively translated are 
identifi ed using ribosome protection assays. Using the ART-seq kit (available from Epicentre), 
ribosome protected fragments are isolated by nuclease digestion followed by monosome purifi ca-
tion. RNA is then purifi ed, ligated to adapter sequences, and amplifi ed for high-throughput 
sequencing. ( c ) Transcriptome-wide RNA expression and alternative splicing can be queried by 
RNA-seq ( left ) or microarray ( right ). For RNA-seq ( left ), ribosomal RNA is depleted using alter-
native methods, RNA is fragmented and reverse transcribed into cDNA, sequencing adapters are 
added, and then amplifi ed for high-throughput sequencing. Stranded RNA-seq libraries can be 
generated by incorporating dUTP during second strand cDNA synthesis, followed by cleavage by 
UDG enzymes. For microarrays ( right ), RNA is converted to cDNA, amplifi ed, fragmented, and 
fl uorescently labeled. Labeled DNA is then hybridized to the microarray, and expression is read 
out by fl uorescence intensity. ( d ) Other aspects of RNA processing can be studied using special-
ized protocols, such as BRIC-seq-based quantitation of RNA half-lives. After growth in media 
containing 5′-bromo-uridine (BrU), fresh media is added to terminate labeling of newly synthe-
sized RNAs with BrU. Pull-down of remaining RNA with an anti-BrU antibody at various time-
points, followed by library preparation using standard RNA-seq protocols, can then yield 
quantitative estimates of RNA stability       
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 If an RNA can be engineered to specifi cally bind to GFP with high affi nity, does 
this mean that GFP is an RNA-binding protein? Conversely, if an RNA- or protein- 
pulldown indicates an  in vivo  RNA-protein interaction, that would appear to be 
convincing evidence that the protein is an “RNA-binding” protein. However, the 
term “RNA-binding protein” has traditionally been reserved for describing proteins 
that functionally interact with RNA—i.e., that the protein’s interaction with RNA 
molecules causes some differential regulation of RNA processing in a regulated 
manner. Thus, as our abilities to detect  in vivo  protein-RNA interactions continue to 
improve, consideration will have to be given as to whether identifi cation of RNA- 
protein interactions is suffi cient, or whether it is more relevant to combine these 
results with analyses that also address whether this interaction with RNA drives the 
fate of the RNA.   

3     Identifi cation of RNA-Binding Protein Binding Sites 
 In Vivo  

  A genome-wide  view   of RNA-binding protein interactions is essential to understand 
how RNA-binding proteins recognize RNA and drive differential RNA processing. 
These methods are generally referred to as “ cross-linking   followed by  immunopre-
cipitation   and  high-throughput sequencing  ” or  CLIP-seq  , as a parallel to the ChIP- 
seq approaches used to purify DNA binding proteins and the associated bound 
chromatin (Fig.  1.2a ). Many variations ( HITS-CLIP  ,  PAR-CLIP  ,  iCLIP  ) have been 
described [ 9 – 12 ] (Fig.  1.2b ), all of which follow the same basic strategy: crosslink-
ing of protein-RNA interactions, digestion or shearing of the RNA to smaller frag-
ments, immunoprecipitation of the targeted protein (and associated RNA) using a 
target-specifi c antibody, isolation of RNA, and ligation of linkers and RT-PCR 
amplifi cation to generate libraries compatible with either microarrays or, more 
recently, high- throughput sequencing. 

 Various algorithms have been developed to identify regions of signifi cant asso-
ciation from CLIP-seq experiments. Fundamentally, these algorithms attempt to 
solve the question of whether the read density within a given region is characteristic 
of a binding site or characteristic of random association. Early methods simply 
counted the number of reads within a defi ned window size (e.g., 100 nucleotides) 
and asked whether the number of reads was signifi cantly enriched above expected, 
given the number of total reads throughout that transcript. More recent methods 
have incorporated additional features, such as improved statistical modeling of read 
distributions, information about repetitive elements and read mappability, and the 
canonical ‘shape’ of a binding site (the local distribution of reads around a binding 
site) to improve identifi cation of true binding sites [ 9 ,  13 ]. 

 Depending on the experimental methodology used, other information can also 
be incorporated into binding site identifi cation. Using general  CLIP-seq tech-
niques  , typical cluster sizes are ~50–150 wide, depending on the size selection 
used during library preparation. Recognizing that the reverse transcription step 

E.L. Van Nostrand et al.
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  Fig. 1.2    Identifi cation of direct RNA-binding protein targets by CLIP-seq. ( a ) Overview of CLIP- 
seq procedure (repeated from Fig.  1.1 ). ( b ) Several variants of the general CLIP-seq method ( left ) 
have been developed to optimize various steps. iCLIP ( center ) uses a single linker oligonucleotide 
coupled with a circular ligase enzyme to improve linker ligation effi ciency [ 9 ]. This linker also 
adds a barcode as well as fi ve random nucleotides to each sequencing read, allowing one to disam-
biguate PCR amplifi cation artifacts from truly independent RNA fragments, increasing the 
dynamic range of sequencing read depth. In PAR-CLIP ( right ), photo-reactive ribonucleotide ana-
logs are incorporated into transcribed RNA in order improve crosslinking effi ciency [ 10 ]. In addi-
tion, the cross-linked uridine will be complemented by a guanine base in the reverse transcribed 
cDNA during library preparation step. This characteristic U to C mutation in the center of a bind-
ing site can be used to identify binding at single-nucleotide resolution. Single-nucleotide resolu-
tion binding sites can also be computationally identifi ed from normal CLIP-seq (where reverse 
transcription often skips the cross-linked nucleotide, leading to single-base deletions ( green tri-
angle ) in the sequencing reads), or iCLIP (where reverse transcription often terminates at the 
crosslinked base pair, leading to read pileups at the crosslink site)       
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was often  ineffi cient and terminated at the nucleotide cross-linked to the RNA- 
binding protein, Konig  et al.  [ 9 ] exploited this truncation to anneal a linker oligo-
nucleotide at this terminal end. Termed ‘iCLIP’, this approach led to a pile-up of 
reads at the cross- link site, enabling single-nucleotide resolution identifi cation of 
binding sites [ 9 ]. Using more traditional CLIP datasets, Zhang & Darnell recog-
nized that single- nucleotide resolution could also be achieved computationally 
by searching sequencing reads for single nucleotide insertions and deletions 
characteristic of reverse transcriptase skipping at the cross-link site [ 14 ]. 
Although less than 20 % of reads showed such mutations, this density was suffi -
cient both to identify the bound residues at most binding sites, as well as to gen-
erate insights into binding motifs and local sequence structure at binding sites 
genome-wide [ 14 ]. 

 Before cluster identifi cation, an important step is quality control to determine 
whether the  CLIP-seq experiment   was successful and generated reliable data. As 
 immunoprecipitation   of RNA-binding proteins (and subsequent adapter ligation 
onto RNA) is often ineffi cient, CLIP-seq libraries are often amplifi ed from small 
amounts of RNA input, leading to signifi cant concerns about PCR amplifi cation 
biases when a high number of PCR cycles are needed to amplify enough DNA for 
sequencing. Indeed, a high degree of read redundancy (multiple reads of identical 
sequence) is typically observed in CLIP-seq experiments, up to 90 % in many pub-
lished datasets [ 15 ]. However, as the identifi ed clusters are typically short (<200 nt) 
and (as described above) often start at the cross-linked nucleotide, it is impossible 
to distinguish PCR amplifi cation from multiple unique fragments using the stan-
dard CLIP methodology, and most approaches will simply compress these multiple 
reads into one for downstream analysis. Paired-end sequencing can address some of 
these concerns (as the odds are lower that two unique fragments would have the 
same start and end position). iCLIP provides further ability to distinguish these pos-
sibilities by incorporating a random fi ve base sequence (along with a multiplexing 
barcode) into the ligated RNA adapter that will ultimately be sequenced in each 
read [ 9 ]. After sequencing, computational processing can be performed to identify 
the random adapter sequence, barcode, and RNA fragment sequence. Using this 
approach 1024 (45) reads can map to the same location instead of only one, signifi -
cantly improving signal to noise at true binding sites.  

 This high ineffi ciency in library generation led us to develop an enhanced CLIP 
(eCLIP) methodology for large-scale CLIP experiments performed as part of the 
ENCODE consortium efforts [ 15 ]. By modifying the adapter ligation steps to 
70–90 % effi ciency, the rate of PCR duplication was decreased by ~60 % with a 
concomitant decrease in experimental failure rate. These improvements enabled the 
successful performance of 102 eCLIP experiments profi ling 73 RNA-binding pro-
teins in HepG2 and K562 cell lines in biological duplicate [ 15 ]. Additionally, these 
improvements enabled generation of a paired size-matched input for normalization, 
which substantially improves signal-to-noise in identifying true peaks by enabling 
removal of common false positive signals [ 15 ]. This and other advances in CLIP 
methodologies should rapidly advance our ability to identify RNA-binding protein 
binding sites in vivo at large scale.  

E.L. Van Nostrand et al.
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4     Challenges of Peak Finding for RNA-Binding Proteins 
Compared to DNA Binding Proteins 

   It is appealing to turn to the fi eld  of    DNA binding proteins,   as the identifi cation of 
 in vivo  binding sites for DNA-binding transcription factors requires solving a num-
ber of similar computational challenges. Akin to identifying RNA-binding protein 
binding sites, the experimental association of transcription factors to their DNA 
binding sites involves cross-linking the factor to its genomic DNA (typically using 
formaldehyde), fragmenting the DNA, immunoprecipitating the factor and isolating 
the associated 100–150 bp DNA fragments, and then quantifying the associated 
DNA using  high-throughput sequencing   (chromatin immunoprecipitation followed 
by sequencing, or ChIP-seq) [ 16 ]. 

 Although the fact that it is RNA instead of DNA being queried seems like a 
trivial difference, in reality there are substantial challenges distinct from identify-
ing DNA binding sites. In a  ChIP-seq experiment   in normal tissues, the expected 
read density across the genome is roughly equal (as all DNA regions are expected 
to be present on each of the two chromatids in each cell); although this genome-
wide equivalence may not hold for all cell lines (which may have acquired chro-
mosomal aberrations), the distribution in a reasonably large local region around 
the binding site should show this equivalency. In contrast, as each RNA transcript 
is expressed at a different level, all calculations to identify RNA-binding sites are 
limited to within-transcript read information. RNA splicing also represents a 
complication, as  introns   (which are among the most common binding sites for 
many RNA-binding proteins, and represent the functional binding sites for many 
splicing regulators) are rapidly spliced from most transcripts, meaning that only a 
small fraction of messages for a gene of interest will still contain a potential RNA- 
binding protein— intronic sequence interaction   that can be quantifi ed. Additionally, 
the presence of RNA requires additional, more complicated ligation steps to generate 
tagged RNA molecules that can be reverse transcribed into cDNA. Finally, 
because a transcription factor associates with double-stranded DNA, DNA binding 
sites obtained by ChIP-seq will be identifi ed by sequencing reads that map to both 
the Watson and Crick strands. However, the distributions of these reads on the two 
strands will be separated by a width equal to the size to which the DNA is sheared, 
enabling this characteristic shift to be used in downstream algorithms as both a 
validation of true binding sites as well as a validation of proper library construc-
tion [ 17 ]. 

 However, there are also more subtle differences. Although ChIP-seq experiments 
often can use a non-immunoprecipitated ‘input’ sample or an ‘IgG-only’ secondary 
antibody pull-down with no primary antibody as a negative control, those negative 
control samples have proven more diffi cult to obtain for CLIP-seq experiments. Due 
to the methodology of CLIP-seq, attempts to leave out the primary antibody have 
typically yielded too little RNA to yield useful high complexity libraries for 
sequencing. Because of this, most CLIP-seq analysis is still done using custom-
written pipelines by individual labs, and has not yet coalesced into one generally 

1 Experimental and Computational Considerations in the Study of RNA Binding…



8

used software package across the fi eld. However, recent improvements to CLIP 
methodologies have enabled the proper generation of paired size-matched input 
samples, which enable peak calling to be performed and validated at the level of 
enrichment over input background [ 15 ]. Future work to integrate standard ChIP-seq 
methodologies for both peak calling and validation (including tools to assay replica-
tion across biological replicate samples) should bring CLIP-seq analysis into a stan-
dardized framework for non-expert users.    

5     RBP-Responsive RNA Targets 

 Identifi cation of the  in vivo   binding   sites for an RNA-binding protein can give 
insight into the molecular mechanism of binding for that factor. However, to under-
stand the molecular basis for the phenotypes observed upon knockdown or overex-
pression it is necessary to identify not only those targets directly bound by the RBP, 
but also those that show RBP-dependent altered RNA processing. Individual target 
and deep mutational analysis of minigene-based assays have provided signifi cant 
insights in the study of individual RNA-binding protein responsive targets over the 
past decades [ 18 ]. More recently, it has become possible to modulate an RNA-
binding protein and query the effect on various outputs (RNA expression, alterna-
tive isoform usage, and ribosomal occupancy) in a genome-wide manner. However, 
inherent in each of these assays are various experimental decisions and computa-
tional challenges that should be considered during the initial planning stages.  

6     Choosing Between Depletion Versus Over-Expression 
Experiments 

    The fi rst decision when designing the  experiment   is whether to profi le loss-of- 
function or gain-of-function of  the   protein of interest. It  is   ideal to mutate both the 
maternal and paternal alleles of the protein to generate a complete loss of function, 
as this ensures that the function of the protein is completely lost. However, creating 
such a null mutation can often be diffi cult and require signifi cant investment of 
resources, particularly in whole organisms. More common is to knock down the 
protein, which can be performed using a variety of techniques that depend on the 
cell-type and duration of knockdown desired [ 19 ]. The commercial availability of 
 knockdown reagents   such as siRNA or shRNAs for nearly all protein-coding human 
and mouse genes, as well as the ease of generating and using these reagents, makes 
knockdown both the simplest as well as the most scalable experiment. However, 
there exist a number of caveats with knockdown experiments that are important to 
consider in downstream analyses. First, most knockdown reagents (including 
shRNA and siRNA molecules) use an antisense oligonucleotide which leads to 
RNA degradation through the RNA interference pathway, but which can have 
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uncharacterized off-target effects if the oligonucleotide binds to other expressed 
genes. As such, it is important to perform multiple independent knockdowns with 
antisense oligonucleotides targeting multiple regions of the gene, in order to sepa-
rate true RBP targets from off-target effects [ 20 ]. Secondly, many RNA-binding 
proteins are found in families with multiple highly similar paralogs that may have 
functional redundancy. As such, knockdown of only one family member may yield 
few if any altered targets, which will only be revealed after simultaneous knock-
down of multiple family members. Various degrees of redundancy have been 
observed for a variety of RNA-binding proteins, including the Muscleblind family 
[ 21 ] and RBFOX family [ 22 ,  23 ], indicating that this may represent a concern for 
analysis of many RBPs. 

 Ectopic expression of an RNA-binding  protein   can avoid this issue of functional 
redundancy, as well as avoiding concerns for off-target effects. Additionally, it is 
particularly powerful when the RBP of interest is introduced into a cell line in which 
it is not normally expressed, as this may help to isolate the signal of true targets of 
the RBP in isolation of other RBPs that it often interacts with. However, the expres-
sion of a transgene brings with it its own set of concerns. Signifi cant over- expression 
of DNA- and RNA-binding proteins can lead to binding to (and subsequent regula-
tion of) lower-affi nity binding sites that would not be physiologically relevant  in 
vivo  targets [ 24 ]. Thus, it becomes important to design the promoter, 3′ UTR, and 
other aspects of the transgene in such a way to express the transgene at roughly 
equivalent levels to its expression in other tissues. This can also be addressed com-
putationally, by comparing RBP-responsive targets against other information to 
verify whether the targets observed are likely to be relevant under normal condi-
tions. Depending on the experimental method, over-expression may also require 
selection of an individual isoform of the RNA-binding protein if the entire gene 
region is too large to reliably transmit into the cell line of interest. As multiple iso-
forms of an RBP can show distinct regulatory activity and even differential sub- 
cellular localization [ 25 ], it becomes critical to consider whether the activity of the 
gene or only of that specifi c isoform is being read out.     

7     Quantitation of RNA Isoform Abundance 

 The second major decision in  identifying   RNA-binding protein targets is what 
aspect of  RNA   processing will be queried, and how altered targets will be identifi ed. 
Currently, much effort has been devoted to identifi cation of alternative splicing 
events, which can be quantifi ed using both high-throughput sequencing (RNA-seq) 
and microarray approaches. In both cases, the goal of these analyses is to quantify 
the percent of isoforms that contain an alternative exon (quantitated as the percent 
spliced in, or Psi (Ψ) value). However, the methodological and technical differences 
between these two technologies mean that the computational challenges for analy-
sis, and the algorithms and approaches used to solve these challenges, are somewhat 
unique for each platform.  Microarrays   are best suited for quantitation of previously 
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identifi ed alternative splicing events, whereas RNA-seq is able to identify alterna-
tive isoforms  de novo . For both, there are two basic approaches to determine psi 
values: a direct approach, in which one typically looks for signal from the specifi c 
exon-exon junctions that correspond to various isoforms, or an indirect approach, 
where the level of each isoform is computationally inferred based on not only this 
direct information but also by modeling to predict inclusion in situations that lack 
direct evidence. Given infi nite information, direct approaches are generally pre-
ferred; however, there are many cases where indirect approaches can either help 
gain insights with lower sequencing depth or can be used in cases where direct 
information is not possible.  

8     Identifi cation of Altered RNA Splicing Events 
by Microarray 

   Microarrays contain thousands of  short   oligonucleotides that are  each   complemen-
tary to a  specifi c   target sequence, ranging from 25-mers on Affymetrix platforms to 
60-mers using  Agilent arrays  . These oligonucleotides are then spotted to a surface 
with a known pattern, and a fl uorescently labeled cDNA library is fl owed over the 
array surface. DNA fragments complementary to the spotted oligonucleotides will 
anneal at that position, and the fl uorescence of each ‘spot’ can be used as a read-out 
for expression level of the sequence complementary to the oligonucleotide probe 
spotted at that position [ 26 ]. 

 With development of high density microarrays, it is now common for the micro-
array to contain multiple probes that tile across a region of interest, providing mul-
tiple independent readouts of expression of an individual gene, exon, or splice 
junction (Fig.  1.3a–c ). For quantitation of RNA processing, splice junction probes 
are particularly helpful as they can be used to directly measure expression of indi-
vidual alternative isoforms. Thus, a cassette exon being queried will typically have 
six ‘probe sets’ of interest (each of which contain multiple individual probes): one 
probe set tiling the exon (represented as ASexon in Fig.  1.3b ) as well as one tiling 
each of the upstream and downstream exons (UPexon and DNexon), and three 
splice junction probe sets tiling each of the three splice junctions (UPjunction, 
DNjunction, and ASjunction) (Fig.  1.3b ). Quantitation of exon inclusion can then be 
performed by comparing the signal at probes supporting exon inclusion (probe sets 
ASexon, UPjunction, and DNjunction) against those supporting exon exclusion 
(probeset ASjunction) [ 27 ]. Quantifi cation of other types of alternative splicing sim-
ply requires different probe positioning to measure the novel junctions generated by 
those events. Figure  1.3c  shows representative data for SLK exon 13 in experiments 
profi ling differentiation of induced pluripotent stem cells to motor neurons. Notably, 
while upstream and downstream constitutive exons showed stable expression 
between iPSC and differentiated neuron samples, signifi cantly decreased signal is 
observed at all three probesets representing exon inclusion. Concordantly, signal 
was increased at the ASjunction probe that directly measures exon exclusion. 
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  Fig. 1.3    Analysis of alternative RNA processing by microarray. ( a ) Overview of RNA expression 
quantifi cation by microarray (repeated from Fig.  1.1 ). ( b ) Quantitation of alternative splicing 
events by microarray requires probes designed to target specifi c regions associated with the event. 
For a cassette exon, traditional exon microarrays will have probes assaying the desired alterna-
tively spliced (AS) exon ( purple ) as well as fl anking (UP and DN) constitutive exons ( blue ). More 
recent microarrays have incorporated additional probes assaying splice junctions (UP jxn and DN 
jxn) that quantify exon inclusion ( red ) or the alternatively spliced (AS) exclusion junction ( green ). 
( c ) Splicing-sensitive microarrays identify alternative splicing of SLK exon 13 during neuronal 
differentiation. ( Left ) Although fl anking exons show relatively similar signal intensity between 
control and knockdown samples, the three probe sets querying exon inclusion show ~8-fold higher 
signal in iPS cells as compared to differentiated neurons, whereas the probeset measuring the junc-
tion created by exon exclusion increases ~4-fold. (F.J.M. & G.Y.  unpublished data). (Center)  As a 
fi rst step to identify signifi cantly altered splicing events, change in probe intensity for splicing- 
sensitive probes are normalized for gene expression changes by regression of all other constitutive 
exon probes covering the SLK gene. (Right) Various algorithms have been described to convert the 
characteristic opposing changes in UPjxn/DNjxn and ASjxn probe intensity into an estimate of PSI 
value. These PSI values can then be validated by RT-PCR       
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 Analysis of these microarrays can be challenging, with multiple methods 
described that incorporate these multiple probe sets into one value that characterizes 
differential processing between samples [ 27 ,  28 ]. In the simplest approach, intensity 
at probesets targeting neighboring constitutive exons can used to normalize for sam-
ple or gene expression differences, and performing a  t -test between the three knock-
down and three control replicate samples can reveal signifi cantly altered individual 
exons [ 29 ]. The addition of probesets covering the splice junctions makes this cal-
culation more robust by providing additional independent measurements that should 
all show the same fold-change between conditions [ 27 ,  28 ,  30 ,  31 ]. This has led to 
the development of probabilistic models that can infer the underlying expression of 
individual isoforms from probe intensity measurements (reviewed in  Chen  [ 32 ]).    

9     Quantifying Alternative Splicing by High-Throughput 
Sequencing 

     Identifi cation of alternative splicing by high-throughput sequencing ( RNA-seq  )    is 
performed by starting  with   RNA from a sample of interest. As total RNA samples 
contain mostly ribosomal RNA, a purifi cation to deplete rRNA is typically per-
formed by either selection with poly-T oligonucleotides to isolate only polyadenyl-
ated RNA (enriching for mRNA), or by selective depletion of ribosomal RNA using 
 bead-coupled antisense oligonucleotides   (using kits such as the Ribo-Zero kit avail-
able from Illumina). RNA is then fragmented, reverse transcribed into cDNA using 
random hexamer primers, and the second cDNA strand is synthesized. Various 
methods can be used to preserve strand information; one commonly used technique 
involves replacing dTTP with dUTP in the second strand synthesis step, and then 
 performing   PCR with a polymerase enzyme that is blocked at dUTP nucleotides 
[ 33 ].  Oligonucleotides   containing adapters for high-throughput sequencing are then 
ligated, and the sample is PCR amplifi ed and size-selected for sequencing. 
Sequencing a sample using one lane of Illumina HiSeq 2500 or 4000 machines (the 
current methodology with greatest sequencing depth) yields over 200 million reads, 
each of which can be 30–250 bases and in either single-end or paired-end format 
(depending on user selection of sequencing kits). Reads are then mapped to the 
genome (typically using one of several publicly available programs [ 34 ,  35 ]), and 
post-processed along with a genome annotation to derive position- as well as 
transcript- level read density profi les [ 36 ]. 

 Figure  1.4  shows the type of data utilized for two types of alternative isoforms: 
cassette exons (Fig.  1.4a ), and alternative polyadenylation sites (Fig.  1.4b ). For cas-
sette exons, reads that map to the junction between the upstream and downstream 
exon provide strong, direct evidence of exon exclusion. In contrast, reads that map 
to the exon itself or that map to exon-exon junctions with the upstream or down-
stream exon provide evidence of exon inclusion. The ratio of inclusion reads (nor-
malized for the increased mappable sequence length) relative to exclusion reads will 
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  Fig. 1.4    Identifi cation of altered RNA processing by RNA-seq. ( a ) Schematic representation of 
sequencing reads enabling quantitation and identifi cation of an alternative cassette exon. Reads 
mapping to the  upstream  and  downstream  fl anking exons ( black ) can be used to estimate the over-
all level of transcript abundance but are not informative for splicing of the internal exon. Reads 
mapping to the alternative exon ( purple ) or to the  upstream  or  downstream  splice junctions ( red ) 
provide evidence for exon inclusion, whereas reads mapping to the junction between the fl anking 
exons ( blue ) provide evidence for exon exclusion. ( b ) Similar schematic for alternative polyade-
nylation site usage. Identifi cation of alternative polyadenylation sites is more complex, as there are 
reads that uniquely map to the longer isoform ( red ), but all other reads are expected to map to both 
isoforms ( blue ). ( c – d ) Read density profi le for exon 4 of EEF1B2 in three RNA-seq experiments, 
with height of the blue histogram indicating the number of reads that map with the 5′ end at the 
given base. The percent spliced in (Ψ) value is then defi ned as the number of reads supporting 
inclusion divided by the number supporting either inclusion or exclusion. Signifi cance relative to 
a control sample can then be calculated by Fisher’s Exact test (or the equivalent Chi-square test) 
on the number of inclusion- and exclusion-supporting reads       

then provide a ratio of exon inclusion in a sample of interest (Fig.  1.4c ). A simple 
hypergeometric or Pearson’s Chi-square test between exclusion and inclusion reads 
can then be used to determine whether an event shows altered splicing across two 
samples (Fig.  1.4d ) [ 37 ]. The simplicity of this approach, combined with the fact 
that all reads used in the analysis provide direct evidence either for an inclusion or 
exclusion isoform, make it ideal for experiments with extremely high sequencing 
depth (or for highly expressed transcripts). However, as exclusion can only be iden-
tifi ed by reads that span the specifi c exclusion exon-exon junction, short read length 
will often lead to few reads that actually span this junction, limiting detection.

   This direct quantitation of Psi values does not use any information about reads 
that map elsewhere in the transcript. However, expression of fl anking exons can 
provide useful information—for example, if the upstream and downstream exons 
each show dramatically higher read densities than a central queried exon, this would 
suggest that the exon is likely excluded in some percent of transcripts. Although this 
drop in read density is only probabilistic evidence of an excluded exon and not 
direct observation of the excluded isoform, inclusion of such information provides 
more accurate estimates of exon inclusion rates [ 38 ]. Because isoform quantitation 
using this approach is now no longer deterministic (based on read counting) but 

 

1 Experimental and Computational Considerations in the Study of RNA Binding…



14

now requires estimation of the most likely Psi value that would lead to the observed 
read densities, algorithms that incorporate such information estimate these values 
using various machine learning and probabilistic approaches. MISO, one of the 
more popularly used software packages for this analysis, treats this estimation as a 
Bayesian inference and uses the observed read densities across the queried exons 
and exon-exon junctions as a ‘posterior’ that can be used to infer the ‘prior’, or true 
(but unobserved) Psi value [ 38 ]. The estimated Psi values, along with confi dence 
intervals, can then be used to identify signifi cantly altered alternative splicing 
between two tissues or conditions. Further development of other methods to robustly 
estimate Psi values should yield further improvements in quantitation of splicing 
changes by RNA-seq. 

 Because isoform quantitation by RNA-seq depends on sequencing reads that 
specifi cally map to the queried exon (and fl anking exons and splice junctions), the 
total number of reads obtained from high-throughput sequencing represents a major 
consideration for analysis success. Detection of an alternative event thus depends 
on two factors in addition to the splicing event itself: overall sequencing depth, and 
expression of the entire gene. Splicing events in highly expressed genes will be easy 
to detect even with low-coverage experiments (for example, alternative intron 
retention in the 3′ UTR of NAP1L1 can be easily detected in less than ten million 
reads, achievable in a single run on an Illumina MiSeq machine). In contrast, alter-
native events in lowly expressed genes may be diffi cult to detect using more com-
plex algorithms and the hundreds of millions of reads obtained in more deep 
sequencing on an Illumina HiSeq machine. Thus, analysis of RNA processing by 
RNA-seq will always involve a trade-off between sequencing depth (and thus, cost) 
and the ability to detect events of genes with lower expression (which may include 
biologically relevant events in DNA- or RNA-binding proteins that are not always 
highly abundant even when functional).      

10     Identifi cation of Novel Alternative Splicing Events 
by RNA-Seq and Microarray 

    Figures  1.3  and  1.4  describe how the expression of  a   previously identifi ed alterna-
tively spliced exon can be quantifi ed. However, it is also possible to adapt these 
 techniques   for  de novo  identifi cation of alternative isoforms, fi nding previously 
unseen isoforms that may be unique to specifi c cell-types or conditions. As described 
above, sequencing reads that perfectly map across a splice junction can be used to 
verify a novel alternative event; thus, identifi cation of novel alternative events 
requires using sequencing reads that do not map to the annotated genome or tran-
scriptome to infer the splicing event that must have occurred to generate the observed 
sequence. Although this is easiest with paired end reads, longer read length in  high-
throughput sequencing   has improved the ability to detect novel splicing events 
using single-end reads as well.
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    Because of this additional step, algorithms that not only align reads but also 
perform  de novo  transcript assembly and isoform identifi cation have typically been 
slower and required heavier computational resources than simple mapping 
approaches. The TopHat and Cuffl inks suite of programs have been widely used to 
identify and quantify novel splicing events, but can require signifi cant resources for 
large-scale datasets [ 36 ]. To handle the scale of RNA-seq data generated by the 
ENCODE consortium, the alignment program STAR was developed [ 34 ]. In STAR, 
the largest 5′ fragment of the read that maps to the genome is identifi ed fi rst. Then, 
the mapping is repeated for any remaining unaligned sequence, identifying split 
reads that identify splice junctions or other fusion products. Further processing can 
then identify the exons (whether annotated or novel) that these split reads are 
derived from. Although STAR requires considerable computational resources 
(~40gb of RAM for mapping to the human genome, although this can be relaxed to 
~16gb at a trade-off to mapping speed), it enables rapid identifi cation of novel 
alternative splicing events from large compendia of RNA-seq datasets [ 34 ]. Other 
 algorithms use similar approaches to identify spliced reads, with various tradeoffs 
for speed and sensitivity. 

 Identifi cation of putative alternative exons from microarrays is more challeng-
ing, but can be done in different ways depending on the microarray strategy 
employed. As described above, direct identifi cation of an alternative isoform by 
microarray requires probes designed to span the exon-exon junction created by that 
alternative event. Thus, direct identifi cation of novel alternative events requires til-
ing all exon-exon junctions (for example, probes that span the junction between 
exons 1 and 2, 1 and 3, 1 and 4, 1 and 5, etc.) in order to identify signals from previ-
ously unannotated splice events. Profi ling of 52 tissues using such an approach 
identifi ed thousands of novel alternative splicing events with a high accuracy rate 
[ 26 ]; however, such custom array designs are not commonly used due to cost, com-
plexity of analysis, and the diffi culty in balancing exhaustive coverage to identify 
novel events with wasted coverage of non-observed junctions. Indirect inference of 
novel splicing events can also be performed using more common exon-level micro-
arrays, including the Affymetrix Human Exon arrays. As was the case with RNA- 
seq data, indirect identifi cation of novel exon exclusion events can be inferred by 
comparing relative expression of an exon, as well as its upstream and downstream 
fl anking exons, across multiple samples. However, this approach has lower detec-
tion ability and is limited to events that are assayed on the array, typically limiting 
analysis to simple exon skipping events. 

 Thus, RNA-seq and microarray based approaches each have independent advan-
tages and disadvantages to identifi cation and analysis of alternative RNA process-
ing events. Microarrays can provide advantages to quantifi cation of a known set of 
events, as all events can be easily quantifi ed genome-wide in a single experiment. 
In contrast, the level of expression of each gene represents a signifi cant hurdle in 
quantifying RNA processing by RNA-seq, as ever-increasing amounts of sequenc-
ing are required to detect alternative isoforms in lowly expressed genes. Recent 
methods of generating targeted RNA-seq libraries to enrich for specifi c desired 
sequences can alleviate this concern somewhat, but add signifi cant cost to the 
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experiment. In contrast, RNA-seq is uniquely well-suited to identify novel alterna-
tive events, as it simply requires the development and implementation of computa-
tional tools to identify these events from a standard RNA-seq library. In contrast, 
identifi cation of novel events by microarray requires either signifi cant alteration to 
the design of the microarray itself, or specialized analysis tools that can detect exon 
skipping but are limited in their ability to detect more complex alternative splicing 
events. Thus, the methodology being chosen will depend heavily on the experimen-
tal design—RNA-seq is ideal when profi ling a novel tissue or cell-type, or manipu-
lation of an RNA processing factor that may have unknown roles, in order to identify 
novel and complex alternative events that may have been previously missed. In 
contrast, there remain some advantages to using microarray-based approaches for 
large-scale profi ling of known sets of splicing events. However, continued improve-
ments in high-throughput sequencing technologies (in read length, read number, 
and cost per read) make sequencing an ever-more appealing option not just for 
novel event discovery but also for robust quantitation of alternative splicing and 
RNA expression.     

11     Alternative Polyadenylation Sites 

   Recent publications have identifi ed  alternative polyadenylation   as a signifi cant fac-
tor in functional isoform diversity, as the generation of isoforms that contain or  lack 
  an extended 3′ untranslated region can lead to alternative inclusion of microRNA 
target sites or other regulatory sequences that drive differential RNA regulation. 
Multiple groups have developed techniques to identify polyadenylation sites by 
RNA-seq, by identifying sequencing reads which contain a region which maps to 
the genome, and either terminate in a string of A nucleotides or begin with a string 
of T nucleotides that do not map (and are thus characteristic of the poly-A tail), or 
by selecting for only these 3′ end fragments during either library preparation or 
sequencing [ 39 ,  40 ]. Differential alternative poly-A site usage can then be identifi ed 
using standard  t -test or Fisher’s Exact tests. These direct approaches provide the 
strongest evidence for alternative polyadenylation; however, it can also be inferred 
by looking for a characteristic drop in read density at a specifi c point in the 
3′UTR. Similar to analysis of alternative splicing events, programs such as MISO 
can use read density before and after a putative alternative polyadenylation site to 
estimate the percent usage of the two sites [ 38 ].    

12     Transcriptome-wide Measurement of RNA Stability 

   Once an RNA transcript  has   been spliced, polyadenylated, and exported from the 
nucleus, the half-life of each  mRNA   molecule is tightly controlled through regula-
tory interactions that involve various RNA-binding proteins. These interactions 
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include targeted degradation mechanisms, such as microRNA-mediated RNA deg-
radation through interactions with the Argonaute RNA-binding protein family and 
nonsense-mediated decay of transcripts containing premature stop codons that 
involves the activity of RBPs including UPF1, as well as more subtle regulation of 
RNA stability [ 41 ,  42 ]. AU-rich elements, one general class of RNA sequence ele-
ment commonly found in 3′UTRs, can be bound by various factors that either stabi-
lize the mRNA (including the HuD/HuR family of RBPs) or destabilize the RNA 
(including factors like AUF1) [ 42 ,  43 ]. 

 Given an RNA-binding protein that regulates stability of a particular mRNA, the 
effect of knocking down that RBP will be to either increase (for destabilizing inter-
actions) or decrease (for stabilizing interactions) the observed expression level of 
that mRNA. Thus, a simple gene expression quantifi cation (either individually by 
qPCR, or done in high-throughput by RNA-seq or microarray) can serve as a fi rst- 
pass analysis to identify the targets of an RBP regulated at the level of message 
stability. However, this analysis will also identify numerous differentially expressed 
genes that are secondarily regulated by altered transcription factors or other regula-
tors and not true targets of the RBP itself. To address this limitation, specialized 
protocols like the  BRIC-seq   methodology have been developed to specifi cally quan-
titate RNA half-life (Fig.  1.1d ) [ 44 ]. By metabolically labeling RNA with 5′-bromo- 
uridine (BrU) followed by a chase with fresh media, only RNA molecules transcribed 
until a specifi c timepoint are labeled. RNA is then sequenced at specifi ed timepoints 
(0 h, 4 h, 8 h, and 12 h) post-chase to quantify the decrease in BrU incorporation 
level over time, which serves as a proxy for RNA half-life. Application of this 
method in HeLa cells identifi ed signifi cant differences in gene function among 
genes with long and short half-lives, suggesting that RNA stability may play critical 
roles in regulating specifi c cellular functions [ 44 ].    

13     Global Quantifi cation of Ribosome Occupancy 

   Recent  technical   advances  have   also enabled efforts to quantify altered regulation of 
translation. The ideal experiment, full proteome mass-spectrometry to quantify 
expression of all proteins, remains technically challenging and cost-prohibitive for 
most groups. However, methods to profi le actively translating ribosomes have 
shown that ribosomal occupancy can serve as an effective proxy for translation rate, 
if not for protein expression itself (Fig.  1.1b ) [ 45 ,  46 ]. Briefl y, RNA is digested and 
80S ribosomes (along with associated RNA fragments) are isolated by centrifuga-
tion through a sucrose cushion. Protected RNA fragments are then purifi ed, ligated 
to oligonucleotide linkers, and amplifi ed to generate libraries compatible with high- 
throughput sequencing [ 45 ]. This methodology is now available through the com-
mercial ARTseq Ribosome Profi ling Kit from Epicentre, making it possible for labs 
without previous expertise to characterize ribosomal occupancy genome-wide in a 
standardized manner. Further specialized protocols have made use of the biotin 
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ligase protein BirA to specifi cally tag ribosomes localized proximal to specifi c sub-
cellular structures, allowing profi ling of localized translation [ 47 ]. 

 However, some specialized computational analysis is required to take full advan-
tage of ribosome profi ling data generated by high-throughput sequencing. At the 
core, analysis of these datasets faces similar challenges to CLIP-seq datasets; 
although profi ling of translation is both experimentally as well as computationally 
more challenging than RNA profi ling (by RNA-seq or microarray), it has two major 
advantages. First, numerous studies have suggested a surprisingly low correlation 
between mRNA and protein expression (whether raw levels or differential expres-
sion between two conditions) [ 48 ,  49 ], suggesting that profi ling that is closer to 
protein expression itself will yield results that will correlate more closely with true 
biology. Second, recent studies have revealed that individual ribosomal subunits 
can show tissue-specifi c expression patterns and can play very specifi c roles in 
translation regulation. For example, large ribosomal subunit RPL38 appears to spe-
cifi cally regulates translation of HOX mRNAs, as mutation of RPL38 in mice has 
little effect on synthesis of other proteins but leads to signifi cant developmental 
phenotypes characteristic of loss of HOX protein expression [ 50 ]. Thus, analysis 
that focuses solely on mRNA expression levels may miss signifi cant translational 
regulation with signifi cant roles in development and disease.    

14     Challenges of Scale 

  Until recently, the approaches  described   above were largely used to analyze either 
single or small numbers of datasets. However, the combination of ENCODE-scale 
projects as well as the continual decrease in sequencing cost has enabled projects 
that profi le RNA processing in hundreds, or even thousands, of conditions. Indeed, 
preparation of RNA-seq libraries in 96-well multiplexed format is now standardized 
in kit format from various commercial vendors. This increase in scale represents 
signifi cant challenges; analysis pipelines that require on the order of 1 day per data-
set do not represent a problem for small-scale experiments, but would be prohibi-
tively long for sequential analysis of thousands of datasets. Thus, one of the major 
current computational challenges facing RNA analysis is to reformulate current 
approaches in ways that are faster and more rapidly scalable in order to handle large 
numbers of datasets. 

 Progress on this front is being made for many aspects of the various analysis 
pipelines. The availability of large computational clusters, and even commercial 
availability of multiple core desktop computers with 32–64 gb of RAM, have 
placed CPU time and storage space as the rate-limiting steps for primary dataset 
analyses. The STAR alignment program (developed as part of the ENCODE RNA-
seq efforts) has made substantial progress in addressing read mapping, typically 
one of the slowest and most resource-intensive steps in RNA-seq analysis, increas-
ing mapping speed by a factor of 50 above pre-existing methods at a cost of increased 
RAM usage that is still reasonably available in standard computer facilities [ 34 ]. 
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 Samtools  , implementing the SAM and companion binary compressed BAM fi le 
formats, has enabled rapid post-mapping read statistics and alignment retrieval with 
a highly compressed fi le format that removes the need to store multiple large inter-
mediate read alignment fi les [ 51 ]. Further work remains to optimize downstream 
analyses, such as CLIP-seq cluster identifi cation, to increase the scalability of these 
resources as well. 

 The second major aspect of scaling is the automation of standard quality control 
and other basic analyses. With thousands of datasets, it is impractical to deeply 
explore each dataset to look for indications of contamination, low-complexity or 
over-amplifi ed sequence libraries, or other potential biases. Thus, these large-scale 
analyses must include some level of automatic processing to fl ag potentially trou-
blesome datasets for further analysis. In addition to basic technical quality control 
performed during high-throughput sequencing, programs such as FastQC incorpo-
rate a variety of calculations including per base and per read quality score, sequence 
bias, and over-represented k-mer analyses to fl ag potentially problematic datasets 
[ 52 ]. Efforts to optimize analysis-specifi c measures, such as the percent of CLIP- 
seq reads that fall into identifi ed binding site clusters or the distribution of mis-
matched bases in iCLIP (that indicate the position of binding at single-base 
resolution) are ongoing. 

 Finally, efforts continue to develop methods of visualizing both quality control 
metrics as well as processed data from multiple datasets in parallel.  FastQC    provides 
useful tools to visualize the various quality control metrics, but developing ways to 
combine these reports into easy to view cross-sample reports remains an open chal-
lenge. RNA-SeQC, developed by the Cancer Genome Atlas, takes in highly com-
pressed BAM fi les and provides a more comprehensive set of quality control metrics 
as both HTML and tab delimited fi les, helping rapid analysis of large numbers of 
datasets in parallel [ 53 ]. Similarly, visualizing large-scale post- analysis data in a 
useful manner remains challenging. Tools like the locally installed  Integrated 
Genomics Viewer (IGV)   [ 54 ] and web-based resources like the  UCSC Genome 
Browser   [ 55 ] provide simple frameworks in which multiple datasets can be viewed 
and compared. However, simultaneous viewing of many datasets (each of which 
could be gigabytes in size) is somewhat more challenging, depending on the ulti-
mate goal. With suffi cient computational resources, local installation of IGV (or 
similar browsers) is ideal for individual viewing, but lacks easy sharing across 
groups. In addition to the standard  UCSC Genome Browser   hosted by UCSC (which 
has limits on the number and size of datasets that can be uploaded and directly 
viewed), UCSC has also provided a mechanism to install the browser on a local 
server, providing a way to avoid data transfer issues by accessing private locally 
hosted datasets. Additionally, UCSC and others have recently developed a “Track 
Hub” system, by which groups can visualize a large number of genome-scale data-
sets in the normal UCSC browser framework while the raw data is hosted on a 
remote server. In this way, large-scale datasets can be viewed alongside other pub-
lic data (including the ENCODE data that is publicly hosted at UCSC) while still 
maintaining data privacy and local storage.   
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15     Learning Predictive RNA Processing Networks 

  The identifi cation of RBP binding  sites   (both  in vitro  and  in vivo ) can provide 
molecular insights into the basic mechanisms of RBP binding and function. 
However, it is infeasible to identify the targets of every RBP independently in all 
the various cell-types, tissues, and conditions in which the RBP may function. Thus, 
computational techniques need to be developed that can take target information 
generated in easy-to-manipulate cell lines and tissues, and integrate this information 
into predictive models of RBP regulation which can then be used to predict roles of 
an RBP in conditions not yet experimentally explored. Although challenging, 
research into these models has progressed along three tracks: fi rst, generating pre-
dictive models of splicing by using sequence information alone; second, by deeply 
exploring the targets of an individual RBP, and third, by combining target informa-
tion for multiple RBPs to infer combinatorial effects of multiple RBP regulators. 

 The ability to predict whether mutations or polymorphisms are likely to alter 
splicing, and ultimately isoform usage ratios themselves, would greatly aid rapid 
interpretation of potential disease-causal mutations identifi ed in genome-wide asso-
ciation and whole-genome sequencing studies. Before it was experimentally possi-
ble to identify  in vivo  binding sites in a high-throughput and genome-wide manner, 
sequence motif enrichment and cross-species conservation provided the best 
 opportunity to infer differential RNA regulation. By analyzing exonic and intronic 
sequences for motifs that are enriched nearby alternatively spliced exons, that 
showed unusual conservation across species, or that were enriched near splice sites, 
numerous efforts have identifi ed a variety of short sequence motifs that correlate 
with splicing regulatory activity [ 29 ,  56 ]. Initially, these motifs (as well as other 
sequence features) were used to address a simple question: could alternatively 
spliced exons be distinguished from constitutively spliced exons based solely on 
sequence information? Using various machine learning models, various groups 
were able to perform such prediction with high accuracy in both mammals (human 
& mouse) as well as Drosophila, indicating that substantial regulatory information 
was contained within the RNA sequence itself [ 57 – 59 ]. 

 Barash,  et al . [ 60 ] extended this analysis to ask whether such sequence features 
could be used to not only predict whether an exon would be alternatively spliced or 
not, but also in which specifi c tissue such alternatively splicing would occur. Using 
a machine learning approach with 1014 different sequence features (including bind-
ing motifs for known factors as well as computationally identifi ed motifs with yet 
unknown regulators, transcript structure features such as exon and intron size, etc.), 
Barash,  et al.  showed impressive accuracy in predicting tissue-specifi c alternative 
splicing patterns, including an ability to predict altered tissue-specifi c isoform usage 
upon mutation of putative regulatory elements [ 60 ]. Xiong  et al . [ 61 ] extended this 
approach to the more basic question of predicting Psi values themselves by incorpo-
rating 1393 sequence features into a machine learning splicing predictor [ 61 ]. This 
method showed good accuracy for prediction of Psi values (R 2  of 0.65, with higher 
accuracy for predictions of increasing confi dence), suffi cient to perform the fi rst 
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global analysis of the effect on splicing for all annotated single-nucleotide variants, 
identifying over 20,000 common and rare variants predicted to signifi cantly alter 
splicing regulation. The results of this and other efforts suggest that an ability to 
rapidly and accurately predict the effect of novel mutations on splicing will be 
achieved in the near future [ 60 – 62 ].   

16     Integrating Target Information to Generate Regulatory 
Maps for Individual RBPs 

   Second, detailed analyses of the targets  of   individual RNA-binding proteins can 
give an in-depth view of the differential regulatory activities an RBP can have in 
different contexts. Perhaps the most well-studied example of detailed characteriza-
tion of the differential effect of RBP interaction at various positions in exons and 
fl anking introns is the activity of neuronal splicing factors NOVA1 and NOVA2. 
NOVA proteins show specifi c expression patterns in the brain, and are essential for 
postnatal motor neuron survival [ 63 ,  64 ]. Various early molecular studies, including 
 in vitro  binding assays and X-ray crystallography, indicated that the KH-type RNA-
binding domains of NOVA directly interact with YCAY sequence motif clusters 
[ 64 – 66 ]. Although alternative splicing of many exons were known to be regulated 
by NOVA, NOVA induced inclusion of some but exclusion of others, suggesting 
that a simple presence of YCAY clusters was not suffi cient to predict the mode of 
NOVA regulation. 

 To better understand  NOVA-mediated splicing regulation  , Ule.  et al.  [ 67 ] devel-
oped the concept of a ‘ splicing map  ’, in which they calculated the frequency of 
YCAY clusters at various positions within NOVA-dependent exons as well as their 
fl anking introns [ 67 ]. The degree of enrichment was then plotted on a generic, size- 
normalized exon-intron-exon structure to create two separate motif-enrichment 
plots: one for NOVA-dependent included exons, and another for NOVA-dependent 
excluded exons. These maps showed striking patterns of differential regulation by 
NOVA based on YCAY location; YCAY clusters within the alternative exon or 
located near the 5′ splice site of the upstream intron correlated with silencing activ-
ity, whereas YCAY clusters near the 5′ or 3′ splice sites in the downstream exon 
correlated with enhancing activity. Although this analysis was performed using 
sequence information alone, later work using  in vivo  binding sites for NOVA identi-
fi ed by a CLIP-seq-like methodology yielded a nearly identical splicing map for 
exons directly bound by NOVA [ 12 ]. Importantly, these maps were able to predict 
novel NOVA-dependent regulated exons, with 30 of 51 predicted alternative exons 
showing NOVA-dependent regulation (all 30 of which were correctly predicted as 
NOVA-enhancing or NOVA-repressing respectively) [ 67 ]. 

 Following this work, other analyses created such splicing maps for a variety of 
factors that revealed further insight into RNA regulatory processes. Some factors, 
such as RBFOX2, show similar characteristics to the maps generated for NOVA: 

1 Experimental and Computational Considerations in the Study of RNA Binding…



22

RBFOX2 binds to a specifi c UGCAUG element which is associated with exon 
silencing when present in 3′ end of the upstream intron, but associated with enhanced 
exon inclusion if located near the 5′ splice site [ 13 ]. In contrast, analysis of HNRNPC 
 in vivo  binding by iCLIP indicated enrichment near both the 5′ and 3′ ends of 
hnRNP C-silenced exons. In this case, further analysis focusing on only those loci 
with 160–170 nt of intervening sequence between two cross-linked nucleotides 
(which is indicative of full hnRNP particle formation) revealed further subtlety; full 
hnRNPC particles were associated with exon inclusion in the upstream intron, but 
with silencing when bound to the exon itself [ 9 ]. RNA splicing maps have now been 
generated for a variety of RNA-binding proteins, revealing interesting similarities 
and differences in their effect at various positions along an alternative exon and its 
fl anking introns [ 68 ]. 

 However, this simple model does not suffi ce for all factors. Analysis of  in vivo  
targets of ALS-linked RNA-binding protein FUS/TLS (fused in sarcoma/translo-
cated in liposarcoma) revealed a unexpectedly broad pattern of binding. FUS bind-
ing was highly enriched for binding within long introns, where it exhibited a 
characteristic ‘sawtooth-like’ pattern (with highest association observed at the 5′ 
splice site but decreasing throughout the intron) suggestive of co-transcriptional 
deposition. For FUS, intronic length proved to be one of the key features of 
whether a bound target would be differentially expressed upon FUS knockdown, 
suggesting that functional splicing maps for some RBPs may require a more com-
plex model than simply localization of binding within the intron-alternative exon-
intron cassette [ 69 ]. 

 The generation of RNA splicing maps has provided a useful analysis method 
to understand the roles of splicing regulators. The same type of analysis, incorpo-
rating either RNA half-life or ribosome occupancy, can similarly provide insight 
into the location-dependent roles an RBP plays in regulating other aspects of 
RNA processing. For example, incorporation of CLIP-seq, ribosome footprint-
ing, and RNA-seq data for NMD factor UPF1 revealed that in addition to the 
traditional features characteristic of RNAs targeted for degradation by NMD 
(long 3′ UTRs, presence of a premature stop codon upstream of the terminal exon 
junction, and presence of an upstream open reading frame), identifi cation of 
upstream open reading frames with signifi cant ribosome footprinting signal pro-
vided improved ability to predict NMD targets [ 70 ]. Additionally, UPF1 binding 
was predictive of degradation regardless of 3′UTR length, suggesting that the 
correlation between 3′UTR length and NMD may be either upstream or indepen-
dent of UPF1-mediated degradation [ 70 ]. Further analysis using both RIP- and 
CLIP-seq of UPF1 ATPase-mutants revealed that it was not UPF1 recruitment to 
specifi c NMD targets, but rather regulation of UPF1 dissociation from non-target 
mRNAs, that controls which mRNAs will be ultimately degraded [ 71 ]. Although 
profi ling of translation is not yet as commonly performed as RNA quantifi cation, 
the recent commercial availability of ribosome footprinting protocols should 
enable further efforts to link RBP regulatory activity to not only RNA expression, 
but translational levels as well.    
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17     Integration of Multiple RBP Datasets 

 Integrated analysis of  multiple   RNA-binding proteins in parallel presents an oppor-
tunity to learn the regulatory networks for individual proteins, the interplay between 
co-regulating factors, and build more complete RNA regulatory networks to explain 
altered RNA processing in a cell-type or disease of interest. Many efforts along 
these lines have focused on coordinated studies of paralogous factors, which often 
show complex co-regulation of targets. 

 The degree of functional redundancy can vary greatly among RNA-binding pro-
tein families. Identifi cation of  in vivo  targets of the three FMR1 RNA-binding pro-
tein family members (FMRP, FXR1, and FXR2) revealed that >95 % of FXR1 and 
FXR2 binding sites co-localized with FMRP binding sites [ 72 ]. Similarly, analysis 
of MBNL1 and MBNL2 targets in various tissues across human and mouse sug-
gested redundant roles in splicing regulation [ 73 ,  74 ]. In contrast, target identifi ca-
tion of other factors revealed striking differences between binding patterns. 
RNA-binding proteins TDP-43 and FUS/TLS have both been shown to play inde-
pendent signifi cant roles in amyotrphic lateral sclerosis (ALS), as mutations in both 
have been proposed to cause a signifi cant fraction of inherited ALS cases [ 75 ]. 
Although yielding similar phenotypes, identifi cation of  in vivo  targets (by CLIP-
seq) as well as identifi cation of differentially regulated targets (identifi ed by knock-
down of TDP-43 and FUS/TLS in  in vitro  differentiated human neurons) showed 
largely distinct sets of targets at both the gene expression and splicing level [ 69 ]. 
However, by focusing on the small number of genes that were bound by both TDP-
43 and FUS/TLS, it was found that a small number of transcripts encoding genes 
with essential functions in neurons were downregulated upon knockdown of either 
TDP- 43 or FUS/TLS, suggesting potential co-regulation of a small but biologically 
relevant subset of targets [ 69 ]. 

 Intriguingly, other work has shown that binding interactions themselves can be 
dependent upon the combinatorial effect of other RNA-binding proteins. Analysis 
of SRSF1 binding sites in cells in which SRSF2 is depleted by siRNA suggested 
that SRSF1 and SRSF2 compete for binding at similar sites, as SRSF1 binding was 
enriched at strong SRSF2 binding sites upon SRSF2 depletion [ 76 ]. However, 
SRSF2 depletion led to reduction of SRSF1 binding at other sites, suggesting that at 
other (typically weaker) binding sites SRSF1 and SRSF2 binding is coupled through 
an unknown mechanism [ 76 ]. 

 The emergence of high-throughput target identifi cation methods enables large- 
scale cross-protein comparisons. The fi rst such effort in  S. cerevisiae  profi led  in vivo  
targets for 40 RNA-binding proteins, including a number of proteins not previously 
annotated as interacting with RNA. The generation of these datasets using identical 
cells and methodology enabled cross-protein analyses, identifying novel co-binding 
between proteins and the fi rst semi-global look at the combinatorial binding of doz-
ens of RNA-binding proteins in parallel [ 77 ]. Similar efforts to profi le RNA-binding 
protein targets for many proteins in parallel have identifi ed targets of four hnRNP 
proteins (hrp36, hrp38, hrp40, and hrp48) in  Drosophila , 12 assorted RNA-binding 
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proteins (PUM2, QKI, IGF2BP1-3, AGO1-4, and TNRC6A-C) in human HEK293 
cells, six HNRNP family members (HNRNPA1, HNRNPA2/B1, HNRNPF, 
HNRNPH1, HNRNPM, and HNRNPU) in human 293 T cells, and four eIF3 trans-
lation initiation complex members (eIF3a, eIF3b, eIF3d, and eif3G) in human 293 T 
cells [ 10 ,  30 ,  78 ,  79 ]. In each case, the generation of target information in a standard-
ized manner in the same cell-type enabled cross-dataset comparisons that revealed 
unexpected complexity in factor co-association and co-regulation of targets. These 
types of analyses represent both opportunities and challenges: the opportunity to 
obtain the fi rst truly global views of RNA processing regulation, but the challenge of 
developing computational methods to integrate not only multiple experiments for an 
individual RBP, but to also analyze dozens (or hundreds) of RBPs in parallel. This 
includes the signifi cant complexity inherent in analyzing RNA-binding proteins that 
are often alternatively spliced or otherwise regulated at the RNA level themselves, 
leading to substantial cross-regulation among RBPs [ 30 ]. Although these initial 
analyses have largely focused on individual RBP regulation with a brief consider-
ation for combinatorial regulation, the next stage of these efforts will likely turn to 
machine learning algorithms to help to fully understand the fully complexity of the 
human RNA processing regulatory network. The development of these methods will 
require large resources of RBP targets, such as the over one hundred RBPs profi led 
by eCLIP in K562 and HepG2 human cell lines as part of the ongoing ENCODE 
consortium efforts [ 15 ], to properly train and validate such approaches. 

 In addition to providing RBP-specifi c insights, integrative analysis may reveal 
previously unknown properties of RNA processing and regulation. An interesting 
parallel can be seen for studies of transcription factor targets: although identifi cation 
of  in vivo  binding sites for many individual transcription factors (by chromatin 
immunoprecipitation followed by high-throughput sequencing, or “ChIP-seq”) has 
yielded signifi cant insights into the biological roles of those individual factors, large-
scale ChIP-seq efforts performed by individual labs as well as the ENCODE project 
(in human) and modENCODE project (in  Drosophila  and  C. elegans ) revealed novel 
general properties of transcriptional regulation [ 80 ,  81 ]. In particular, these analyses 
led to the characterization of HOT regions (loci bound by the majority of assayed 
factors) as a novel regulatory mechanism for regulation of essential housekeeping 
genes [ 80 – 82 ], and led to the development of models to predict target gene expres-
sion based on a variety of features (including both sequence and binding informa-
tion) [ 83 ]. These results strongly suggest that in addition to RBP-specifi c insights, it 
remains possible that these large-scale efforts to profi le RNA regulatory networks 
may also reveal completely novel principles in regulation of RNA processing.  

18     Conclusion 

 Over the coming years, our knowledge of RBP targets will continue to rapidly 
expand. In addition to the efforts of individual labs, which have identifi ed targets for 
dozens of RBPs in various cell lines and tissues and will continue to deeply explore 
RNA processing regulation, the ENCODE project has now added an effort to profi le 
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the targets of hundreds of annotated or predicted RNA-binding proteins in two stan-
dard laboratory human cell lines. With these large-scale data generation efforts 
come signifi cant computational challenges in automatically processing these datas-
ets, subjecting them to automated quality control procedures, analyzing thousands 
of datasets in a rapid yet accurate manner, visualizing these analyses, and (most 
importantly) incorporating this information in order to infer novel aspects of RNA 
biology. Although many challenges remain, the work of numerous groups over the 
past few years have revealed signifi cant insights into how RNA-binding proteins act 
to regulate RNA processing across various tissues and cell-types, and how alteration 
of these regulatory activities can lead to disease. The further development of com-
putational tools in the coming years will allow a rapid expansion of this research, 
enabling a global picture of RNA processing that should lead to further insights into 
the roles that RNA processing plays in defi ning gene expression in humans.     
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    Chapter 2   
 Genome-Wide Approaches for RNA Structure 
Probing                     

       Ian     M.     Silverman    ,     Nathan     D.     Berkowitz    ,     Sager     J.     Gosai    , 
and     Brian     D.     Gregory    

    Abstract     RNA molecules of all types fold into complex secondary and tertiary 
structures that are important for their function and regulation. Structural and cata-
lytic RNAs such as ribosomal RNA (rRNA) and transfer RNA (tRNA) are central 
players in protein synthesis, and only function through their proper folding into 
intricate three-dimensional structures. Studies of messenger RNA (mRNA) regula-
tion have also revealed that structural elements embedded within these RNA species 
are important for the proper regulation of their total level in the transcriptome. More 
recently, the discovery of microRNAs (miRNAs) and long non-coding RNAs 
(lncRNAs) has shed light on the importance of RNA structure to genome, transcrip-
tome, and proteome regulation. Due to the relatively small number, high conserva-
tion, and importance of structural and catalytic RNAs to all life, much early work in 
RNA structure analysis mapped out a detailed view of these molecules. 
Computational and physical methods were used in concert with enzymatic and 
chemical structure probing to create high-resolution models of these fundamental 
biological molecules. However, the recent expansion in our knowledge of the 
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importance of RNA structure to coding and regulatory RNAs has left the fi eld in 
need of faster and scalable methods for high-throughput structural analysis. To 
address this, nuclease and chemical RNA structure probing methodologies have 
been adapted for genome-wide analysis. These methods have been deployed to 
globally characterize thousands of RNA structures in a single experiment. Here, we 
review these experimental methodologies for high-throughput RNA structure deter-
mination and discuss the insights gained from each approach.  

  Keywords     PARS   •   FragSeq   •   ds/ssRNA-seq   •   DMS-seq   •   Structure-seq   •   CIRS- seq   
•   MOD-seq   •   hSHAPE   •   SHAPE-CE   •   SHAPE-seq  

1       Introduction 

  Among the biological macromolecules,  RNA   has the distinction of both being both 
a carrier of genetic information (like DNA) as well as a catalytic machine (like 
protein). The primary sequence information of RNA carries the genetic code from 
DNA to the ribosome to direct protein synthesis. The sequence of RNA also under-
lies its secondary structure, the pattern of hydrogen bonds that connect non-adjacent 
bases. Such bonds can be formed through Watson-Crick and Hoogsteen base-pair 
interactions. These interactions, in concert with auxiliary factors and coordinating 
ions, enable RNAs to form complex tertiary structures that carry out diverse enzy-
matic and regulatory processes [ 1 ]. 

 Indeed, processes fundamental to life, including translation, are dependent on 
specifi c and complex RNA structures. For instance, transfer RNAs (tRNAs) adhere 
to a distinctive secondary structure reminiscent of a cloverleaf, which is nearly 
ubiquitously conserved [ 2 ]. This mediates folding of these molecules into an 
L-shaped tertiary structure so they can funnel into the ribosome active site during 
translation. The ribosome itself is also a complex molecular machine made up of 
numerous RNAs and proteins, and its shape and function is entirely dependent on 
the precise folding of its RNA components [ 3 ]. 

 RNA structural moieties have also evolved within the context of other functional 
RNA molecules. For instance, riboswitches are small structural elements that 
change conformation in response to direct binding to a specifi c metabolite, which 
ultimately affects RNA stability or translation effi ciency [ 4 ]. Dozens of riboswitches 
have been discovered in prokaryotes, but thus far only the thiamine pyrophosphate 
(TPP) riboswitch has been found in eukaryotes [ 5 ]. This raises the question of why 
 riboswitches  , one of the most ancient and conserved gene regulatory mechanisms, 
have been so elusive in eukaryotes? This is likely because of the small number and 
more distant relationships of available sequenced eukaryotic genomes, which limits 
the statistical power needed to identify structural elements using a sequence-directed 
search. 

 While riboswitches themselves haven’t been found in eukaryotes, small regula-
tory structural elements embedded within mRNAs have been identifi ed that interact 
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with non-metabolite factors. For instance, the  Iron Responsive Element (IRE)  , is 
found in numerous eukaryotic mRNAs encoding iron metabolism genes and inter-
acts with IRE-binding protein in an iron-dependent manner to regulate gene expres-
sion [ 6 ]. Histone stem loops serve as stability factors for non-polyadenylated 
histone mRNAs in eukaryotes by recruitment of cofactors [ 7 ]. Finally, the  internal 
ribosome entry site (IRES)   is a structural element that allows for cap-independent 
translation, and is used by viral RNAs to hijack the infected cells translation 
machinery [ 8 ]. 

 RNA structure is also central to the biogenesis and function of two recently dis-
covered RNA classes, microRNAs (miRNAs) and long noncoding RNAs 
(lncRNAs). miRNAs, which regulate gene expression by inhibiting translation and 
promoting degradation of target mRNAs, are processed from long hairpin struc-
tures found in precursor transcripts. lncRNAs show poor sequence conservation but 
impart a strong regulatory function, which is mediated through secondary struc-
tures and/or interaction with trans-acting factors, such as RNA-binding proteins 
(RBPs) and chromatin [ 9 ]. Indeed, a detailed analysis of the steroid receptor RNA 
activator (SRA) structure demonstrated that lncRNAs have structural domains that 
are maintained through evolutionary pressures in lieu of primary sequence conser-
vation [ 10 ]. 

 As outlined above, the secondary structure of RNA is critical to its function and 
in turn to all biological life. Therefore, there has been widespread interest in devel-
oping methods to study RNA structures, in an effort to gain a better understanding 
of the mechanisms by which it functions. These methodologies fall into three main 
categories: physical, computational, and biochemical/molecular biological 
approaches. 

 In the 1970s the fi rst complete RNA structures were solved using  X-ray crystal-
lography   [ 11 ,  12 ]. This technique can produce extremely high quality structures and 
is often considered to be the gold standard, however there are technical and analyti-
cal caveats. Mainly, it requires that the RNA form highly ordered crystals, which is 
challenging for some RNAs and may be impossible for others, especially RNAs for 
which the structure is heterogeneous or dynamic [ 13 ].  Nuclear magnetic resonance 
(NMR)  , another physical method, is able to probe RNA structure in solution and 
can capture the dynamics of this feature [ 14 ]. However, like X-ray crystallography, 
it is only able to study RNAs in an artifi cial ( in vitro ) context. In total, both of these 
techniques are powerful for probing structure, but the main drawback they share is 
that their scale is limited. 

 Purely computational methods can be very rapid and require only the primary 
sequence of the RNA, which in the post-genomic world is readily available. Such 
approaches use thermodynamic models and try to minimize free energy values to 
model the most probable structure of RNAs [ 15 ,  16 ]. Computational tools have also 
been developed that can utilize sequence conservation to prioritize bases that have 
been maintained through evolution to retain specifi c structural confi rmations [ 17 ]. 
However,  in silico , sequence-based approaches can require large amounts of 
 computing power, and it’s not always clear that they take into account all relevant 
assumptions for a given RNA [ 18 ]. 
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 The third set of methods, which we survey in depth here, involves manipulating 
the chemical properties of RNA with an enzyme or small molecule. A wide variety 
of enzymatic and chemical probes can provide experimentally based structure infor-
mation, and can in theory be used to study any transcript or transcriptome (Fig.  2.1  
and Table  2.1 ). Their unifying property is that each reacts differentially with paired 
and unpaired regions of RNA. However, traditional implementations of this strat-
egy have been limited by throughput and  in vivo  RNA abundance, especially when 
probing native RNA conformation. Although each technique uses a different set of 
reagents and has unique caveats, they all have the potential to reveal structural 
information for thousands of molecules in a single experiment when coupled to 
 high-throughput sequencing (HTS)   (Fig.  2.2 ). The focus of this chapter is specifi -
cally on experimental enzymatic and chemical methods for probing RNA structure 
and their use in combination with HTS technologies to give global views of RNA 
secondary structure in transcriptomes. 

2          Classical RNA Structure Probing Methodologies 

2.1     Nuclease-Based Approaches 

   Nearly fi ve decades ago, the  fi rst    realization   that nucleases had structural specifi c-
ity was born out of studies of tRNAs, which concluded that RNases purifi ed from 
pancreatic tissue cleaved specifi cally at tRNA anticodons [ 19 ]. Since then, 
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enzymatic approaches have been widely used to probe RNA secondary structure in 
solution. These methods all rely on the same general principle, whereby a RNA of 
interest is subjected to hydrolysis by a structure-specifi c endonuclease which cre-
ates a cleavage pattern indicative of an RNAs structure (Fig.  2.1 ). To readout the 
digestion patterns, RNAs are fi rst labeled at the 5′ end with γ-P 32 -ATP by the action 
of T4 polynucleotide kinase (PNK), subjected to RNase treatment, and then 
directly analyzed by polyacrylamide-urea gel electrophoresis and autoradiography. 
Alternatively, primer extension with a radiolabeled primer can detect cleavage 
sites as reverse transcriptase (RT) stop sites followed by Sanger sequencing analy-
sis [ 20 ]. In the latter approach, proper controls must be performed, due to the fact 
that naturally modifi ed nucleotides and strong RNA structures can also block the 
elongation of RT, resulting in termination sites that will result in false positive 
structure calls. 

 There are a number of nucleases that have been used for RNA secondary struc-
ture analysis (Table  2.1 ). They vary in their structure- and sequence-specifi city, 
size, optimal pH, mechanism of action, and requirement for cations [ 20 ]. RNase A, 
T1, and U2 are among the most commonly used nucleases in RNA structure prob-
ing experiments. All three enzymes cleave single-stranded regions via nucleoside 
2′,3′-cyclic monophosphate intermediates, resulting in a 5′ OH and 3′ P (Table  2.1  
and Fig.  2.1 ) [ 21 – 23 ]. However, each protein has specifi c nucleotide preferences for 
cleavage site selection. For instance, RNase A cleaves 3′ of pyrimidines, RNase T1 
specifi cally cleaves 3′ of guanosine residues, and RNase U2 cleaves 3′ of adenines 
or guanosines (Table  2.1 ). Therefore, a comprehensive RNA structure probing 
experiment with these enzymes requires the use of multiple RNases to thoroughly 
analyze RNA structures. 

 There are only a handful of ribonucleases that show structural preference and no 
sequence preference. S1 Nuclease,  Mung Bean (MB) nuclease  , P1 nuclease, and 
RNase I are among the few nucleases with specifi c activity for single-stranded 
regions and no preference for particular sequences, making them ideal for RNA 
structure mapping [ 24 ,  25 ]. S1 and P1 nuclease cleavage results in a product with a 
5′ P and 3′ OH and are reported to have optimal activity in acidic pH [ 25 ,  26 ]. MB 

  Fig. 2.2    General strategy for genome-wide RNA structure probing. A starting RNA population is 
treated with single-stranded or double-stranded probing reagent, followed by strand-specifi c RNA 
library preparation and high-throughput sequencing       
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            Table 2.1    Overview of classical approaches for RNA structure probing   

 Paradigm  Probe 
 RSS 
specifi city 

 Nucleotide 
bias  Product(s)  Readout  Cell permeable 

 Nuclease  RNase A  ssRNA  Cp or Up  5′ OH and 3′ 
P 

 End 
labeling 
or primer 
extension 

 No 

 RNase T 
1 

 ssRNA  Gp  5′ OH and 3′ 
P 

 End 
labeling 
or primer 
extension 

 No 

 RNase 
U2 

 ssRNA  Ap or Gp  5′ OH and 3′ 
P 

 End 
labeling 
or primer 
extension 

 No 

 Mb 
Nuclease 

 ssRNA  None  5′ P and 3′ 
OH 

 End 
labeling 
or primer 
extension 

 No 

 Nuclease 
P1 

 ssRNA  None  5′ P and 3′ 
OH 

 End 
labeling 
or primer 
extension 

 No 

 Nuclease 
S1 

 ssRNA  None  5′ P and 3′ 
OH 

 End 
labeling 
or primer 
extension 

 No 

 RNase I  ssRNA  None  5′ OH and 3′ 
P 

 End 
labeling 
or primer 
extension 

 No 

 RNase 
V1 

 dsRNA  None  5′ P and 3′ 
OH 

 End 
labeling 
or primer 
extension 

 No 

 Base 
modifi 
cation 

 DMS 
(RT) 

 ssRNA  A,C  N-Alkylation  Primer 
extention 

 Yes 

 DMS 
(SS) 

 ssRNA  C,G  N-Alkylation  Strand 
scission 
and end 
labeling 

 Yes 

 CMCT  ssRNA  G,U,Ψ  N-1 or N-3 
Adduct 

 Primer 
extention 

 No (Yes if 
Permeabilized) 

 kethoxal  ssRNA  G  N-1 Adduct  Primer 
extention 

 No (Yes if 
Permeabilized) 

 Backbone 
mod 

 1M7  ssRNA  None  2′ OH 
Acylation 

 Primer 
extension 

 No 

 NMIA  ssRNA  None  2′ OH 
Acylation 

 Primer 
extension 

 No 

 BzCN  ssRNA  None  2′ OH 
Acylation 

 Primer 
extension 

 No 
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nuclease also leaves 5′ P and 3′ OH and is optimally active at physiological 
pH. RNase I is highly active at physiological pH, however it cleaves RNA using a 
distinct mechanism, via nucleoside 2′,3′-cyclic monophosphate intermediates, 
resulting in a 5′ OH and 3′ P (Table  2.1 ). 

 In 1981, two groups independently reported the isolation and use of a nuclease 
isolated from the venom of  Naja oxiana  (Caspian Cobra), with specifi city for 
double- stranded RNA (dsRNA) and no primary sequence preferences [ 27 ,  28 ]. 
RNase V1, as it is now known, cleaves 4–6 nucleotide stretches of structured 
RNAs to leave 5′ P and 3′ OH [ 29 ]. RNase V1 cleaves specifi cally double-
stranded regions and has no sequence preference, and therefore has become a 
powerful reagent in the battery of enzymes used for RNA structure mapping 
(Table  2.1 ). RNase III type ribonucleases are also capable of cleaving dsRNA 
without sequence preference, however these enzymes require long stretches of 
dsRNA, such as rRNA or pre-miRNAs, making them not applicable to structural 
studies [ 30 ]. 

 When multiple nucleases, with distinct structural and sequence preferences are 
used together and in concert with chemical probes (discussed below), these reagents 
provide a powerful collection of tools for structural analysis of almost any 
RNA. However, there are several caveats associated with nuclease-based methods. 
Primarily, the large size of enzymes compared to small molecules, means that steric 
hindrance could pose a problem for nucleases, particularly near strong structural 
elements. Additionally, structure-specifi c nucleases may not cleave all paired or 
unpaired sites equally due to the structure of the surrounding nucleotides. Finally, 
due to their size, these enzymes cannot permeate directly through the cell 
membrane.    

2.2     Base Modifi cation-Based Approaches 

   For decades,  small   molecules  have   been used to experimentally probe RNA second-
ary structure. For instance, agents that modify solvent accessible nucleobases at the 
atoms involved in Watson-Crick hydrogen bonding have been particularly useful 
(Fig.  2.1 ). In initial studies, RNA end-labeled with a radioactive phosphate was 
treated with dimethyl sulfate (DMS) to alkylate unpaired guanosines and cytidines 
or treated with diethyl pyrocarbonate to carbethoxylate unpaired adenosines [ 31 , 
 32 ]. Strand scission was then induced at the modifi ed base using aniline. Fragment 
lengths were identifi ed by PAGE-autoradiography, and were used to identify modi-
fi cation sites that were thus determined to be unpaired. 

 While useful, this method was restricted to short stretches of RNA close to the 
radioactive RNA label. Subsequently, these modifi cations were found to terminate 
cDNA elongation by reverse transcriptase (RT) at the nucleotide preceding the 
modifi ed base [ 33 ,  34 ]. Therefore, structure could be probed along the entirety of an 
RNA molecule by primer extension and electrophoretic fractionation. 
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  DMS   and  1-cyclohexyl-3-(2-morpholinoethyl) carbodiimide (CMCT)  , have 
been used extensively to probe RNA secondary structure using this strategy 
[ 20 ,  33 – 41 ]. More specifically,  DMS   treatment alkylates the N1 and N3 posi-
tions of adenine and cytosine, respectively [ 42 ], while CMCT results in adduct 
addition at the N3 position of uracil, N1 position of guanine, and N1 and N3 
positions of pseudouridine [ 38 ]. Similarly,  kethoxal  , which forms adducts with 
N1 and N2 of guanine, has also been used to probe secondary structure 
(Table  2.1 ) [ 20 ,  37 ,  43 ]. 

 Another important observation is that RNA bases can be protected from chemi-
cal modifi cation by interactions with RBPs  in vitro  [ 34 ,  40 ]. Notably, the interac-
tions of several ribosomal proteins with 16S rRNA were heavily scrutinized  in vitro  
using DMS and RNase V1 [ 44 – 49 ] with specifi c interactions corroborated by  in 
vivo  DMS probing [ 39 ]. 

 More recently, chemical based structure probing has been adapted to study fold-
ing of RNAs within living cells, which are permeable or can be permeabilized to 
allow diffusion of these molecules into cells. DMS in particular can easily permeate 
throughout intact cells [ 42 ]. As such, these methods have been used in several 
organisms to map unpaired, solvent-accessible nucleotides  in vivo  [ 35 – 37 ,  41 ,  50 ] 
Notably, in many cases, inferences of RNA folding from  in vivo  structure probing 
diverged from  in vitro  probing and  in silico  predictions.    

2.3     Backbone Modifi cation-Based Methods 

   The  structural   consequences of RNA base pairing  extend   beyond the bases involved 
and can affect the local geometry of other chemical groups on the RNA molecule. 
It is this property that allows the use of chemical probes that target the ribose back-
bone of RNA to determine its secondary structure (Fig.  2.1 ). 

 One key observation  has   been that the reactive 2′ hydroxyl group of each ribose 
is vulnerable to attack by electrophiles in some structural contexts, but protected in 
others. When the attached base is involved in a pairing interaction, the geometry of 
the sugar is constrained and its 2′ OH is blocked by the adjacent phosphodiester. 
When the base is unpaired, the conformation is more fl exible and passes through a 
wider range of positions, some of which favor  electrophilic attack   [ 51 ]. 

 This property has been exploited to explore RNA secondary structure by selec-
tive 2′-hydroxyl acylation analyzed by  primer extension sequencing   ( SHAPE  ). 
Like other chemical modifi cation techniques, SHAPE involves modifi cation of the 
RNA molecule in a way that interferes with the activity of RT resulting in incom-
plete reverse transcription and DNA fragments of different sizes. The locations of 
RT stops can be determined by analyzing the lengths of these fragments. An RT 
stop indicates a base that was unpaired leaving its 2′ OH exposed. Paired bases 
result in RT read through [ 51 ,  52 ]. 
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 It is worth noting that RNA can be constrained, not only by canonical Watson- 
Crick base pairing, but also by wobble interactions and by more complex structures 
involving three or more bases (e.g. pseudoknots). SHAPE chemistry is sensitive to 
these interactions making it possible to use SHAPE to study them, but also adding 
a level of complexity to the interpretation. This is due to exotic conformations that 
can actually increase the reactivity of a nucleotide by constraining it to a highly 
exposed conformation. The most highly reactive positions are often left out of the 
analysis for this reason (Fig.  2.3 ).

   An important difference between SHAPE and protocols that rely on nucleoside 
base modifi cation is that SHAPE reagents modify the ribose and not the nucleoside, 
thus they react identically with all four nucleotides. Artifacts caused by differential 
reactivity between bases are eliminated along with missing information due to bases 
that cannot be labeled by a particular reagent. 

 SHAPE has been actively developed and has seen several improvements and 
variations since its introduction. It was originally shown to determine secondary 
structural features of a single, carefully designed,  in vitro  transcribed RNA mol-
ecule. Modifi cations to the priming strategy have generalized the protocol to 
work with a broader range of transcripts [ 53 ], including transcripts purifi ed from 
cells [ 54 ]. 

 Several different reagents have been successfully used as electrophiles for 
SHAPE chemistry, the fi rst of which was  N-methylisotoic anhydride (NMIA)  . 
NMIA fulfi lls all of the requirements for SHAPE, it labels all four nucleotides 
generically and it causes RT to stall, however the labeling reaction takes tens of 
minutes to complete [ 51 ]. Faster labeling has been achieved using 
  1-methyl-7- nitroisatoic anhydride (1M7)  , which reacts with RNA in tens of seconds 
[ 55 ]. The only disadvantage of this reagent is that it is currently not commercially 
available. The fastest reacting electrophile that has been used is  benzoyl cyanide 
(BzCN)  . It reacts with RNA fast enough to capture changes in structure over short 
time courses [ 54 ]. However, its high reactivity can make it more challenging to use 
than 1M7 [ 56 ]. 

 Although all SHAPE reagents work in the same general way, they do have dif-
ferential preferences for particular nucleotide geometries. 1M7 and NMIA have 
very similar, but not identical, patterns of reactivity with structured RNAs. 
Additionally, they seem to be most different for bases involved in non-canonical 
and tertiary interactions. This observation opens up the possibility of studying such 
interactions by comparing the reactivity profi les of multiple SHAPE reagents on a 
transcript of interest [ 57 ].     

3     Nuclease-Based High-Throughput Approaches 

 In 2010, three groups  independently   published the fi rst experimental, genome-wide 
RNA structure analysis using the combination of nuclease digestion and HTS [ 58 –
 60 ]. Each report varied in choice of organism, starting RNA pool, nucleases, and 
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  Fig. 2.3    HTS readout signatures of various probe strategies. In PARS, RNases cleave with single 
hit kinetics resulting in sharp peaks. Signal comes from the region cleaved. The opposite is true for 
ds/ssRNA-Seq. RNases cleave to near completion and signal comes from the protected regions. 
The whole read is used resulting in a smooth signal. Chemical probes label unpaired nucleosides 
resulting in peaks at unstructured regions. The probes are nucleoside specifi c, so only some posi-
tions are substrates. SHAPE reagents label the backbone of RNA at any unstructured nucleotide. 
However, some positions are structured, but fi xed in a highly reactive confi guration (denoted with 
an asterisk in  bottom panel )       

 



39

structure calculation approach. Since their introduction, these protocols have been 
used to study a variety of organisms and RNA conditions. Here, we discuss the basis 
for these methods and applications thereof (Table  2.2 ).

3.1       Parallel Analysis of RNA Structures (PARS) 

   Parallel analysis of RNA structures (PARS)    utilizes   the structure-specifi c nature of 
RNase V1 and RNase S1 for dsRNA and single-stranded RNA (ssRNA) cleavage, 
respectively [ 58 ].  The   choice of these enzymes is optimal because, both result in a 
5′ P and 3′ OH, making them direct substrates for adapter ligation and HTS 
(Table  2.1 ). This approach was developed to interrogate ‘single-hit’ kinetics of the 
RNases, which eliminates the possibility of conformational shifts due to free energy 
changes imparted by enzymatic cleavage. RNase concentrations are optimized such 
that 10–20 % of RNA molecules are cleaved in 15 min [ 61 ]. To allow for HTS, 
random RNA fragmentation is performed, via metal-mediated hydrolysis to an 
average size of ~200 nucleotides (nt). Importantly, PNK treatment is not used, such 
that randomly fragmented RNAs are not substrates for 5′ adapter ligation, thereby 
selecting for only the 5′ P ends generated by RNase cleavage. Computational analy-
sis is performed by checking base quality, mapping to the transcriptome, and then 
cleavage sites are determined to be 1 nt upstream of the mapped 5′ end of each 
sequencing read (Fig.  2.3 ). Finally, the log 2  ratio of RNase V1/RNase S1 cleavage 
sites is used to calculate the PARS score.  

3.1.1     PARS Analysis in  Saccharomyces cerevisiae  

   PARS was fi rst used to study RNA secondary structure on polyA +  RNAs from 
 Saccharomyces cerevisiae  [ 58 ]. Several replicate experiments    were performed for each 
RNase and good correlations were found across replicate experiments (0.6–0.9). 
In total, ~85  million   reads were obtained with a coverage of one read/base for 
roughly 3000  S. cerevisiae  mRNA transcripts. 

 To validate that PARS accurately captures known RNA structures,  S. cerevi-
siae  polyA +  RNA was spiked with domains from the non-coding RNA HOTAIR, 
and from the well characterized Tetrahymena group I intron ribozyme. Single 
RNA footprinting experiments on these same RNAs showed good agreement 
(correlation = 0.40 − 0.97) with PARS, suggesting that the methodology is able to 
maintain accuracy in a complex mixture of RNAs. Additionally, PARS data were 
compared to known RNA structures, including three structural domains from the 
ASH1 mRNA, an element in URE2 mRNA, and the glutamate transfer 
RNA. Again, generally good agreement was observed between low- and high-
throughput approaches supporting the utility of PARS. Finally, PARS results 
were compared to computationally predicted structures from RNAfold [ 15 ]. A 
signifi cant correspondence was observed between signifi cantly high PARS 
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scores and high base-pairing  probabilities, and vice versa. However, numerous 
differences were found between predicted and measured, and thus it was pro-
posed that PARS scores could be used to constrain RNA folding algorithms for 
a more accurate analysis of RNA secondary structure across eukaryotic 
transcriptomes. 

 This study was the fi rst to experimentally examine the structural ‘profi le’ of 
mRNAs. From this analysis, it was found that  S. cerevisiae  coding regions were 
on average more highly structured than untranslated regions (UTRs). Furthermore, 
start and stop codons exhibited “dips” in RNA secondary structure. Intriguingly, 
a three-nucleotide periodicity in RNA structure across coding sequence (CDS) 
was identifi ed, with the fi rst nucleotide being least structured and second nucleo-
tide being most structured. The degree of periodicity was associated with transla-
tion rates, with high periodicity associated with increased translation and vice 
versa, suggesting that this structural dynamic is functional. The relationship 
between overall structure near the start codon and effi ciency of translation was 
also examined. This analysis revealed a very slight (−0.1) negative correlation 
between structure in this region and translation effi ciency, suggesting that in part, 
structure proximal to the start codon negatively infl uences translation rates. Gene 
ontology analysis of transcripts with similar PARS scores identifi ed increased 
structure in coding regions at genes involved in protein localization or metabolic 
pathways, while low structure was observed in the 5′ UTR and CDS of mRNAs 
encoding ribosomal subunits. Finally, transcripts encoding signal peptides were 
reported to show decreased RNA structure in their 5′ UTRs, which suggests that 
these unstructured regions allow for interactions with other factors required for 
their localization.    

3.1.2     PARS with Temperature Elevation 

   This original study was expanded on by applying PARS at different temperatures to 
reveal the folding energies of RNA structures [ 62 ]. In  this   experiment, termed 
Parallel Analysis of RNA Structures with Temperature Elevation ( PARTE  , polyA +  
RNAs from yeast were again spiked with specifi c domains of the exogenous RNAs; 
HOTAIR, HOTTIP, and  Tetrahymena  ribozyme. For this study, only RNase V1 was 
used, as the authors were looking for decreases in RNA secondary structure as tem-
peratures were elevated. Three million raw sequencing reads were obtained, which 
was suffi cient to profi le structural changes for ~350,000 bases in ~4000 transcripts 
at various temperatures (23 °C, 30 °C, 37 °C, 55 °C, and 75 °C). Interestingly, 
approximately 80 % of bases changed from double to single stranded within the 
temperatures measured. 

 To validate that the approach was truly measuring changes in RNA secondary 
structure in response to increased temperatures, melting temperatures (Tms) were 
measured for 12 specifi c transcripts using UV spectroscopy. Good concordance was 
found between this gold standard approach and PARTE measurements (r = 0.59). 
Not surprisingly, higher coverage transcripts were even more strongly correlated 
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(r = 0.9). PARTE Tms were somewhat correlated with RNAfold (a free energy 
based structure prediction algorithm) estimates (r = 0.24). However, RNAfold 
 predictions demonstrated a negative correlation with UV spectroscopy, suggesting 
that PARTE data is more accurate at calculating Tm than RNAfold. 

 PARTE was easily able to distinguish between coding and noncoding RNAs, 
where average Tms were higher for canonical structured ncRNAs. Interestingly, 
UTRs demonstrated intermediate Tms, between the CDS and ncRNAs. However, 
UTRs have lower PARS scores (less structured) than the CDS, and thus the inter-
mediate Tms of UTRs are most likely a consequence of strong structural elements 
contained within the mostly unstructured landscape of these transcript regions. The 
weakest pairing in mRNAs was observed at the start codon, while the most stable 
region was found to be the area surrounding the stop codon. This was somewhat 
surprising given that both regions have structural ‘dips’, and the start codon is also 
fl anked by highly structured regions. Finally, in concordance with what was 
described in the previous study, transcripts encoding ribosomal protein subunits had 
low melting temperatures.    

3.1.3     PARS Analysis of the Human Transcriptome,  In Vitro  and Native 
Deproteinized 

   The most recent study using PARS, applied  this   approach to RNA isolated from 
lymphoblastoid cells from a family trio on both denatured polyA +  RNA and rRNA- 
depleted native deproteinized RNA [ 63 ]. This was the fi rst nuclease- based    in vitro  
and  in vivo  study in human cells producing structural information for >20,000 tran-
scripts with greater than one read/base. The approaches were validated by compari-
son to nuclease probing of snoRNA74A and the P9–9.2 domain of  Tetrahymena  
ribozyme, two known structures. A method for  in vivo -like structure analysis was 
developed by deproteinizing RNA under native conditions, and validated with 
snoRNA74A. This approach captured structures for ~6000 transcripts. Similar to 
previous studies in yeast, ‘dips’ in PARS scores were observed at both the start and 
stop codons. However, in contrast to yeast, the human CDS was slightly less struc-
tured than UTRs, but these differences were not signifi cant. Similar to previous 
studies, a three nt periodicity was observed in the CDS only, and results were simi-
lar between native and renatured RNAs. In fact, by comparing renatured and native 
regions, they found only ~600 regions with consistently different structures. 

 An examination of splice sites found that on average, the 3′ end of exons are 
unstructured and accessible, while the downstream exons are more structured. This 
analysis also revealed that ARGONAUTE (AGO)    binding sites are more unstruc-
tured at positions −1–3 nucleotides upstream and at 4–6 of the miRNA binding 
region compared to untargeted sites. Furthermore, an AGO-CLIP experiment dem-
onstrated that single-stranded miRNA target sites are more bound than structured 
target sites. They validated this fi nding by ectopically expressing miRNAs, which 
were more effective at unstructured targets, indicating that miRNA accessibility is 
a key determinant of target interaction. 
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 Finally, by comparing structures of three related individuals, single nucleotide 
variants (SNVs) that modifi ed specifi c structures in mRNAs, termed riboSNitches 
were identifi ed and validated using SHAPE or DMS. Excitingly, 15 % of SNVs 
switched RNA structure in the trio. Numerous riboSNitches overlapped with 
expression quantitative trait loci (eQTL) and genome-wide association study 
(GWAS) sites, suggesting a potential link between structural changes and disease. 
Interestingly, riboSNitches were depleted in 3′ UTRs and around miRNA target 
sites and RBP binding sites, likely because mutations that disrupt these interactions 
will be selected against during evolutionary events.     

3.2     FragSeq 

   Fragmentation sequencing (FragSeq)   is similar to PARS, except that it relies only 
on the ssRNase nuclease P1 for identifi cation of unpaired regions [ 59 ]. RNase P1 
cleaves ssDNA and ssRNA to yield 5′ P and 3′ OH, making them direct substrates 
for adapter ligation (Table  2.1 ). In this protocol,       RNA is treated with nuclease for 
1 h, single-hit kinetics were not considered and therefore restructuring of RNA after 
cleavage is possible (Table  2.2 ). However, this is not a signifi cant concern as it is 
highly unlikely that dsRNA regions would become unstructured after cleavage. 
This protocol avoids fragmentation by focusing on shorter RNA species. 
Furthermore, to control for endogenous cleavage events resulting in 5′ P RNA, a set 
of controls without nuclease and with or without PNK are used. This approach 
allows the calculation of cleavage probabilities in the nuclease versus control sam-
ples, and uses this log ratio to calculate Cutting Scores. Specifi cally, ssRNA regions 
are considered to be 1 nt upstream of the 5′ ends and at the 3′ end of trimmed reads.  

3.2.1     FragSeq on Mouse Nuclear RNA 

 In the original report, this method  was   applied to study  in vitro  refolded, mouse 
nuclear RNA [ 59 ].  Nuclear   RNAs are enriched for small to medium sized (70–300 
nucelotides) RNAs, which after nuclease treatment results in 20–100 nucleotide 
RNAs that are ideal size for HTS approaches. To confi rm that nuclease P1 activity 
would not be altered in complex RNA mixtures, nuclear RNA was spiked with the 
U1a snRNA or 5S rRNA and classical nuclease probing with S1 nuclease was 
performed. 

 To confi rm that this methodology was working properly and reproducibly, cutting 
scores for well-described RNAs were compared between replicates. This analysis 
revealed high Pearson correlation coeffi cients (0.813–0.889) for several RNAs, indicat-
ing reproducibility. They then compared cutting scores for well-described RNA struc-
tures U1A, U3b, and U5. Consistent with the known activity of nuclease P1, loops and 
stem loops of 4–6 bases were easily identifi able, but this approach had low accuracy for 
small bulges or interior loops. It is noteworthy that since the original report of FragSeq 
in 2010, there have been no follow up studies, likely due to its similarity to PARS.   
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3.3     ds/ssRNA-Seq 

  dsRNA-seq was fi rst described in 2010 [ 60 ],  and      was eventually paired with ssRNA- 
seq in 2012 [ 64 ,  65 ]. This method relies on the  use   of a dsRNase (RNase V1) and 
ssRNase (RNase I) treatment to degrade nuclease-sensitive regions of RNAs in an 
effort to enrich ssRNA and dsRNA fragments, respectively (Table  2.2 ). Digested 
RNA is then subjected to random fragmentation and because RNase I results in 5′ 
OH and 3′ P, PNK treatment is required for adapter ligation (Table  2.1 ). Thus, in 
contrast to PARS and FragSeq, ds/ssRNA-seq does not look for direct cleavage 
sites but rather aims to sequence the RNA that is remaining after RNA is thoroughly 
digested with RNase (Fig.  2.3 ). Briefl y, trimmed reads from dsRNA-seq and 
ssRNA-seq are used to calculate a structure score, defi ned as a generalized log-odds 
ratio of dsRNA-/ssRNA-seq reads. This approach lacks some resolution, but allows 
for a more regional look at RNA structure through sensitivity to RNases and is eas-
ily adapted to provide a concomitant look at both RNA secondary structure and 
RNA-protein interaction sites [ 66 – 68 ].  

3.3.1     dsRNA-Seq in  Arabidopsis thaliana  RDR6 Mutants 

  dsRNA-seq   was fi rst used to  investigate   dsRNAs in rRNA-depleted total RNA from 
unopened fl ower buds of  Arabidopsis thaliana  ( Arabidopsis ) [ 60 ]. To do this, refolded 
RNA was subjected to RNase I treatment, enriching for dsRNAs. Indeed, global anal-
ysis of tRNAs found that base-paired stem regions had a higher level of dsRNA-seq 
reads than the unpaired anticodon loop and amino acid acceptor stem. Furthermore, 
dsRNA-seq reads were strongly biased towards structural RNA molecules, indicating 
an enrichment for dsRNA species. Interestingly, by investigating sense versus anti-
sense RNAs in dsRNA-seq, it was found that only 16 % of reads sequenced were 
intramolecular, whereas most were intermolecular. However, many RNA classes were 
enriched for intramolecular reads, including most classes of functional non-coding 
RNAs, whereas transposable elements had a strong antisense bias, likely due to 
endogenous mechanisms that generate dsRNAs through the action of RNA-dependent 
RNA polymerases (RDRs). Within mRNAs, the 5′ UTR and CDS were biased towards 
sense (intramolecular) interactions. However, only a slight sense enrichment was 
observed for 3′ UTRs, likely due to the fact that many 3′ ends of mRNA-encoding 
genes are highly overlapping in the compact  Arabidopsis  genome. 

 The specifi city of this approach was also leveraged to identify dsRNAs that were 
specifi cally generated by RDR6, by performing dsRNA-seq in the presence and 
absence of this protein. Specifi cally, using a sliding window approach ~7000 
regions were identifi ed where dsRNAs were depleted in  rdr6  mutant compared to 
wild type plants. A strong internal validation was that seven out of eight previously 
characterized RDR6 substrates were included in this list. In  Arabidopsis , many dsR-
NAs are processed into smRNAs by DICER-LIKE (DCL) proteins, and are 
 incorporated into one of the ten AGO proteins. Therefore, smRNA-seq was also 
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performed in wild type and  rdr6  mutant plants. Using the same sliding window 
approach, 218 regions were identifi ed where dsRNA and smRNA were both signifi -
cantly decreased in the  rdr6  mutant as compared to the wild type control. 
Interestingly, mRNAs that were found to be RDR6 substrates were enriched for 
functions in translation and RNA processing. 

 dsRNA hotspots were also fi rst identifi ed in this study, and defi ned as regions 
that were signifi cantly enriched for dsRNA reads as compared to the transcriptome- 
wide average. Interestingly, transposable elements and mRNAs were the largest 
source of hotspots. In fact, approximately 2000 mRNAs contained dsRNA hotspots 
and were enriched for translation and nucleic acid binding. Hotspots were found to 
be more evolutionarily conserved than fl anking sequences in UTRs and introns, but 
not within the CDS. This approach was also used to identify novel structured RNAs. 
Finally, a folding algorithm was constrained with the dsRNA-seq data to produce 
models of secondary structure for all detectable mRNAs.  

3.3.2     ds/ssRNA-Seq in  Drosophila melanogaster  
and  Caenorhabditis elegans  

    ds/ssRNA-seq was then applied  to   study RNA secondary structure on rRNA- 
depleted total RNA isolated from  Drosophila melanogaster  ( Drosophila ) DL1 cul-
ture cells and  Caenorhabditis elegans  mixed stage worms [ 64 ]. This study used an 
 alternative   analysis approach by  identifying   genomic regions that were signifi cantly 
enriched, either in paired (dsRNA) or unpaired (ssRNA) experiments. 25,000 and 
10,000 dsRNA hotpots and 20,000 and 7000 ssRNA hotspots were identifi ed in 
 Drosophila  and  C. elegans , respectively. dsRNA hotspots were validated by treat-
ing total RNA with structure-specifi c RNases, followed by RT-PCR amplifi cation. 
In both organisms, it was revealed that ssRNA hotspots are enriched in protein- 
coding regions, whereas dsRNA hotspots were predominantly found in transpos-
able elements. Similar to what was described in the previous study, highly structured 
regions of multiple classes of RNAs were processed into smRNAs. In fl ies, dsRNA 
hotspots were enriched at repressive histone marks (H3K9me3), while ssRNA 
hotspots were enriched at active euchromatin, as indicated by enrichment in 
H3K4me3 and H3K9ac. Furthermore, smRNA generating hotspots were more 
highly enriched at the repressive H3K9me3. These results did not hold true in  C. 
elegans  likely because they don’t have the same endogenous siRNA mechanisms. 
Finally, this study was used to identify previously unannotated regions of both 
genomes. 

 ds/ssRNA-seq data were used to constrain RNAfold to generate experimentally 
derived structural models. Using these structure calls, this feature was interrogated 
across mRNAs. This analysis revealed strong ‘dips’ in structure scores at the start 
and stop codons for both organisms. However, unlike studies in yeast, it was 
observed that the CDS had signifi cantly lower overall structure than the UTR in 
both  Drosophila  and  C. elegans , which is similar to what was observed by PARS 
analysis of human RNAs and may be a general trend for metazoans [ 63 ]. 
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Interestingly, it was also observed that miRNA seed sites were signifi cantly more 
structured in  Drosophila  but unstructured in  C. elegans . Furthermore, in  C. elegans , 
ALG-1 (the miRNA binding AGO protein) sites were more unstructured at the seed 
region. Additionally, it was noticed there was a negative correlation between ALG-1 
CLIP tag density and structure score, indicating that structure negatively impacts 
ALG-1 binding to target RNAs.     

3.3.3     ds/ssRNA-Seq in  Arabidopsis  

     The ds/ssRNA-seq methodology was also  applied   to study RNA secondary struc-
ture in the transcriptome  of    Arabidopsis , in combination with numerous other 
transcriptome- wide datasets [ 65 ]. Using ds/ssRNA-seq data, RNAfold was con-
strained to generate structural models for thousands of  Arabidopsis  mRNAs. 
mRNAs were stratifi ed by their overall structure scores and gene ontology (GO) 
analysis was performed on the 10 % most and least structured transcripts. 
Intriguingly, highly structured mRNAs were enriched for immune related pro-
cesses, including cell killing and defense response. In contrast, lowly structured 
mRNAs were enriched for basic cellular processes, such as transcription, RNA 
metabolism, and signaling pathways. The low structure of mRNAs involved in 
basic cellular processes is supported by PARS studies in yeast, which found that 
mRNAs encoding ribosomal subunits had low structure [ 58 ]. 

 By using a peak-fi nding approach, ~65,000 regions were identifi ed as being 
signifi cantly structured (hotspots) or unstructured (coldspots). Similar to previous 
studies in  Arabidopsis  using only dsRNA-seq, transposable elements were enriched 
for structure hotspots. In contrast, mRNA regions were enriched in coldspots, 
although there were also a signifi cant number of hotspots in these regions. Also 
consistent with the previous study in  Arabidopsis , hotspots and coldspots are more 
conserved than fl anking regions, suggesting their functionality. Furthermore, 
hotspots were enriched for histone modifi cations consistent with repressive hetero-
chromatin, including H3K9me2, H3K27me1, and 5mC. In contrast, coldspots were 
enriched for activating, euchromatic histone modifi cations, including H3K36me3, 
H3K4me2, and H3K4me3. This supports the link between RNA secondary struc-
ture and genomic repression in plants, which functions through dsRNA-dependent 
smRNA pathways. 

 The secondary structure score profi le around mRNAs was also examined. Just as 
the previous studies in yeast, worms, and fl ies, this study revealed strong dips in 
structure at the start and stop codons. Similar to what was observed for yeast, but in 
contrast to worms and fl ies, the CDS was more highly structured than UTRs. 
miRNA seed sites were also more accessible, which was previously observed in 
worms but not fl ies [ 58 ,  64 ]. 

 When average structure scores were compared to the abundance of RNAs a sig-
nifi cant anticorrelation (r = −0.46) was observed. To further address this observa-
tion, the relationship between RNA structure and rates of degradation, as measured 
by degradome sequencing, also known as genome-wide mapping of uncapped and 
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cleaved transcripts (GMUCT) [ 69 ], was tested. From this analysis, a signifi cant but 
slight positive correlation (r = 0.21) was observed, suggesting that more structured 
mRNAs are turned over more rapidly to regulate their abundance. Furthermore, 
when examining the relationship between smRNA abundance and mRNA second-
ary structure a very strong positive correlation (r = 0.62) was observed, supporting 
the notion that highly structured RNAs may be directly processed into smRNAs to 
regulate their abundance by leading to their increased rate of degradation. Finally, 
the correlation between structure score and ribosome occupancy was interrogated. 
This analysis revealed a signifi cant positive correlation (r = 0.37) between these 
parameters, suggesting that more structured RNAs are more associated with the 
ribosome, which could be due to ribosome stalling or increased translation initiation 
rates. However, the former model was preferred given the high prevalence of 
smRNA processing and turnover observed for highly structured mRNAs in 
 Arabidopsis .      

3.3.4     Native Deproteinized ds/ssRNA-Seq in  Arabidopsis  

   The most recent ds/ssRNA-seq study used  a   modifi ed approach,  allowing   for  in 
vivo  analysis on total nuclear RNA from  Arabidopsis  [ 66 ]. To obtain natively 
folded RNAs, nuclei were fi rst crosslinked with formaldehyde and treated with low 
concentrations of SDS and Proteinase K to disrupt and remove bound proteins. In 
addition to analyzing RNA secondary structure, the authors also profi led RBP 
interaction sites using a global RBP footprinting approach, originally developed in 
HeLa cells and known as protein interaction profi le sequencing (PIP-seq) [ 68 ]. 
Interestingly, it was found that RBP occupancy and secondary structure were anti-
correlated at every region investigated. This included the CDS start and stop sites 
as well as 3′ and 5′ splice sites. Additionally, various types of alternative splicing 
events (i.e., exon skipping, intron retention, and U12-dependent) were found to 
have distinct structural and RBP occupancy profi les. Furthermore, it was found that 
bound instances of RBP binding motifs were less structured than their unbound 
counterparts, again supporting the notion that RNA structure and RBP binding sites 
are anticorrelated.      

4     Chemical-Based High-Throughput Approaches 

4.1     Base Modifi cation-Based High-Throughput Approaches 

  DMS, which can permeate cellular membranes,    has been particularly useful for the 
elucidation of RNA structure  in vivo  in various organisms [ 36 ]. These primer 
extension-  based    methods   allowed probing across long molecules, and facilitated 
robust inferences of functional RNA structures in tRNAs, rRNAs, and introns. 
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However, this approach was limited by the need for custom oligonucleotides to 
probe any given region and restricted to abundant transcripts. These limitations 
were addressed in 2014, when three studies (two in yeast, one in human, and one in 
 Arabidopsis ) integrated DMS structure probing into next-generation RNA sequenc-
ing (RNA-seq) pipelines, enabling parallel assessment of secondary structure in 
thousands of transcripts (Table  2.2 ). 

 For  in vivo  analysis, intact cells or plants were treated with DMS prior to RNA 
purifi cation. In one study of yeast and human RNA secondary structure, DMS 
reactivity was also measured in denatured and  in vitro  refolded RNA. If desired, 
specifi c RNA classes can be enriched using polyA +  selection or rRNA-depletion, 
facilitating the analysis of lower abundance transcripts. Isolated RNA is then frag-
mented and HTS libraries are generated using a variety of second strand cDNA 
sequencing strategies. In two studies, DMS-independent RT dropoff was con-
trolled for by generating HTS libraries similarly to the  in vivo  samples excluding 
DMS treatment. 

 While these techniques provide nucleotide resolution reactivity data, there are a 
number of caveats associated with these approach. For instance, DMS only reacts 
with As and Cs, G and U positions are uninformative (Fig.  2.1 ). Moreover, as with 
all chemical structure probing techniques, DMS-seq does not provide complemen-
tary information regarding propensity of a nucleotide to be in the paired state, there-
fore, regions of RNA with low DMS reactivity are not necessarily structured [ 40 , 
 70 ]. Furthermore, positions with a high natural propensity for RT drop-off, such as 
endogenous nucleobase modifi cations and exceptionally stable secondary structures 
can confound individual reactivity measurements in the absence of appropriate con-
trols [ 20 ].  

4.1.1     DMS-Seq in Yeast and Human Cells 

    Recently, DMS-seq was applied to yeast, K562 cells,    and human foreskin fi bro-
blasts [ 71 ]. RNA was  treated   with  DMS    in vivo ,  in vitro , and after denaturation and 
in all cases polyA +  selection was used to enrich for mRNA (Table  2.2 ). Consistent 
results were observed between experiments in yeast even with substantial variations 
in DMS treatment conditions, suggesting the robustness of the assay. These yeast 
libraries were sequenced to signifi cant depth, with >140 million uniquely mapping 
reads in each sample. Analysis of 3 validated yeast mRNA structural elements as 
well the 18S and 25S rRNA found that DMS reactivity can be used to resolve struc-
ture with nucleotide resolution and up to 94 % accuracy (18S rRNA). 

 DMS reactivity was also used to assess trends in mRNA structure after  in vivo  
and  in vitro  probing. This analysis was restricted to mRNAs for which A and C 
positions were supported by at least 15 reads on average. Rather than directly cal-
culate reactivity scores per nucleotide for structural analysis, mRNAs were seg-
mented into bins with a constant number of A and C positions. For each bin, 
correlation between and evenness in DMS reactivity of the structured sample and 
denatured control were calculated. Therefore, bins that showed low correlation and 
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evenness of DMS reactivity in the structured sample compared to the control were 
regarded as structured. 

 A sampling of 5000 random bins showed that  in vivo  3.9 % and 29 % of tested 
regions show structure or are indistinguishable from the denatured control, respec-
tively. Conversely, by this same assessment,  in vitro  probing indicated 24 % and 
9 % of regions are structured and highly unstructured, respectively. Notably, by this 
analysis,  in vivo  probing defi ned all 50 tested A/C bins corresponding to rRNA and 
validated mRNA structures as structured. However, although  in vitro  probing accu-
rately classifi ed validated mRNA structures, only ~12 % of tested rRNA regions 
were called correctly as being structured in nature. This study also reports that aver-
age structure is similar between the UTRs and CDS,  in vivo , which is in contrast to 
PARS data from yeast [ 58 ]. 

 While this analysis approach can help address the 3′ bias of mRNA-seq, correla-
tion and relative evenness of DMS reactivity within bins with respect to a denatured 
control may be sensitive to changes in bin size. For instance, although contraction 
of bins results in minimal changes in fractions of regions classifi ed as structured and 
unstructured, increasing bins to 100 A/Cs approximately doubles the number of 
tested bins which are defi ned as structured. Moreover, this improves the accuracy of 
rRNA categorization during  in vitro  probing to around 50 %. However, the trend of 
higher structure inferred by  in vitro  probing holds true regardless of bin size. This, 
with the observation that  in vivo  probed structure increases in ATP-depleted yeast, 
supports the hypothesis that structured regions of mRNA are actively unwound 
within normal cells, which the authors speculate is due to active unwinding by RNA 
helicases. However, it is also probable that this observation is due to active unwinding 
of RNAs by ribosomes during translation.     

4.1.2     Structure-Seq in  Arabidopsis  

    Concurrently, an analogous approach to DMS-seq,     termed   structure-seq,  was   
performed on  Arabidopsis  seedlings [ 72 ]. The primary difference between 
these two approaches is that for the  Arabidopsis  study detection of RT stops in 
the absence of DMS treatment was used as the background control. It is worth 
noting that this method appropriately controls for potential RT stops due to 
naturally occurring nucleotide modifications and particularly stable RNA 
structures, while the DMS- seq uses denatured RNA with DMS as a control 
(Table  2.2 ) [ 20 ,  71 ]. 

 In this study, DMS reactivity in  Arabidopsis  was compared to a phylogeneti-
cally derived model of 18S rRNA secondary structure. Interestingly, nucleotides 
of high reactivity were largely predicted to be unpaired through conservation anal-
ysis, while nucleotides of low reactivity were almost evenly distributed between 
phylogenetically predicted paired and unpaired regions. While these “false nega-
tives” for DMS reactivity might be due to binding of ribosomal proteins or RNA 
tertiary structure, it is possible that these samples were not sequenced at enough 
depth (200 million reads total for this analysis, as opposed to 200 million per 
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sample) to achieve the same level of accuracy observed in the DMS-seq experi-
ment for yeast. 

 Meta-analysis of DMS reactivity in mRNAs indicated that structure is modestly, 
but signifi cantly higher in the CDS compared to the UTRs, which mirrors previous 
 in vitro  observations of total cellular  Arabidopsis  mRNA, but contradicts data from 
natively folded mRNA in the nucleus [ 65 ,  66 ]. Additionally, highly translated tran-
scripts were demarcated by a spike in DMS reactivity upstream of the start codon 
and a characteristic 3 nt periodicity in reactivity, which were absent in both lowly 
translated mRNAs and in the UTRs. The activity near the start codon corroborates 
other evidence of a dip in secondary structure at the start codon [ 58 ,  62 – 66 ,  73 ]. 
Moreover, on average the fi rst codon nt was found to be the least structured while 
the second codon position was the most structured, which matches results from the 
 in vitro  PARS analysis of yeast [ 58 ], and may indicate a highly conserved mecha-
nism of translational regulation. 

 This study also compared  in silico  predictions of mRNA folding that were 
either unconstrained or constrained by  in vivo  or  in vitro  structure data. This anal-
ysis suggested that  in vivo  constraints caused predictions to be similarly disparate 
from unconstrained and  in vitro  constrained mRNA folding predictions. In total, 
these fi ndings led to the speculation that this observation is not due to RBP bind-
ing because of a negative correlation between DMS reactivity and the similarity 
between  in vivo  constrained and unconstrained positions. However, DMS-seq is 
sensitive to RBP binding, and thus further experimentation is required to decon-
volute these observations [ 40 ,  70 ]. Intriguingly, highly discordant predictions 
tended to include transcripts associated with stress response, while those associ-
ated with critical cellular functions were enriched in the most concordant struc-
ture predictions.     

4.1.3     Mod-Seq in Yeast 

 An additional DMS- based    structure   mapping protocol was ,   also recently applied to 
the yeast transcriptome. This iteration, known as Mod-seq (Table  2.2 ), follows a very 
similar approach to the  Arabidopsis  study, where RT stops were assessed with and 
without  in vivo  DMS modifi cation [ 70 ]. However, mRNAs were not enriched, and as 
such, this study focused on DMS reactivity in rRNAs. Additionally, this study was the 
only one to use replicate information to determine statistical signifi cance for DMS-
reactivity assessments compared to controls. Notably, a companion software package 
known as Mod-seeker was released to automate and standardize this analysis. 

 Mod-seq of yeast found that positions with >1.5-fold and signifi cant enrichment 
in DMS induced RT stops are consistent with known unstructured regions of 
ncRNAs. Mod-seq analysis of a ribosomal protein L26 deletion strain was also 
compared to wild type to identify the known binding sites of this RBP. Moreover, 
strong RT stops at known endogenous RNA modifi cations were detected in the no- 
treatment controls for this analysis. Together, these fi ndings indicate that while 
DMS can be used to reliably detect unstructured regions of RNA, both endogenous 
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RNA modifi cations and RBP binding can strongly confound the analysis of this 
approach. Thus, until these problems can be resolved structural models determined 
by this method are likely to contain a number of inaccurately determined positions 
throughout their length.  

4.1.4     CIRS-Seq in Mouse Embryonic Cells 

    An  additional   high-throughput  small   molecule,    probing method for RNA structure 
determination is known as chemical inference of RNA structures (CIRS-seq) [ 73 ]. 
This method deploys two small molecules, DMS and CMCT, and was recently used 
to probe natively folded, deproteinated RNA (Table  2.2 ). This strategy improves 
resolution as compared to DMS-based approaches alone by allowing any canonical 
nucleobase in an unstructured confi rmation to be probed and depletes potential 
interference from RBPs through deproteination. As with structure- and Mod-seq, 
HTS is used to identify sites of enriched RT drop-off due to chemical treatment 
compared to a non-treated control. 

 CIRS-seq was applied to mouse embryonic stem cells and rRNA was depleted 
after chemical treatments. A large percentage of highly reactive positions (>73 %) 
identifi ed by CIRS-seq within validated tRNA and snRNA structural models are 
known to be unstructured, which improves further (>87 %) if helix termini that are 
known to be structurally fl exible are excluded from this analysis [ 74 ]. CIRS-seq 
reactivity information was also used to constrain an RNA structure prediction tool 
and these predictions recapitulate experimentally or phylogenetically defi ned struc-
tures with extremely high accuracy, far surpassing strictly MFE based predictions. 

 Global analysis of mRNAs also identifi ed many distinct structural features. For 
instance, distinct, local spikes in chemical modifi cation were observed both 
 immediately preceding the start and at the stop codons, providing further evidence 
for a highly conserved decrease in secondary structure at these locations. This anal-
ysis also indicated that nucleotides in the CDS are, on average, more accessible to 
chemical modifi cation than those in the UTRs. This is the reverse of the  in vivo  and 
 in vitro  experiments for total polyA +  RNA from  Arabidopsis , but similar to studies 
in other organisms [ 64 – 66 ,  72 ]. 

 As with PARS and structure-seq, CIRS-seq was able to identify a 3 nt periodicity 
in reactivity within the CDS [ 58 ,  63 ,  72 ]. Average reactivity measurements indicate 
that the fi rst codon position is generally the least structured as was seen in plants and 
yeast. However, in this study, the third codon position was inferred to be the most 
structured while previous studies indicated the second position is the most likely to 
be paired. While this may be due to functional variation between organisms, these 
disparate observations may also be due to experimental noise. 

 Finally, CIRS-seq reactivity measurements were used to infer average secondary 
structure near Lin28a binding sites identifi ed in a previous CLIP-seq experiment. 
This analysis identifi ed a distinct increase in chemical accessibility at expected 
Lin28a binding sites. They also predict that these regions tend to form hairpin struc-
tures, with Lin28a interacting with the loop region.      

2 Genome-Wide Approaches for RNA Structure Probing



52

4.2     SHAPE-Based High-Throughput Approaches 

    The evolution of SHAPE into a high- throughput      technique has closely followed 
the  evolution   of RNA sequencing and has made use of many of the same technolo-
gies. Originally, the RNA fragments generated in SHAPE reactions were radiola-
beled and resolved using gel electrophoresis, similar to protocols for Sanger 
sequencing [ 52 ]. 

 Just as Sanger sequencing has been adapted into a high-throughput methodol-
ogy, a high throughput adaptation of SHAPE (i.e.,  hSHAPE   and  SHAPE-CE  ) has 
been developed. In this protocol, primers are labeled with color-coded fl uoro-
phores and resolved using capillary electrophoresis. Contrasting fl uorophores 
allow multiple samples to be multiplexed into a single capillary and separated 
computationally [ 75 ]. 

 This method has been used to probe the structures of RNAs from several viral 
pathogens. One study determined the structure of a region of the HIV genome  in 
virio  [ 75 ]. Another looked at structural differences and similarities between mem-
bers of a family of viroids, pathogenic RNAs that parasitize plants [ 76 ]. It has also 
been used to draw a relationship between the structure of a viral internal ribosome 
entry site and that virus’s pathogenicity [ 77 ], as well as to study a structured viral 
sequence involved in translation reinitiation [ 78 ]. 

 The next natural step in improving SHAPE throughput has been the combination 
of SHAPE chemistry with HTS technology ( SHAPE-seq  ) (Table  2.2 ). This process 
started when SHAPE-seq was done for  B. subtilis  RNase P, a well characterized 
catalytic RNA. Its reactivity pattern was shown to match the known structure as 
well as previous results from SHAPE. This approach was also used to demonstrate 
the ability to take advantage of the multiplexing capabilities of HTS by performing 
SHAPE-Seq on 256 individual barcoded clones of RNase P [ 79 ]. Another group has 
proposed a protocol for combining SHAPEwith DMS and CMCT to create multiple 
marks capable of stopping RT, which could potentially compensate for the biases of 
each reagent [ 80 ]. 

 Recent developments in SHAPE-seq technology have allowed the fi rst unbiased 
transcriptome-wide interrogation of RNA secondary structure with a SHAPE reagent 
[ 81 ]. Using a novel biotinylatable SHAPE reagent and click chemistry, Spitale et al. 
successfully affi nity purifi ed acylated RNAs after modifi cation, thus reducing back-
ground and increasing informative positions. The high accuracy of in vivo click 
SHAPE (icSHAPE) will likely preclude a transformation in the high-throughput 
RNA structure probing fi eld, taking it from nascent methods to mature technology. 
Expanded use of icSHAPE and similar approaches will continue to expand our 
understanding of the global landscape of RNA structure and likely reveal unexpected 
fi ndings embedded within the secondary structure of RNAs.      
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5     Conclusions and Outlook 

 In this chapter, we have a discussed a diverse array of strategies for genome- wide 
RNA secondary structure analysis, each with its strengths and caveats (Table  2.2 ). 
For a detailed review on the results from these studies, see [ 82 ]. Although some 
conclusions differ, it is promising that such techniques often arrive at similar dis-
coveries. For instance, ‘dips’ in RNA secondary structure have been observed at the 
start and/or stop codons for numerous organisms by several methodologies [ 58 , 
 62 – 66 ,  73 ]. This appears to be a conserved feature from yeast to humans and likely 
plays a role in translation initiation and termination. 

 Another trend that is consistent between methodologies and organisms is the 
likelihood for base-pairing interactions to occur with a fi xed periodicity within the 
CDS. Both enzymatic (PARS) and chemical (DMS-seq, structure- seq, and CIRS-
seq) methods detected this pattern. All methods detected the fi rst nucleotide of each 
codon as the least structured, however, PARS analysis in yeast and humans and 
structure-seq in  Arabidopsis  show the second nucleotide as the most structured, 
whereas CIRS-seq suggests that the third base is the most paired [ 58 ,  63 ,  72 ,  73 ]. 

 In  Arabidopsis , a weak positive correlation was observed between overall 
transcript structure and ribosome-association [ 65 ]. Relatedly, high DMS reactiv-
ity (low structure) around the start codon or distinct 3 nt periodicity in the CDS 
were observed for highly translated but not lowly translated mRNAs [ 72 ]. In 
yeast, a similar observation was made [ 58 ]; thus RNA structure is a key determi-
nant of translation rates as has been demonstrated by reporter assays [ 83 ]. 
Additionally, mRNAs encoding “housekeeping” genes, such as RNA metabolic, 
transcription, and rRNA genes tend to have less structure [ 58 ,  62 ,  65 ]. Functional 
miRNA binding sites were found to be unstructured in  C. elegans  and humans 
likely because structures can protect miRNA target sites from binding [ 63 ,  64 ]. 
Finally, structure and RNA stability were found to be anticorrelated in 
 Arabidopsis , and relatedly in yeast, strong structures were found in the 3′ UTRs 
of genes with longer half lives [ 62 ,  65 ]. 

 One of the most compelling fi ndings from genome-wide studies is the affect of 
SNPs on RNA secondary structure. These so called riboSNitches, some of which are 
enriched near eQTL and GWAS loci, raise the intriguing possibility that sequence 
differences with functional consequences may act through RNA secondary structure 
rather than directly through RNA or DNA sequence [ 63 ]. 

 As these methods continue to develop and evolve, it is important to consider 
caveats that arise and must be addressed. One key question is how faithfully  in vitro  
structure probing recapitulates true  in vivo  RNA biology. For instance, structural 
determination of biologically produced RNAs by chemical probing  in vivo  intro-
duces several complexities. One is that in a cellular context, RNAs are constantly 
associated with proteins and RNA-protein interactions are likely to block these 
chemical probes [ 40 ,  70 ]. Additionally, for all structure probing experiments, one 
must consider the buffer environment in the cell, as well as the presence of precise 
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amounts of ions and other small molecules that can affect RNA structure. 
Furthermore, active mechanisms such as translation and helicase activity can relieve 
structural elements and strip them of their bound factors [ 71 ]. Finally, modifi ed 
nucleotides such as (1-methyl guanosine (m 1 G)) can affect the processivity of the 
RT reaction, a step shared by all of the techniques we have discussed [ 84 ]. However, 
these technical hurdles can all be addressed with careful design of controls and may 
even be eliminated with future protocol improvements. It is also noteworthy that 
care must be taken in design of the analytical approaches and fi nal interpretation of 
all results from these high-throughput structural studies. 

 Now that there are so many reagents and approaches, empirical comparisons 
can be made and the best approaches should become the most widespread. 
Optimization and standardization of computational pipelines for analysis of 
genome-wide structure analysis will help to enable more continuity between labs 
and experiments [ 85 ]. Finally, by coupling these analyses with other genome-wide 
datasets, our understanding of the impacts of structure are likely to expand [ 58 ,  63 , 
 65 ,  72 ,  73 ]. 

 As these techniques become more widespread, we expect a rapid increase in the 
number of organisms studied and cellular states profi led. With the decrease in RNA 
sequencing costs, these studies can also achieve higher sequencing depth, which is 
likely to reveal even higher accuracy in secondary structure determination. All of 
these advances are important because there are countless open questions that remain 
to be addressed concerning RNA secondary structure and its numerous functions. 
For instance, what does the evolutionary conservation of RNA secondary structure 
across species look like? Are their riboswitches in eukaryotes that remain to be 
discovered? What is the structure of specifi c lncRNAs, and are there overarching 
principles that can be used to connect their structure and function? What are the 
structural rules that govern miRNA targeting? And what is the connection between 
RNA structure and disease? Answers to these questions, and more that will arise 
from future studies, will advance our understanding of this remarkable biomolecule 
and the functional signifi cance of its structure.      

 Acknowledgments   We thank past and present members of the Gregory lab for helpful discus-
sions, especially Qi Zheng, Fan Li, and Lee Vandivier. This work was supported by an NSF Career 
Award MCB-1053846 and NSF grant MCB-1243947 to BDG. We declare no competing fi nancial 
interests.  

   References 

    1.    Cruz JA, Westhof E (2009) The dynamic landscapes of RNA architecture. Cell 136:604–609. 
doi:  10.1016/j.cell.2009.02.003      

    2.    Kim SH (1978) Three-dimensional structure of transfer RNA and its functional implications. 
Adv Enzymol Relat Areas Mol Biol 46:279–315  

    3.    Yusupova G, Yusupov M (2014) High-resolution structure of the eukaryotic 80S ribosome. 
Annu Rev Biochem 83:467–486. doi:  10.1146/annurev-biochem-060713-035445      

I.M. Silverman et al.

http://dx.doi.org/10.1016/j.cell.2009.02.003
http://dx.doi.org/10.1146/annurev-biochem-060713-035445


55

    4.    Nudler E, Mironov AS (2004) The riboswitch control of bacterial metabolism. Trends Biochem 
Sci 29:11–17. doi:  10.1016/j.tibs.2003.11.004      

    5.    Bocobza SE, Aharoni A (2014) Small molecules that interact with RNA: riboswitch-based 
gene control and its involvement in metabolic regulation in plants and algae. Plant J Cell Mol 
Biol 79:693–703. doi:  10.1111/tpj.12540      

    6.    Hentze MW, Caughman SW, Rouault TA, Barriocanal JG, Dancis A, Harford JB, Klausner RD 
(1987) Identifi cation of the iron-responsive element for the translational regulation of human 
ferritin mRNA. Science 238:1570–1573  

    7.    Williams AS, Marzluff WF (1995) The sequence of the stem and fl anking sequences at the 3′ 
end of histone mRNA are critical determinants for the binding of the stem-loop binding pro-
tein. Nucleic Acids Res 23:654–662  

    8.    Pelletier J, Sonenberg N (1988) Internal initiation of translation of eukaryotic mRNA directed 
by a sequence derived from poliovirus RNA. Nature 334:320–325. doi:  10.1038/334320a0      

    9.    Mercer TR, Mattick JS (2013) Structure and function of long noncoding RNAs in epigenetic 
regulation. Nat Struct Mol Biol 20:300–307. doi:  10.1038/nsmb.2480      

    10.    Novikova IV, Hennelly SP, Sanbonmatsu KY (2012) Structural architecture of the human long 
non-coding RNA, steroid receptor RNA activator. Nucleic Acids Res 40:5034–5051. 
doi:  10.1093/nar/gks071      

    11.    Kim SH, Suddath FL, Quigley GJ, McPherson A, Sussman JL, Wang AH, Seeman NC, Rich 
A (1974) Three-dimensional tertiary structure of yeast phenylalanine transfer RNA. Science 
185:435–440  

    12.    Robertus JD, Ladner JE, Finch JT, Rhodes D, Brown RS, Clark BF, Klug A (1974) Structure 
of yeast phenylalanine tRNA at 3 A resolution. Nature 250:546–551  

    13.    Holbrook SR, Kim S-H (1997) RNA crystallography. Biopolymers 44:3–21. doi:  10.1002/
(SICI)1097-0282(1997)44:1<3::AID-BIP2>3.0.CO;2-Z      

    14.    Scott LG, Hennig M (2008) RNA structure determination by NMR. In: Keith JM (ed) Methods 
in molecular biology tm . Humana Press, New York  

     15.    Gruber AR, Lorenz R, Bernhart SH, Neuböck R, Hofacker IL (2008) The Vienna RNA 
 websuite. Nucleic Acids Res 36:W70–W74. doi:  10.1093/nar/gkn188      

    16.    Mathews DH (2014) RNA secondary structure analysis using RNAstructure. Curr Protoc 
Bioinforma 46:12.6.1–12.6.25. doi:  10.1002/0471250953.bi1206s46      

    17.    Griffi ths-Jones S, Bateman A, Marshall M, Khanna A, Eddy SR (2003) Rfam: an RNA family 
database. Nucleic Acids Res 31:439–441  

    18.    Zuker M, Stiegler P (1981) Optimal computer folding of large RNA sequences using thermo-
dynamics and auxiliary information. Nucleic Acids Res 9:133–148  

    19.    Chang SH, RajBhandary UL (1968) Studies on polynucleotides. LXXXI. Yeast phenylalanine 
transfer ribonucleic acid: partial digestion with pancreatic ribonuclease. J Biol Chem 
243:592–597  

         20.    Ehresmann C, Baudin F, Mougel M, Romby P, Ebel JP, Ehresmann B (1987) Probing the 
structure of RNAs in solution. Nucleic Acids Res 15:9109–9128  

    21.    Loverix S, Steyaert J (2001) Deciphering the mechanism of RNase T1. Methods Enzymol 
341:305–323  

   22.    Uchida T, Arima T, Egami F (1970) Specifi city of RNase U2. J Biochem (Tokyo) 67:91–102  
    23.    Volkin E, Cohn WE (1953) On the structure of ribonucleic acids. II The products of ribonuclease 

action. J Biol Chem 205:767–782  
    24.    Desai NA, Shankar V (2003) Single-strand-specifi c nucleases. FEMS Microbiol Rev 

26:457–491  
     25.    Knapp G (1989) Enzymatic approaches to probing of RNA secondary and tertiary structure. 

Methods Enzymol 180:192–212  
    26.    Silberklang M, Gillum AM, RajBhandary UL (1977) The use of nuclease P1 in sequence 

analysis of end group labeled RNA. Nucleic Acids Res 4:4091–4108  
    27.    Favorova OO, Fasiolo F, Keith G, Vassilenko SK, Ebel JP (1981) Partial digestion of tRNA—

aminoacyl-tRNA synthetase complexes with cobra venom ribonuclease. Biochemistry (Mosc) 
20:1006–1011  

2 Genome-Wide Approaches for RNA Structure Probing

http://dx.doi.org/10.1016/j.tibs.2003.11.004
http://dx.doi.org/10.1111/tpj.12540
http://dx.doi.org/10.1038/334320a0
http://dx.doi.org/10.1038/nsmb.2480
http://dx.doi.org/10.1093/nar/gks071
http://dx.doi.org/10.1002/(SICI)1097-0282(1997)44:1<3::AID-BIP2>3.0.CO;2-Z
http://dx.doi.org/10.1002/(SICI)1097-0282(1997)44:1<3::AID-BIP2>3.0.CO;2-Z
http://dx.doi.org/10.1093/nar/gkn188
http://dx.doi.org/10.1002/0471250953.bi1206s46


56

    28.    Lockard RE, Kumar A (1981) Mapping tRNA structure in solution using double-strand- 
specifi c ribonuclease V1 from cobra venom. Nucleic Acids Res 9:5125–5140  

    29.    Lowman HB, Draper DE (1986) On the recognition of helical RNA by cobra venom V1 nuclease. 
J Biol Chem 261:5396–5403  

    30.    Nicholson AW (2014) Ribonuclease III mechanisms of double-stranded RNA cleavage. Wiley 
Interdiscip Rev RNA 5:31–48. doi:  10.1002/wrna.1195      

    31.    Peattie DA (1979) Direct chemical method for sequencing RNA. Proc Natl Acad Sci U S A 
76:1760–1764  

    32.    Peattie DA, Gilbert W (1980) Chemical probes for higher-order structure in RNA. Proc Natl 
Acad Sci U S A 77:4679–4682  

     33.    Inoue T, Cech TR (1985) Secondary structure of the circular form of the Tetrahymena rRNA 
intervening sequence: a technique for RNA structure analysis using chemical probes and 
reverse transcriptase. Proc Natl Acad Sci U S A 82:648–652  

     34.    Lempereur L, Nicoloso M, Riehl N, Ehresmann C, Ehresmann B, Bachellerie JP (1985) 
Conformation of yeast 18S rRNA. Direct chemical probing of the 5′ domain in ribosomal 
subunits and in deproteinized RNA by reverse transcriptase mapping of dimethyl sulfate- 
accessible. Nucleic Acids Res 13:8339–8357  

    35.    Antal M, Boros É, Solymosy F, Kiss T (2002) Analysis of the structure of human telomerase 
RNA in vivo. Nucleic Acids Res 30:912–920. doi:  10.1093/nar/30.4.912      

    36.    Ares M, Igel AH (1990) Lethal and temperature-sensitive mutations and their suppressors 
identify an essential structural element in U2 small nuclear RNA. Genes Dev 4:2132–2145  

     37.    Harris KA, Crothers DM, Ullu E (1995) In vivo structural analysis of spliced leader RNAs in 
Trypanosoma brucei and Leptomonas collosoma: a fl exible structure that is independent of 
cap4 methylations. RNA 1:351–362  

    38.    Metz DH, Brown GL (1969) Investigation of nucleic acid secondary structure by means of 
chemical modifi cation with a carbodiimide reagent. I. Reaction between N-cyclohexyl-N′-β-
(4-methylmorpholinium)ethylcarbodiimide and model nucleotides. Biochemistry (Mosc) 
8:2312–2328. doi:  10.1021/bi00834a012      

    39.    Moazed D, Robertson JM, Noller HF (1988) Interaction of elongation factors EF-G and EF-Tu 
with a conserved loop in 23S RNA. Nature 334:362–364. doi:  10.1038/334362a0      

       40.    Tijerina P, Mohr S, Russell R (2007) DMS footprinting of structured RNAs and RNA-protein 
complexes. Nat Protoc 2:2608–2623. doi:  10.1038/nprot.2007.380      

     41.    Wells SE, Hughes JM, Igel AH, Ares M (2000) Use of dimethyl sulfate to probe RNA structure 
in vivo. Methods Enzymol 318:479–493  

     42.    Lawley PD, Brookes P (1963) Further studies on the alkylation of nucleic acids and their 
constituent nucleotides. Biochem J 89:127–138  

    43.    Litt M (1969) Structural studies on transfer ribonucleic acid. I. Labeling of exposed guanine 
sites in yeast phenylalanine transfer ribonucleic acid with kethoxal. Biochemistry 8:3249–
3253. doi:  10.1021/bi00836a017      

    44.    Powers T, Changchien LM, Craven GR, Noller HF (1988) Probing the assembly of the 3′ 
major domain of 16S ribosomal RNA. Quaternary interactions involving ribosomal proteins 
S7, S9 and S19. J Mol Biol 200:309–319  

   45.    Powers T, Stern S, Changchien LM, Noller HF (1988) Probing the assembly of the 3′ major 
domain of 16S rRNA. Interactions involving ribosomal proteins S2, S3, S10, S13 and S14. 
J Mol Biol 201:697–716  

   46.    Stern S, Wilson RC, Noller HF (1986) Localization of the binding site for protein S4 on 16S 
ribosomal RNA by chemical and enzymatic probing and primer extension. J Mol Biol 
192:101–110  

   47.    Stern S, Changchien LM, Craven GR, Noller HF (1988) Interaction of proteins S16, S17 and 
S20 with 16S ribosomal RNA. J Mol Biol 200:291–299  

   48.    Stern S, Powers T, Changchien LM, Noller HF (1988) Interaction of ribosomal proteins S5, 
S6, S11, S12, S18 and S21 with 16S rRNA. J Mol Biol 201:683–695  

I.M. Silverman et al.

http://dx.doi.org/10.1002/wrna.1195
http://dx.doi.org/10.1093/nar/30.4.912
http://dx.doi.org/10.1021/bi00834a012
http://dx.doi.org/10.1038/334362a0
http://dx.doi.org/10.1038/nprot.2007.380
http://dx.doi.org/10.1021/bi00836a017


57

    49.    Svensson P, Changchien LM, Craven GR, Noller HF (1988) Interaction of ribosomal proteins, 
S6, S8, S15 and S18 with the central domain of 16S ribosomal RNA. J Mol Biol 
200:301–308  

    50.    Zaug AJ, Cech TR (1995) Analysis of the structure of Tetrahymena nuclear RNAs in vivo: 
telomerase RNA, the self-splicing rRNA intron, and U2 snRNA. RNA 1:363–374  

      51.    Merino EJ, Wilkinson KA, Coughlan JL, Weeks KM (2005) RNA structure analysis at single 
nucleotide resolution by selective 2′-hydroxyl acylation and primer extension (SHAPE). 
J Am Chem Soc 127:4223–4231. doi:  10.1021/ja043822v      

     52.    Wilkinson KA, Merino EJ, Weeks KM (2006) Selective 2′-hydroxyl acylation analyzed by 
primer extension (SHAPE): quantitative RNA structure analysis at single nucleotide resolution. 
Nat Protoc 1:1610–1616. doi:  10.1038/nprot.2006.249      

     53.    Loughrey D, Watters KE, Settle AH, Lucks JB (2014) SHAPE-Seq 2.0: systematic optimiza-
tion and extension of high-throughput chemical probing of RNA secondary structure with next 
generation sequencing. Nucleic Acids Res 42:000–000. doi:  10.1093/nar/gku909      

     54.    Hector RD, Burlacu E, Aitken S, Bihan TL, Tuijtel M, Zaplatina A, Cook AG, Granneman S 
(2014) Snapshots of pre-rRNA structural fl exibility reveal eukaryotic 40S assembly dynamics 
at nucleotide resolution. Nucleic Acids Res 42:12138–12154. doi:  10.1093/nar/gku815      

    55.    Mortimer SA, Weeks KM (2007) A fast-acting reagent for accurate analysis of RNA second-
ary and tertiary structure by SHAPE chemistry. J Am Chem Soc 129:4144–4145. doi:  10.1021/
ja0704028      

     56.    Mortimer SA, Trapnell C, Aviran S, Pachter L, Lucks JB (2012) SHAPE-seq: high-throughput 
RNA structure analysis. Curr Protoc Chem Biol 4:275–297. doi:  10.1002/9780470559277.
ch120019      

    57.    Steen K-A, Rice GM, Weeks KM (2012) Fingerprinting noncanonical and tertiary RNA struc-
tures by differential SHAPE reactivity. J Am Chem Soc 134:13160–13163. doi:  10.1021/
ja304027m      

                  58.    Kertesz M, Wan Y, Mazor E, Rinn JL, Nutter RC, Chang HY, Segal E (2010) Genome-wide 
measurement of RNA secondary structure in yeast. Nature 467:103–107. doi:  10.1038/
nature09322      

      59.    Underwood JG, Uzilov AV, Katzman S, Onodera CS, Mainzer JE, Mathews DH, Lowe TM, 
Salama SR, Haussler D (2010) FragSeq: transcriptome-wide RNA structure probing using 
high-throughput sequencing. Nat Methods 7:995–1001. doi:  10.1038/nmeth.1529      

      60.    Zheng Q, Ryvkin P, Li F, Dragomir I, Valladares O, Yang J, Cao K, Wang L-S, Gregory BD 
(2010) Genome-wide double-stranded RNA sequencing reveals the functional signifi cance of 
base-paired RNAs in Arabidopsis. PLoS Genet 6, e1001141.  doi:  10.1371/journal.pgen.1001141      

     61.    Wan Y, Qu K, Ouyang Z, Chang HY (2013) Genome-wide mapping of RNA structure using 
nuclease digestion and high-throughput sequencing. Nat Protoc 8:849–869. doi:  10.1038/
nprot.2013.045      

        62.    Wan Y, Qu K, Ouyang Z, Kertesz M, Li J, Tibshirani R, Makino DL, Nutter RC, Segal E, 
Chang HY (2012) Genome-wide measurement of RNA folding energies. Mol Cell 48:169–
181. doi:  10.1016/j.molcel.2012.08.008      

           63.    Wan Y, Qu K, Zhang QC, Flynn RA, Manor O, Ouyang Z, Zhang J, Spitale RC, Snyder MP, 
Segal E, Chang HY (2014) Landscape and variation of RNA secondary structure across the 
human transcriptome. Nature 505:706–709. doi:  10.1038/nature12946      

         64.    Li F, Zheng Q, Ryvkin P, Dragomir I, Desai Y, Aiyer S, Valladares O, Yang J, Bambina S, 
Sabin LR, Murray JI, Lamitina T, Raj A, Cherry S, Wang L-S, Gregory BD (2012) Global 
analysis of RNA secondary structure in two metazoans. Cell Rep 1:69–82. doi:  10.1016/j.
celrep.2011.10.002      

          65.    Li F, Zheng Q, Vandivier LE, Willmann MR, Chen Y, Gregory BD (2012) Regulatory impact 
of RNA secondary structure across the Arabidopsis transcriptome. Plant Cell 24:4346–4359. 
doi:  10.1105/tpc.112.104232      

2 Genome-Wide Approaches for RNA Structure Probing

http://dx.doi.org/10.1021/ja043822v
http://dx.doi.org/10.1038/nprot.2006.249
http://dx.doi.org/10.1093/nar/gku909
http://dx.doi.org/10.1093/nar/gku815
http://dx.doi.org/10.1021/ja0704028
http://dx.doi.org/10.1021/ja0704028
http://dx.doi.org/10.1002/9780470559277.ch120019
http://dx.doi.org/10.1002/9780470559277.ch120019
http://dx.doi.org/10.1021/ja304027m
http://dx.doi.org/10.1021/ja304027m
http://dx.doi.org/10.1038/nature09322
http://dx.doi.org/10.1038/nature09322
http://dx.doi.org/10.1038/nmeth.1529
http://dx.doi.org/10.1371/journal.pgen.1001141
http://dx.doi.org/10.1038/nprot.2013.045
http://dx.doi.org/10.1038/nprot.2013.045
http://dx.doi.org/10.1016/j.molcel.2012.08.008
http://dx.doi.org/10.1038/nature12946
http://dx.doi.org/10.1016/j.celrep.2011.10.002
http://dx.doi.org/10.1016/j.celrep.2011.10.002
http://dx.doi.org/10.1105/tpc.112.104232


58

          66.    Gosai SJ, Foley SW, Wang D, Silverman IM, Selamoglu N, Nelson ADL, Beilstein MA, 
Daldal F, Deal RB, Gregory BD (2015) Global analysis of the RNA-protein interaction and 
RNA secondary structure landscapes of the Arabidopsis nucleus. Mol Cell 57:376–388. 
doi:  10.1016/j.molcel.2014.12.004      

   67.    Silverman IM, Gregory BD (2015) Transcriptome-wide ribonuclease-mediated protein foot-
printing to identify RNA-protein interaction sites. Methods 72:76–85. doi:  10.1016/j.
ymeth.2014.10.021      

     68.    Silverman IM, Li F, Alexander A, Goff L, Trapnell C, Rinn JL, Gregory BD (2014) RNase- 
mediated protein footprint sequencing reveals protein-binding sites throughout the human 
transcriptome. Genome Biol 15:R3. doi:  10.1186/gb-2014-15-1-r3      

    69.    Willmann MR, Berkowitz ND, Gregory BD (2014) Improved genome-wide mapping of 
uncapped and cleaved transcripts in eukaryotes—GMUCT 2.0. Methods 67:64–73. 
doi:  10.1016/j.ymeth.2013.07.003      

        70.    Talkish J, May G, Lin Y, Woolford JL, McManus CJ (2014) Mod-seq: high-throughput 
sequencing for chemical probing of RNA structure. RNA 20:713–720. doi:  10.1261/
rna.042218.113      

       71.    Rouskin S, Zubradt M, Washietl S, Kellis M, Weissman JS (2014) Genome-wide probing of 
RNA structure reveals active unfolding of mRNA structures in vivo. Nature 505:701–705. 
doi:  10.1038/nature12894      

          72.    Ding Y, Tang Y, Kwok CK, Zhang Y, Bevilacqua PC, Assmann SM (2014) In vivo genome- wide 
profi ling of RNA secondary structure reveals novel regulatory features. Nature 505:696–700. 
doi:  10.1038/nature12756      

         73.    Incarnato D, Neri F, Anselmi F, Oliviero S (2014) Genome-wide profi ling of mouse RNA 
secondary structures reveals key features of the mammalian transcriptome. Genome Biol 
15:491. doi:  10.1186/PREACCEPT-1911964213137914      

    74.    Yu E, Fabris D (2003) Direct probing of RNA structures and RNA-protein interactions in the 
HIV-1 packaging signal by chemical modifi cation and electrospray ionization fourier trans-
form mass spectrometry. J Mol Biol 330:211–223. doi:  10.1016/S0022-2836(03)00589-8      

     75.    Wilkinson KA, Gorelick RJ, Vasa SM, Guex N, Rein A, Mathews DH, Giddings MC, Weeks 
KM (2008) High-throughput SHAPE analysis reveals structures in HIV-1 genomic RNA 
strongly conserved across distinct biological states. PLoS Biol 6(4), e96. doi:  10.1371/journal.
pbio.0060096      

    76.    Giguère T, Adkar-Purushothama CR, Bolduc F, Perreault J-P (2014) Elucidation of the struc-
tures of all members of the Avsunviroidae family. Mol Plant Pathol 15:767–779  

    77.    García-Nuñez S, Gismondi MI, König G, Berinstein A, Taboga O, Rieder E, Martínez-Salas E, 
Carrillo E (2014) Enhanced IRES activity by the 3′UTR element determines the virulence of 
FMDV isolates. Virology 448:303–313. doi:  10.1016/j.virol.2013.10.027      

    78.    Gao F, Gulay SP, Kasprzak W, Dinman JD, Shapiro BA, Simon AE (2013) The kissing-loop 
T-shaped structure translational enhancer of pea enation mosaic virus can bind simultaneously 
to ribosomes and a 5′ proximal hairpin. J Virol 87:11987–12002. doi:  10.1128/JVI.02005-13      

     79.    Lucks JB, Mortimer SA, Trapnell C, Luo S, Aviran S, Schroth GP, Pachter L, Doudna JA, 
Arkin AP (2011) Multiplexed RNA structure characterization with selective 2′-hydroxyl 
acylation analyzed by primer extension sequencing (SHAPE-Seq). Proc Natl Acad Sci U S A 
108:11063–11068. doi:  10.1073/pnas.1106501108      

     80.    Seetin MG, Kladwang W, Bida JP, Das R (2014) Massively parallel RNA chemical mapping 
with a reduced bias MAP-seq protocol. Methods Mol Biol 1086:95–117. 
doi:  10.1007/978-1-62703-667-2_6      

    81.   Spitale RC, Flynn RA, Zhang QC, Crisalli P, Lee B, Jung JW, Kuchelmeister HY, Batista PJ, 
Torre EA, Kool ET, Change HY (2015) Structural imprints in vivo decode RNA regulatory 
mechanisms. Nature 519(7544): 486–490. doi:  10.1038/nature14263      

    82.    Mortimer SA, Kidwell MA, Doudna JA (2014) Insights into RNA structure and function from 
genome-wide studies. Nat Rev Genet 15:469–479. doi:  10.1038/nrg3681      

I.M. Silverman et al.

http://dx.doi.org/10.1016/j.molcel.2014.12.004
http://dx.doi.org/10.1016/j.ymeth.2014.10.021
http://dx.doi.org/10.1016/j.ymeth.2014.10.021
http://dx.doi.org/10.1186/gb-2014-15-1-r3
http://dx.doi.org/10.1016/j.ymeth.2013.07.003
http://dx.doi.org/10.1261/rna.042218.113
http://dx.doi.org/10.1261/rna.042218.113
http://dx.doi.org/10.1038/nature12894
http://dx.doi.org/10.1038/nature12756
http://dx.doi.org/10.1186/PREACCEPT-1911964213137914
http://dx.doi.org/10.1016/S0022-2836(03)00589-8
http://dx.doi.org/10.1371/journal.pbio.0060096
http://dx.doi.org/10.1371/journal.pbio.0060096
http://dx.doi.org/10.1016/j.virol.2013.10.027
http://dx.doi.org/10.1128/JVI.02005-13
http://dx.doi.org/10.1073/pnas.1106501108
http://dx.doi.org/10.1007/978-1-62703-667-2_6
http://dx.doi.org/10.1038/nature14263
http://dx.doi.org/10.1038/nrg3681


59

    83.    Kudla G, Murray AW, Tollervey D, Plotkin JB (2009) Coding-sequence determinants of gene 
expression in Escherichia coli. Science 324:255–258. doi:  10.1126/science.1170160      

    84.    Ryvkin P, Leung YY, Silverman IM, Childress M, Valladares O, Dragomir I, Gregory BD, 
Wang L-S (2013) HAMR: high-throughput annotation of modifi ed ribonucleotides. RNA 
19:1684–1692. doi:  10.1261/rna.036806.112      

    85.    Aviran S, Pachter L (2014) Rational experiment design for sequencing-based RNA structure 
mapping. RNA 20:1864–1877. doi:  10.1261/rna.043844.113        

2 Genome-Wide Approaches for RNA Structure Probing

http://dx.doi.org/10.1126/science.1170160
http://dx.doi.org/10.1261/rna.036806.112
http://dx.doi.org/10.1261/rna.043844.113


61

    Chapter 3   
 Tethered Function Assays as Tools to Elucidate 
the Molecular Roles of RNA-Binding Proteins                     

       Tomas     J.     Bos    ,     Julia     K.     Nussbacher    ,     Stefan     Aigner     , and     Gene     W.     Yeo    

    Abstract     Dynamic regulation of RNA molecules is critical to the survival and 
development of cells. Messenger RNAs are transcribed in the nucleus as intron- 
containing pre-mRNAs and bound by RNA-binding proteins, which control their 
fate by regulating RNA stability, splicing, polyadenylation, translation, and cellular 
localization. Most RBPs have distinct mRNA-binding and functional domains; 
thus, the function of an RBP can be studied independently of RNA-binding by arti-
fi cially recruiting the RBP to a reporter RNA and then measuring the effect of RBP 
recruitment on reporter splicing, stability, translational effi ciency, or intracellular 
traffi cking. These tethered function assays therefore do not require prior knowledge 
of the RBP’s endogenous RNA targets or its binding sites within these RNAs. Here, 
we provide an overview of the experimental strategy and the strengths and limita-
tions of common tethering systems. We illustrate specifi c examples of the applica-
tion of the assay in elucidating the function of various classes of RBPs. We also 
discuss how classic tethering assay approaches and insights gained from them have 
been empowered by more recent technological advances, including effi cient genome 
editing and high-throughput RNA-sequencing.  
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1        Introduction 

 Since the development of tethered function assays in the Wickens lab, where they were 
fi rst applied to establish the independence of the poly(A) binding protein’s RNA-
binding activity on its mRNA stabilization activity [ 1 ], they have been used to investi-
gate the roles of  RBPs   in all aspects of RNA metabolism. They have been used to 
assign specifi c roles to putative RBPs, dissect the function of individual RBPs within 
large complexes and separate functional domains of multi-domain RBPs. Because of 
the ease with which RBPs can be tethered to different sites on the reporter, the assay 
has also been invaluable in probing the dependence of RBP function on site-specifi c 
recruitment to target RNAs. Although tethered function assays have been used pre-
dominantly for RBPs, in principle the protein of interest itself does not need to have 
RNA-binding activity, since the artifi cial tether accomplishes recruitment. This allows 
the study of protein complexes that are recruited by RNA-binding proteins. Several 
well-characterized RNA-binding moieties and the cognate RNA elements they bind 
have been adapted as the tethers in these assays, and a handful are frequently employed. 

 Tethered function assays have three practical  advantages   over alternative meth-
ods to investigate RBP function [ 2 ,  3 ]. First, they are more straightforward to set up, 
carry out and interpret than approaches that rely on genetic manipulation, gene 
expression knockdowns or overexpression. Tethered function assays allow studies 
of essential RBP genes, do not require genetically tractable cell types, and circum-
vent pleiotropic effects of RBP depletion or over-expression on cellular homeosta-
sis that may infl uence the target gene(s) under study. Second, RBPs can be studied 
without knowing its endogenous RNA targets. Instead, the effect of RBP binding is 
investigated with reporter assays that produce robust and straightforward readouts. 
Specialized reporter constructs enable studying the effect of the RBP of interest 
RNA in a particular RNA processing step. Third, as RNA metabolism is highly 
coupled, RBPs that affect a processing step that lies upstream of the one under study 
often infl uence the latter. In depletion or over-expression studies, these indirect 
effect may confound results. However, since these assays depend on artifi cial 
reporter constructs, careful experimental controls, independent confi rmation of 
results and follow-up studies are required for meaningful interpretations. 

 Here, we describe how to design and carry out these assays, provide the strength 
and limitations of common tethering systems that have been developed to date and 
illustrate  their utility with examples from the literature.  

2     Designing and Performing Tethered Function Assays 
and Interpreting Their Results 

 Here we describe practical considerations of tethered function assays. For more 
detailed methods, we refer to two excellent protocol articles for specifi c application 
of tethering assays in studying RNA degradation [ 4 ] and nonsense mediated RNA 
decay and translational initiation [ 5 ]. 
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2.1     Constructs 

 A tethered function assay comprises two  components  . First, a reporter DNA con-
struct is designed which, when expressed in cells, is transcribed into an mRNA that 
may encode a functional protein (for example GFP, luciferase, or LacZ), depending 
on the application. The mRNA product also contains an RNA structural element 
that is recognized by an exogenous RNA-binding moiety. Second, an effector con-
struct encodes the RBP (or RBP domain) fused to this moiety, such that the tagged 
RBP, when co-expressed, is recruited to the reporter mRNA by binding to the RNA 
element with strong affi nity and specifi city. As will be discussed later in this chap-
ter, these RNA structural elements invariably are RNA stem-loop structures—so- 
called ‘hairpins’, most commonly from bacteriophage genomic RNAs, which are 
recognized by the phage coat proteins as their cognate RNA-binding moieties. 

 Most commonly, following ectopic expression of both constructs in cells, the 
effect of RBP tethering on target mRNA metabolism is determined by standard 
molecular biology techniques. For example, the effects of the RBP on reporter 
mRNA stability or splicing might be evaluated by reverse transcription PCR or 
northern blot [ 2 ,  3 ], while changes in RNA subcellular localization might be 
identifi ed by fl uorescence in situ hybridization (FISH) [ 6 ]. Assays using  in 
vitro  transcribed mRNA reporters and purifi ed recombinant RBP fusions, both 
added to cell-free extracts competent for the RNA processing step under study, have 
also been reported [ 7 ,  8 ]. Lastly, for mRNA localization studies, the transcript of 
interest has been tagged by inserting recruitment tethers into the 3′ UTR of endog-
enous genes via homologous recombination in mouse [ 9 ]. Figure  3.1  shows an 
example of a tethered function assay using the bacteriophage MS2 hairpin structure 
(see below) placed in the 3′ untranslated region (UTR) of a reporter.

2.2        Position and Number of the Tethering Sites 

 The most crucial factor in the design of these assays is the position of the hairpin in 
the reporter construct. This decision is usually guided by a hypothesis or some prior 
knowledge regarding the function of the RBP of interest when bound to natural tran-
scripts. Tethering of RBPs to different regions of the transcript may reveal  region-
specifi c RBP functions  , with different effects on reporter expression. For example, 
while tethering of the RBP Staufen (STAU1) to the 3′ UTR of a reporter led to its 
degradation, 5′ UTR tethering promoted translation [ 10 ,  11 ]. The former observation 
refl ects Staufen’s role as an inducer of nonsense-mediated RNA decay (NMD) via 
recruitment of UPF1, while the latter may be a consequence of Staufen’s function as 
an enhancer of translational initiation of structure-repressed transcripts [ 10 ,  12 ]. 

 Of all regions of a transcript, the 3′ UTR arguably contains the greatest density 
of regulatory elements. The spatial positioning of an RBP binding site in the 3′ 
UTR is usually not critical for RBP function, and most tethering studies of RNA 
turnover, transport and localization have used tethers placed in the 3′ UTR [ 2 ,  3 ]. 
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In contrast, an exploration of RBP function in translational initiation will insert the 
tether in the 5′ UTR [ 13 ,  14 ] or in the intervening sequence between the two coding 
portions of a bicistronic construct [ 5 ,  15 ]. And as we will see later in this chapter, 
the functional outcome of splicing factor recruitment to pre-mRNA processing is 
exquisitely sensitive to the precise binding site relative to the spliced exon; here, the 
hairpin tether is placed in introns and exons at various distances from the splice 
junctions. 

 Although a single hairpin is often suffi cient for productive RBP recruitment in 
cells, the increase in stability of the interaction afforded by cooperative binding of 
phage coat proteins bound to two hairpins of the MS2 phage (see below) was 
required for biochemical purifi cation of bound complexes [ 16 ]. For RBPs function-
ing in RNA degradation (including NMD), a commensurate relationship between 
the number of tethers and the magnitude of the decrease in reporter signal was 
found [ 17 – 20 ]. In contrast, translational stimulation was reported to increase with 

  Fig. 3.1    A tethered function assay of an RBP that is tethered to the 3′ UTR. The recruitment of the 
RBP to the reporter mRNA is artifi cial via the interaction of the hairpin and hairpin-binding moiety 
fused to the RBP of interest. The biological effect of binding can be studied by standard molecular 
biology techniques. In this example, an MS2 tethering system is shown, but alternatives exist       
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the number of  hairpins   recruiting the germ cell-specifi c DAZL protein to the reporter 
3′ UTR [ 21 ], while this was not observed for the histone mRNA-specifi c 3′ UTR 
binding protein, SLBP; here a single tethering site suffi ced for maximal stimulation 
[ 22 ]. Thus, there is a consensus that multiple hairpins are generally advantageous 
and may maximize the number of RBPs recruited, thus increasing signal-to-noise 
and the likelihood of observing an effect on the reporter. Most studies have employed 
several (three to six) hairpins in a tandem array, but as many as 24 have been used 
in single-molecule mRNA localization studies [ 9 ]. However, long arrays of hairpins 
signifi cantly lengthen the target gene region (for example, the 3′ UTR or an intron) 
of the reporter beyond its natural size; such highly engineered constructs may no 
longer be recognized and processed by cellular machinery that needs to act on the 
reporter prior or subsequent to binding of the RBP of interest. For example, an 
analysis of RBP function in deadenylation-mediated mRNA degradation requires 
the reporter mRNA to be properly cleaved and adenylated before RBP action. Pilot 
experiments, using tethered RBPs with known effect on the particular aspect of 
mRNA metabolism under investigation, in conjunction with reporters containing 
different hairpin numbers, will identify optimal conditions.  

2.3     Limitations, Controls, and Interpretation 

 Tethered function assays are not suitable for all  RBPs  . The RNA-binding sites of 
helicases and nucleases largely overlap with the active sites of these enzymes, so 
their ‘RNA-binding’ and ‘functional’ domains are not readily separable. In some 
cases, the RBP must bind the mRNA at a specifi c site or in a specifi c geometry, or 
be able to move freely along the RNA substrate or cycle in and out of a complex; 
here, artifi cial tethering may fail to properly localize the RBP. RBPs often require 
additional components to form a functional effector complex and these cofactors 
may not be expressed in the cell type studied. Even if expressed, they may fail to 
productively assemble on the reporter, for example if RBP binding to its natural 
RNA target induces a conformational change in the RBP that is required for their 
recruitment [ 23 ,  24 ]. And fi nally, the RNA-binding moiety, the RBP, or the hairpin 
may be occluded or misfolded in these artifi cial constructs; these challenges can be 
addressed in part by exploring different RBP-tag fusion constructs (for example, 
N- vs. C-terminal fusion and different linker sequences between the RBP and the 
tag) or tethering systems, and placing the hairpin at different locations on the 
reporter. Thus, in general, only positive results of tethering assays are meaningful. 

  Standard negative controls   include expression of (1) the untagged RBP along 
with the reporter, (2) the RNA-binding moiety alone along with the reporter, and (3) 
of a reporter that either lacks the hairpin or, preferably, contains a binding- 
incompetent hairpin mutant in the presence of the tagged RBP. These controls 
ensure that the observed effect on reporter mRNA metabolism is indeed due to RBP 
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recruitment, rather than due to overexpression of the RBP or the RNA-binding moi-
ety in the cell, or the presence of a hairpin in the reporter  per se . Tethering hairpins 
are relatively weak RNA secondary structures which nevertheless may interfere 
with RNA processing or translation, particularly when placed in the 5′ UTR or the 
coding sequence (CDS). A careful tethering study will quantify this effect by com-
paring the activity of the untagged reporter to that of a reporter harboring (a) 
binding- incompetent mutant hairpin(s), before employing the functional tethering 
reporter with the same number of functional tethers [ 14 ]. For tethering assays at the 
5′ UTR, steric hindrance of translational initiation by the presence of a protein, 
presumably independent of its identity, near the cap has been suggested, as increas-
ing the distance between the cap and the tethering site relieved the observed trans-
lational inhibition [ 25 ]. 

 Finally, as is the case with all experiments involving ectopic expression of 
reporter and effector constructs, their relative and absolute expression levels need to 
be carefully titrated so as to maximize specifi c reporter signal, while minimizing the 
risk of artifactual results stemming from their (over-) expression in the cell.  

2.4     Follow-Up  and   Validation 

 Tethering assays rely on engineered and therefore artifi cial RNAs and proteins; 
insights gained from them are therefore only meaningful when confi rmed by alter-
native approaches. As we will see later in this chapter, where we describe examples 
of tethering assay applications, these specifi c approaches depend on the biological 
question; however, they almost always involve investigation of RBP function in the 
context of its natural RNA targets. If endogenous targets are unknown, cross- linking 
immunoprecipitation followed by RNA sequencing (CLIP-seq) [ 26 ,  27 ] in relevant 
cell types might be performed to identify them (see also van Nostrand  et al. , Chap. 
  1    , this Volume). Knockdown of the RBP of interest, followed by global transcrip-
tome analyses or more specialized phenotypic readouts, will provide clues to the 
role of the RBP in cellular homeostasis. Finally, biochemical purifi cation of the 
recruited protein complexes might be used to reveal additional components of the 
effector complex of the RBP [ 16 ].   

3     Tethering Systems 

 Although the bacteriophage MS2 system is the most widely used tethering system 
[ 16 ], several other methods (primarily of bacteriophage origin) are available. In the 
next section, we will discuss the most commonly used systems in detail, together 
with their advantages and drawbacks. Table  3.1  presents a summary of these tether-
ing systems along with their characteristics.
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3.1          MS2   

 RNA bacteriophages are small viruses with an icosahedral shell that are capable of 
infecting bacteria. Their single-stranded RNA genome is roughly 3500 nucleotides 
(nt) long and encodes structural proteins as well as proteins for viral maturation, 
replication and the lysis of their bacterial host. These phages were initially isolated 
from  E. coli , but are also found in other species of bacteria. The role of the coat 
protein is twofold: (1) it is the major structural protein of the viral particles and (2) 
it acts as a translational repressor of the viral replicase. During the late stages of  E. 
coli  infection by the bacteriophage, translation of the replicase gene is repressed due 
to binding of the MS2 coat protein to specifi c sequence elements in the replicase 
mRNA. This interaction has proven in both its affi nity and specifi city to be ideally 
suited for the tethering system. 

 The popularity of the  bacteriophage MS2   (or the closely related R17) tethering 
system tethering system can largely be credited to its physical and functional char-
acteristics: (1) the MS2 coat protein (MCP) is relatively small (14 kDa, 129 amino 
acids) thus reducing its potential to interfere with the function of the fused RBP, (2) 
it binds its 21 nt hairpin (Fig.  3.2a ) with high affi nity (K d  = 10 −9 –10 −8  M) and selec-
tivity, limiting potential off-target binding, and (3) the MS2 hairpin-MCP  interaction 
is well-characterized [ 16 ,  28 ,  36 ]. In addition, mutations in both the MS2 hairpin 
and the coat protein have been identifi ed that increase the interaction affi nity. A 
single U to C substitution in the loop increases binding affi nity by 50-fold over wild 
type (Fig.  3.2b ) [ 36 – 39 ]; this mutant is commonly used in tethering assays. 
Conversely, a mutant lacking the single-stranded (‘bulged’) adenosine within the 
stem essentially abolishes binding activity [ 36 ,  40 ,  41 ] and is sometimes used as a 
negative (recruitment-defi cient) control in tethering assays [ 7 ]. A V29I mutation in 
the MCP modestly increases binding strength to the hairpin (by ~7.5- fold), albeit 
with an apparent commensurate decrease in specifi city [ 42 ].

   Table 3.1    Key characteristics of hairpins and hairpin binding moieties used in tethering assays   

 Name 
 Minimal protein 
size (aa)  Dimer/monomer 

 Hairpin size 
(nt) 

 Dissociation constant 
(K d ) a  (Ref.) 

 MS2  129  Dimer  21  10 −9 –10 −8  M [ 28 ] 
 Λ N  22  Monomer  15  10 −9 –10 −8  M [ 29 ] 
 PP7  127  Dimer  25  ~10 −9  M [ 30 ] 
 TAT/Tar  17  Monomer  28  10 −9 –10 −8  M [ 31 ] 
 IRP  IRP1 889  Monomer  30  10 −12 –10 −11  M [ 32 ] 

 IRP2 964 
 U1A  102  Monomer  29  10 −11 –10 −10  M [ 33 ] 
 Qβ  129  Dimer  20  10 −9 –10 −8  M [ 34 ] 
 GA  129  Dimer  23  10 −9 –10 −8  M [ 35 ] 

   aa  amino acids,  nt  nucleotides,  K   d   equilibrium dissociation constant 
  a For the wild-type interaction  
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   MCPs bind the hairpin as pre-formed dimers, thus recruiting two copies of 
the fused RBP of interest to the tethering site. Bound coat protein dimers inter-
act  cooperatively with one another when tandem arrays of hairpins are present 
[ 43 ]. These properties maximize RBP occupancy but may prevent tight control 
of recruitment. At concentrations above ~1 μM, MCP dimers assemble into sta-
ble capsid-like structures that are not in equilibrium with soluble dimers and do 
not bind RNA, thereby decreasing the apparent affi nity at high capsid concen-
trations [ 40 ]. Given that even moderately abundant endogenous proteins have 
intracellular concentrations in the millimolar range [ 44 ], it is surprising that 
capsid formation does not appear to be a problem in tethering assays, where the 
MCP-RBP fusion protein is usually over-expressed. Mutation screens have 

  Fig. 3.2    Sequences of all mRNA hairpins discussed in this chapter. ( a ) Wild type ( left ) and the 
high affi nity mutant ( right ) of the MS2 hairpin. ( b ) The 15 nt boxB elements of the λ N  system. 
Both versions have been used for tethering and show a similar affi nity for the λ N  protein despite 
the single nucleotide difference. ( c ) and ( d ) The PP7 and TAR hairpins, respectively. ( e ) A canoni-
cal structure of the iron-responsive element (IRE). N denotes base pairs whose nucleotide identi-
ties are not critical for IRP binding. ( f ,  g ,  h ) The hairpins of the U1A, Qβ and GA phages, 
respectively       
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identifi ed MCP mutants that dramatically increase the threshold concentration 
for capsid formation [ 42 ,  45 – 47 ], some without affecting the RNA-binding 
specifi city or affi nity; however, these are no widely used in tethering assays.    

3.2     λ N  

  The bacteriophage  λ   is the most well-characterized of the lambdoid phages, a fam-
ily of bacterial DNA viruses. Upon infection, phage promoters are sequentially 
active, and regulation is mediated by the synthesis of anti-termination proteins. The 
transcriptional repressor  cro  and the anti-terminator  N  are expressed from the pR 
and pL promoters, respectively. In the absence of anti-terminator  N , transcription is 
stopped at the terminator sequences downstream of the N and cro genes (Fig.  3.3a ). 
To activate the anti-termination function of  N  and enable the expression of the 
delayed early genes of the bacteriophage,  N  must bind RNA polymerase at the nutL 
and nutR sites to facilitate read-through at the terminator sequences (Fig.  3.3b ).

   Both the nutR and nutL regions contain two conserved sequence elements of which 
only the boxB element forms a 15 nt hairpin to which protein  N  binds (Fig.  3.2b ) [ 48 ]. 
Upon binding of  N  to the boxB element of nutR and nutL, additional bacteriophage 
and host proteins are recruited to achieve expression of the downstream genes. Since 
its fi rst application for RBP tethering [ 49 ], the λ N /boxB system has gained popularity 
due to the extremely small size of the  N  protein (12.2 kDa), which has been suggested 
to reduce the risk of interfering with the function of the fused RBP [ 19 ]. Of the 107 
amino acids that constitute the  N  coat protein, the 22 residues of the RNA-binding 

  Fig. 3.3    λ N  anti-terminator function. ( a ) The expression of the immediate early genes N and cro. 
The RNA polymerase is released from the DNA at both terminator sequences T L  and T R . ( b ) Read- 
through of the terminators occurs when the  N -protein associates with the RNA polymerase at the 
nutL and nutR sites. This results in the extended transcription into the delayed early genes of 
bacteriophage λ.  P   L   and  P   R   promoter  left  and  right ,  nutL  and  nutR  binding sites for the anti- 
terminator,  T   L   and  T   R    left  and  right  terminator sequences       
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domain are crucial for RNA recognition [ 29 ]. A synthetic peptide consisting of these 
amino acids binds the boxB element with affi nity and specifi city similar to those of its 
full-length counterpart (K d  = 10 −9 –10 −8  M) [ 50 ,  51 ]. Additionally, a triple mutant of the 
peptide (M1G D2N Q4R) with a ~70- fold increased affi nity at physiological monova-
lent cation concentration has been designed [ 43 ] but it is unclear to what extent speci-
fi city is maintained. In contrast to the MCP, the λ N  protein binds its RNA element in 
a 1:1 stoichiometry [ 52 ], and therefore non-cooperatively, which may be advanta-
geous for experiments requiring tight control of target occupancy. Although direct 
comparisons have not been done, it appears that the λ N /boxB system performs very 
similar to the MCP/MS2 system.   

3.3        PP7   

  PP7   is a single-stranded RNA bacteriophage of  Pseudomonas aeroginosa  and is a 
distant relative of the MS2 and Qβ bacteriophages (see below). Similar to MS2, the 
PP7 coat protein is a translational repressor of the viral replicase gene. The PP7 coat 
protein binds its hairpin (Fig.  3.2c ) with a K d  of ~10 −9  M [ 30 ], in line with other 
phage-derived tethering systems; however, the sequence homologies between the 
PP7 and MS2 coat proteins and their RNA hairpins are very limited [ 53 ]. Although 
the PP7 system has been used on its own in standard tethering assays [ 54 ], its 
strength lies in its compatibility with the MS2 system: the PP7 and MS2 coat pro-
teins discriminate against the respective non-cognate hairpin with ~1000-fold spec-
ifi city [ 40 ,  53 ]. This orthogonality of the PP7 and MS2 systems has allowed 
real-time imaging of allele-specifi c transcription dynamics in yeast. In a diploid 
yeast strain, one allele of  MDN1  was tagged with 24 MS2 hairpins in the 3′ UTR, 
the other with 24 PP7 hairpins. Transcripts produced from the two loci were distin-
guished using MCP and PP7 fusions of two different fl uorescent proteins [ 55 ]. 
Similarly, fl uorescence complementation at the site of recruitment of two halves of 
a single fl uorescent protein, tagged with MS2 and PP7 coat protein moieties, 
allowed for reduction in background fl uorescence of unbound probe in live-cell 
RNA localization studies   [ 56 ].  

3.4       Iron Responsive  Protein      (IRP) 

 Iron is essential for life. It is primarily involved in the synthesis of heme and hemo-
globin in erythroid cells of most vertebrates [ 57 ], enabling transport of oxygen 
throughout the body. Both proteins are involved in the uptake (transferrin receptor) 
and storage (ferritin) of iron and are translated from transcripts containing one or 
more iron responsive elements (IREs) in either of their UTRs. These elements con-
sist of roughly 30 nucleotides that are highly conserved in vertebrates, some insects 
and many bacteria, and form stem-loops. A consensus sequence and structure for 
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IREs has emerged and comprises a 6-nt loop motif (5′-CAGWGH-3′, where W = A 
or U and H = A, C or U) that sits atop a 5-nt loop-proximal stem, which itself is sepa-
rated from the distal stem by an asymmetrical bulge that contains an unpaired C 
(Fig.  3.2e ) [ 58 ]. In iron-starved cells, IREs are bound by proteins IRP1 and IRP2, 
which results in translational repression for IREs located in the 5′ UTR or RNA 
stabilization for IREs located in the 3′ UTR. The mammalian transferrin receptor 1 
(Tfr1) mRNA contains fi ve such IREs in its 3′ UTR, while both the ferritin heavy 
(H) and light (L) chain transcripts each contain a single IRE in their 5′ UTRs. Iron 
starvation thus results in (1) the stabilization of the otherwise unstable transferrin 
receptor mRNA and (2) the translational inhibition of both chains of the ferritin 
protein messages [ 59 ]. This causes increased uptake of iron and also minimizes the 
sequestration of iron into ferritin (for a review, see [ 60 ]). Upon repletion of iron, the 
transferrin receptor mRNA is degraded and iron is stored by ferritin (Fig.  3.4 ).

   The iron response protein (IRP) tethering system was fi rst used by the Hentze lab 
[ 49 ]. Similarly to PP7, it is not widely used but its compatibility with other tethering 
systems has enabled recruitment of two different RBPs to two different locations 
within the same reporter. Gehring  et al.  [ 19 ] used such a dual reporter to show that 
a reduction in reporter mRNA levels, observed when λ N -fused UPF3B was tethered 
to its 3′ UTR via fi ve boxB sites, depended on translation – an observation that 
would support UPF3Bb—triggered NMD of the message. To this end, they incor-
porated a single IRE in the 5′ UTR, which allowed recruitment of  endogenous  

  Fig. 3.4    The iron metabolism in humans. ( a ) In iron starved cells, the transferrin receptor mRNA 
is bound by IRP 1 and/or 2 proteins, resulting in the stabilization of the mRNA and thus expression 
of the receptor. The ferritin (responsible for storing iron) mRNA is also bound by IRP1 and/or 2 
and is subsequently repressed by translational inhibition. ( b ) In iron depleted cells, the situation is 
reversed: iron taken up by the cell is stored in ferritin stores, while the transferrin receptor expres-
sion is inhibited by mRNA degradation       
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IRPs. Inhibition of translation by iron depletion in cultured cells harboring the 
reporter restored transcript levels, as expected for an NMD target. In addition to its 
suitability in such duplex (or multiplex) tethering assays, the IRP system’s advan-
tage may lie in the higher affi nity of the IRP proteins for its hairpin (K d  = 10 −12 –
10 −11  M) compared to phage coat protein systems. Although not tested, this high 
affi nity may aid in biochemical purifi cation of co-recruited proteins. On the other 
hand, the IRPs are large; fusing a bulky protein to an RBP might alter its conforma-
tion, or hinder RNA target or protein cofactor binding. A total of 12 mammalian 
mRNAs have been reported to contain IREs, most coding for proteins with known 
roles in iron metabolism [ 59 ], and binding of the to these mRNAs may alter cellular 
gene expression and thereby confound results.    

3.5     Qβ, GA, Tat/TAR, and U1A 

 Here, we briefl y draw attention to four alternative tethering systems that have not 
been extensively utilized in the fi eld; they possess unique and useful features that 
may prove advantageous for certain experimental systems or when multiplexing of 
tethering systems is required. 

   Qβ and GA    .  These are derived from coat proteins of the eponymous bacteriophages 
which, although only distantly related to MS2, show extensive structural similarity 
as well as common features for recognition of their cognate hairpins [ 61 ,  62 ,  63 ]. 
Two mutants of the Qβ coat protein, D91N and Q65H, have shown a higher affi nity 
for its hairpin (Fig.  3.2g ) than wild-type but they also bind the MS2 hairpin more 
effi ciently [ 64 ]. On the other hand, the MCP has a 100-fold greater affi nity for its 
own hairpin than for the GA-associated hairpin (Fig.  3.2h ). In contrast, the GA 
protein binds its own and the MS2 hairpin with the same affi nity [ 65 ]. Given the 
high degree of similarity between the MS2, Qβ and GA systems, the use of MS2 is 
preferred because it is better characterized. 

   Tat/TAR    .  One of the few non-bacteriophage tethering systems is derived from the 
bovine immunodefi ciency virus (BIV). Only 17 amino acids from the BIV Tat 
(transactivator of transcription) protein are necessary to bind the 28-base BIV TAR 
(trans activator response) element (Fig.  3.2d ) with high affi nity (K d  = 10 −9 –10 −8  M) 
[ 66 ]. Wakiyama and colleagues [ 67 ] provided proof-of-principle for the utility of 
this system by showing that tethering to the 3′ UTR of Tat-fused TNRC6B (a mem-
ber of the GW182 family of proteins functioning in microRNA-mediated gene 
repression) via four TAR elements effected a magnitude of reduction in reporter 
activity similar to that seen with λN-fused TNRC6B and a 5x boxB reporter. No 
other groups have since used it for tethering proteins to a reporter, likely due to the 
widespread use of better characterized tethering systems. 

   U1A    .  The N-terminal 100 amino acids, containing one of two RNA recognition 
motifs (RRM), of the human U1 small nuclear ribonucleoprotein (snRNP)-specifi c 
protein U1A (also known as SNRPA), binds with high specifi city and affi nity to a 
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~25 nt hairpin structure (Fig.  3.2f ) in U1 snRNA, called U1A hpII (Fig.  3.2f ). Its 
5′-AUUGCAC-3′ single-stranded loop sequence is critical for binding [ 68 ]. Because 
yeast U1 snRNA lacks this hairpin [ 69 ], the RNA-protein interaction has mainly 
been employed in yeast for tracking subcellular localization of RNA transcripts and 
studying mRNA processing [ 70 – 73 ].   

4     Applications of Tethered Function Assays 

 In what follows, we highlight select publications that illustrate the versatility of 
tethered function assays, as they have been used in virtually all areas of RNA pro-
cessing and RBP research. As we have seen, the development of tethered fl uores-
cent proteins probes for tracking RNA subcellular localization is an active area of 
investigation, and we provide additional examples this extension of canonical teth-
ered function assays. 

4.1     mRNA Stability 

   Poly(A) binding protein    : functional analysis of an essential gene.  A tethering assay 
was fi rst developed by Coller  et al.  [ 1 ] to study the role of the  poly(A)-binding protein 
(Pab1p)   in yeast. Previous studies had shown that  PAB1  is an essential gene and that 
lethality of a  pab1  deletion could be supressed by mutations in in mRNA decay- 
related genes, suggesting that Pab1p protects mRNAs from degradation. However, 
since  PAB1  is essential, genetic studies could not be used to investigate whether 
mRNA stabilization simply required Pab1p’s presence on mRNAs, or whether this 
function was dependent on Pab1p’s interaction with the poly(A) tail. With yeast 
strains expressing non-essential reporters under transcriptional pulse-chase condi-
tions, Coller  et al.  [ 1 ] showed that while Pap1p, when fused to an MCP dimer fusion 
and recruited to reporters via two MS2 hairpins, stabilized both a deadenylated 
reporter mRNA and one that cannot be adenylated (Fig.  3.5 ), it did not affect the 
reporter deadenylation rates [ 1 ]. Thus, Pab1p stabilized mRNAs independent of their 
poly(A) tail, suggesting a very simple model: the poly(A) tail serves as a binding site 
for Pab1p molecules; deadenylation removes these Pab1p sites and upon departure of 
the last Pab1p molecule, RNA degradation is triggered. Using a reporter with a stem-
loop structure in the 5′ UTR that rendered it translation- incompetent, the authors also 
showed that mRNA stabilization by Pab1p requires some aspect of translation. It is 
now well established that the mRNA 3′ end processing machinery and translational 
initiation complexes are physically and functionally and linked [ 74 ].

      Exon junction complex proteins    : linking nonsense-mediated RNA decay to splicing.  
One of the most important mRNA quality control checkpoints in the cell is the 
nonsense-mediated mRNA decay pathway (NMD). In a manner that is dependent 
on prior splicing, exon-exon junctions are marked by deposition of the exon junc-
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tion complexes (EJCs) [ 75 – 77 ], which allow cells to distinguish legitimate stop 
codons from premature termination codons (PTCs) (Fig.  3.6a ). A termination codon 
located more than 55 nt upstream of the last exon-exon junction is sensed as 
premature, subjecting the mRNA to NMD. Lykke-Andersen  et al.  [ 18 ] used a 
human β-globin mRNA tethering reporter to validate candidate human homologs of 
three yeast proteins, termed Up frameshift (Upf) proteins 1–3, which had been iden-
tifi ed through genetic screens as suppressors of a frameshift mutation [ 78 ]. MS2-
based tethering of the candidates to the reporter 3′ UTR circumvented the 
requirement for prior splicing. Using this system, the authors then asked which of 

  Fig. 3.5    Overview of the mRNA stability experiments performed by Coller  et al . [ 1 ] ( a ) By teth-
ering Pab1p to an unstable reporter gene, an increase in stability was observed. ( b ) This example 
is a good illustration of how controls should be included in a tethering assay. In their study, Coller 
 et al . used both tether controls and reporter controls. The tether controls evaluate the effect of the 
tether on the reporter; this is determined by tethering either an MS2 alone or an MS2 protein fused 
to a protein of similar size as Pab1p (Sxl in this case). The reporter controls determine whether the 
observed increase in mRNA stability is the result of the tethering of the protein. This can be 
achieved by using a reporter mRNA without a tether hairpin and/or a reporter with the hairpin in 
the antisense orientation. Adapted from [ 1 ]       
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seven proteins that had been reported as members of a multiprotein post-splicing 
complex were required for linking NMD to splicing via binding to Upf(s) (Fig.  3.6b ) 
[ 79 ]. The RBPs RNPS1 and, to a lesser extent, Y14 (RBM8A) triggered NMD when 
tethered to the reporter 3′ UTR (Fig.  3.6c ) and both interacted with Upf proteins in 

  Fig. 3.6    The tethered function assay used for studying NMD. ( a ) Schematic overview of the 
NMD mechanism. The EJC complex (consisting of eIF4AIII, Y14, MAGOH and BTZ and Upf3) 
recognizes the exon-exon junction between exon 1 and exon 2. Next, the SURF complex (consist-
ing of PIKK (not shown), SMG1, Upf1, eRF1 and eRF3) is recruited to the premature termination 
codon (PTC) and initiates transcript degradation. SMG5, SMG6 and SMG7 are not shown in this 
fi gure. ( b ) The top construct of the panel shows the wild type situation: 2 exons with a stop codon 
downstream resulting in a stable mRNA. The bottom construct illustrates what happens if a PTC 
is present. Upstream of the exon-exon junction, at least 5 proteins bind the mRNA as a complex 
and trigger NMD. ( c ) Tethering each individual protein downstream of a wild type stop codon, to 
the 3′ UTR mimics NMD and therefore, mRNA stabilization by each individual protein of the 
complex can be studied. Protein RNPS1 and to a lesser extent Y14 elicit NMD, while the other 
three proteins (DEK, REF and SRm160) do not alter mRNA stability. From [ 79 ]       
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co-IP assays. It is now known that Y14 is part of the heterotrimeric core EJC, while 
RNPS1 is a member of the EJC-peripheral ASAP effector complex, which links the 
EJC to mRNA quality control pathways and the translational machinery  [ 80 ].

     YTHDF2    : Understanding the mechanism of RNA destabilization by an RNA modifi -
cation reader protein.  Adenosine N6 methylation (m 6 A) has recently been identi-
fi ed as an additional layer of posttranscriptional gene regulation. Members of the 
YTH domain family (YTHDF) of RNA-binding proteins recognize m 6 A in RNAs 
and have been identifi ed as m 6 A binding proteins by affi nity chromatography. Wang 
et al. [ 81 ] used λ N /boxB-based tethering assays to investigate the outcome of forced 
recruitment of a YTHDF2 construct lacking its C-terminal RNA-binding domain, to 
a reporter mRNA containing fi ve boxB hairpins in its 3′ UTR. They observed a 
reduced steady-state level and shorter poly(A) tail of the YTHDF2-bound reporter. 
These fi ndings, along with results from knockdown and immunocytochemistry 
experiments led them to propose that YTHDF2 targets m 6 A- containing mRNAs to 
sites of RNA decay, such as processing bodies.  

4.2     Translation 

   eIF4F     complex: function of core translation initiation factors.  Translation initia-
tion is the rate-limiting step in translation and thus most translational regulation 
occurs at this stage. In cap-dependent translation, the cap-binding complex eIF4F, 
consisting of eIF4E, -G and -A, recruits a preassembled 43S ribosomal preinitia-
tion complex (PIC), which then scans the mRNA 5′ end for a start codon. It is now 
known that eIF4E recognizes the cap and binds to eIF4G, which in turn recruits the 
PIC via interacting with eIF3, a component of the PIC [ 74 ]. Tethered function 
assays proved invaluable in dissecting the roles of the eIF4F complex subunits. In 
a study that pioneered the use of both λN/boxB and IRP/IRE tethering systems, the 
Hentze lab showed that forcible recruitment, to the intercistronic space of a bicis-
tronic reporter, of an eIF4GI mutant lacking the eIF4E binding domain supported 
translation of the downstream cistron [ 49 ]. Similar results were obtained with an 
eIF4E mutant lacking the cap binding domain, but not with eIF4E lacking the 
eIF4G binding domain or with full-length eIF4A [ 49 ]. These studies showed that 
eIF4G and eIF4E are suffi cient for translational initiation in the absence of cap 
binding. The failure of tethered eIF4A to promote translation was attributed to the 
fact that this helicase might require fl exible association with the RNA, which teth-
ering—trivially—prevents. As described above, this fi nding underscores the limi-
tations of tethered function assays for helicases. 

   AGO2    : mechanism of microRNA-mediated    gene silencing    .  microRNAs (miRs) and 
endogenous siRNAs are important regulators of transcription and translation. Both 
classes are found in RNA-protein complexes at their target mRNAs with GW182 
and Argonaute (Ago) proteins at their core [ 82 ], which recruit additional factors to 
form the RNA-induced silencing complex (RISC) [ 83 ]. In a series of tethered func-
tion assays using a λN/boxB-based luciferase reporter, the Filipowicz and Izzauralde 
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labs elucidated the roles of RISC and accessory components in gene silencing and 
shed light on its molecular mechanism [ 17 ,  84 ,  85 ] (Fig.  3.7a ). Tethering of AGO1, 
AGO2, AGO4 and GW182—but not HIWI (PIWIL1), a Paz and PIWI domains 
protein like Ago proteins—to the 3′ UTR of a luciferase reporter via the λN/boxB 
system reduced luciferase activity in a manner dependent on the number of boxB 
elements (Fig.  3.7b ), but not their position within the 3′ UTR. Upon siRNA-medi-
ated depletion of GW182, but not of AGO2, repression of an AGO1- tethered 
reporter was partially relieved. These simple assays provided fundamental insights 
into mechanism of miRISC-mediated silencing and provided the groundwork for 
many later in fi ndings from global analyses, such as the additive effect of multiple 
miRs bound to target mRNAs, the functional redundancy of AGO1 and AGO2, and 
the importance of GW182, which is now known to interact with PABP and deade-
nylase complexes. They also provided the fi rst insights into the contribution of both 
mRNA degradation and translational inhibition to miR-mediated gene silencing.

     TYF    : molecular mechanism of PER translational stimulation.  Tethered function 
assays have played a central role in appreciating posttranscriptional mechanisms in 
controlling of circadian rhythms. The product of the  Drosophila  gene 24 (TYF) was 
identifi ed in a mutation screen to be necessary for robust behavioral rhythms in 
pacemaker neurons. Lim et al. [ 8 ] observed that the core circadian clock protein 
PERIOD (PER) depended on the expression of TYF, which had no known func-
tional domains. To understand if TYF acts transcriptionally or post- transcriptionally, 
they employed tethering assays in transfected  Drosophila  cells and, notably, in 
translation-competent  Drosophila  cell-free extracts. Here, a recombinant MCP- 
tagged C-terminal fragment of TYF robustly upregulated translation of an  in vitro  
transcribed luciferase mRNA reporter harboring six MS2 hairpins in its 3′ 
UTR. Co-IP of PABP and eIF4E with TYF and polysome profi ling studies further 
corroborated a role for TYF in promoting translation [ 86 ]. Co-IP and mass- 
spectrometry studies further identifi ed ATAXIN-2 (ATX2) as a TYF interactor; 
tethered ATX2 stimulated reporter activity similar to TYF. These results revealed a 

  Fig. 3.7    Studying mRNA translational inhibition by Ago protein via a tethering assay. ( a ) 
Downstream of a reporter gene, 1–5 BoxB elements are inserted. By fusing the 22 N-terminal 
amino acids of the λ N protein to the Ago2 protein, Ago2 can be tethered to the reporter and inhibit 
translation. ( b ) This graph illustrates that increasing the number of boxB elements in the 3′ UTR 
of an mRNA proportionally decreases translation. From [ 17 ]       
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central role for ATX2, an RNA-binding protein whose human homolog is impli-
cated in neurodegenerative disease, in controlling circadian timing at the posttran-
scriptional level (see also Benegiamo  et al ., Chap.   5    , this Volume).  

4.3     Pre-mRNA Splicing 

    SR proteins    : functional dissection of RBP domains in cell-free extracts.  Graveley 
and Maniatis [ 7 ] were the fi rst to report the use of tethering assays to study splicing 
and used them to dissect the roles of individual RBP domains.  Serine/arginine (SR) 
proteins   are essential components of the intronic splicing machinery. They are 
bipartite RBPs with one or two RRMs, critical for RNA-binding [ 87 ,  88 ], and one 
arginine/serine-rich (RS) domain necessary for SR protein function [ 89 – 93 ]. They 
regulate constitutive splicing by interacting with components of the basic splicing 
machinery but are also involved in the regulation of alternative splicing events. 
Splicing enhancers located downstream of the regulated intron can be bound by SR 
proteins, which enhances splicing of the upstream intron [ 87 ,  94 ]. If placed down-
stream of an intron, SR binding sites can function as splicing enhancers by recruit-
ing basic components of the splicing machinery. In order to test whether the ‘general’ 
and ‘regulatory’ functions of SR proteins can be uncoupled, Graveley and Maniatis 
[ 7 ] constructed three  in vitro  transcribed mRNA reporters consisting of enhancer-
dependent introns with a single MS2 hairpin replacing the downstream splicing 
enhancer (Fig.  3.8a ). Using recombinant proteins consisting of the RS (Arg/Ser-
rich) domains of the SR proteins SF2/AF (SFRS1), SC35 (SRSF2), and 9G8 
(SRSF7) and the MCP, alternative splicing was observed in HeLa cell nuclear 
extracts (which contain endogenous SR proteins), indicating that the splicing 
enhancer function of RS domains is separable from their RNA-binding domains. 
However, these hybrid proteins were not able to substitute for endogenous SR pro-
teins; in extracts lacking the latter, purifi ed SR proteins were required to observe 
splicing. The authors thereby showed that the functions of SR proteins in the basic 
splicing reaction are separable from their role as splicing enhancers  [ 7 ].

     TRA2    : investigation of context-dependence of splicing factor binding.  In addition to 
their role as splicing enhancers, certain SR proteins and related factors can act as 
splicing repressors. For example, the SR-related protein TRA2 binds an intron 
(termed M1) within its own pre-mRNA and promotes M1 retention [ 95 ]. In order to 
investigate the requirements for splicing repression by TRA2 in cell-free extracts, 
Shen and Mattox [ 96 ] tethered TRA2 to two different locations within an M1 intron 
reporter and found that both caused intron retention, while exonic positioning 
downstream of the 3′ splice site supported splicing activation. TRA2 domain analy-
ses using these reporters showed that the C-terminal RS domain (RS2) was suffi -
cient to cause activation (in exonic placement), while repression (in intronic 
placement) required an intact RRM. These results indicated that TRA2’s functions 
in splicing are context-dependent and likely mediated by recruitment of distinct 
effector complexes by separable regions of TRA2. 
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   RBFOX1    : identifi cation RBP-recruited effector complexes.  Sun  et al.  [ 97 ] investi-
gated the mechanism of RBFOX1-mediated splicing activation and repression by 
tethering this alternative splicing factor to different sites on a reporter minigene. 
Members of the RBFOX family of proteins control exon inclusion and exclusion in 
a position-dependent fashion: they promote exon inclusion when bound downstream 
of an alternative exon, and exon exclusion when bound upstream [ 98 ,  99 ]. In order to 

  Fig. 3.8    Overview of two different tethering approaches for studying splicing events. ( a ) The 
reporter construct contains two exons fl anking an enhancer-dependent intron. Downstream of exon 
2, an MS2 hairpin replaces the endogenous enhancer sequence. The RS domains of three different 
SR proteins are tethered to the reporter, resulting in the splicing of the intron. From [ 7 ]. ( b ) The 
 SMN2  reporter construct used by Sun  et al.  Exons 6 and 8 of the  SMN2  locus are fl anking the 
alternative exon 7 (the alternative exon in the fi gure). The hairpin is located in the intron down-
stream of the alternative exon. Tethering RBFOX proteins to the reporter resulted in the retention 
of the alternative exon. From [ 97 ]       
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understand the molecular mechanism underlying this context-dependent regulation, 
Sun  et al.  [ 97 ] tethered domains of the RBFOX1 protein to a single MS2 hairpin 
located in introns downstream and upstream of alternative exon 7 of the  SMN2  gene, 
which is devoid of natural RBFOX binding sites in this region (Fig.  3.8b ). While the 
Ala/Tyr/Gly-rich C-terminal domain of RBFOX1 was suffi cient for exon inclusion in 
the downstream confi guration, both the C-terminal domain and the central 
RNA RRM domain were required for exon skipping in the upstream confi guration. 
Co-immunoprecipitation (co-IP) studies using the C-terminal domain as bait identi-
fi ed several proteins, including the RBP hnRNP H1 and the signalling protein TFG. 
siRNA-mediated depletion of either protein reduced exon inclusion and exclusion of 
endogenous RBFOX targets, confi rming their role in RBFOX-mediated control of 
alternative splicing. This study highlights the utility of tethering assays in shedding 
light on the identities of effector complexes recruited by RBPs.  

4.4     RNA Transport and Localization 

    She2p    : control of  ASH1  mRNA traffi cking.  One of the best examples illustrating the 
use of tethering systems in the study of mRNA localization is the yeast  ASH1  
mRNA, whose CDS and 3′ UTR contain a total of four  cis -acting localization ele-
ments. During late anaphase,  ASH1  mRNA is localized to the bud tip and sorted to 
the nucleus of the daughter cell, where its protein product inhibits mating type 
switching [ 100 ,  101 ]. Genetic studies identifi ed fi ve genes,  SHE1-5 , essential for 
Ash1p sorting, three of which were known or hypothesized to encode proteins 
involved in organization of the actin cytoskeleton ( SHE4  and  SHE5/BNI1 ) or 
encode a type V myosin ( SHE1/MYO4 ). Long et al. [ 102 ] investigated the role of 
the remaining two She proteins. Tethering She3p in a  she2  deletion strain was suf-
fi cient to induce localization to the bud tip, as judged by fl uorescence  in situ  hybrid-
ization (FISH). Since electrophoretic gel mobility shift assays showed that She2p 
has binding activity to one of the localization elements, and She2p and She3p inter-
acted in a yeast two-hybrid assay, the authors to proposed that She2p directly binds 
to the  ASH1  transcript’s localization elements factors and associates with a She3p/
Myo4p complex to transport  ASH1  mRNA along actin fi laments. A schematic over-
view of this system can be found in Fig.  3.9a, b . 

   ASH1  and β-actin mRNAs:      monitoring cytoplasmic transport of RNAs.  An adapta-
tion that naturally follows from tethered function assays is the use of forcibly 
recruited fl uorescent proteins to visualize the transport and identify the subcellular 
localization of tagged RNAs (Fig.  3.9c ). In contrast to FISH, this approach allows 
real time (live-cell) imaging of RNAs and facile detection of their co-localization 
with proteins. FISH requires fi xed (dead) cells and it is often diffi cult to identify 
conditions under which both probe hybridization to the RNA and antibody binding 
to (a) protein(s) of interest are effi cient and specifi c.  ASH1  mRNA was the fi rst 
RNA to be visualized [ 103 ]: GFP fused to a high-affi nity mutant of the MCP was 
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used to track  ASH1  mRNA tagged with six repeats of the MS2 hairpin. The chime-
ras were expressed from plasmids in yeast strains deleted for either one of the fi ve 
 SHE  genes, which allowed the dissection of the roles of the She proteins in forma-
tion of the  ASH1  mRNA transport complex, its spatial dynamics within the cell, and 
its anchoring at the bud tip upon arrival. Advances in fl uorescence imaging and 
image analysis have since allowed the visualization of single RNA molecules, per-
haps culminating in the ability to track individual transcripts expressed from their 
endogenous locus in mammalian cells. Lionnet et al. [ 9 ] isolated primary embry-
onic hippocampal neurons from a mouse strain engineered to express β-actin mRNA 

  Fig. 3.9    mRNA localization studies by tethered function assay. ( a ) The  cis -acting element strad-
dling the CDS and 3′ UTR of the  ASH1  gene is bound by She2p, which recruits She3p and She1p 
to the complex. She1p binds to the actin fi lament and localizes the mRNA to the bud tip. ( b ) The 
experiment performed to demonstrate that She2p is the natural tether to the ASH1 mRNA. When 
She3p is tethered to the reporter, it causes localization of the mRNA in the absence of She2p. ( c ) 
MCP-GFP fusions can be used to study the localization of an MS2-tagged mRNA of interest in the 
cell. Of course, other tethering systems can be used for this approach. From [ 103 ]       
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tagged with 24 MS2 hairpins from both alleles. Expression of a fusion protein con-
sisting of yellow fl uorescent protein (YFP), a nuclear localization signal, and the 
MCP from a lentiviral vector allowed to follow the motions of single β-actin con-
taining particles. The use of nuclear localized YFP coat protein fusion protein and 
the large number of MS2 hairpins were required to overcome the fl uorescence back-
ground from free (non-RNA bound) YFP fusion protein in the cytoplasm. Certainly, 
a future challenge will be the application of this approach to less abundant tran-
scripts, and the study of mRNA transport dynamics in living organisms. 

  Monitoring    nucleocytoplasmic transport     of RNAs.  A similar approach allows 
monitoring the nucleocytoplasmic transport of single mRNP complexes. Mor  et al.  
[ 104 ] generated inducible gene constructs encoding fusions between a green or blue 
fl uorescent protein and portions of the human dystrophin gene. The constructs also 
specifi ed 24 MS2 hairpins in the 3′ UTR of the chimeric transcripts. Upon stable 
expression in mammalian cells, transcripts were detected by transient expression of 
a plasmid encoding an MCP fused to a red fl uorescent protein. In this manner, both 
the transcript and its protein product could be detected simultaneously and in real 
time. These experiments showed that mRNP transport to the nuclear pore complex 
occurs on the minute time scale, consistent with passive one-dimensional diffusion 
along chromatin channels. In contrast, export is rapid (within 0.5 s), indicating 
active transport, and is not rate-limiting. This study has enabled signifi cant insights 
into fundamental aspects of nucleocytoplasmic transport of a model mRNA, which 
can now be extended to the investigation of the function of endogenous genetic ele-
ments, such as sequence motifs in UTRs and introns, in this process.   

5     Conclusions and Outlook 

 Tethered function assays are conceptually simple experiments for rapid functional 
determination of the effect of a specifi c RBP on the metabolism of a reporter 
mRNA. As we have seen, they have been instrumental in all areas of RNA research, 
where they continue to be employed for the functional dissection of RBP domains 
and the protein complexes they recruit, and for understanding how the function of 
an RBP depends on where in a target RNA it is recruited. Of course, validation of 
tethering assay results by other means is always necessary since the method relies 
on artifi cial reporters, which are often ectopically over-expressed from minimal 
constructs lacking gene features deemed non-essential for the readout of interest. 
This reductionist approach has nevertheless been useful because it dissects RNA 
processing events and thus allows the study of the impact of a given RBP on a single 
event in isolation. In reality, however, RNA processing events are highly interde-
pendent, and so the absence of an RBP effect in a tethering assay for a given process 
does not necessarily exclude a role for that RBP in this process. For example, the 
deposition of EJCs, which requires splicing, stimulates translation [ 105 ], so the 
intronless reporters typically used for interrogating RBP effects on translation will 
not identify RBPs that may affect translation via modulating EJC function. Tagging 
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of genes at their endogenous genomic loci at scale, now facilitated by CRIPSR/
Cas9 genome editing technology, will enable tethering assays that are sensitive to 
such ‘reach-through’ effects of RBPs, while at the same time approximating expres-
sion levels and processing pathways of natural mRNAs. 

 More recently, the standard tethering method has been adapted for live-cell track-
ing of RNAs; although other systems are being developed [ 106 ], it is the only 
approach widely used for real-time imaging of RNAs at the single-molecule level. 
Here, a superior next-generation approach would have to combine the sensitivity of 
detection afforded by tandem arrays of hairpins, while simultaneously overcoming 
the need for such tags in the fi rst place. A related application in which tethering tags 
may feature very prominently in the future—again facilitated by CRISPR/Cas9—is 
their use as affi nity tags for identifi cation of proteins and nucleic acids in complex 
cellular RNP structures. Many complex macromolecular assemblies in the cell—
including nuclear bodies such as Cajal bodies, speckles and paraspeckles [ 107 ]—
harbor hallmark RNA molecules that may be harnessed, when tagged with boxB or 
MS2 hairpin tethers, as baits for the biochemical isolation of interacting protein com-
ponents, RNAs, and chromatin domains, via affi nity purifi cation on λ N  peptide or 
MCP columns. An analogous approach termed RNA affi nity purifi cation (RAP) used 
immobilized oligonucleotides that hybridize to Malat1, a non-coding RNA specifi c 
to nuclear speckles, and identifi ed RNAs and chromatin associated with these bodies 
[ 108 ,  109 ]. A tethering method in place of an antisense approach may allow purifi ca-
tion under more physiological or more stringent conditions, or at higher yields. 

 As more and more RBPs are appreciated as playing central roles in disease- 
related cellular processes [ 110 ], interest in elucidating RBP function and targets is 
increasing accordingly (see also Hattori  et al. , Chap.   7    ; Bejar, Chap.   9    ; and Fan and 
Leung, Chap.   11    ; all this Volume). Tethering assays will facilitate identifi cation of 
these functions, while CLIP-seq approaches [ 26 ,  27 ] will provide the means to elu-
cidate RBP mRNA targets. The combination of both approaches will help uncover 
if and how the lifecycles of specifi c RNAs are perturbed when their bound RBPs 
carry disease-relevant mutations. Clearly, such an approach would require parallel 
functional interrogation of these RBPs with a battery of tethering reporters—both 
published and newly developed—that inform on different aspects of RNA metabo-
lism. The ability to conduct tethering assays at scale will also elucidate the effect of 
specifi c combinations of RBPs, particularly those with known opposing roles in a 
given process. Such multiplex assays are already possible because several tethering 
systems, for example the λ N /boxB and MCP/MS2 systems, are orthogonal. It is 
clear that tethering assays will remain at center stage in RBP research, empowered 
by genome editing to create physiologically relevant reporters, and by RNA-seq 
methods to validate their fi ndings.     
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    Chapter 4   
 Single Molecule Approaches in RNA-Protein 
Interactions                     

       Victor     Serebrov      and     Melissa     J.     Moore     

    Abstract     RNA-protein interactions govern every aspect of RNA metabolism, and 
aberrant RNA-binding proteins are the cause of hundreds of genetic diseases. 
Quantitative measurements of these interactions are necessary in order to under-
stand mechanisms leading to diseases and to develop effi cient therapies. Existing 
methods of RNA-protein interactome capture can afford a comprehensive snapshot 
of RNA-protein interaction networks but lack the ability to characterize the dynam-
ics of these interactions. As all ensemble methods, their resolution is also limited by 
statistical averaging. Here we discuss recent advances in single molecule techniques 
that have the potential to tackle these challenges. We also provide a thorough over-
view of single molecule colocalization microscopy and the essential protein and 
RNA tagging and detection techniques.  
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1         Introduction 

 Ask any RNA scientist about his or her favorite molecule of life, and they (we included) 
could go on for hours about their/our fascination with RNA. RNA is a remarkably 
versatile biopolymer that, owing to a few key peculiarities of its chemical structure, 
can carry out nearly all the fundamental functions required for life: conveying 
genetic information, catalyzing chemical reactions and scaffolding macromolecular 
assemblages. Presumably, this multitude of functions made primitive life possible 
in the primordial RNA world. From the standpoint of highly evolved, protein-based 
modern organisms, however, there are remarkably few things that RNAs are now 
allowed to do on their own in their “naked” state. Instead, from the moment of their 
creation by an RNA polymerase until their demise at the hands of endo- and exo-
nucleases, RNA molecules are almost continually “clothed” in proteins. Such RNA- 
binding proteins (RBPs) serve as key points of contact with the many cellular 
machineries vying for interaction with the underlying RNA [ 1 ,  2 ]. Some RBPs are 
tight-fi tting and not easily shed, while others are more akin to readily exchangeable 
outerwear that can be tailored to suit the changing environment. Pre-mRNAs, for 
example, are co-transcriptionally clothed in proteins that direct their splicing and 
polyadenylation. While much of this clothing is shed along with the introns in the 
nucleus, the resultant mRNP is shipped to the cytoplasm outfi tted with nuclear cap- and 
poly(A)-binding proteins and a tight-fi tting undercoat of  exon-junction complexes 
(EJCs)   that help anchor in place a plethora of sequence- specifi c RBPs [ 3 ]. Once in the 
cytoplasm, mRNAs undergo dramatic wardrobe changes as the nuclear cap- and 
poly(A)-binding factors are replaced with their cytoplasmic counterparts, and the fi rst 
round of translation strips off any proteins (including EJCs) associated with the open-
ing reading frame. Translation effi ciency is modulated by yet other RBPs bound to the 
UTRs. If a fault in translation is detected, due to a premature or absent stop codon or 
an obstruction in the ORF preventing ribosome read-through, then a specifi c decay 
pathway is activated via association with even more RBPs [ 4 – 6 ]. 

 Even this exceedingly sketchy depiction of mRNP dynamics is suffi cient  to   
illustrate two of the main principles governing RNA-RBP interactions. The fi rst prin-
ciple is that an RNA’s metabolism can be almost entirely described in terms of its 
associated RBPs. Since RNA function is largely mediated by its complement of 
bound proteins, RNP composition closely refl ects the cellular process in which the 
RNA is engaged at any given time. For instance, the set of RBPs associated with an 
mRNA being actively translated will be consistent with polyribosomes, whereas 
those associated with a translationally silent mRNA will more likely characterize 
processing bodies or stress granules. Therefore, measuring and understanding the 
RNA-RBP interactome and how it changes in normal and diseased states is key if we 
are to fully understand the overlying cellular processes. Remarkably, recent mRNA 
interactome studies have identifi ed >1500 different RBPs in human cells that interact 
directly with polyA+ RNA, a number refl ecting the extreme complexity mRNA 
synthesis, function and decay. Mutations in a subset of these RBPs are linked to over 
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200 human diseases [ 7 ,  8 ], with neurological disorders, muscular atrophies, and can-
cer having the strongest documented ties to RBP malfunction [ 9 ,  10 ]. 

 The second principle is that the RNA-protein  interactome   must be highly 
dynamic to keep up with the speed of cellular processes. In humans, the average 
mRNA half-life is a few hours, whereas in budding yeast it’s only ~20 min. These 
numbers provide the fl oor for rates of mRNA interactome dynamics. The ceiling, 
however, is orders of magnitude faster. For instance, the entire time required for 
pre-mRNA maturation in the nucleus and export to the cytoplasm can be just a few 
minutes [ 11 ], and mRNAs subject to nonsense-mediated decay can have cytoplas-
mic half-lives of <1 min [ 12 ]. Within these short timeframes, many complicated 
processes must be initiated and completed, meaning that capturing the full dynam-
ics of RNA-protein interactomes requires methods with time resolutions ranging 
from minutes down to fractions of seconds. 

 If we are to gain a systems level understanding of RNA-protein interactions, 
appropriate tools are needed to probe both RNP structure and RNP dynamics. 
Modern methods of interactome capture based on RNA-protein crosslinking fol-
lowed by the mass spec identifi cation of crosslinked proteins can provide a nearly 
complete snapshot of proteins bound to a starting pool of RNA molecules [ 7 ,  8 ]. 
Deep sequencing can also provide a transcriptome-wide picture of the exact sites of 
RNA-protein interaction [ 13 ]. Finally, recent development of robust methods for 
purifying endogenous RNPs now makes it possible to identify all the interaction 
partners of a single RNA of interest [ 14 ]. Together, these tools are rapidly expand-
ing our knowledge of RNP parts lists and how the parts are distributed along  RNA 
  molecules. All such methods, however, rely on chemical or UV crosslinking to 
stabilize RNA-protein complexes. As crosslinking effi ciencies can vary widely for dif-
ferent types of proteins, they may be a source of considerable bias that is exceedingly 
diffi cult to account for [ 13 ]. Further, structure-based methods cannot easily capture 
interaction dynamics. In addition to their relatively poor time resolution, the statistical 
averaging inherent to any ensemble technique makes it near impossible to decipher 
how different RBPs interact with one other within the context an intact RNP. 

 In this chapter, we discuss the advantages of direct single molecule imaging 
methodologies as applied to analysis of RBPs binding to RNA. We will overview 
basic principles, instrumentation and types of data that can be acquired. We will 
then cover our method of choice— Colocalization Single Molecule Microscopy 
(CoSMoS)  —in more detail, as well as provide an in depth overview of the neces-
sary protein and RNA labeling methodologies. As of this writing (late 2013) these 
methods have been applied to RNA-protein interactions either in completely recom-
binant, purifi ed systems or in complex cell extracts [ 15 – 21 ]. But recent advances in 
single molecule imaging in live cells have already afforded the fi rst glimpses at 
RNA-protein interactions at the single molecule  level    in vivo  [ 22 – 26 ], and the same 
basic principles and considerations that we discuss here should be applicable to  in 
vivo  analyses as well. When combined with the structural data discussed above, the 
dynamics data provided by single molecule analysis hold the promise of providing 
a holistic picture of RNP metabolism.  

4 Single Molecule Approaches in RNA-Protein Interactions
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2     Single Molecule Investigation of RNA-Protein Interactions 

 Although the fi eld of single molecule biology is less than two decades old, single 
molecule techniques have already had a phenomenal impact on our understanding 
of biological systems and have fi rmly established themselves as an irreplaceable 
means of research. Here, we focus on their advantages in comparison with tradi-
tional “bulk” or “ensemble” approaches. 

2.1     Why Look at Single Molecules? 

 A   fundamental limitation of any  technique   that lumps  together   many molecules is 
that all measurements are subject to ensemble averaging, in which information 
about individual molecules is lost and replaced with a statistical average from which 
a mechanism can only be inferred, not directly observed. Due to such averaging, the 
fi eld of chemical kinetics is a purely deductive one in which reaction schemes can-
not be proven but can only be disproved. That is, different reaction mechanisms that 
produce identical kinetics cannot be distinguished. Further, many steps and branches 
are often undetectable. For consecutive reaction steps, only the slowest, rate- 
limiting step(s) will control the overall reaction rate. In a reaction with branched 
pathways where one branch is signifi cantly faster than all others, the fastest process 
will largely determine the overall reaction kinetics and there may be no clear evi-
dence of any slower, lesser-used pathways. 

 The problem of ensemble averaging is particularly challenging for the highly 
complex molecular mechanisms underlying most biological systems. For instance, 
molecular motors, such as polymerases, helicases, kinesins, myosins, dynein, the 
ribosome and other translocating enzymes, follow intricate kinetic mechanisms 
that may involve stochastic and systematic pausing, backtracking, slipping, direc-
tionality and rate switching, and other complex behaviors [ 27 – 29 ]. Single mole-
cule techniques have revolutionized the fi eld of molecular motors by enabling 
direct observation of these mechanistic features, many of which are completely 
hidden in traditional ensemble methods. Other important aspects of biological 
macromolecules are their dynamic and static heterogeneity [ 30 ].  Dynamic hetero-
geneity   is a type of molecular memory leading to spontaneous fl uctuations of activ-
ity by individual molecules [ 31 ]. Even modest enzymes with generally simple 
reaction mechanisms such as cholesterol oxidase have been shown to exhibit vari-
ous degrees of dynamic heterogeneity [ 32 ].  Static heterogeneity   implies that in 
each population of macromolecular species a fraction of molecules are completely 
inactive or have altered properties. Static heterogeneity may refl ect either inherent 
heterogeneity such as incomplete post-translational protein modifi cation or incom-
plete DNA methylation, or result from a multitude of spontaneous decay processes 
such as chemical modifi cation (e.g., redox conversion of cysteine to cystine), 
chemical or enzymatic chain scission, or conformational changes (e.g., misfolding). 
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Because single molecule methods monitor individual molecules and measure their 
properties directly, these altered or damaged populations can be easily discovered, 
and either accounted for or simply excluded from the analysis. 

 Some of the most fundamental questions regarding RNA-protein interactions 
center around the comings and goings of different proteins from a single RNA species. 
Figure  4.1  shows three simulations of single molecule trajectories for equilibrium 
binding of two RBPs to the same RNA molecule. In all three cases, the green and 
red proteins are bound roughly 1/3 and 2/3 of the time, respectively. Traditional 
ensemble assays can measure the equilibrium binding of both proteins and deter-
mine their relative affi nities (or dissociation constants; K d ). In all cases shown, such 
analyses would correctly conclude that the red protein binds about twice as tightly 
as the green one. Due to statistical averaging, however, these assays will fail to 
reveal the different modes of protein binding, and therefore miss key aspects of the 
underlying mechanisms. Some of these aspects, such as mutual exclusivity or posi-
tive cooperativity, can be deduced from additional ensemble experiments, but to do 
this properly one needs to perform numerous titrations that are not always possible 
(e.g., when the sole source of both proteins is a single whole cell extract). If instead 
a single molecule technique that can detect individual interaction events were used, 
it would immediately be clear from just one experiment that the binding of the two 
proteins is completely uncorrelated in case A, that their binding is competitive and 
mutually exclusive in case B, and that binding of one protein is necessary to stabilize 
binding of the other in case C. Although only two colors are used in this illustration 
(which is an example of a two-color CoSMoS experiment, see below), four reaction 

unbound

bound

A B C

time

RNA

  Fig. 4.1    Examples of single molecule trajectories showing various binding modes for two RBPs 
binding to the same RNA target. ( a ) uncorrelated binding; ( b ) mutually exclusive binding; ( c ) co- 
operative binding. The three examples illustrate different scenarios where binding of one protein 
is affected by binding of another protein. In the example ( a ), neither protein’s binding affi nity is 
affected by the presence of the other. These proteins therefore exhibit no cooperativity. Example 
( b ) shows the extreme case of mutual exclusivity (negative cooperativity), where binding of one 
protein is prohibited if the other protein is already present. In example ( c ), binding affi nity of one 
protein is increased when the other is already bound. In the most extreme case of such positive 
cooperativity, binding of one component can only occur after arrival of the other component; this 
results in highly ordered binding       

 

4 Single Molecule Approaches in RNA-Protein Interactions



94

species exist: “naked” RNA, RNA with red protein bound, RNA with green protein 
bound, and RNA with both proteins bound. These distinct modes of protein binding 
can only be resolved if (1) all of these species are measured over time and (2) on 
the same RNA molecule. This is the sole domain of single molecule microscopy. 
Thus, this one simple example easily illustrates the many advantages of single mol-
ecule observation over traditional ensemble analyses.  

2.2        Using Fluorescence Microscopy for Single 
Molecule Imaging 

    The most common way to  visualize      individual protein  molecules   is to make them 
fl uorescent and observe them using a fl uorescence microscope. Because a single 
fl uorescent dye or protein is an extremely dim light source, a number of specialized 
approaches have been developed to gain a suffi ciently high signal-to-background 
ratio for single molecule imaging. In general, this is achieved by increasing fl uoro-
phore brightness and/or reducing background fl uorescence [ 33 ]. Although a fl uoro-
phore’s fl uorescence yield is largely determined by its chemical structure, the number 
of photons (and therefore the signal) that can be extracted from a single dye is greatly 
improved by oxygen scavenging systems that eliminate the reactive oxygen species 
largely responsible for photodestruction processes [ 15 ,  34 ,  35 ]. Additionally, triplet 
state quenchers greatly minimize formation of long-lived non- fl uorescent triplet states 
that result in dye blinking. Such quenchers therefore increase overall dye brightness 
[ 36 ,  37 ]. Finally, new brighter, more photostable and virtually pH-insensitive fl u-
orescent dyes have been introduced in the last decade and are now commercially 
available, notably the AlexaFluor and DyLight families of dyes. 

 A number of illumination techniques have been developed that aim to limit illu-
mination to a very small volume, and therefore reduce the out-of-focus fl uorescence, 
which is a major drawback of traditional widefi eld illumination (Fig.  4.2a ). In the 
widefi eld setup, the entire specimen thickness (or solution) is illuminated and pro-
duces fl uorescence that is collected by the microscope objective. The bright out-of-
focus fl uorescence becomes a fl uorescent background that makes detection of a 
single fl uorophore all but impossible. One way to minimize this background fl uores-
cence is to reject it using a narrow aperture (a pinhole) for both the excitation and 
emission light, a technique known as confocal microscopy (Fig.  4.2d ).  Scanning 
confocal microscopy   is widely used for cell imaging. Because a pinhole is used in the 
emission path, however, the confocal setup collects only a small fraction of fl uores-
cence emission resulting in a relatively low sensitivity not suitable for single fl uoro-
phore imaging. Notable exceptions are the non-imaging techniques such as 
fl uorescent correlation and cross-correlation spectroscopy (FCS and FCCS). In 
FCS and its variants, the emission fl uorescence from the entire confocal volume (<1 
femtoliter, or 10 −15  L) is measured by an avalanche photodiode, followed by analyses 
of temporal autocorrelation or cross-correlation.
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   Building on advances in nanofabrication, one of the latest developments takes 
advantage of the behavior of light when it is physically confi ned to a space smaller 
than its wavelength.  Zero-mode waveguides (ZMWs)   are nanofabricated wells hold-
ing mere zeptoliters (10 −21  L) in a ~100 nm thick aluminum fi lm deposited on a 
microscope slide (Fig.  4.2e ). The well diameter is ~50 nm, smaller than the 
 wavelength of visible light; excitation light cannot propagate in a channel this narrow 
so instead quickly decays within a few tens of nanometers of the glass surface [ 38 ]. 
Because of the extremely small illuminated volume, the background fl uorescence is 
low enough to image a single fl uorescent dye inside a ZMW well even when the solu-
tion above the well contains ~50 μM fl uorescent molecules. For comparison, in 

  Fig. 4.2    Illumination and imaging schemes used in cell and single molecule imaging. ( a ) 
Conventional widefi eld confi guration illuminates the entire specimen thickness, making it unsuit-
able for single molecule imaging due to high levels of fl uorescent background. TIRF ( b ) and HILO 
( c ) are two illumination techniques that aim to restrict the illuminated volume in order to reduce 
out-of-focus background fl uorescence. The depth of illumination is a few micrometers in HILO 
and about a hundred nanometers in TIRF. The reduced fl uorescent background makes both tech-
niques suitable for single molecule imaging. The advantage of HILO is its ability to image inside 
cells. TIRF has superior signal-to-noise characteristics but is restricted to imaging directly on or 
very close to the slide surface. ( d ) Confocal microscopy is a scanning imaging technique utilizing 
a pinhole in the path of both excitation and emission light (emission is shown) in order to reject 
out-of-focus background. ( e ) Zero mode waveguides (ZMWs) feature zeptoliter-volume wells in a 
thin layer of aluminum atop a glass slide. The diameter of each well (~50 nm) is smaller than the 
excitation light wavelength. Due to the metal walls, excitation light in ZMWs can only propagate 
a few tens of nanometers inside the well       
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TIRF imaging the concentration of a fl uorescent component in solution cannot 
exceed ~100 nM [ 39 ,  40 ].  ZMWs   have already proven an invaluable imaging tech-
nique for applications where high concentrations (tens of μM or higher) of fl uores-
cent molecules are required, and therefore reduction of fl uorescent background 
becomes critical [ 41 – 43 ]. 

 Due to its superior signal-to-noise ratio and relatively simple instrumentation, 
most  in vitro  (i.e., in cell extracts or recombinant purifi ed systems) single molecule 
fl uorescence studies to date have utilized total internal refl ection fl uorescence 
( TIRF  , Fig.  4.2b ) [ 28 ,  44 ,  45 ]. TIRF utilizes an excitation beam that is directed at an 
angle to the slide surface exceeding the critical angle at which light undergoes total 
internal refl ection from the interface between two media with different refraction 
indices (total internal refl ection only occurs if light travels from a medium with a 
higher refraction index into a medium with lower refraction index). Because of the 
wave properties of light, it cannot simply “stop” at the interface. Instead, the light 
“bleeds through” creating an evanescent illumination fi eld on the other side of the 
interface, i.e., the slide surface. The evanescent fi eld only illuminates a layer about 
100 nm thick immediately adjacent to the slide surface. TIRF is therefore limited to 
surface imaging, with live cell imaging using TIR illumination being restricted to 
cell surface. A related illumination technique termed  HILO   (Fig.  4.2c ) for highly 
inclined and laminated optical sheet has been used for single fl uorophore imaging 
inside living cells [ 46 – 48 ]. HILO takes advantage of an optical setup similar of that 
of the objective-type TIRF, where a steep inclination angle of the excitation beam is 
achieved through use of a high numerical aperture objective.      

3     Single Molecule Co-localization Spectroscopy (CoSMoS) 

   Together  with   Jeff Gelles’ group (Brandeis University), we have spent the last sev-
eral years developing methodologies to study the assembly and dynamics of macro-
molecular complexes using multi-color, single molecule co-localization. Termed 
CoSMoS, for  Co-localization of Single Molecules Spectroscopy,   this approach is 
based on direct observation of interactions between macromolecules using single 
molecule TIRF (SM-TIRF) [ 19 ]. In CoSMoS, interacting components of a macro-
molecular complex are labeled with differently colored fl uorescent dyes, with one 
of the components being immobilized on the slide surface of a multi-wavelength 
TIRF microscope. The interactions between macromolecules are detected in real 
time as co- localization of different colored fl uorescent spots. The number of com-
ponents that can be imaged simultaneously is limited by available combinations of 
fl uorescent dyes with essentially non-overlapping excitation and emission spectra 
as well as available laser lines, which together currently restrict most experiments 
to three colors. 

 CoSMoS has emerged as a powerful and unique single molecule tool to quantita-
tively measure complex interactions between macromolecules. It has been equally 
useful when used in purifi ed systems reconstituted from recombinant components 
[ 20 ,  21 ], and in non-purifi ed systems such as whole cell extracts [ 15 – 17 ]. CoSMoS 

V. Serebrov and M.J. Moore



97

has the capacity to provide a complete kinetic description of interactions between 
multiple species of macromolecules and therefore elucidate the underlying molecular 
mechanisms in explicit detail. Figure  4.3  illustrates a typical CoSMoS experiment 
where binding of two proteins to the same RNA molecule is monitored over time. The 
proteins need to be tagged with mutually orthogonal tags that allow them to be labeled 
with different color fl uorescent dyes in the same cell extract. For recombinant pro-
teins, conventional label conjugation techniques can be used [ 49 ]. Fluorescent pro-
teins of different colors can also be used but make imaging more diffi cult due to their 
relatively poor photophysical properties (see below). In this example, the RNA and 
two proteins are labeled with three spectrally distinguishable fl uorescent dyes, and 
RNA is biotinylated and attached to the microscope slide surface via interaction with 
surface-bound streptavidin. Individual molecules of each species are detected as dif-
fraction-limited spots of fl uorescence. Images in each of the three colors are separated 
by the microscope optics and recorded over the entire time of the experiment. The 
slide surface is coated with a dense brush of high molecular weight polyethylene gly-
col (PEG) to prevent non-specifi c protein sticking [ 50 ]. The locations of RNA mole-
cules on the surface are determined from the acquired RNA images, and then mapped 
onto the protein A and protein B images. As shown for protein B in Fig.  4.3 , single 
molecule trajectories of protein binding and dissociation events are then recorded by 
quantifi cation of protein fl uorescence at the RNA locations.

   An example of a real experiment following the association of U1, U2 and U5 
snRNPs coming and going from individual pre-mRNA molecules in whole cell 
extract is shown in Fig.  4.4 . This experiment unveils important mechanistic features 

  Fig. 4.3    ( a ) In this example of a typical CoSMoS experiment, interactions of a fl uorescent, sur-
face immobilized RNA with two fl uorescent proteins are continuously monitored using three laser 
wavelengths. ( b ) Co-localization of fl uorescent signals from individual RNA and protein mole-
cules indicates binding events (simulated data from [ 19 ] are shown). Fluorescent emission signals 
from all interacting partners are recorded separately and simultaneously. Complete kinetic infor-
mation, including on and off rates, can be extracted from single molecule fl uorescence traces. 
Because individual molecules are monitored in real time, transient interactions and rare/alternative 
kinetic pathways can be detected       
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of spliceosome assembly [ 17 ]. U1 and U2 snRNP can bind to the pre-mRNA in any 
order (U1 fi rst or U2 fi rst), refl ecting their binding to separate sites on the pre- 
mRNA. The resulting complex is functionally identical regardless of the order of 
arrival. As clearly seen from the traces shown, U5 binding (as well as all following 
steps) requires that both U1 and U2 be already bound. In addition, this experiment 
distinctly demonstrates that all binding steps are reversible. As discussed in detail 
above, such complete and detailed assessment of a macromolecular assembly would 
have been unattainable in “bulk” experiments.  

3.1       CoSMoS Instrumentation 

   The essential part of CoSMoS is a  TIRF   microscope equipped with lasers    compatible 
with the excitation spectra of the fl uorescent dyes being used. The imaging path of 
the microscope system should have dichroic splitters and emission fi lters that can 
separate fl uorescence emitted by different color fl uorescent dyes [ 50 ]. Because single 
fl uorophores are extremely dim objects, it is typically necessary to use either an 

  Fig. 4.4    An example of a CoSMoS experiment monitoring spliceosome assembly on individual 
pre-mRNAs from [ 17 ]. Top, three fi elds of view corresponding to fl uorescent emission of U1, U2 
and U5 snRNPs. Bottom, examples of single molecule trajectories for binding of U1, U2 and U5 
snRNPs to three individual pre-mRNA molecules       
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 electron-multiplied charge-coupled device (EM-CCD) camera   or a  scientifi c 
complementary metal-oxide-semiconductor (sCMOS) camera   to record images, 
which are two of the best available choices for low light sensitivity. A lab-built 
CoSMoS microscope has been described by the Gelles group and this design 
remains the best option for multi-color CoSMoS [ 19 ]. However, all of the major 
microscope manufacturers (Leica, Nikon, Olympus and Zeiss) now offer single-
molecule capable TIRF microscope systems with multi-color laser illumination. 
With proper selection of excitation and emission fi lters, these systems can perform 
well for many CoSMoS applications. Further, existing inverted microscopes can 
often be retrofi tted for single molecule TIRF/CoSMoS applications by adding a 
TIRF illuminator, appropriate lasers and an EM-CCD or sCMOS camera. The cost 
of a commercial CoSMoS-capable system, while substantial, is within the means of 
many microscopy core facilities and individual laboratories.    

3.2     CoSMoS: Practical Considerations 

   The main advantage of direct  single      molecule imaging is the ability to resolve what 
two or more individual binding partners are doing with respect to each other, and 
thus determine how they function within the context of a larger macromolecular 
assembly. In the case of CoSMoS and similar colocalization techniques, this means 
that it is necessary to ensure quantitative or near-quantitative fl uorescent labeling 
for all interacting partners whose binding is to be detected in the colocalization 
experiment. If a signifi cant fraction of unlabelled, non-fl uorescent protein is pres-
ent, this can lead to ambiguities in interpretation regarding its binding mechanism, 
as is illustrated with the examples in Fig.  4.1 . For this reason, the choice of labeling 
techniques is critical. We have had the greatest success to date with the highly spe-
cifi c self-labeling protein tags (SNAP, CLIP, and ecDHFR, see below). These tags 
can be introduced genetically, and are one of few labeling strategies available when 
the biological process of interest needs to be carried out in cell extracts, since spe-
cifi c labeling needs to be performed in the background of thousands other proteins. 
They also offer a superior alternative when compared to traditional chemical conju-
gation methods used to fl uorescently label recombinant proteins, which can often 
lead to loss of activity or functional heterogeneity of the labeled protein. 

 Another important consideration (especially for TIRF) is the normal functioning 
concentration of the protein of interest. As shown on Fig.  4.4 , protein abundance in 
budding yeast spans about four orders of magnitude [ 51 ]. Some components of the 
translation machinery, which constitutes much of the protein content of living cells, 
can exceed several hundred thousand molecules per cell. This level of expression 
translates into intracellular concentrations >10 μM. On the other hand, DNA repli-
cation factors are often present at the levels of less than a hundred molecules per 
cell, which translates to nanomolar concentrations. Since the concentration of the 
protein is intimately linked to its binding affi nity in a macromolecular assembly, the 
highly expressed proteins often have K d ’s in the μM range (i.e., weak binding affi nity); 
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this in turn necessitates keeping them at high concentration to maintain their bio-
logical function, as is the case for many translation factors. The latter becomes a 
problem when single molecule fl uorescence imaging is desired. Although TIR illu-
mination greatly reduces background fl uorescence, the practical concentration limit 
for a fl uorescent protein cannot exceed 100 nM. We semi-empirically determined 
that in case of  S. cerevisiae  whole cell extracts, this limit translates to protein abun-
dances of 8000–10,000 molecules per cell. While many proteins involved in DNA 
replication, transcription and splicing are below this limit, and therefore amenable 
to CoSMoS analysis, the endogenous levels of most ribosomal proteins and other 
translation factors would be problematic for CoSMoS experiments (Fig.  4.5 ).  

3.3        Fluorescent Proteins 

 The main advantage of  fl uorescent proteins (FPs)   as  tags      is their intrinsic fl uores-
cence can be genetically encoded, therefore eliminating the need for the labeling 
step and circumventing its potential caveats, such as incomplete and non-specifi c 
labeling from which all other tags suffer. FPs are relatively small (~27 kDa) and 
stable barrel-like fold proteins with little or no affi nity (i.e., stickiness) for other 
cellular proteins. The source their fl uorescence is a fl uorophore formed by oxidative 
cyclization of three amino acid side chains inside the barrel [ 52 ]. A palette of 
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  Fig. 4.5    The expression levels of proteins of interest are an important parameter to consider in 
CoSMoS experiments [ 51 ]. In CoSMoS, single molecule imaging utilizes a TIRF illumination setup 
in order to reduce background fl uorescence. Even with TIRF illumination, however, the concentra-
tion of fl uorescent protein must be kept less than 50–100 nM to achieve suffi ciently high signal-to-
noise ratio necessary to see single fl uorescent dyes. In yeast extracts, this limits the abundance of 
fl uorescently tagged proteins to less than about 10,000 molecules/cell       
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fl uorescent proteins is now available, with excitation wavelengths ranging from 
400 to 600 nm [ 53 ]. Although the blue and green FPs are generally the brightest, 
this added signal is often negated by cellular autofl uorescence (also present in cell 
extracts), which is most pronounced in the blue-green region. In comparison with 
organic fl uorophores, however, fl uorescent proteins have poor photochemical char-
acteristics: they are relatively dim, prone to blinking and have relatively low photo-
stability, making them less than ideal for single molecule imaging [ 54 ]. Nevertheless, 
the benefi ts of genetically encoded fl uorescence often outweigh these drawbacks. 
Recently, novel fl uorescent proteins were engineered based on bacterial phyto-
chromes that are near-infrared emitters and appear to have better photochemical 
properties than GFP-derived FPs [ 55 ].  

3.4     SNAP and CLIP Tags 

     SNAP and CLIP tags are small (~20 kDa) protein tags derived from  the       DNA- repair 
protein O 6 -alkylguanine-DNA alkyltransferase [ 56 ]. This  enzyme   repairs O 6 - 
alkylated guanine by transferring the alkyl group onto itself. When used as  a   fusion 
with a protein of interest, this protein tag will rapidly react with derivatives of 
benzyl- guanine under physiological conditions. This results in a covalent bond 
between the tag and the benzyl group, and therefore attachment of any small mole-
cule linked to the benzyl group, such as a fl uorescent dye. The CLIP tag is a modi-
fi ed version of SNAP that has been engineered to react with benzylcytosine while 
exhibiting virtually no reactivity towards benzylguanine. This essentially makes 
SNAP and CLIP orthogonal tags that can be used simultaneously, i.e. to label two 
proteins in the same cells or cell extract with different color fl uorescent dyes [ 57 ]. 
Recently, the SNAP and CLIP tags have been further optimized to allow for more 
rapid labeling characteristics. Labeling rates of 10 4 –10 5  M −1 s −1  can be achieved with 
these new versions (termed SNAP f  and CLIP f ), which translates into mere minutes 
to complete labeling at micromolar concentration of a benzylguanine (or benzylcy-
tosine) derivative [ 58 ]. Nonetheless, it should be noted that CLIP f  tag labeling is 
about an order of magnitude slower than SNAP f  tag labeling.      

3.5     HaloTag 

 The 33 kDa  HaloTag (Promega)   is based on an  engineered      version of a bacterial 
haloalkane dehalogenase enzyme. This enzyme removes halogens (e.g., chlorine) 
from aliphatic hydrocarbons. This reaction occurs via a two-step mechanism, 
wherein the fi rst step results in an intermediate that has the aliphatic alkyl group 
covalently attached to an aspartate in the enzyme active site. During the second step 
this intermediate is hydrolyzed to recycle the enzyme via a water molecule activated 
by a catalytic histidine residue. The HaloTag is a mutant version in which this 
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histidine is replaced with phenylalanine and therefore is unable to carry out the 
second step. When used as a tag and fused to a protein of interest, the HaloTag 
allows for covalent attachment of any small molecule linked to the alkyl group of an 
alkylhalide. It has been reported that the labeling rate of the HaloTag is in the order 
of 10 6  M −1 s −1 , which is 10–100 times faster than that of SNAP f  and CLIP f  tags, and 
appears to be the fastest covalent labeling attainable with any protein tag [ 59 ,  60 ]. 
HaloTag is essentially bio-orthogonal in eukaryotes, showing a high degree of spec-
ifi city in labeling reactions  in vivo  and  in vitro .  

3.6     DHFR Tag 

      The   use of   E. coli  dihydrofolate reductase (ecDHFR)   as a tag  for      non-covalent 
labeling was pioneered by the group of Virginia Cornish at Columbia University 
[ 61 ]. DHFR catalyzes NADPH-dependent conversion of dihydrofolate into tetrahy-
drofolate, a reaction important for the  de novo  synthesis of thymine.  E. coli  DHFR 
is a natural target of the antibiotic  trimethoprim (TMP)  . TMP has fairly low affi nity 
for mammalian DHFR, but it binds to ecDHFR with subnanomolar affi nity in the 
presence of NADPH [ 62 ]. This interaction is stable enough to make the ecDHFR 
tag generally suitable for  in vivo  and  in   vitro  imaging, including imaging of single 
molecules. The imaging can be carried out in the presence of a low concentration of 
TMP conjugated to a fl uorescent dye (e.g., Cy3-TMP), which will bind tightly to the 
ecDHFR tag and render it fl uorescent. We have successfully employed this strategy 
for labeling snRNPs in single molecule studies of spliceosome assembly. The 
advantages of the DHFR tag are twofold. First, it is suitable for imaging schemes 
that require very long acquisition times by largely circumventing the fl uorophore 
photobleaching problem—because of the reversible nature of TMP binding, a pho-
tobleached fl uorophore will eventually dissociate and be replaced with a new one. 
Second, as with FPs, there is no need for a covalent labeling step that inevitably 
requires post-labeling removal of free dye. However, the latter is also a disadvan-
tage of the ecDHFR tag—since free dye-TMP needs to be present at all times during 
imaging, it contributes to background fl uorescence. For TIRF imaging, this limits 
its concentration to well below 100 nM; this in turn limits the concentration of the 
protein of interest if its quantitative labeling is desired. Another concern with the 
edDHFR tag is that it is not guaranteed to have a dye-TMP molecule bound at all 
times (although the latter problem can be largely avoided by having more than one 
ecDHFR tag on the same protein or macromolecular complex).       

4     CoSMoS Data Analysis 

  As shown by the examples in Figs.  4.1  and  4.3 , the  principal   readout of a CoSMoS 
experiment are single molecule binding trajectories that are records of arrivals and 
departures of the labeled species on a surface-tethered molecule. Therefore, the data 
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that can be acquired for individual molecules are the arrival times (the time it takes 
for the protein to bind; e.g. to an RNA molecule from the moment of reagent mixing 
or from the last departure event), and the dwell time (the binding time spanned 
between arrival and departure). The statistics for both of these event types are 
described by a binomial distribution (in simple terms, only two outcomes or “states” 
are possible, bound or not). The standard deviation in such experiments rapidly 
decreases with increasing number of observations ( SD ~ /1 N   ) [ 63 ]. Therefore, it 
is typically suffi cient to measure arrival and departure times on just a few hundreds 
of molecules (or binding events) to obtain satisfactory statistics. In contrast to the 
number of events, the rates of events (i.e., arrival and dwell times) follow exponen-
tial distributions [ 28 ,  30 ]. The principal feature of an exponential distribution is that 
the probability of an event (either arrival or departure in our case) is proportional to 
the waiting time, where the proportionality coeffi cient is the kinetic rate constant. 
An exponential distribution is a single parameter distribution, and therefore is 
explicitly defi ned by the rate constant. Rate constants for binding and dissociation 
reactions can be determined from the distribution parameters of arrival and dwell 
times, respectively [ 64 ]. When both on- ( k   on  ) and off-rate ( k   off  ) constants are known, 
this immediately yields the dissociation constant K d , since K  d    = k   off   /k   on  . As discussed 
before, different binding scenarios (such as those shown in Fig.  4.1 ) can be discov-
ered by this analysis and quantitatively described. 

 It is important to note, however, that because CoSMoS utilizes fl uorescence, an 
apparent departure event may in fact be a photobleaching or photodestruction event 
of the fl uorescent dye.  Photobleaching   does not affect detection of arrival events, 
and thus on-rate measurements are much easier to determine. To accurately deter-
mine off-rates, photobleaching must be either minimized below a negligible level, 
or the photobleaching rate must be measured and accounted for. In the latter case 
the experiments need to be repeated at multiple laser power levels and the actual 
departure rate found by extrapolating to zero laser power.   

5     Conclusions 

 Single molecule imaging techniques have a clear advantage over traditional ensemble 
methods in that they provide direct and explicit information as to macromolecular 
assembly and dynamics. Although their use for the analysis of RNA-protein interac-
tions and other interactomes is in its infancy, the potential to bring the power of 
single molecule inquiry to complex interaction networks has already been well 
demonstrated. In the last decade we have witnessed considerable progress in both 
single molecule microscopy and specifi c protein and nucleic acid labeling method-
ologies, which has established a strong foundation for future progress. One can 
expect that further developments in these fi elds, and particularly their application  in 
vivo  and/or on a transcriptome-wide scale, will generate new great tools capable of 
dissecting complex macromolecular interactions in unprecedented detail on an 
unprecedented scale.
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    Abstract     The circadian oscillator is based on transcription-translation feedback 
loops that generate 24 h oscillations in gene expression. Although circadian regula-
tion of mRNA expression at the transcriptional level is one of the most important 
steps for the generation of circadian rhythms within the cell, multiple lines of evi-
dence point to a disconnect between transcript oscillation and protein oscillation. 
This can be explained by regulatory RNA-binding proteins acting on the nascent 
transcripts to modulate their processing, export, translation and degradation rates. 
In this chapter we will review what is known about the different steps involved in 
circadian gene expression from transcription initiation to mRNA stability and 
 translation effi ciency. The role of ribonucleoprotein particles in the generation of 
rhythmic gene expression is only starting to be elucidated, but it is likely that they 
cooperate with the basal transcriptional machinery to help to maintain the precision 
of the clock under diverse cellular and environmental conditions.  
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1       Introduction 

 To adapt to predictable daily changes in the environment, organisms developed 
mechanisms to anticipate these changes and respond appropriately. Central to this 
coordination is an intrinsic  oscillator  that generates  circadian rhythms  of behavior, 
physiology and metabolism. Anatomically, in mammals, the hypothalamic 
Suprachiasmatic Nucleus (SCN) consisting of ~20,000 neurons functions is the 
master circadian oscillator. However, the molecular mechanism of the circadian 
clock is cell autonomous and is present in almost every cell of our body. The SCN 
oscillator uses synaptic and diffusible factors to orchestrate rhythms in peripheral 
tissues in appropriate phases. 

 The molecular  circadian oscillator   is based on transcription-translation feedback 
loops with time-delays that generate 24-h oscillations in many of its constituents. 
Circadian rhythms in animals are endogenous self-sustaining ~24 h rhythms gener-
ated by the basic mechanism of cell autonomous transcriptional feedback loops 
conserved from fl ies to human. Both components and mechanisms of circadian 
rhythms are largely conserved in animals [ 1 ]. The transcriptional activators CLOCK 
and BMAL1 dimerize and activate the transcription of Period (per) and Cryptochrome 
(cry). The PER/CRY heterodimer, in turn, represses the transcriptional activities of 
CLOCK/BMAL1 [ 2 ]. In an interconnected loop, nuclear hormone receptors REV-
ERB and ROR act as repressors and activators to drive rhythmic transcription of 
several clock components [ 3 ,  4 ]. 

 The molecular  circadian clock      drives rhythmic transcription from a large number 
of genes by (a) directly binding to the respective  cis -regulatory sites, (b) indirectly by 
their immediate targets that are also transcription factors, (c) by post transcriptional 
regulations, and (d) by functional interactions with several signaling and transcrip-
tional regulators. In any given tissue in insects and mammals, up to 15 % of the 
expressed genome exhibit a circadian expression pattern, with peak levels of expres-
sion of different transcripts timed to different times of the day or night [ 1 ]. 

 Genomics studies have shown that the steady-state levels of a large number of 
transcripts show daily oscillations. Immediately after transcription initiation and 
throughout their life cycles, RNAs are bound by a large number of proteins, some 
of which remain stably bound while others are subject to dynamic exchange. These 
complexes containing RNAs and their associated proteins constitute the ribonucleo-
protein particles (RNPs). The combination of factors binding to a particular RNA 
and their position along the transcript determines every step of RNA regulation 
throughout its lifetime. Given the large number of protein coding, small RNAs, 
miRNAs, ncRNAs that show circadian rhythm in different tissues, and the indirect 
evidence for circadian rhythm in ribosome turnover, proteins that bind to these 
RNAs to process, transport, stabilize, translate or degrade can have a profound 
impact on circadian rhythms in cellular and organismal function. 

 Upon transcription, not all mRNAs immediately enter the translationally active 
pool. Some destined for a particular subcellular location travel in multi-mRNA pack-
ets or particles and are held in a quiescent state awaiting either proper  subcellular 
localization or a signal that timing is now right to make protein [ 5 ]. Similarly it is 
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also conceivable that some RNAs accumulate in ribonucleoprotein bodies inside the 
nucleus waiting to be processed or exported until a second signal is received. This 
integrated model for the regulation of gene expression fi ts very well to the features of 
biological clocks, whose function is to synchronize and adapt internal biological 
processes to environmental stimuli. Furthermore, the time lag between nascent RNA 
and mRNA for many of the circadian transcripts is specifi c to the transcript, which 
suggests that some type of post-transcriptional regulation at splicing or polyadenyl-
ation must play a role to maintain such phase relationship. Posttranscriptional events 
can also buffer variable transcriptional output to generate robust and reproducible 
rhythms of mRNA expression and protein synthesis. Overall, there is ample evidence 
for potential roles of RBPs in circadian organization; however, there are very few 
RBPs with known function in the circadian function. We will review all the different 
levels at which gene expression shows circadian variation, from transcription initia-
tion to mRNA stability and translation effi ciency and cite specifi c examples of RBPs 
regulating circadian function.  

2     Circadian Regulation of Transcription Initiation 

   With increased  understanding   of the mechanism of  transcription   initiation, it is 
becoming apparent that in addition to the RNA polymerase complex, several pro-
teins involved in  chromatin modifi cation   and several RNAs, including enhancer 
RNAs, non-coding RNAs, and antisense RNAs, play an integral role in initiation 
and initiation rate. Transcription is the fi rst step of gene expression, and it starts 
with the binding of the enzyme RNA polymerase II to a segment of DNA. Of par-
ticular importance for transcription initiation is the  carboxy-terminal domain (CTD)   
of RNA polymerase II. 

 The RNA polymerase II CTD typically consists of up to 52 repeats of the sequence 
Tyr-Ser-Pro-Thr-Ser-Pro-Ser and it serves as a fl exible binding scaffold for numer-
ous nuclear factors, determined by the phosphorylation patterns on the CTD repeats. 
RNA polymerase II can exist in two main forms: RNAPII0, with a highly phosphory-
lated CTD, and RNAPIIA, with a nonphosphorylated or hypophosphorylated 
CTD. The phosphorylation state changes as  RNAPII   progresses through the tran-
scription cycle: the initiating RNAPII is form IIA, and the elongating enzyme is form 
II0. The phosphorylated CTD physically links pre-mRNA processing to transcription 
by tethering processing factors to elongating RNAPII, e.g., 5′-end capping, 3′-end 
cleavage, and polyadenylation. Nearly all of our knowledge of genome-wide tran-
scriptional and post-transcriptional regulation of circadian transcription comes from 
experiments done in several labs on male mouse liver. In these experiments the adult 
mice are fed a normal diet ad libitum and entrained to 12 h light: 12 h dark (LD) cycle 
for a few days. If the mice are held under LD cycle conditions during sample collec-
tion, the sampling times are represented as Zeitgeiber time (ZT), where the time of 
lights-on is considered ZT0. If the mice are transferred to constant darkness prior to 
sample collection, the timing is represented as Circadian time (CT), where CT0 
roughly corresponds to the subjective time of lights-on (or equivalent to ZT0). The 
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data collected from different times of at least a full day is analyzed by fi tting to a 
wave function, so that the probability values related to robustness of oscillation, peak 
and trough time/phase of oscillation can be derived. Detected oscillation in given 
molecules or their activities and the associated phase or time of peak or trough level 
can be used to explain potential sequence of regulatory events. Due to changes in 
experimental conditions and sampling frequency, the circadian rhythm parameters 
might be slightly different in different manuscripts. Therefore, it is relevant to com-
pare the phase information from the same experiment. 

 Among several published circadian ChIP-seq experiments, the large number of 
histone modifi cations, oscillator components binding to chromatin, RNA pol binding, 
and transcripts from mouse liver reported in Koike  et al . makes this study relevant to 
compare the timing of various steps in circadian transcription regulation. In this study 
CTD phosphorylation status shows a circadian variation, with RNAPIIA signal 
 reaching its peak level at CT14.5 and the RNAPII0 signal peaking at CT0.6. The 
hypophosphorylated RNAPIIA peak at CT14.5 coincides closely with the peak of 
intron-containing or nascent transcripts at CT15.1. On the other hand, the peak of 
hyperphosphorylated RNAPII0 signal coincides with the peak of CRY1 occupancy at 
CT0.4. At this time CLOCK and BMAL1 are beginning a new cycle of binding but 
are transcriptionally silent, likely because CRY1 is bound at the same sites. One pos-
sible scenario is that RNAPII can be recruited by CLOCK:BMAL and that RNAPII 
initiation occurs but then pauses or stalls and accumulates at CT0. Alternatively, 
RNAPII0 occupancy at CT0 could be independent of CLOCK:BMAL1 and could 
refl ect a peak of transcription at CT0 [ 6 ]. 

 In addition to circadian oscillations at promoter activity, oscillations in enhancer 
activities are also found. Fang et al. recently identifi ed circadian transcriptional 
activity at enhancer regions in mouse liver. This transcriptional activity produces 
cycling enhancer associated non-coding RNAs called enhancer RNAs ( eRNAs  ; 
[ 7 ,  8 ]). The circadian eRNAs oscillate in diverse phases and each phase group is 
enriched in binding motives for different classes of clock transcription factors. The 
motif enrichment in a given eRNA  group   is predictive of the specifi c transcription 
factor binding. Moreover, circadian eRNAs transcription correlates and can predict 
rhythmic transcription of nearby genes. The authors propose that circadian tran-
scription factors like CLOCK/BMAL and Rev-erba can bind multiples sites in the 
genome; however, many of these genes are bound but not controlled, due to inactive 
binding or long distance looping at different genes. Transcriptional activity at 
enhancers can be used as markers to assess where a transcription factor is actually 
functional and they suggest that only the genes that are expressed in phase with 
CLOCK/BMAL binding are true BMAL1/CLOCK targets [ 9 ]. 

 Also  chromatin modifi cations   associated with transcription initiation and elonga-
tion show circadian variations. Histone H3K4me3, H3K9ac, and H3K27ac are 
enriched at promoters and show robust circadian rhythms in occupancy at transcrip-
tion starting sites (TSSs). Histone H3K4me1, a marker that is characteristic of 
enhancer sites and gene bodies, exhibits a very subtle circadian modulation. There is 
an antiphase rhythm in H3K4me1 and H3K4me3 occupancy at the Dbp intron1 site. 
Histone H3K27ac is also highly enriched at both intragenic and intergenic enhancer 
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sites. The elongation marks, H3K36me3 and H3K79me2, also express very low-
amplitude circadian modulation. On a genome-wide level, circadian rhythms in 
RNAPIIA, RNAPII0, H3K4me3, H3K9ac, and H3K27ac occupancy at TSSs can be 
seen in all classes of expressed genes and are stronger in intron RNA cycling genes. 
Unexpectedly, noncycling intron expressed genes also show circadian modulation of 
RNAPII occupancy and histone modifi cations. Genome-wide analysis of the period-
icity and phase of these histone marks reveals that large number of genes exhibit 
circadian rhythms in histone modifi cations. The overall number of histone modifi ca-
tion sites does not appear to vary on a circadian basis; rather the recruitment (and 
initiation) of RNAPII appears to underlie the variation in the amplitude on histone 
marks. Circadian modulation of RNAPII occupancy and histone modifi cations 
occurs not only at promoter proximal regions but also at distal intergenic enhancer 
sites. Thus, circadian transcriptional regulation appears to be involved in the initial 
stages of RNAPII recruitment and initiation and the histone modifi cation associated 
with these events to set the stage for gene expression on a global scale [ 6 ].    

3     Circadian Regulation of Transcription Termination 

   Although most focus in circadian  regulation   has been on daily oscillations in tran-
scription initiation by alternating action of activators and suppressors, recent 
results have  indicated   that transcription termination may also be rhythmic. In 
mammals, PER and CRY proteins accumulate, form a large nuclear complex, and 
associate with the dimeric transcription factor CLOCK-BMAL at  Per  and  Cry  
promoters, repressing their own transcription. PER complexes include the RNA-
binding protein NONO and the histone methyltransferase WDR5 [ 10 ], and they 
function in part by recruiting a SIN3 histone deacetylase complex to clock gene 
promoters [ 11 ]. In addition to known PER-associated proteins, Padmanabahn 
et al. identifi ed the RNA helicases DDX5, DHX9 and SETX in mouse PER com-
plexes. DDX5 and DHX9 function in transcription and pre-mRNA processing 
[ 12 ]. Both are associated with elongating RNA polymerase II [ 13 ] and are com-
ponents of the 3′ transcriptional termination complex [ 14 ]. After cleavage of the 
nascent transcript, unwinding of the RNA-DNA duplex by SETX at the 3′ termi-
nation site permits the XRN2 nuclease to degrade the downstream 3′ RNA and 
thereby release the polymerase [ 15 ]. PER complex inhibits SETX activity, block-
ing subsequent processing by XRN2 and thus blocking transcription termination. 
Inhibition of termination reduces the rate of transcription, and as a consequence 
during the negative feedback, RNA polymerase II accumulates at the 5′ site as 
well as at the 3′ site of  Per  and  Cry  genes [ 16 ]. The mammalian PER complex has 
at least two actions in circadian feedback. It represses transcription by recruiting 
a SIN3 hystone deacetylase complex to clock gene promoters [ 11 ], and it inhibits 
termination by antagonizing the action of SETX at the 3′ termination site. Both 
processes contribute to circadian Per gene repression, but one or the other could 
predominate at different target genes [ 16 ].    
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4     Evidence for the Relevance of Posttranscriptional Events 
on Circadian Gene Expression 

   Although  circadian regulation   of mRNA expression at the transcriptional level is one 
of the  important   steps for circadian rhythms in cellular function, multiple lines of 
evidence point to a disconnect between transcript oscillation and protein oscillation, 
which can be explained by regulatory RNA-binding proteins acting on the transcripts. 
The transcription rate itself varies signifi cantly in cells from different tissues [ 17 ], yet 
the free-running endogenous circadian oscillator shows remarkable stability in period 
length among tissue types. Thus it is likely that the oscillator possesses a mechanism 
that allows compensating for differences in transcription rates. Indeed, partial inhibi-
tion of transcription by a-amanitin treatment in mouse fi broblasts reduces RNA PolII 
dependent transcription rate by up to threefolds, but doesn’t stop cell-autonomous 
oscillator. The circadian oscillator as measured by translated  protein continues to 
oscillate, albeit with dampened amplitude and slightly shorter periodicity [ 18 ]. 
Similarly, in  Drosophila , constitutively high mRNA expression of a circadian clock 
component does not stop the clock; rather, the translated protein level continues to 
oscillate. These results suggest a posttranscriptional mechanism potentially involving 
mRNA-binding proteins that can support translational rhythm even when transcrip-
tional oscillation is blunted or inhibited [ 18 ,  19 ]. 

 Furthermore a systematic analysis of the mammalian “ circadian proteome  ” 
revealed that up to 20 % of soluble proteins in mouse liver are subject to circadian 
control; however, almost half of the cycling proteins lack a corresponding cycling 
transcript, further supporting the hypothesis that posttranscriptional mechanisms 
play a signifi cant role in mammalian circadian rhythms [ 20 ,  21 ]. Interestingly, human 
red blood cells, which have no nucleus (or DNA) and therefore cannot perform 
 transcription, display robust, temperature-entrainable and temperature- compensated 
circadian rhythms in peroxiredoxin redox cycles, consistent with the presence of a 
circadian clock within these cells despite the lack of ability to make new RNA [ 22 ]. 

 More recently, additional evidence underlined the importance of posttranscriptional 
regulation in circadian gene expression. Through high-throughput sequencing or 
Nascent-Seq and  RNA-Seq  , Rodriguez at al. identifi ed 136 robust “nascent cyclers” 
and 237 robust  mRNA   cyclers in fl y heads. Despite a highly signifi cant overlap, most 
genes in the two data sets are distinct. They propose a model in which transcriptionally 
active genes can be organized in four groups: genes with both robust nascent and robust 
mRNA cycling, genes with robust nascent RNA cycling but little or no mRNA cycling, 
genes with robust mRNA cycling with weak nascent RNA oscillations and genes with 
robust mRNA cycling but even weaker,    and perhaps no,    nascent RNA cycling [ 23 ]. 

 Menet et al. conducted a similar study in mouse liver. Although many genes are 
rhythmically transcribed in mouse liver (~15 % of all detected genes), only 42 % of 
these show mRNA oscillation. More importantly, about 70 % of the genes that exhibit 
rhythmic mRNA expression do not show transcriptional rhythms, suggesting that 
posttranscriptional regulation plays a major role in defi ning the rhythmic mRNA 
landscape. Also the way in which CLOCK:BMAL1 regulates the transcription of its 
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target genes differs from what would be expected. Although CLOCK:BMAL target 
genes are signifi cantly enriched for rhythmic transcribed genes, there is a large 
 discrepancy between the phases of rhythmic BMAL1 DNA binding and those of 
rhythmic transcription. This is because BMAL1 binding is essentially uniform at 
ZT3-5, whereas the transcription peaks are much more broadly distributed. The dra-
matic, genome-wide disconnect between the phases of rhythmic CLOCK:BMAL1 
DNA binding and rhythmic target gene transcription suggests that other transcription 
factors and/or mechanisms collaborate with CLOCK:BMAL1 binding and are criti-
cal to determine the phase of clock gene [ 24 ]. 

 Another way of assessing the presence of posttranscriptional regulation in cir-
cadian gene expression is to sequence the transcriptome and consider the intron 
signal as a representation of pre-mRNA expression or nascent transcription and the 
exon signal as a representation of mRNA expression, which can refl ect not only 
transcriptional activity but also posttranscriptional processing events. Koike and 
collegues quantifi ed intron and exon signals for cycling transcripts in mouse liver 
and found 1371 intron and 2037 exon RNA cycling transcripts. The intron cycling 
transcripts are clustered, whereas the exon cycling transcripts have three peak 
phases. Only 458 genes are in common, and this set of common genes is enriched 
for known circadian clock genes and high-amplitude cycling target genes reported 
previously. The phases of the common intron and exon cycling transcripts are cor-
related, suggesting that transcriptional cycles primarily drive these mRNA rhythms. 
In the intron-cycling/exon non-cycling class, the cycling pre-mRNA transcripts are 
clustered at the same phase as the overall intron cycling class, but the steady-state 
mRNAs are likely to have long half-lives, which would dampen oscillation gener-
ated at the transcriptional level. By contrast, in the intron not cycling/exon cycling 
class, the phases are widely distributed as seen in the overall exon cycling class, 
and these rhythms likely arise from posttranscriptional regulatory processes such 
as circadian changes in RNA splicing, polyadenylation, or mRNA stability [ 6 ].    

5     Circadian Regulation of Alternative Splicing 

   Alternative splicing is  a   regulated process during gene  expression   that results in a single 
gene coding for multiple proteins. In this process, particular exons of a gene may be 
included within, or excluded from, the fi nal, processed messenger RNA (mRNA). 
Alternative splicing is of particular importance amongst the posttranscriptional  processes 
that regulate gene expression, as it allows the human genome to direct the synthesis of 
many more proteins than would be expected from its 20,000 protein-coding genes. 

 Alternative splicing is widespread in mammalian genes, affecting approxi-
mately 95 % and 80 % of multi-exon genes in humans and mice, respectively [ 25 , 
 26 ]. Moreover, alternative splicing is highly regulated by the activity, abundance 
and binding position of various splicing factors and heterogeneous nuclear 
 ribonucleoproteins, and by the kinetics of transcription elongation and chromatin 
modifi cations [ 27 – 29 ]. 

5 RNA Dynamics in the Control of Circadian Rhythm



114

 Using an Affymetrix  exon array     , McGlincy and collegues demonstrated that the 
circadian clock regulates alternative splicing in the mouse. 55 exon-probesets from 
47 genes where identifi ed to have signifi cant circadian variation. The 47 genes were 
enriched in pathways representing the circadian clock itself, drug detoxifi cation, 
caffeine and retinol metabolism and the peroxisome proliferator-activated receptor 
(PPAR) signaling pathway. The circadian regulation of alternative splicing is tissue 
dependent, in terms of both phase and amplitude. For some of the exons identifi ed 
the temporal relationship between alternative splicing and transcript level  expression 
was preserved across tissues, suggesting that these two processes may be coupled in 
these particular cases. Fasting conditions modulate circadian alternative splicing in 
an exon dependent manner, but they also modulate the temporal relationship 
between circadian alternative splicing and circadian mRNA abundance in a gene-
dependent manner. Moreover, the alternative splicing of the identifi ed exons is 
under the control of the local liver clock [ 30 ]. 

 At least 15 splicing factors where shown to be robustly cycling in the mouse liver. 
They include well characterized regulators of alternative splicing ( Srsf3 ,  Srsf5 ,  Tra2b  
and  Khdrbs1 ( Sam68 )), a component of the U2 snRNP ( Sf3b1 ), two RNA helicases 
( Ddx46  (also component of U2 snRNP) and  Dhx9 ), three hnRNP proteins better known 
for their roles regulating RNA stability and translation ( Hnrnpdl ,  Cirbp  (hnRNP-A18) 
and  Pcbp2  (hnRNP E2)), and six other proteins with less well characterized roles in 
RNA processing ( Gtl3 ,  Rbms1 ,  Thoc3 ,  Pcbp4  and  Topors ). Some of these circadian 
splicing factors were under the control of the local liver clock, while others are likely 
rhythmic in response to systemic rhythmic cues. Some of the known exon targets of 
these splicing factors where previously identifi ed to be cycling exons. The discovery of 
robustly circadian splicing factors, and the fact that a number of their previously charac-
terized target exons are circadian, provide candidates for further study into the molecular 
mechanisms regulating circadian exons and other posttranscriptional processes [ 30 ]. 

 Recently, Preußner et al. demonstrated that the rhythmic alternative splicing of the 
mRNA encoding U2-auxiliary-factor 26 (U2AF26) contributes to the regulation of 
Period 1 stability. More in detail they found that U2AF26 undergoes circadian alterna-
tive splicing of exons 6 and 7 in peripheral clocks (U2AFΔE67) and that the splicing 
switch generates a shift in the mRNA reading frame. Skipping of U2AF26 exons 6 and 
7 generates a domain with homology to  Drosophila  TIM and enables cytoplasmic, cir-
cadian expression of the U2AF26ΔE67 isoform. Furthermore, U2AF26ΔE67 interacts 
with PER1 and induces its proteasomal degradation; this limits the light induced increase 
of PER1 and it’s proposed as buffering mechanism against sudden light changes [ 31 ].    

6     Circadian Polyadenylation 

    The addition of a poly(A)  tail   to a primary transcript RNA is known as RNA polyade-
nylation. In nuclear  polyadenylation  , a poly(A) tail is added  to   an RNA at the end of 
transcription. The  poly(A) tail   consists of multiple adenosine monophosphates; in other 
words, it is a stretch of RNA that has only adenine bases. In eukaryotes, polyadenylation 
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is part of the process that produces mature messenger RNA (mRNA) for translation. 
The poly(A) tail protects the mRNA molecule from enzymatic degradation in the cyto-
plasm and aids in transcription termination, export of the mRNA from the nucleus, and 
translation [ 32 ]. Almost all eukaryotic mRNAs are polyadenylated [ 33 ]. The tail is 
shortened over time, and, when it is short enough, the mRNA is enzymatically degraded 
[ 32 ]. Regulation of poly(A) tail length is traditionally considered to be unidirectional, 
going from long to short. However more recent evidence has demonstrated that the 
ultimate poly(A) tail length is determined by a balance between concomitant deadenyl-
ation and polyadenylation, and this balance is controlled in a highly regulated and 
mRNA-specifi c manner. In some cases mRNAs with short poly(A) tails can be stored 
for later activation by re-polyadenylation in the cytosol [ 34 ]. 

 Some evidences suggest that  poly(A) tail   length regulation may take part in con-
trolling circadian-regulated rhythmic gene expression. The deadenylase  nocturnin 
(NOC)   removes poly(A) tails from its target RNAs and this process is thought to 
control target RNA expression by either enhancing RNA degradation or silencing 
translation. NOC shows rhythmic expression in many tissues such as spleen, kidney 
and heart in mice with peak levels at the time of light offset. This rhythmicity has been 
shown to be particularly robust in liver. The mouse NOC gene ( mNoc ) is expressed in 
a broad range of tissues and in multiple brain regions including suprachiasmatic 
nucleus and pineal gland. The widespread expression and rhythmicity of  mNoc  mRNA 
parallels the widespread expression of other circadian clock genes in mammalian tis-
sues, and suggests that NOC plays an important role in clock function or as a circadian 
clock effector [ 35 ].   mNoc    is also an immediate early gene, and its expression is acutely 
induced by stimuli such as serum and 12-O-tetradecanoyl- phorbol-13-acetate (TPA) 
in cultured cells. Remarkably,  mNoc  is the unique deadenylase induced by serum 
shock. Thus NOC may act in turning off the expression of genes that are required to 
be silenced as a response to extracellular signals [ 36 ]. 

 More recently, it has been shown that 2.3 % of all expressed mRNA exhibit sta-
tistically signifi cant rhythmicity in the  poly(A) tail length   (i.e. the ratio between the 
“long tail” and the “short tail” fraction of an RNA). The “ poly(A) rhythmic” (PAR) 
mRNAs   include mRNAs with peak tail lengths at all phases of the daily cycle but 
with signifi cantly higher numbers of mRNAs with peak long/short ratios during the 
night. Based on the pre-mRNA and steady-state mRNA profi les, the PAR mRNAs 
can be categorized into three classes: Class I PAR mRNAs (49.2 %) are rhythmic in 
their poly(A) tail length and pre-mRNA and steady-state mRNA levels, class II 
PAR mRNAs (32.3 %) are rhythmic in their poly(A) tail length and pre-mRNA 
expression but not in steady-state mRNA levels, and class III PAR mRNAs (18.5 %) 
are rhythmic in their poly(A) tail length rhythms but not in pre-RNA or steady-state 
mRNA levels. There are signifi cant differences in mRNA half-lives among the dif-
ferent PAR classes; class III mRNAs are the most stable, followed by class II 
mRNAs, with class I mRNAs being the least stable [ 37 ]. 

 The rhythmic poly(A) lengths of both class I and II mRNAs refl ect nuclear polyad-
enylation (likely by the canonical poly(A) polymerase α), coordinated with rhythmic 
transcription during classical 3′ end processing. The defi ning characteristics of these 
two classes are the differences in the steady-state mRNA rhythmicity and mRNA 
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stability, suggesting that the lack of rhythmicity in the class II PARs refl ects the longer 
half-lives of these mRNAs. The mechanism of poly(A) rhythmicity in both class I and 
II mRNAs results from the addition of long tails following rhythmic synthesis and 
subsequent deadenylation that does not cause immediate decay. This delay in decay is 
more pronounced in the class II mRNAs and results in the arrhythmic steady-state 
levels. It appears that class I/II PAR mRNAs can exist in short- tailed states and that 
rhythmic control of poly(A) tail length is somehow correlated with delayed accumula-
tion of steady-state mRNA and may be part of a regulatory mechanism to regulate the 
timing of mRNA/protein rhythmicity [ 37 ]. 

 Class III mRNAs exhibit robust rhythmicity in  their   poly(A) tail length, yet 
are not rhythmically transcribed and have longer half-lives. Thus, class III PARs 
must employ transcription-independent mechanisms to control their rhythmic 
poly(A) tail lengths. Peak distribution analysis of class III PAR mRNAs revealed 
that >80 % had their longest poly(A) tails during the day, which is distinct from 
the nighttime poly(A) rhythmic profi le of class I and many of the class II 
mRNAs. The poly(A) rhythms of class III mRNAs are likely to be controlled by 
rhythmic cytoplasmic polyadenylation. Indeed, the steady-state mRNA level of 
several putative cytoplasmic polyadenylation machinery components in the 
liver, including  Cpeb2 ,  Cpeb4 ,  Parn , and  Gld2 , are rhythmically expressed with 
phases similar to the majority of the class III PAR mRNAs, peaking in the early 
day [ 37 ]. 

 In mouse liver rhythmic  poly(A) tail lengths   correlate strongly with the ulti-
mate circadian protein expression profi les, with the protein peaking ~4–8 h after 
the time of the longest poly(A) tail. Therefore poly(A) tail rhythms can generate 
rhythmic protein levels even when there is no rhythm in the steady-state mRNA 
levels [ 37 ].     

7     Regulation at Translation Initiation and Ribosome 
Biogenesis 

    Many oscillating proteins in the mouse liver  are   encoded by  constantly   expressed 
mRNAs and among  the   rhythmically expressed genes in the liver, there are  several 
genes encoding proteins involved in mRNA translation, including components of 
the translation pre-initiation complex [ 38 ]. The circadian clock controls the tran-
scription of translation initiation factors as well as the rhythmic activation of signal-
ing pathways involved in their regulation. Initiation in eukaryotes requires at least 
ten proteins, which are designated  eIFs   (eukaryotic initiation factors). The mRNAs 
of most of the factors involved in translation initiation are rhythmically expressed 
with a period of 24 h. There isn’t a signifi cant variation in protein abundance, but 
these factors undergo strong rhythmic phosphorylation [ 38 ]. The initiation factors 
eIF4E and eIF4G, in association with eIF-4A and eIF-4B, are involved in binding 
the mRNA and bringing it to the 40S ribosomal subunit. eIF4E, which recognizes 
the 5′ cap of the mRNA, is mostly phosphorylated during the day, with a peak at the 
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end of the light period (ZT6-12). eIF4G, eIF4B and 4E-BP, and ribosomal protein 
(RP) S6 (RPS6) are mainly phosphorylated during the night, which is, in the case of 
nocturnal animals like rodents, the period when the animals are active and consume 
food. Phosphorylation of these factors is well  characterized and involves different 
signaling pathways whose reported activity perfectly correlates with the observed 
phosphorylation rhythm [ 38 ]. eIF4E is phosphorylated by the extracellular signal-
regulated protein kinase (ERK)/mitogen activated protein kinase (MAPK)-
interacting kinase (MNK)  pathway, which is most active during the day, at the time 
when eIF4E reaches its maximum phosphorylation. On the other hand, eIF4G, 
eIF4B, 4E-BP1, and RPS6 are mainly phosphorylated by the target of rapamycin 
(TOR) complex 1 (TORC1), which is activated during the night at the time when the 
phosphorylation of these proteins reaches its maximum level. It has been shown that 
mTOR, its partner Raptor, as well as its regulating kinase Map3k4, are also rhythmi-
cally expressed, thus potentially further contributing to the rhythmic activation of 
TORC1. The rhythmic phosphorylation of 4E-BP1 results in the release eIF4F, 
allowing its binding to the mRNA and the initiation of translation [ 38 ]. 

 The polysomal RNA fraction (RNA sub-fraction composed mainly of actively 
translated RNAs) in mouse liver also follows a diurnal cycle, showing that a 
rhythmic translation does occur in this tissue. Approximately 2 % of the expressed 
genes are translated with a rhythm that is not explained by rhythmic mRNA 
abundance as in most cases the total mRNA levels are constant. Among transla-
tionally regulated genes, 70 % were found in the polysomal fraction during the 
same time interval, starting at ZT8 before the onset of the mouse feeding period 
and fi nishing at the end of the dark period [ 38 ]. 

 The circadian clock was shown to regulate also ribosome biogenesis by infl u-
encing the transcription of ribosomal protein (RP) mRNAs and ribosomal RNAs 
(rRNAs). RPs show a rhythmic abundance with highest expression during the 
night. Pre-mRNA accumulation of several RPs exhibits a rhythmic pattern too, 
with a peak at ZT8, just before the activation of their translation. As for rRNA 
transcription, the synthesis of the ribosome constituent precursor 45S rRNA (con-
taining 28S, 5.8S and 18S rRNAs) is rhythmic and synchronized with RP mRNAs 
transcription, indicating that all elements involved in ribosome biogenesis are 
transcribed in concert and coordinated with the feeding period. In mammals rRNA 
transcription is highly regulated by the upstream binding factor (UBF). Not sur-
prisingly UBF1 is rhythmically expressed in mouse liver too, at both mRNA and 
protein levels, in phase with RP mRNAs and rRNA transcription. Mice devoid of 
a functional circadian clock lose the rhythmic activation of TORC1 and ERK 
signaling pathways, and the rhythmic expression of UBF1. In addition these ani-
mals show lack of synchrony and coordination of 45S rRNA and RP pre-mRNA 
transcription, highlighting the crucial role of the circadian clock in this mecha-
nism. Ribosomal protein synthesis in eukaryotes is a major metabolic activity that 
involves hundreds of individual reactions; this energy-consuming process has to 
be confi ned to a time when energy and nutrients are available in suffi cient amounts, 
which, in the case of rodents, is during the night [ 38 ].     
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8     RNA-binding Proteins Regulating mRNA Stability 
and Translational Effi ciency Are Important for Oscillation 
of Core Clock Components 

   The number of RNA-binding  proteins   and  those   with RNA-binding motifs encoded 
by the human genome is remarkable. As an example a single type of RNA-binding 
domain, the RNA recognition motif (RRM), is represented in nearly 500 different 
human genes.  RNA-binding proteins (RBPs)   couple transcription and subsequent post-
transcriptional steps by interacting with their target transcripts. Even though some RBPs 
bind to  common elements present in almost every mRNA in a sequence- independent 
and nonspecifi c manner, the majority of RNA-binding factors target particular structures 
or sequences present in some RNAs but not others [ 39 ]. The posttranscriptional events 
involving multiple mRNAs must be highly coordinated and RBPs, including export pro-
teins, provide coordinating functions at all steps along the posttranscriptional regulatory 
chains. RBPs allow the mRNA molecules to interface with other intracellular  machineries 
mediating their splicing, transport, stabilization or degradation, localization, or transla-
tion into protein, as well as the response to stimuli. Indeed individual mRNAs contain 
binding sites for different RBPs and can respond to a wide range on inputs, so that their 
expression can be adjusted to changing environmental conditions. RBPs are thus the 
leading actors of an intricate regulatory network, which is equally complex as that con-
trolling initial RNA synthesis. Because RBPs can bind to more than one RNA with 
sequence specifi city, the existence of a “posttranscriptional operon” has been postulated 
whose function is to expand the regulatory plasticity of our relatively “small” genome. 
In fact the expression of proteins with common functional themes or subcellular distri-
butions is coordinated by large-scale regulatory networks operating at the mRNP level. 
The fi nal outcome of protein synthesis is thus an mRNP-driven process that responds 
dynamically to the environment and cellular growth conditions [ 5 ,  39 ]. 

 In particular the posttranscriptional regulation of mRNA stability and transla-
tional effi ciency are often mediated by cis elements in mRNAs that interact with 
RNA-binding proteins and/or microRNAs. In most cases, these cis elements reside in 
the  3′ untranslated region (UTR)  , and several 3′ UTR motifs have been identifi ed that 
are critical for mRNA splicing, transport, stability, localization, and translation. 

 The 3′UTR-dependent mRNA decay is involved in the regulation of circadian 
oscillation of Period 2 (per2) mRNA. In particular the polypyrimidine tract-
binding protein (PTB), also known as heterogeneous nuclear ribonucleoprotein 
I (hnRNP), binds to  per2  3′UTR and has an mRNA destabilizing activity. Indeed 
the cytoplasmic PTB expression pattern is reciprocal with per2 mRNA oscilla-
tion and depletion of PTB with RNAi results in  per2  mRNA stabilization [ 40 ]. 
A similar study reported that the 3′UTR is also important for the mRNA stability 
of another core clock component, mouse cryptochrome 1 ( cry1 ). The 3′UTR of 
 cry1  contains a destabilizing cis-acting element that contributes to the stability of 
 cry1  mRNA. The binding of hnRNP D to  cry1  3′UTR is responsible for the rapid 
decay of  cry1  mRNA during its declining phase and modulates  cry1  circadian 
rhythm [ 41 ]. 
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 Also, the stability of mouse Period3 (per3) is dramatically changed in a circadian 
phase-dependent manner. In the case of (per3), the control of its circadian mRNA 
stability requires the cooperative function of both the 5′ and 3′ UTRs. Several stud-
ies reported that mRNA stability can be regulated by the 5′UTR, a mechanism 
called translational regulation-coupled mRNA decay. In such cases translational 
inhibition causes mRNA stabilization. Similarly hnRNP Q binds to both 5′ and 
3′UTR in the  per3  mRNA and not only reduces the translation effi ciency but also 
increases the mRNA stability.  per3  mRNA decay is connected to its translation 
kinetics and the central region of  per3  5′UTR is responsible for coupling of transla-
tion and mRNA decay. The binding of hnRNP Q of  per3  5′UTR is phase dependent 
and maintains robust mRNA oscillation [ 42 ]. 

 Mouse LARK, another RBP, has been shown to activate the posttranscriptional 
expression of the mouse period1 ( per1 ) mRNA. A strong circadian cycling of the 
LARK protein is observed in the suprachiasmatic nuclei with a phase similar to that 
of PER1, although the level of the lark transcripts are not rhythmic. LARK protein 
binds directly to a cis-element in the 3′ UTR of the  per1  mRNA and causes increased 
PER1 protein levels, by activating per1 mRNA translation. Alterations of lark 
expression in cycling cells causes signifi cant changes in circadian period, with lark 
knockdown by siRNA resulting in a shorter circadian period, and lark overexpression 
resulting in a lengthened period [ 43 ]. 

 Many studies have shown that mammalian cells utilize  internal ribosome entry site 
(IRES)-mediated translation   for rapid adaptation to certain environments, such as che-
motoxic stress [ 44 ], mitosis [ 45 ] and apoptosis [ 46 ], and generally under conditions 
when cap-dependent translation is compromised. For IRES-mediated translation, pro-
teins known as IRES  trans -acting factors (ITAFs) must recognize IRES elements in a 
structure or sequence-dependent manner. Recent evidences suggest that IRES-mediated 
translation might be one of the mechanisms regulating the protein oscillation of key 
clock components like Rev-erb α. Also known as Nr1d1, Rev-erb α was identifi ed as a 
regulator of lipid metabolism [ 47 ]. It also plays an important role in the maintenance of 
circadian timing in brain and liver tissue [ 48 ,  49 ] and it is a well-known transcriptional 
repressor in the positive limb of circadian transcription [ 3 ,  50 ]. Kim and colleagues 
have demonstrated that hnRNP Q and PTB modulate mRev-erb α IRES-mediated 
translation. Knockdown of hnRNP Q and PTB leads to the alteration of the mRNA 
levels of several clock genes, thus posttranscriptional regulation by hnRNP Q and PTB 
is necessary to maintain the circadian feedback loop [ 7 ,  8 ].    

9     Conclusion 

 There is increasing evidence that the RBPs play an important role in homeostatic con-
trol of the periodicity of circadian oscillator and its output regulation. RBP mediated 
regulation of various steps in the transcription, RNA processing and RNA half-life 
helps maintain the precision of the clock under diverse cellular and environmental con-
ditions. Circadian regulation of cellular physiology and metabolism is mediated by 

5 RNA Dynamics in the Control of Circadian Rhythm



120

daily oscillations in the steadystate levels of nascent RNA, mRNA, and protein levels. 
However, large fraction of oscillating proteins or mRNA does not exhibit a correlated 
rhythm in nascent RNAs, which suggests that post- transcriptional regulation involving 
RBPs is most likely involved. Since many RBPs bind and regulate the location, trans-
port, translation of a large number of target RNAs, a rhythmic level of a given RBP 
likely helps temporally coordinate the function of the target RNAs. Another challenge 
in circadian regulation is the newly recognized role of eating pattern and nutrition 
 quality in the daily oscillations of RNA and proteins. In rodent liver, the circadian 
 transcriptome in peripheral organs appears to be heavily determined by the nutrition 
quality and time of eating. This implies that the nutrition information encoded in sev-
eral metabolites might affect the circadian transcriptome by both transcriptional and 
post-transcriptional mechanisms and RBPs will likely play an important role in inte-
grating nutrition status with the endogenous circadian oscillator function. 

 Much of the evidence for the roles of RBPs in circadian regulation is indirect. 
Although genome-wide transcriptome studies have shown circadian rhythms in the 
mRNA levels of several RBPs, whether the RBP proteins and their cellular localiza-
tion are also circadian is yet to be determined. Similarly, as the target RNAs for 
many of the RBPs are discovered, informatics approaches to integrate these fi nd-
ings with circadian transcriptome datasets will begin to explain post-transcriptional 
mechanisms of circadian regulation. Overall, the area of investigation on how RBPs 
are involved in the circadian regulation is a nascent fi eld with plenty of opportunities 
for discoveries and mechanistic insight.     
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    Chapter 6   
 Roles of RNA-binding Proteins and 
Post- transcriptional Regulation in Driving 
Male Germ Cell Development in the Mouse                     

       Donny     D.     Licatalosi    

    Abstract     Tissue development and homeostasis are dependent on highly regulated 
gene expression programs in which cell-specifi c combinations of regulatory factors 
determine which genes are expressed and the post-transcriptional fate of the resulting 
RNA transcripts. Post-transcriptional regulation of gene expression by RNA-binding 
proteins has critical roles in tissue development—allowing individual genes to gener-
ate multiple RNA and protein products, and the timing, location, and abundance of 
protein synthesis to be fi nely controlled. Extensive post-transcriptional regulation 
occurs during mammalian gametogenesis, including high levels of alternative mRNA 
expression, stage-specifi c expression of mRNA variants, broad translational repres-
sion, and stage-specifi c activation of mRNA translation. In this chapter, an overview 
of the roles of RNA-binding proteins and the importance of post-transcriptional 
regulation in male germ cell development in the mouse is presented.  

  Keywords     Post-transcriptional regulation   •   Alternative mRNA processing   • 
  Splicing   •   Polyadenylation   •   Translational control   •   RNA-binding proteins   • 
  Gametogenesis  

1       Introduction 

 Post-transcriptional regulation of gene expression is a central and widespread mecha-
nism that alters genetic output during cell differentiation and tissue development. 
Transcriptional controls defi ne which combinations of genes are transcribed in a cell 
and the magnitude of each gene’s transcriptional output, while post- transcriptional 
controls include regulatory events that act on the RNA products of transcription. 
These include regulation of nuclear pre-mRNA splicing and polyadenylation, and 
cytoplasmic mRNA localization, stability, translation, and degradation. In different 
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cell types and stages of development, specifi c combinations of RNA-binding proteins 
(RBPs) establish and modulate post-transcriptional gene regulatory networks. The 
importance of RBPs in tissue homeostasis and function is highlighted by a growing 
list of human diseases associated with aberrant expression of RBPs and disruption of 
post-transcriptional regulatory events [ 1 ]. 

  Alternative mRNA processing   (the production of alternatively spliced and polyad-
enylated mRNAs from a single gene) has major roles in transcriptome diversifi cation 
in different tissues [ 2 ]. Tissue-specifi c differences also exist in the extent to which 
mRNAs are translationally controlled. The mammalian testis stands out from other 
tissues with respect to transcriptome complexity and widespread post- transcriptional 
regulation [ 3 – 5 ]. Within the testis are seminiferous tubules where germ cells proceed 
through a well-characterized series of developmental steps to generate haploid gam-
etes. Mouse models have identifi ed essential roles for RBPs and post-transcriptional 
regulation in nearly all steps of germ cell development, from the earliest embryonic 
stages to the formation and release of mature spermatozoa [ 6 ]. 

 In this chapter, the importance of RBPs and post-transcriptional regulation of 
protein coding genes in gametogenesis is reviewed, with a focus on male germ cell 
development in the mouse. As mouse and human male germ cell development are 
broadly comparable, studies of germ cell development in the mouse have provided 
insights on many different aspects of human cellular and reproductive biology 
[ 7 ,  8 ]. This includes new insights into regulatory mechanisms that control mam-
malian cell differentiation, apoptosis, chromosome biology, infertility, and testicu-
lar cancer. In the fi rst section, an overview of the different stages of male germ cell 
development is provided. In the second section, different types of post-transcrip-
tional regulation and examples of their impact on germ cell gene expression are 
presented. In the fi nal section, evidence of the importance of specifi c RBPs and their 
roles in germ cell development is reviewed.  

2     Male Germ Cell Development 

2.1     Overview of Pathway 

 Germ cell  development   can be broadly divided into distinct stages and involves a 
number of well-characterized cellular division and differentiation events driven by 
intrinsic factors and extrinsic cues [ 9 ] (Fig.  6.1 ). The embryonic stage of germ cell 

Fig. 6.1 (continued) to a male or female program of development. ( b ) During the fi rst postnatal stage of 
germ cell development, spermatogonia type A cells self renew or undergo a series of proliferative and 
differentiating divisions to generate chains of cells that will enter meiosis. ( c ) Meiosis involves a single 
genome duplication event followed by two successive divisions to generate haploid spermatids. ( d ) 
Spermiogenesis, the process by which round spermatids progress through 16 steps to transform into 
spermatozoa that are released into the lumen of the seminiferous tubule       
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  Fig. 6.1    Overview of male germ cell development in the mouse. ( a ) During embryogenesis, primordial 
germ cells (PGCs) migrate to the genital ridge where they receive signals ( red dashed arrow ) from 
gonadal support cells (Sertoli cells or granulosa cells in XY and XX embryos, respectively) and commit 
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development includes the specifi cation (or ‘birth’) of germ-line cells, their migra-
tion to the genital ridge (the site of the future gonads), and sex determination. The 
remaining stages of germ cell development occur postnatally and include: (1) a 
proliferative stage where spermatogonial cells either self-renew or undergo a num-
ber of proliferative divisions to yield spermatoctyes that enter meiosis; (2) a meiotic 
stage where four genetically distinct haploid cells (spermatids) are generated from 
each spermatocyte; and (3) a differentiation stage (called spermiogenesis) where 
haploid spermatids transform into spermatozoa. Here, an overview of the major 
stages of male germ cell development in the mouse, with an emphasis on steps in 
which RBPs and post-transcriptional control of gene expression have critical roles 
is described.

2.2        Embryonic Stages of Germ Cell Development 

   Germ-line cells are fi rst detectable at  approximately   day 7 of embryogenesis (E7) 
as a cluster of cells  in   the epiblast [ 10 ]. These  primordial germ cells (PGCs)   prolif-
erate and migrate to the genital ridge, during which time they remain sexually bi-
potent, able to commit to either the male or female program of germ cell 
development. Germ cell sex-determination depends on whether gonadal support 
cells express the SRY gene encoded on chromosome Y. In the absence of SRY 
expression (XX embryos), the supporting gonadal cells differentiate into female 
granulosa cells. In XY embryos, SRY expression induces differentiation of gonadal 
support cells into male Sertoli cells. Sex-specifi c gonadal support cells (granulosa 
cells or Sertoli cells) provide extracellular signals that determine whether PGCs 
progress towards a female program of development and differentiate to meiotic 
oocytes, or commit to a male program of germ cell development in which PGCs 
become gonocytes (also called prospermatogonia) and proliferate briefl y before 
undergoing cell cycle arrest at G1/G0 and quiescence for the remainder of embryo-
genesis (Fig.  6.1a ) [ 11 ,  12 ]. In the postnatal testis, Sertoli cells remain in close 
contact with germ cells, providing structural and nutritional support throughout 
spermatogenesis via testis-specifi c junctions [ 13 ].    

2.3     Postnatal Germ Cell Development 

2.3.1     Spermatogonia Proliferation, Renewal, and Differentiation 

 A few days after birth, the quiescent  gonocytes   resume mitotic proliferation and 
differentiate into ‘type A’ spermatogonial cells (Fig.  6.1b ) [ 14 – 16 ].    Single type A 
spermatogonia (A single  or A s ) are thought  to   have stem cell potential and undergo 
self-renewing divisions to produce two new A s  cells. Alternatively, A s  cells can 
divide to produce a pair of spermatogonial cells (A paired  or A pr ) that remain 
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connected to one another via intercellular bridges resulting from incomplete cytoki-
nesis. Subsequent divisions yield chains of 4–16, and even 32 spermatogonial cells 
called A aligned  (A al ). The differentiation of A al  cells into A1 spermatogonia begins the 
strictly time-regulated stages of spermatogenesis involving mitotic divisions to gen-
erate interconnected chains of A2, A3, A4, Intermediate, and fi nally type B sper-
matogonia. B spermatogonia undergo a fi nal mitotic division to yield pre- leptotene 
spermatocytes that enter meiosis.  

2.3.2     Meiosis 

    The second major phase of postnatal germ cell development is  meiosis  , in which 
spermatocytes undergo a single genome duplication event followed by  two   succes-
sive divisions (meiosis I and  meiosis II)   to generate haploid cells called  spermatids   
(Fig.  6.1c ). During the prolonged prophase of meiosis I, chromosomes condense 
and homologous pairs of chromosomes recognize one another and align. The recog-
nition, juxtaposition, and synapsis of homologous chromosomes allows them to 
physically exchange genetic information through the repair of double strand breaks 
[ 17 ]. Recombination between homologous sequences on maternally- and parentally- 
inherited chromosomes creates new combinations of alleles and therefore generates 
genetic diversity. Additional diversity arises from the independent assortment (seg-
regation) of homologous pairs into daughter cells during meiosis I. Meiosis II is 
signifi cantly shorter than meiosis I and is similar to mitosis in that sister chromatids 
are separated from one another and segregate into daughter cells.     

2.3.3     Spermiogenesis (Spermatid Differentiation) 

 Round spermatids (the haploid products of meiosis)    undergo an ordered series of 
cytological and morphological changes to produce spermatozoa—slender,)    elon-
gated  cells   that consist of three main regions: (1) a fl agellum for motility, (2) a 
midpiece region lined with mitochondria to provide ATP for motility, and (3) a 
head region consisting of a compact nucleus whose anterior is encased with a granu-
lar vesicle (the acrosome) that contains hydrolytic enzymes necessary for oocyte 
penetration (Fig.  6.1d ) [ 18 ]. 

 The process of spermatid differentiation (called spermiogenesis) takes ~13.5 
days to complete in the mouse, and consists of 16 steps that can be roughly divided 
into the round spermatid steps (steps 1–8) and elongating spermatid steps (steps 
9–16). During spermatid elongation, extensive chromatin remodeling and compac-
tion results from the successive replacement of histones with transition proteins, 
followed by the replacement of transition proteins with protamines. A consequence 
of chromatin compaction is transcriptional inactivation in elongating spermatids 
[ 19 ,  20 ]. As a result, synthesis of new proteins during spermatid elongation is 
dependent on a reservoir of translationally-repressed mRNAs synthesized days ear-
lier in transcriptionally active round spermatids (discussed in greater detail below) 
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[ 3 ]. In the fi nal stages of spermiogenesis, mature spermatids shed excess cytoplasm, 
detach from Sertoli cells as cell junctions are severed, and are released into the 
lumen of the seminiferous tubule [ 21 ]. Mature spermatids (called spermatozoa) 
then transit out of the testis and into the  epididymis   where further maturation occurs.    

3     Complexity and Post-transcriptional Regulation 
of the Developing Germ Cell Transcriptome 

3.1     Modulating Gene Output Via Alternative Splicing 
and Polyadenylation 

     Nearly all protein-coding genes in  higher    eukaryotes   have a ‘split-gene’ organiza-
tion in which the sequences present in  the   resulting mRNA (expressed sequences or 
exons)  are   interrupted in the gene by longer intervening sequences (introns) [ 2 ,  22 ]. 
Consequently, production of a mature mRNA template for translation requires the 
removal of intronic sequences from the mRNA precursor (pre-mRNA) and the pre-
cise joining (or splicing) of exons. Alternative splicing is the process in which spe-
cifi c exons are differentially spliced into the mature transcript. Nearly all multi-exon 
genes in mammals yield alternatively spliced mRNA isoforms, most of which are 
expressed in a specifi c tissue or stage of development [ 23 – 26 ]. 

 In some cases, alternative splicing results in modest changes in the primary 
sequence and functional properties of the encoded protein, while in others alterna-
tive splicing can have a profound effect on biology and act as a switch that controls 
the production of protein isoforms with antagonist activities (Fig.  6.2 ). For exam-
ple, several genes encoding regulators of apoptosis can yield both anti- and pro- 
apoptotic isoforms as a result of alternative pre-mRNA splicing [ 27 ]. Tissue-restricted 
alternative splicing events frequently alter regions of proteins that are phosphory-
lated thus altering the range of targets for specifi c kinases in each tissue [ 26 ,  28 ], 
as well as regions that specify tissue-specifi c protein-protein interaction networks 
[ 29 ,  30 ]. Regulated alternative splicing can also be coupled to changes in mRNA 
abundance as the inclusion or exclusion of some alternative exons results in a cod-
ing frame-shift and the introduction of a premature termination codon which then 
targets the mRNA for degradation by the nonsense-mediated mRNA decay pathway 
[ 31 ].

   With few exceptions, all mRNAs receive a polyadenosine tract (polyA tail) at 
the 3′end [ 32 ]. The addition of the polyA tail is functionally linked to transcription 
termination and involves two tightly coupled steps [ 33 ]. In the fi rst step of 3′end 
formation, pre-mRNA is endonucleolytically cleaved to expose a free 3′ hydroxyl 
that will be the substrate for the second step, the non-templated addition of a polyA 
tail. The majority of mammalian genes yield alternative mRNA variants that can be 
cleaved and polyadenylated at one of multiple positions [ 34 ]. The most common 
alternative polyA site variants arise from selection of one of multiple polyA sites 
that are present in tandem in the same exon (Fig.  6.2 ). In these alternative mRNAs, 
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selection of a proximal or distal site for polyA tail addition does not alter protein 
coding sequences, but does alter 3′UTR length. Thus, alternative polyadenylation 
has the potential to switch mRNAs from one cytoplasmic fate to another, by altering 
the repertoire of 3′UTR  cis  regulatory sequences associated with post- transcriptional 
mRNA control including regulation by small RNAs (miRNAs and possibly piRNAs 
[ 35 ]) or RBPs that control mRNA localization, translation, and decay (Fig.  6.2 ) 
[ 36 – 39 ]. Alternatively polyadenylated mRNAs can also arise from differential use 
of polyA sites located in different 3′ terminal exons. This form of alternative poly-
adenylation is coupled to changes in exon splicing of the pre-mRNA and results in 
mRNAs that have distinct 3′UTRs and code for proteins with different C-termini. 
Thus alternative polyadenylation coupled to alternative splicing can yield alterna-
tive mRNAs from the same gene yet code for different protein isoforms and subject 
to different post-transcriptional controls. 

 Similar to splice variants, most alternatively polyadenylated mRNAs are expressed 
in a developmentally regulated or tissue-specifi c manner [ 4 ,  24 ,  40 ,  41 ]. In addition, 
tissue-specifi c biases in alternative polyadenylation have been identifi ed. For exam-
ple, mRNAs with long 3′UTRs (selection of distal polyA sites) are most abundant in 
neural tissues, while mRNAs with short 3′UTRs (selection fo proximal polyA sites) 
are prevalent in testis. Important roles for alternative polyadenylation have been 
identifi ed during T-cell stimulation [ 37 ], neuronal signaling [ 42 ], and in proliferation 
of tumor cell lines in culture [ 36 ]. In general, proliferating and undifferentiated cells 
tend to express mRNAs with short 3′UTRs while non- proliferating and/or differen-
tiating cells (neurons and ‘resting’ T-cells, for example) generate mRNAs with long 
3′UTRs [ 37 ,  43 ,  44 ]. Interestingly, 3′UTRs of a large number of germ cell mRNAs 
switch from long to short as cells progress through spermatogenesis [ 45 – 47 ], with 
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  Fig. 6.2    Gene regulation through alternative mRNA regulation. In this example, a single gene 
yields three identical pre-mRNAs that are alternatively processed into different mRNAs to alter 
the identity and abundance of the encoded protein. In panels ( 1 ) and ( 2 ), alternative splicing of 
exon ‘b’ yields mRNAs that encode alternative protein variants. In panels ( 2 ) and ( 3 ), alternative 
polyadenylation yields mRNAs that differ with respect to 3′UTR length, with the long 3′UTR 
variant (panel ( 3 )) possessing regulatory elements that lead to reduced accumulation of the encoded 
protein       
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the selection of proximal polyA sites being a common feature of mRNAs expressed 
in round spermatids [ 48 ,  49 ]. It is not known whether accelerated decay of long 
3′UTR mRNAs contributes to differences in the relative levels of long and short 
3′UTR variants in different stages of spermatogenesis.      

3.2     Functional Consequences of Alternative Processing 
of Germ Cell mRNAs 

   Compared to other tissues, the  testis   expresses higher numbers of alternatively 
spliced  mRNAs   including testis-specifi c mRNA variants, and mRNAs that exhibit 
stage-specifi c patterns of alternative splicing [ 23 ,  24 ,  50 – 52 ]. In addition to exten-
sive stage-specifi c alternative splicing, changes in 3′UTRs caused by alternative 
polyadenylation are prevalent during spermatogenesis [ 45 ,  46 ]. 

 The number of alternatively spliced mRNAs expressed in a given tissue gener-
ally correlate with the number of genes expressed (including those encoding splic-
ing factors), suggesting that higher numbers of alternatively spliced mRNA variants 
result from increased combinations of splicing regulatory proteins [ 53 ]. In mice and 
humans, more genes are expressed in the testis (~84 % of RefSeq genes) than any 
other tissue [ 4 ]. Strikingly, the majority of RNA present in whole testis preparations 
is contributed by two germ cell types:  pachytene spermatocytes   (germ cells in mei-
otic prophase I where chromatin condensation and homologous recombination 
occurs) and round spermatids (the haploid products of meiosis). In these cells, a 
more open chromatin state facilitates promiscuous transcription of the genome 
including protein-coding and non-coding genes and intergenic elements (SINEs, 
LINEs, and LTRs) [ 54 ]. Collectively, these observations raise questions regarding 
the biologic importance of the expression of high numbers of alternatively spliced 
germ cell mRNAs and stage-specifi c changes in alternative splicing and polyade-
nylation during spermatogenesis. Nevertheless, specifi c examples of functional dif-
ferences in alternatively processed germ cell mRNAs have been described.   

3.2.1     LIG3, SOX17, and CREM 

      Representative examples of genes that  yield   alternative mRNAs that encode func-
tionally distinct protein isoforms in mouse germ cells include  LIG3  ,  SOX17  , and 
 CREM  . LIG3 encodes  two   isoforms (α and β) of DNA ligase III through utilization 
of distinct 3′ terminal exons. Both isoforms are highly expressed in testis, with 
DNA ligase III β mRNA being the predominant species. In somatic cells, both iso-
forms are expressed at low levels and DNA ligase III α mRNA is the predominant 
species. The α and β mRNAs yield polypeptides with different C-termini, and while 
both proteins are active as DNA joining enzymes, the β form (unlike the α form) is 
unable to interact with the DNA repair protein XRCC1, suggesting distinct cellular 
functions for the α and β isoforms of DNA ligase III [ 55 ,  56 ]. 
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 The SOX17 gene encodes a transcription factor bearing a high mobility group 
(HMG) box region in its N-terminus. In mouse testis, Sox17 is present in spermato-
gonia and has decreased expression in pachytene spermatocytes. Reduced Sox17 
levels in pachytene cells is accompanied by increased expression of t-Sox17, an 
alternatively spliced variant that lacks the exon that codes for the majority of the 
HMG box region. As a result, t-Sox17 mRNA encodes a truncated protein which 
lacks an intact HMG box region and is unable to bind DNA or stimulate transcrip-
tion of a luciferase reporter gene in co-transfection experiments [ 57 ]. 

 Although the analysis of LIG3 and SOX17 mRNAs expressed in germ cells 
highlight the ability of alternative pre-mRNA processing to generate biochemically 
distinct polypeptides, the functional importance of these alternative isoforms (as 
with most germ cell alternative mRNAs that have been identifi ed) has not been 
investigated  in vivo . Transgenic mouse models that disrupt the balance of specifi c 
alternative mRNA variants or delay the expression of stage-specifi c isoforms are 
needed to determine whether specifi c changes in alternative mRNA isoforms are 
functionally important for mammalian germ cell development. 

 Studies of the transcription factor CREM (cAMP-responsive element modula-
tor) highlight one of the best characterized examples of the importance of alterna-
tive pre-mRNA processing in spermatogenesis. Through selection of alternative 
promoters, alternative exon splicing, and alternative polyadenylation, the CREM 
gene can give rise to multiple mRNA and protein variants. In pre-meiotic germ cells 
and early prophase spermatocytes, the predominant CREM isoforms expressed 
(β and γ) are capable of binding CRE sequences of target genes but lack the 
glutamine- rich domains important for transactivation and thus function as suppres-
sors of cAMP-induced transcription [ 58 ]. In pachytene spermatocytes, a switch in 
the pattern of CREM pre-mRNA splicing results in the production of CREMτ, 
which differs from β by the presence of two inserted glutamine-rich amino acid 
regions that confer transactivation function to CREMτ [ 59 ]. In addition to the con-
version of CREM from suppressor to activator by alternative splicing, an alternative 
polyadenylation switch from distal to proximal polyA site use in the CREMτ 3′UTR 
eliminates multiple mRNA-destabilizaing elements and is associated with a robust 
increase in CREMτ mRNA levels in spermatids [ 60 ]. Thus, multiple changes in 
CREM pre-mRNA processing modulate protein function and mRNA abundance. 
Importantly, in mice homozygous for a null allele of CREM, spermatids fail to dif-
ferentiate and there is an increase in germ cell apoptosis, suggesting that CREMτ is 
functionally important in transcriptional activation of genes in postmeiotic germ 
cells [ 61 ,  62 ].       

3.2.2     Different Fates for Alternatively Polyadenylated Germ Cell mRNAs 

   In addition to CREMτ, several genes have  been   identifi ed that  yield   alternative 
polyA variants in mouse testis with a bias towards selection of proximal sites 
(mRNAs with shorter 3′UTRs) in later stages of germ cell development [ 45 ,  62 , 
 63 ]. The functional signifi cance of 3′UTR shortening of large numbers of germ cell 
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mRNAs is not understood. Representative examples of genes that yield alternative 
3′UTR variants with different cytoplasmic fates include RNF4 and DAZAP1. 
RNF4 encodes the small nuclear ring fi nger protein 4, a ubiquitin E3 ligase [ 64 ]. In 
spermatocytes and spermatids, two alternative RNF4 mRNA variants (of ~1.6 and 
3.0 kb) are generated due to alternative use of different polyA sites present in the 
same 3′ terminal exon. Both the long and short 3′UTR mRNA isoforms of RNF4 
are present at comparable levels in spermatocytes, while there is a signifi cant 
increase in the abundance of the shorter ~1.6 kb RNF4 mRNA variant in spermatids 
[ 65 ]. Northern blot analysis of RNF4 mRNAs following sucrose density gradient 
centrifugation and fractionation of adult testis (a widely used method to assess the 
translational status of specifi c mRNAs) demonstrated that the long 3′UTR RNF4 
isoform is polysome-associated while the short 3′UTR isoform is predominantly in 
the non-translating mRNP fraction. Thus, alternatively polyadenylated variants of 
RNF4 mRNA exhibit differences in ribosome association. 

 Differences in polysome-association for long and short 3′UTR variants have 
also been described for DAZAP1 mRNAs. DAZAP1 (DAZ associated protein 1) 
encodes a ubiquitously expressed RBP that is implicated in transcription, RNA 
splicing, and translation [ 66 ]. Two DAZAP1 mRNA isoforms generated by alterna-
tive polyadenylation at sites within the same 3′ terminal exon are present at compa-
rable levels throughout testis development [ 67 ]. Both DAZAP1 mRNAs exhibit 
similar levels of polysome-association in early stages of postnatal testis develop-
ment. However, as testis development proceeds in prepubertal mice and postmeiotic 
germ cells appear and gradually comprise a larger proportion of the total germ cell 
population, the short 3′UTR isoform is progressively reduced in the polysome frac-
tions and localizes predominantly in the non-translating mRNP fractions. In con-
trast, the long 3′UTR DAZAP1 mRNA exhibits a modest decrease in polysome 
association with testis development, however the majority of the long 3′UTR iso-
form remains polysome-associated in adult testis. Thus, alternatively polyadenyl-
ated variants of DAZAP1 mRNA exhibit differences in ribosome-association in 
different stages of spermatogenesis. 

 Studies of alternative polyadenylation in T-cells and cancer cell lines in culture 
have posited that 3′UTR shortening due to selection of proximal alternative polyA 
sites functions as a mechanism to allow mRNAs to escape negative regulation 
imposed by elements present in long 3′UTRs [ 36 ]. In the examples presented here, 
the short 3′UTR variant of mRNAs derived from the RNF4 and DAZAP1 genes 
exhibited low levels of polysome-association in later stages of spermatogenesis. 
These observations indicate that 3′UTR shortening may not be obligatorily coupled 
to increased translation in all mammalian cell types. Multiple scenarios could 
account for the translational differences observed in these alternatively polyadenyl-
ated variants. One possibility is that reduced translation of the short 3′UTR isoforms 
in late stages of spermatogenesis results from the absence of specifi c ‘translation-
promoting’ sequences that are present only in the long 3′UTR variants and may 
counteract ‘translation-repressing’ sequences present upstream of the proximal 
polyA site. The observation that the DAZAP1 short 3′UTR mRNA is competent for 
effi cient translation in earlier stages of spermatogenesis, suggests the involvement 
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of stage-specifi c cofactors that determine if an mRNA is translationally active or 
repressed. Transgenic mouse models have shown that mRNAs expressed in sperma-
tids can undergo sequence-independent assembly into translationally- repressed 
mRNP particles [ 68 ]. In addition, selection of proximal polyA sites is a common 
feature of mRNAs expressed in spermatids [ 45 ]. Thus, differences in the translation 
or repression of alternative polyA variants could be due, in part, to differences in the 
timing of their synthesis whereby widespread repression of the majority of mRNA 
is coincident with the synthesis of mRNAs with short 3′UTRs due to selection of 
proximal sites for 3′ end cleavage and polyadenylation. Insights into the molecular 
mechanisms and functional consequences of alternative polyadenylation during 
germ cell development awaits comprehensive measurements of the timing and 
dynamics of the synthesis of alternative mRNAs, their movement into and out of the 
translating and non-translating fractions, and their decay.     

3.3     Translational Control: Global and Message-Specifi c 

   A third widespread form of post- transcriptional   gene control in developing germ 
 cells   is the regulation of mRNA translation. This includes repression of the majority 
of germ cell mRNAs and translational activation of select mRNAs at specifi c stages 
of development. While the extent of repression varies between individual mRNA 
species, germ cell mRNAs generally show lower levels of polysome association 
compared to mRNAs expressed in somatic cells [ 69 ]. Nearly two-thirds of the total 
polyadenylated RNA present in isolated spermatocytes [ 70 ], spermatids [ 71 ], and in 
whole testis [ 72 ] is present in non-polysomal mRNP fractions, indicating that a 
signifi cant portion of germ cell mRNAs are not involved in protein synthesis. 
Accordingly, a survey of eight tissues showed that the testis exhibits the lowest cor-
relation between proteome and transcriptome, consistent with widespread transla-
tional repression of the majority of germ cell transcripts [ 73 ]. Global repression of 
mRNA translation is hypothesized to protect against over-production of proteins 
due to ‘leaky or promiscuous’ expression of large numbers of genes and higher 
mRNA levels compared to somatic cells [ 5 ,  54 ]. 

 Regulation of mRNA translation has important roles throughout mammalian 
gametogenesis, from early steps of germ cell development during embryogenesis to 
release of spermatozoa into the lumen of seminiferous tubules in adults. For exam-
ple, as germ cells transition from gonocytes to spermatogonia in the neonatal testis, 
~50 genes show expression level changes while ~3000 mRNAs exhibit at least a 
twofold increase in translation effi ciency [ 74 ,  75 ]. Thus, increased translation of a 
large cohort of mRNAs, rather than expansive changes in transcribed genes, remod-
els the germ cell proteome in the neonatal testis. 

 Stage-specifi c changes in mRNA translation have been described in multiple stages 
of spermatogenesis, but have been most intensively studied during spermatid differen-
tiation [ 76 ,  77 ], where the assembly of mRNAs into translationally- repressed mRNPs 
and stage-specifi c release of specifi c mRNAs from this repression is essential. During 
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spermatid elongation, chromatin compaction results in the cessation of transcription, 
thus translation of new polypeptides necessary for the completion of spermatogenesis 
is dependent on mRNAs synthesized days earlier and stored in mRNPs [ 3 ,  78 – 80 ]. 
Examples of well-studied transcripts whose synthesis and translation are temporally 
disconnected include mRNAs encoding  transition proteins (Tnp1 and Tnp2), prot-
amine proteins (Prm1 and Prm2), and the sperm mitochondrial associated cysteine-
rich protein (Smcp), all of which are encoded by genes that are essential for proper 
germ cell development in mice [ 81 – 85 ]. 

 Prm1 and Tnp2 mRNAs are fi rst detected in round spermatids but are not trans-
lated until several days later in elongating spermatids [ 69 ,  86 – 88 ]. Interestingly, 
these mRNAs only exhibit a partial release from translational repression (for exam-
ple, less than half of the total Prm1 and Prm2 mRNAs become polysome-associated 
in elongating spermatids). The importance of UTR elements in temporal and stage- 
specifi c control of mRNA repression and translation was demonstrated in mice con-
taining Prm1 or Tnp2 transgenes in which their respective UTRs were replaced, 
resulting in premature translation of Prm1 and Tnp2 mRNAs and germ cell devel-
opmental abnormalities [ 90 ,  91 ]. 

 Transgenic mouse models have also provided key insights into potential regula-
tory mechanisms of mRNP assembly and stage-specifi c release of mRNAs from 
translational repression. To better understand mRNA assembly into and release 
from mRNPs in spermatids, a series of transgenic mice have been generated that 
contain a reporter gene (GFP or hGh) with various 5′ and/or 3′ UTRs, including 
those from translationally controlled mRNAs. Analyses of these transgenes 
revealed that mRNAs expressed in spermatids can undergo sequence-independent 
assembly into translationally-repressed mRNPs [ 68 ], and that specifi c sequences 
in the UTRs of Scmp and Prm1 participate in controlling the timing of mRNA 
release from mRNP particles and association with ribosomes [ 92 – 95 ]. Studies by 
Braun and colleagues identifi ed two sequences in the Prm1 3′UTR that can delay 
translation of a reporter mRNA, including a translational control element (TCE) 
and a Y-box recognition sequence (YRS, UCCAUCA) that is recognized by Y-box 
proteins (discussed below) [ 94 – 97 ]. Interestingly, both the TCE and the YRS must 
be in close proximity to the polyA tail to function, however the molecular basis 
remains unknown. 

 Studies by Kleene and colleagues revealed a role for uORFs in translational con-
trol during spermiogenesis while demonstrating that both the 5′ and 3′ UTRs of 
Smcp are required to recapitulate the strength and duration of translational control 
observed with endogenous Smcp mRNAs [ 92 ,  93 ]. Additional evidence that 
5′UTRs can infl uence translation of germ cell transcripts in spermatids comes from 
the analysis of alternative mRNAs derived from the AKAP4, TBP, and SOD1 
genes. Selection of different sites of transcription initiation generates multiple alter-
native mRNA variants in germ cells from each of these genes. Interestingly, alterna-
tive transcription site use does not alter AKAP4, TBP, or SOD1 protein coding 
sequences, but does generate mRNAs that differ in their 5′UTRs and in translation 
effi ciency [ 98 – 100 ]. These examples highlight an important role for alternative 
transcription start site selection in regulation of protein abundance.    
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3.4     Post-transcriptional Control Through PolyA Tail Length 
Regulation 

   The polyA tail present at the 3′end of  nearly   all mRNAs has important roles in 
several steps in the mRNA lifecycle including nuclear export, translational control, 
and mRNA stability [ 101 ,  102 ].  Many   factors that impact post-transcriptional regu-
lation of gene expression do so by directly or indirectly modifying polyA tail length. 
 Deadenylation   (polyA tail shortening) is the fi rst step in the degradation of the 
majority of mRNAs [ 103 ]. Multiple post-transcriptional regulatory factors control 
their mRNA targets by affecting the recruitment and activity of deadenylases to 
specifi c mRNAs. 

 The importance of cytoplasmic polyA tail lengthening in mouse gametogen-
esis is illustrated by spermatogenic defects in knockout mice lacking a cytoplas-
mic polyA polymerase [ 104 ]. In addition, the cytoplasmic polyadenylation 
element binding protein (CPEB) important for cytoplasmic polyadenylation of 
specifi c mRNAs is essential in mouse germ cells. (discussed below, [ 105 ]). For 
some mRNAs, polyA tail lengthening in the cytoplasm occurs in response to 
specifi c cellular cues and is associated with increased mRNA translation. 
Translational activation resulting from polyA tail lengthening is believed to be 
due to stabilization of a circular ‘closed loop’ mRNA structure via interactions 
between polyA-binding protein (PABP) bound to the polyA tail and the eIF4E 
translation initiation complex bound to mRNA 5′ end ‘cap’ [ 101 ]. A requirement 
for 5′UTR and 3′UTR sequences in temporal control of translation in differenti-
ating spermatids (discussed above) is consistent with a closed loop model of 
translational control of some germ cell mRNAs. Furthermore, mouse models 
have indicated that stage-specifi c modulation of PABP levels has an important 
role in the temporal control of translation and is critical for proper germ cell 
development [ 106 ]. 

 A striking observation from  northern blot analysis   of translationally regulated 
mRNAs in spermatids is a difference in the electrophoretic mobility of specifi c 
mRNA species in ribosome-free mRNP and polysome-associated sucrose gradi-
ent fractions from mouse testis [ 86 ,  88 ,  107 ]. In the mRNP fractions, mRNAs 
encoding Prm1 or Tnp1 for example, appear as homogenous transcripts. However, 
the corresponding transcripts in the polysome fractions migrate as heterogeneous 
species or ‘RNA smear’ that results from polyA tail shortening. It remains 
unclear as to why translation of some mRNAs is accompanied by polyA tail 
shortening. Shortening does not appear to absolutely required however, as full 
length mRNAs (comparable in size to those in the mRNP fractions) do appear in 
the polysome fractions in addition to the isoforms with shorter polyA tails. It is 
not known whether partial deadenylation promotes release from translational 
repression, or if deadenylation occurs while mRNAs are being translated to act as 
a translational ‘timer’ whereby the polyA tail is progressively shortened until a 
critical length is reached that can no longer support interactions between the 5′ 
and 3′ ends and the mRNA.     
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4     Roles of RNA-binding Proteins in Germ Cell mRNA 
Regulation 

   The molecular  mechanisms   that  control   alternative mRNA expression and temporal 
control of translation during germ cell development remain poorly understood. 
Each step in the lifecycle of an mRNA is dependent on the combination and posi-
tions of bound RBPs. In the nucleus, co-transcriptional loading of specifi c RBPs 
onto nascent pre-mRNA can alter alternative splicing and alternative polyadenyl-
ation. In some cases, RBPs can function as either positive or negative-acting factors 
depending on their position relative to an alternative exon or polyA site [ 108 ]. RBPs 
also control downstream post-transcriptional events such as regulation of mRNA 
stability, localization, or translation. Thus, RBPs can regulate and integrate multiple 
layers of gene regulation to control which protein variants are made and modulate 
the timing, location, and dosage of mRNA translation. Accordingly, variations in 
the RBPs expressed in each cell type underlie tissue-specifi c differences in post- 
transcriptional gene regulation. 

 Additional modulation of post-transcriptional fate is achieved through changes 
in the in levels and/or activity of core RNA regulatory factors as well as auxiliary 
factors that do not directly bind RNA [ 108 ]. Core factors include those that are 
broadly expressed and have central roles in mRNA regulation. For example, mem-
bers of the SR and hnRNP families of RBPs are widely expressed and generally 
function in activation or repression respectively, of exon splicing. Auxiliary factors 
modulate the activity of core factors through either direct binding to specifi c 
mRNAs (for example, miRNAs and tissue-specifi c RBPs) or indirectly through 
post-translational modifi cations of regulatory factors. An example of the latter 
includes members of the CLK/STY family of protein kinases that can phosphory-
late SR proteins resulting in alterations in their localization and splicing activity 
[ 109 – 111 ]. Coincidentally, all four genes that encode CLK/STY kinases yield alter-
native mRNAs that are expressed in different tissue-specifi c combinations, with 
high levels of expression in the testis [ 112 ,  113 ]. It is not known whether differen-
tial expression of CLK/STY kinases contributes to stage specifi c changes in alterna-
tive splicing during spermatogenesis. 

 The conversion of an mRNA from a translationally-silent to active state is poorly 
understood, but likely to involve the selective removal and/or addition of specifi c 
RBPs [ 114 ,  115 ]. In male germ cells, remodeling of mRNPs is thought to have 
important roles in regulating the timing of mRNA stabilization, translation, and 
decay. RNA helicases are thought to reshape protein-RNA complexes—removing 
some RBPs and allowing others to bind [ 116 ]. Many RNA helicases localize to chro-
matoid bodies, dynamic spermatid-specifi c structures suggested to function as RNA 
processing centers involved in post-transcriptional RNA regulation [ 115 ,  117 ,  118 ]. 

 Below, representative examples of RBPs believed to function as major contribu-
tors to post-transcriptional gene regulatory programs at specifi c stages of male 
gametogenesis are described. This includes factors that have either been shown to be 
essential for specifi c stages of germ cell development as well as RBPs that are sus-
pected to have multiple key roles in post-transriptional control of germ cell mRNAs.   
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4.1     Elavl1/HuR 

 The embryonic lethal abnormal vision 1 protein ( Elavl1  , also known as HuR) is 
one of  four   related proteins of the Elavl/Hu family that have multiple roles in 
post-  transcriptional   regulation, including mRNA processing, export, translation, 
and decay [ 119 ]. Elavl1/HuR is broadly expressed, while the other members of 
the family (Elavl2/HuB, Elavl3/HuC, and Elavl3/HuD) are predominantly 
expressed in the nervous system. Elavl proteins bind their mRNA targets via 
interaction with U-rich sequences. In mouse brain and in mammalian cell culture, 
the Elavl RBPs binds thousands of transcripts via interactions in introns and 
3′UTRs and regulate alternative mRNA splicing and mRNA stability [ 120 – 122 ]. 
In mouse spermatogenic cells, Elavl1/HuR is expressed in pachytene spermato-
cytes and round spermatids. Conditional inactivation of Elavl1 expression in 
germ cells results in male sterility due to defects in the completion of meiosis and 
failure of round spermatids to differentiate into elongated spermatids [ 123 ]. As a 
result, spermatozoa are absent in the epididymides. The direct role(s) of Elavl1 in 
mouse spermatogenic cells remain to be determined, however it is probable that 
Elavl1 is involved in multiple post- transcriptional regulatory events in germ cells 
since many regulatory roles have been attributed to Elavl proteins in different cel-
lular contexts. To date, the functional consequence of Elavl1 deletion has been 
investigated on a single mRNA, HSP2A, that encodes a heat shock protein whose 
deletion results in a phenotype similar to Elavl1-null germ cells. Elavl1 binds 
HSP2A mRNA and loss of Elavl1 results in reduced levels of HSP2A mRNA on 
polysomes [ 123 ]. The molecular mechanism by which Elavl1 promotes HSP2A 
translation is not known.  

4.2     CELF (CUGBP, ELAV-Like Family) Proteins 

    The CELF family of  RBPs   (CELF1-6; related to the ELAV family of RBPs) are 
multifunctional  with   roles in alternative splicing, mRNA translation,  and   mRNA 
deadenylation [ 124 ]. CELF proteins bind GU-rich elements (GREs). The roles of 
CELF proteins are dependent on the position of GRE-CELF interactions within 
mRNA targets, as has been demonstrated with other RBPs. Binding in the 5′UTR 
and 3′UTR has been linked to roles in mRNA translation and stability respectively, 
while binding within intronic sequences fl anking alternative exons is associated 
with regulation of exon splicing [ 124 ,  125 ]. In mammals, CELF proteins have been 
shown to have important roles in regulation of developmentally regulated tissue- 
specifi c alternative mRNA splicing. In addition, CELF proteins have an evolution-
arily conserved role in promoting mRNA decay through interactions with GREs in 
mRNA 3′UTRs [ 126 ]. In the mouse testis, CELF1 is expressed in both somatic 
cells and germ cells. In mixed background CELF1-null mice, a range of spermato-
genic cell defects are observed including increased germ cell apoptosis and the 
absence of elongated spermatids [ 127 ]. While the direct roles of CELF proteins in 
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post-transcriptional control in germ cells are not known, the ability of CELF pro-
teins to regulate multiple steps in mRNA metabolism suggest that CELF may also 
be multifunctional in mouse germ cells and coordinate pre-mRNA processing and 
cytoplasmic control of specifi c mRNAs.     

4.3     Sam68 

     Sam68   is a  member   of  the   STAR (signal transduction and activation of RNA) fam-
ily of RBPs that link signal transduction pathways to post-transcriptional regula-
tion of mRNA [ 128 ]. In response to activation of signaling pathways, Sam68 can 
be phosphorylated resulting in a change in Sam68 subcellular localization and/or 
its activity on its mRNA targets. For example, depolarization of neurons results in 
the activation of the calcium/calmodulin dependent kinase IV (which has an 
important role in activity-dependent alternative mRNA splicing of many neuronal 
pre-mRNAs) as a result of the phosphorylation of Sam68 [ 129 ]. Among the 
mRNAs whose splicing is altered in an activity-dependent manner include those 
that encode the synaptic receptors Neurexin-1, -2, and -3 (encoded by three sepa-
rate genes yet capable of yielding ~1000 mRNA isoforms due to extensive alterna-
tive splicing) [ 130 ]. Sam68 regulates Neurexin pre-mRNA splicing  in vitro , while 
the absence of Sam68 in vivo results in the failure of neurexin pre-mRNAs to be 
spliced in response to neuronal activation [ 129 ]. Collectively, these observations 
indicate that Sam68 is an important mediator of activity-dependent changes in 
mRNA processing in the brain. 

 In the testis, Sam68 is expressed in spermatogenic cells and Sertoli cells [ 131 ]. 
Interestingly, Sam68 localization within germ cells differs in different cell types 
with nuclear expression in spermatogonia, pachytene spermatocytes and round 
spermatids, and cytoplasmic localization during meiotic divisions where it asso-
ciates with polysomes [ 132 ]. Translocation of Sam68 to the cytoplasm coincides 
with its phosphorylation. Sam68 knockout mice are infertile and exhibit a range 
of spermatogenic defects including high numbers of apoptotic cells, aberrant 
nuclear divisions, and misshapen and immotile spermatozoa [ 133 ]. Multiple 
defects in mRNA regulation have been identifi ed in Sam68 null testis. This 
includes up-regulation and down-regulation of ~100 and ~300 genes respectively, 
decreased polysome- association of specifi c mRNAs [ 133 ], and aberrant alterna-
tive mRNA splicing [ 134 ]. Thus, Sam68 is a multifunctional RBP in male germ 
cell development. Interestingly, a second member of the STAR family of RBPs, 
T-STAR (also called SLM2), is highly expressed in testis yet is dispensable for 
spermatogenesis. The overlapping expression of Sam68 and T-STAR in mouse 
germ cells suggests that Sam68 may functionally compensate for the loss of 
T-STAR, however T-STAR is not able to compensate for the loss of Sam68 in 
spermatogenic cells [ 131 ].     
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4.4     PTB (Polypyrimidine Tract Binding) Family of RBPs 

    The PTB family of RBPs  includes   Ptbp1 (more commonly known as PTB), Ptbp2 
(also called brain  or   neuronal PTB, brPTB and nPTB respectively), and Ptbp3 (also 
called ROD1). Studies in several  model   systems (from  in vitro  assays to mammalian 
tissue) have identifi ed multiple roles for Ptbp1 in mRNA regulation, including con-
trol of mRNA splicing, mRNA stability, and localization (for review, see [ 135 ]). 
While the role of PTB proteins in mammalian germ cell development have not been 
described, multiple lines of evidence suggest that they are likely to have important 
roles in post-transcriptional control of germ cell mRNAs. 

 In the mouse testis, Ptbp1 expression is restricted to spermatogonia while Ptbp2 
is expressed in spermatocytes and spermatids [ 136 ]. The reciprocal expression of 
Ptbp1 and Ptbp2 in different phases of spermatogenesis suggests that Ptbp1 and 
Ptbp2 have distinct roles in different stages of germ cell development. Recent anal-
yses of sequences associated with alternative exons that are differentially spliced in 
6- and 21-day old testis (where the most advanced germ cells are spermatogonia and 
spermatids, respectively) revealed an enrichment of motifs that match binding sites 
for PTB proteins, suggesting that one or both of the PTB proteins expressed in dif-
ferent stages of spermatogenesis may have important roles in temporal control of 
germ cell mRNA splicing [ 137 ]. In the embryonic brain Ptbp2 functions predomi-
nantly as a silencer of alternative exon splicing through interactions upstream of 
and/or within alternative exons [ 138 ]. Furthermore, exons that are repressed by 
Ptbp2 in the embryonic brain correspond to exons that are activated (spliced) in 
adult brain. Whether Ptbp2 has a similar role in temporal control of alternative 
exons during germ cell development remains to be determined. 

 A splicing-independent role for PTB proteins in germ cell post-transcriptional 
control has also been proposed. In one report, incubation of  in vitro  synthesized RNA 
probes in mouse testis lysate identifi ed Ptbp2 binding to a specifi c region of the 
3′UTR of Pgk2 mRNA, an mRNA that is fi rst detected in meiotic cells whereas PGK2 
protein is fi rst detected in post-meiotic cells [ 136 ]. In HeLa cells and  in vitro , Ptbp2 
was able to increase PGK2 mRNA half-life suggesting a role for Ptbp2 in stabiliza-
tion of this mRNA during spermatogenesis. mRNA stabilization is an important com-
ponent of temporal mRNA control, ensuring that mRNAs are available as templates 
for translation in mid- to late-spermiogenesis [ 78 – 80 ]. Whether Ptbp2 regulates the 
stability of Pgk2 and other mRNAs in germ cells is not known and will require com-
parative analysis of mRNA steady state levels in wild type and Ptbp2-null testes.     

4.5     τ-Cstf64 

  τ-Cstf64   (encoded by CSTF2T) is a retrotransposed paralog of the CSTF2 gene that 
encodes the 64 kilodalton subunit of the CSTF (cleavage stimulatory factor)    com-
plex required for 3′  end   cleavage and polyadenylation. Due to the location of CSTF2 
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on the X chromosome, meiotic sex chromosome inactivation results in a loss of 
Cstf64 expression in pachytene spermatocytes. τ-Cstf64 is expressed in pachytene 
spermatocytes (where it is proposed to functionally compensate for the loss of 
Cstf64) and continues through the early spermatid stages [ 139 ]. Interestingly, 
expression of τ-Cstf64 coincides with increased selection of proximal alternative 
polyadenylation sites, which generally contain a non-canonical polyA signal [ 43 ,  45 ]. 
Together, these observations led to the hypothesis that selection of proximal polyA 
sites in germ cells results from differences in the relative levels and activity of Cst64 
and τ-Cstf64. However, recent analyses indicate that Cst64 and τ-Cstf64 have 
highly similar RNA-binding specifi cities and overlapping functionality [ 140 – 142 ], 
indicating that other factors and regulatory mechanisms may contribute to changes 
in the alternative polyA site selection during spermatogenesis. For example, inacti-
vation of the gene encoding BRDT, a member of the BET (bromodomain and extra 
terminal motif) family of chromatin-interacting regulators of transcription, results 
in reduced accumulation of mRNAs processed at proximal polyA sites, indicating 
that alternative polyA site selection in developing germ cells may be coupled to 
transcriptional activity and/or chromatin state [ 143 ]. Nonetheless, τ-Cstf64 expres-
sion is necessary for proper germ cell development as several spermatogenic defects 
are observed in CSTF2T-null mice [ 144 ,  145 ].  

4.6     Y-Box Proteins 

 The  Y-box proteins   are functionally conserved DNA and RNA-binding proteins with 
important roles in binding and regulating mRNAs in germ cells [ 146 ,  147 ,  148 ]. 
 Three   separate Y-box genes are present in mice: YBX1 (also called MSY1), YBX2 
(MSY2),  and   YBX3 (MSY4) which yields two protein isoforms (long and short, 
YBX3L and YBX3S respectively) that are expressed at comparable levels in mouse 
testis and are derived from alternative exon splicing. In mouse testis, Y-box proteins 
are found in association with translationally repressed mRNP fractions [ 146 ,  149 ]. 
Approximately 75 % of testis polyadenylated RNA is complexed with YBX2 and 
YBX3. YBX2 and YBX3 are expressed in meiotic and post-meiotic cells and are 
essential for spermatogenesis [ 146 – 148 ]. Interestingly, transgenic mice engineered 
to prolong YBX3 expression beyond the round spermatid stage interfered with trans-
lational activation of temporal controlled mRNAs bearing a 3′UTR Y-box recogni-
tion sequence [ 146 ]. Collectively, these studies indicate that Y-box proteins mediate 
the storage and masking of mRNAs during mouse spermatogenesis.  

4.7     CPEB (Cytoplasmic Polyadenylation Element Binding 
Protein) 

    The cytoplasmic polyadenylation element (CPE)    is a U-rich 3′UTR sequence (usu-
ally U 4–5 A 1–2 ,U) that has important roles in translational regulation. The CPE  is 
  recognized by CPE- binding   protein (CPEB), which has dual roles in translation by 
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acting as a central component of regulatory pathways that promote or repress 
mRNA translation. In response to phosphorylation, CPEB bound to a CPE that is 
close to a polyA signal element (usually AAUAAA located 10–30 bases upstream 
of the site of cleavage) can promote the formation of an active cytoplasmic polyad-
enylation complex, resulting in polyA tail lengthening and activation of translation 
[ 150 ]. CPEB bound to a CPE can repress translation through interactions with fac-
tors that prevent translation initiation or recruit components of the deadenylation 
and mRNA decay machinery [ 101 ,  151 ]. The specifi c action of CPEB on a given 
mRNA (as activator or repressor) as well as the magnitude of translational regula-
tion is dictated by the combination and positions of CPEs as well as binding ele-
ments for other RBPs in the 3′UTR. For example, the presence of a PBE 
(UGUANAUA, the binding site for the Pumilio family of RBPs, discussed below) 
can enhance CPEB-mediated translational activation with additional PBEs exerting 
a positive effect [ 152 ]. Combinatorial regulation of CPE-containing mRNAs allows 
for coordinated control of networks of co-regulated mRNAs and ensures that not all 
CPE-containing mRNAs are repressed and/or translated at the same time. Additional 
regulatory complexity can be achieved by recruitment of CPEB to mRNAs that lack 
detectable CPEs via interactions with other RBPs bound to their cognate binding 
sites in a 3′UTR [ 153 ]. 

 The importance of CPEB in mouse germ cells is demonstrated by spermatogenic 
arrest in CPEB1-null mice. In the absence of CPEB1 (one of four mouse CPEB 
genes), male germ cells contain fragmented and dispersed chromatin, consistent 
with defects in chromosome synapsis and recombination [ 105 ]. Importantly, the 
SYCP1 and SYCP3 mRNAs encoding components of the synaptomenal complex 
required for pairing of sister chromatids, contain CPEs in their 3′UTRs. In mouse 
oocytes, SYCP1 and SYCP3 mRNA levels are unaffected by the loss of CPEB1, 
however their polyA tail lengths are reduced and the corresponding proteins absent 
[ 105 ]. These observations suggest a direct role for CPEB1 in the regulation of 
polyA tail length and production of synaptonemal complex proteins in mouse sper-
matogenesis. Interestingly, mouse CPEB paralogs display overlapping yet distinct 
patterns of expression during spermatogenesis [ 105 ,  154 ] raising the possibility that 
additional complexity of CPEB-mediated control via specifi c CPEB isoforms.     

4.8     Pumilio and Nanos 

     The  Pumilio (PUM) proteins   are members of the PUF (Pumilio and FBF) family of 
 RBPs   that are structurally and functionally conserved from yeast to )   mammals and 
plants [ 155 ,  156 ]. PUM proteins )   function as critical post-transcriptional regulators 
of cell fate and developmental programs of gene expression. PUM proteins regulate 
their mRNA targets through interactions with one or more PUM binding elements 
(PBEs, with the consensus sequence UGUANAUA) present in the 3′UTR. While 
positive roles for PUM proteins have been described in CPEB-mediated translation 
regulation (see above), most analyses of PUM proteins have focused on their roles 
in translational repression and de-stabilization of specifi c mRNAs. 
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 The mouse and human genomes each contain genes for two PUM proteins (Pum1 
and Pum2) with widespread and overlapping expression in different tissues [ 155 ]. 
Pum2 appears to be dispensable for male germ cell development in mice, as fertility 
is unaffected in animals that are homozygous for a genetrap mutation that abrogates 
Pum2 expression [ 157 ]. In contrast, Pum1 knockout mice exhibit spermatogenic 
defects including reduced numbers of spermatozoa and increased numbers of apop-
totic spermatocytes [ 158 ]. Analysis of RNAs that co-precipitate with Pum1 from 
adult testis provided insights into the molecular basis of the Pum1-null testis pheno-
type. Among the 1527 genes whose mRNA products are bound by Pum1, is an 
enrichment of genes encoding regulators of the cell cycle and p53. In the absence of 
Pum1, mRNAs encoding eight activators of p53 are upregulated resulting in activa-
tion of p53. Thus, Pum1 appears to have a role in safeguarding spermatogenic cells 
from apoptotic programs. 

 mRNA regulation by PUM proteins involves direct and indirect interactions with 
components of mRNA degradation complexes. For example, physical interactions 
between PUF proteins and components of the deadenylation machinery have been 
described from yeast to human [ 158 ]. Deadenylation factors can also be indirectly 
recruited to mRNAs with PUM bound to a 3′UTR PBE through other PUM- 
interacting factors. For example, the Nanos proteins are evolutionarily conserved 
post-transcriptional regulatory factors that interact with and are dependent on PUM 
in order to be recruited to specifi c mRNAs. Biochemical purifi cation of Nanos pro-
teins from mouse testis identifi ed several components of the CCR4-NOT deadenyl-
ation complex as co-purifi ed proteins, indicating that Nanos proteins down-regulate 
their mRNA targets through recruitment of the mRNA deadenylation complex [ 159 ]. 

 Gene knockouts and transgenic strains have demonstrated essential roles for two 
mouse Nanos genes (Nanos2 and Nanos3) in mouse germ cell development [ 160 ]. 
In the absence of Nanos3, PGCs that have migrated to the genital ridge exhibit pro-
gressive reductions in number and eventually are all lost [ 161 ]. A similar failure of 
PGCs to proliferate and/or survive has also been described in mouse knockouts of 
the RBPs TIAL1 and DND1 [ 162 ,  163 ]. Germ cell loss also occurs in Nano2- 
defi cient mice [ 161 ]. In spermatogonia, Nanos2 has a critical role in regulating the 
balance between self-renewal and differentiation, as postnatal deletion of Nanos2 
results in depletion of undifferentiated spermatogonia, whereas Nanos2 overexpres-
sion results in the accumulation of undifferentiated spermatogonia [ 164 ].      

4.9     Dazl 

    Dazl (Deleted in Azoospermia [Daz] -Like]    is the autosomal homolog of the 
primate- specifi c Daz gene (deleted in azoospermia) present on chromosome )   Y and 
deleted in a subset of men with spermatogenic failure (~5–10 %; ranging from com-
plete )   absence of germ cells to oligozoospermia) [ 165 ,  166 ]. Daz, Dazl, and Boule 
comprise the Daz family of proteins, all of which have a single RRM-type RNA-
binding protein, have overlapping yet distinct expression patterns in male germ 
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cells, and are required for germ cell development in a variety of model organisms 
[ 166 ]. Importantly, the human Daz gene can partially rescue defects in Dazl- null 
mice, indicating that these highly conserved proteins have considerable functional 
conservation [ 167 ]. In mice with a mixed genetic background (CD1 and C57BL/6J), 
Dazl-null testes exhibit reduced numbers of germ cells, most of which appear to 
arrest at early stages of spermatogonial proliferation and differentiation [ 168 – 170 ]. 
The few Dazl-null germ cells that do enter meiosis, arrest in an early (pre-leptotene) 
stage of meiosis I. In a pure C57BL/6J genetic background, Dazl- null germ cells 
exhibit earlier defects including impaired primordial germ cell development and 
migration [ 171 ]. 

 Multiple lines of evidence (reviewed in [ 166 ]) support a role for Dazl as a posi-
tive regulator of mRNA translation via interactions with Dazl RNA-binding sites 
(short polyU-rich tracts interspersed by G nucleotides, or C to a lesser extent) in the 
3′UTR of target mRNAs. Of the ~20 genes whose mRNA products either co-purify 
with or interact with Dazl in mouse testis lysate, few have been directly assayed for 
protein levels in Dazl-null germ cells. For two target genes (Sycp3 and Mvh) immu-
nofl uorescence assays demonstrate reduced protein levels, although the magnitude 
of the reduction is variable between cells [ 172 ,  173 ]. Positive roles for Dazl in 
translation have also been observed using reporter mRNAs in oocytes and trans-
fected cells [ 166 ]. Interestingly, in some cases identical reporter mRNA (containing 
a 3′UTR from a Dazl mRNA target) exhibits opposite responses to co-transfection 
of Dazl-expressing constructs in different cell lines. For example, lacZ reporter con-
structes bearing the Mvh 3′UTR show increased translation when co-transfected 
with Dazl expression vector in GC-1 cells, and reduced levels compared to no Dazl 
control cells in embryonic stem cells [ 174 ]. These fi ndings indicate that Dazl may 
also have a negative role in translation and that cell context may be a determinant of 
Dazl function. Additional evidence of multiple roles for Dazl in post-transcriptional 
regulation is suggested by the presence of Dazl in both non-translating and poly-
somal fractions prepared from adult testis [ 175 ], the accumulation of Dazl in stress 
granules following heat stress of mouse testis, and a requirement of Dazl for such 
granules to form [ 176 ].      

5     Conclusion 

 The importance of post-transcriptional control in mammalian germ cell develop-
ment is evident from the large number of mouse models that have identifi ed essen-
tial roles for specifi c RBPs at every stage of germ cell development, from the 
survival and proliferation of embryonic germ cells to the release of mature sperma-
tozoa into the lumen of seminiferous tubules. In addition, transgenic mice have 
demonstrated the necessity of stage-specifi c post- transcriptional control, and 
revealed specifi c sequences in mRNAs that are essential for such regulation. 
Despite signifi cant progress in identifying RBPs and post-transcriptional regula-
tory events that are essential for germ cell development, signifi cant questions and 
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challenges remain. What mRNAs are directly bound by specifi c RBPs and what are 
the functional consequences of such interactions? How are networks of co-regulated 
mRNAs controlled at specifi c stages of development? How are changes in alterna-
tive mRNA isoform expression regulated, and what are the functional consequences 
of such regulation? While cell culture and  in vitro  assays can provide some infor-
mation, the inability of such approaches to recapitulate regulatory events or accu-
rately predict roles of specifi c RBPs  in vivo  (as described by Kleene [ 6 ]) limits their 
utility. Continued use of transgenic and knockout models in combination with cel-
lular and biochemical enrichment tools and high throughput sequencing method-
ologies (including CLIP, RNA-Seq, and ribosome profi ling, for example) promises 
to provide new insights into mechanisms of stage- specifi c post-transcriptional 
regulation in a transcriptome-wide manner. The demonstration of essential roles for 
germ cell RBPs in an array of cellular processes including control of self renewal, 
proliferation, entry into meiosis and differentiation highlights mouse spermatogen-
esis as a powerful model system to investigate how post-transcriptional controls 
drive mammalian cell development  in vivo .   
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    Chapter 7   
 Regulation of Stem Cell Self-Renewal 
and Oncogenesis by RNA-Binding Proteins                     

       Ayuna     Hattori*    ,     Kristina     Buac*    , and     Takahiro     Ito    

    Abstract     Throughout their life span, multicellular organisms rely on stem cell systems. 
During development pluripotent embryonic stem cells give rise to all cell types that 
make up the organism. After birth, tissue stem cells maintain properly functioning 
tissues and organs under homeostasis as well as promote regeneration after tissue 
damage or injury. Stem cells are capable of self-renewal, which is the ability to 
divide indefi nitely while retaining the potential of differentiation into multiple cell 
types. The ability to self-renew, however, is a double-edged sword; the molecular 
mechanisms of self-renewal can be a target of malignant transformation driving 
tumor development and progression. Growing lines of evidence have shown that 
RNA-binding proteins (RBPs) play pivotal roles in the regulation of self-renewal by 
modulating metabolism of coding and non-coding RNAs both in normal tissues and 
in cancers. In this review, we discuss our current understanding of tissue stem cell 
systems and how RBPs regulate stem cell fates as well as how the regulatory func-
tions of RBPs contribute to oncogenesis.  
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1        Stem Cell Systems in Tissue Homeostasis and Oncogenesis 

 Stem cell biology  represents   a dynamic area of research because it provides great 
insights into basic cellular processes including development, aging  and   oncogenesis 
and as such holds  vast   clinical implications and therapeutic potential for multiple 
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diseases in the era of regenerative medicine [ 1 ]. The main characteristic of stem 
cells is their ability to propagate for indefi nite periods while retaining cellular 
potential to differentiate into multiple cell types, a process called self-renewal. 
Based on their potency, several types of stem cells have been described:  embryonic 
stem cells (ESCs)  ,  induced pluripotent stem cells (iPSCs)  ,  germline stem cells 
(GSCs)   and adult/tissue stem cells. ESCs, iPSCs and GSCs are pluripotent cells that 
have the ability to form any of the cell lineages in the body and are functionally 
similar to one another [ 2 ,  3 ]. Adult or tissue stem cells are multipotent and can gen-
erate all cell types of a given tissue or lineage. The role of tissue stem cells is to 
maintain tissue function and architecture by replenishing short-lived mature cells 
during homeostasis and injury. Tissue stem cells often occur at low frequency and 
have been identifi ed in several organs and tissues such as the blood, digestive tract, 
mammary gland, brain, skin and skeletal muscle. To illustrate the concept of stem 
cell self-renewal and differentiation as well as their hierarchical ontology, in the 
following sections we discuss our current knowledge on the hematopoietic and 
intestinal stem cell systems in more detail. 

1.1     Hematopoietic Stem Cells 

     The  mammalian   blood  lineage   is  composed   of  several   distinct cell types including 
erythrocytes, megakaryocytes/platelets, monocytes/macrophages, granulocytes, 
mast cells, T- and B- lymphocytes, natural killer cells and others. All these cells are 
derived from a single type of cell termed hematopoietic stem cells (HSCs) [ 4 ]. 
HSCs reside within bone marrow, exist at very low frequency (0.01 % of the total 
nucleated cells) and replenish the mature blood cell pool during homeostasis and 
stress through an orchestrated process of self-renewal and differentiation [ 5 – 8 ]. 
Similar to other tissue stem cells, HSCs can asymmetrically divide to produce 
transit- amplifying progenitors in a hierarchical fashion (Fig.  7.1 ). The long-term 
HSCs give rise to short-term HSCs, which in turn give rise to multipotent progeni-
tors (MPPs) without detectable self-renewal potential [ 9 ]. MPPs generate all the 
mature myeloid, lymphoid and erythroid precursor cells through a series of cell 
fate commitment steps unique to each cell lineage [ 10 – 12 ]. At the bench, HSCs can 
be purifi ed from bone marrow based on their cell surface phenotype using 
 fl uorescence- activated cell sorting (FACS) techniques  . HSCs are negative for lineage-
specifi c markers (such as B220, CD4, CD8, Gr-1, CD11b/Mac-1 and TER-119) 
and positive for Sca-1 and c-Kit cell surface markers; hence these are commonly 
referred to as the LSK population (for  L in −   S ca-1 +  c- K it + ) [ 13 ]. The cell population 
defi ned by the LSK surface phenotype contain both MPPs and HSCs, and utiliza-
tion of additional cell surface markers, such as Thy1.1, CD34, CD150, Flk2/Flt3 
and endoglin or use of the Hoechst 33342 dye-effl ux profi le, can be employed to 
further enrich HSCs [ 8 ,  9 ,  14 – 18 ]. Upon transplantation into a recipient animal, a 
single purifi ed murine HSC can engraft and repopulate the recipient’s bone marrow 
and reconstitute the entire blood population through its ability of self-renewal and 
multi-lineage differentiation [ 4 ].    
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1.2        Intestinal Stem Cells 

     In the intestine,    stem cells replenish the epithelium of both the  small   and large intes-
tine every 4–5 days. The intestinal epithelium is  composed   of villi, which are lumi-
nal protrusions, and crypts, which are pit-like recessions.  Intestinal   stem cells reside 
at the bottom of crypt [ 19 – 21 ]. As intestinal stem cells divide, their daughter cells 
exit the stem cell compartment and move into the transit-amplifying area, where 
they go through 4–5 divisions. During this process, the transit-amplifying cells 
move towards the crypt-villus junction and differentiate into several types of intes-
tinal cells such as enterocytes, goblet cells, Paneth cell and enteroendocrine cells. 
As they differentiate, cells migrate upwards towards the tip of the villus and they are 
shed into the gut lumen after maturation. Paneth cells are an exception to this 
upward migration as they migrate down into the base of the crypt and remain there 
for up to 6–8 weeks [ 22 ]. To date two types of intestinal stem cells have been 
described that reside in the crypt of small intestine:  Lgr5 ‐positive, slow cycling 
crypt base columnar cells, and quiescent, radiation-resistant ‘+4’ cells marked by 
the expression of  Bmi1 ,  Hopx ,  Tert , and  Lrig1  [ 23 – 27 ]. Lgr5 +  cell can self-renew 

  Fig. 7.1    Stem cell systems in normal tissues and cancer. Tissue stem cells are capable of differen-
tiation and self-renewal. Self-renewal is the process by which stem cells can generate more cells 
while maintaining the undifferentiated state. As undifferentiated cells become committed to dif-
ferentiate, they progressively lose the self-renewing potential. These two fundamental abilities of 
stem cells are essential for morphological and functional tissue architecture of multiple tissues 
such as hematopoietic, mammary, colorectal or neural tissues in metazoa. Tumors are phenotypi-
cally and functionally heterogeneous, and they often share the similar hierarchical organization as 
in normal tissues. Because some of the tumor cells are capable of self-renewal and often therapy- 
resistant due to their quiescent nature, these cells can “regenerate” tumors after therapy cessation 
causing tumor relapse or secondary tumors via metastasis. The self-renewing cancer cells, or can-
cer stem cells, are likely being generated via aberrant activation of self-renewal program by onco-
genic mutations in normal stem or progenitor cells       
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and differentiate into all intestinal epithelium cell types, and ‘+4’ cells can give rise 
to Lgr5 +  cells, indicating that both have stem cell activities [ 28 – 30 ]. The major 
distinction between the two population is that Lgr5 +  stem cells are mitotically active 
than ‘+4’ stem cells. Together these data suggest that Lgr5 +  cells are responsible for 
maintaining intestinal homeostasis while ‘+4’ cells function as injury-inducible 
reserve stem cells in vivo [ 26 ,  30 ].      

1.3     Cancer Stem Cells 

     Tumors, like normal tissues,    are composed  of   various  types   of cells  that   exhibit 
varying capacities of self-renewal and differentiation (intratumor heterogeneity). 
There are two major hypotheses as to how the cellular heterogeneity is generated. 
In the stochastic model, all tumor cells are functionally equivalent, with intrinsic 
and extrinsic factors contributing stochastically to select tumor cells that initiate 
tumor growth. In the hierarchy model, a fraction of tumor cells, called  tumor- 
initiating cells (TICs)   or cancer stem cells (CSCs), propagate the tumor (Fig.  7.1 ) 
[ 31 – 34 ]. Studies in the past decade have shown that many tumors, if not all, follow 
the hierarchy model [ 35 – 38 ]. CSCs exhibit distinct cell surface phenotype and 
therefore can be prospectively isolated by cell sorting. Following transplantation, 
CSCs can regenerate heterogeneous populations of tumor cells because of their 
potential to self-renew and differentiate. Cell surface markers defi ning the CSC 
population have been identifi ed in several types of cancers. For example, in human 
acute myeloid leukemia, a population with CD34 + CD38 −  surface phenotype, can 
engraft immune-defi cient SCID mice while CD34 + CD38 +  or CD34 −  cells do not 
[ 35 ,  39 ]. In human colorectal cancer, Prominin/CD133 or the combination of 
EpCAM and CD44 can separate the cells with tumorigenic potential from those 
without [ 40 – 42 ]. While CSCs are the self-renewing population within a tumor, they 
do not necessarily originate from normal stem cells in the corresponding tissue [ 43 ]. 
In fact, CSCs can arise independent of tissue stem cells. For example, in acute 
myeloid leukemia induced by the MLL-AF9 gene fusion, multiple studies with 
experimental cancer models have clearly demonstrated that committed myeloid 
progenitors can be transformed into CSCs in this type of leukemia [ 44 – 46 ]. 

 Since CSCs, but not the non-CSCs, self-renew to sustain the tumor for long peri-
ods of time, the tumor’s characteristics are likely determined by the properties of 
the CSC population in the tumor. For example, in medulloblastoma, there are four 
major tumor types known with each type arising from distinct populations of either 
stem or progenitor cells [ 47 ,  48 ]. Also, CSCs often represent a population resistant 
to conventional therapeutic interventions such as radiation or chemotherapy and are 
therefore responsible for relapse after therapy cessation [ 49 – 51 ]. The ability of 
CSCs to initiate a new tumor implies that the population is also responsible for the 
formation of remote secondary tumors via metastasis. Therefore, it is critical to 
understand the cellular properties of CSCs and molecular regulation of their self- 
renewal for establishing effective targeted therapies.       
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2     Developmental Signals Regulating Stem Cell Self-Renewal 

  Multiple signaling  pathways   are  involved   in regulation and maintenance of normal 
stem cell populations.    Frequently, these pathways are shared by CSCs in propagat-
ing and sustaining a tumor. To date, several developmental pathways operating dur-
ing embryogenesis are implicated in both stem cell biology and oncogenesis, which 
include Wingless/int (Wnt) and Notch among others. 

  Wnt signaling   plays a role both in development and  cancer progression   [ 52 ]. 
Wnt ligands are secreted glycoproteins that bind to cell surface receptors and acti-
vate a multitude of molecular targets within a cell [ 53 – 55 ]. Their ability to activate 
multiple signaling pathways is in part mediated by a vast number of ligands (19 
ligands identifi ed in mammals alone) and multiple receptors (encoded by the 
Frizzled and LRP genes) that are expressed in a distinct spatiotemporal manner dur-
ing embryo development and in adulthood [ 56 ]. The most studied canonical Wnt 
pathway is mediated by β-catenin and leads to changes in gene expression that 
infl uence cell fate choice [ 57 ,  58 ]. In the absence of Wnt ligand, the degradation 
complex composed of Glycogen Synthase Kinase 3 (GSK3), Axin/Conductin, 
Casein kinase 1 (CK1) and Adenomatous Polyposis Coli (APC) gene product 
sequesters β-catenin from the cytoplasm. Within this complex  β-catenin   is constitu-
tively phosphorylated by CK1 and GSK3, and phospho-β-catenin is recognized by 
the E3 ubiquitin ligase βTrCP/Fbwx1, which targets β-catenin for ubiquitin- 
dependent proteasomal degradation. Binding of Wnt ligand to its receptor activates 
Dishevelled via phosphorylation, which in turn recruits Axin and the degradation 
complex to the membrane that prevents β-catenin degradation by the proteasome. 
This leads to an increase in cytoplasmic levels of β-catenin which then translocates 
into the nucleus, where it binds to a TCF/LEF transcription factor that activates 
downstream target genes such as  Ccnd1  (Cyclin D1). The  Wnt signaling pathway   
has been implicated in specifi cation and maintenance of stem and progenitor cells 
in various tissues and organs. For instance, targeted deletion of Tcf4 leads to com-
plete ablation of intestinal epithelial stem cells and postnatal lethality in mice [ 59 ]. 
Later studies have shown that canonical Wnt signaling interacts with BMP and 
Notch signals in the intestinal microenvironment to control stem cell self-renewal 
[ 60 ,  61 ]. Another example is Sox9 regulation by the Tcf4-β-catenin complex in the 
intestinal epithelial cells [ 62 ,  63 ].  Sox9   is a transcription factor expressed in intesti-
nal stem/progenitor and in Paneth cells, and conditional deletion results in an 
increased differentiation throughout small intestine and a complete loss of Paneth 
cells, suggesting that the Wnt-Tcf4-Sox9 axis is required for proper maintenance of 
intestinal stem cells. The canonical Wnt pathway has also been implicated in the 
self-renewal and differentiation of HSCs as well. Reya  et al.  have demonstrated that 
overexpression of a constitutively active β-catenin in HSCs of  H2K - BCL2  trans-
genic mice results in a signifi cant increase in stem cell numbers while maintaining 
their multipotency [ 64 ]. In mouse ESCs, Wnt signaling through Tcf3 promotes self- 
renewal and suppresses differentiation by transcriptionally activating core pluripo-
tency factors Sox2, Oct4, and Nanog [ 65 ]. A recent study has shown that Tcf3 
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downregulation by Wnt-inducible  miR-211  promotes self-renewal and prevents 
neural differentiation in mouse ESCs [ 66 ]. Collectively, these fi ndings highlight the 
wide contributions of Wnt signaling to the regulation of stem cell fates. 

 Another developmental pathway shown to regulate self-renewal and oncogene-
sis is Notch signaling.  This pathway   plays a critical role in the development and 
patterning of a wide variety of organisms including worms, fl ies, and mice [ 67 ]. 
Binding of Notch ligands (encoded by Delta-like or Jagged genes) activates the 
Notch receptor by proteolytic cleavage releasing the  Notch intracellular domain 
(NICD)   from the cell membrane and its translocation into the nucleus. Once inside 
the nucleus, NICD associates with DNA binding proteins of the CSL family tran-
scriptional regulator (RBPJ in human and mice) to activate target gene transcrip-
tion. One of the many Notch target genes are the basic helix-loop-helix transcriptional 
repressors of the Hairy/Enhancer of Split (Hes) and Hes-related (Hey) proteins that 
suppress expression of downstream targets, such as tissue specifi c transcription fac-
tors [ 68 ,  69 ]. The role of Notch signaling in stem cell maintenance has been impli-
cated in multiple tissues. Conditional deletion of  Rbpj  in the myogenic lineage lead 
to complete depletion of the Pax3 +  Pax7 +  muscle progenitor cells accompanied by 
an increase in the MyoD +  differentiating myoblasts [ 70 ]. This resulted in a postnatal 
skeletal muscle defect that was rescued by loss of  MyoD , suggesting that Notch 
regulation of muscle progenitor cells is mediated, in part, by  MyoD  suppression 
[ 71 ]. Activation of Notch signaling in mesodermal cells prevents the formation of 
cardiac muscle, endothelial, and hematopoietic cells while inhibition of Notch sig-
naling in ESCs promotes differentiation along the cardiomyocyte lineage [ 72 ]. 
Furthermore, Notch activation increases HSC self-renewal both in vivo and in vitro 
[ 73 – 75 ]. In contrast, activated Notch signal promotes neural differentiation in ESCs 
and airway basal stem cells in the lungs [ 76 ,  77 ]. These data suggests that the 
regulatory effect of Notch signaling on self-renewal and differentiation is both cell 
type- specifi c and context-dependent.   

3     RNA-binding Proteins: The Emerging Players in Stem Cell 
Regulatory Network 

 Based on multiple studies from different groups,    RNA binding proteins (RBPs) 
constitute an additional layer of fi ne-tuning of stem cell self-renewal and cell fate 
determination during development and oncogenesis. RBPs bind to their target 
RNAs in different cellular compartments and at different steps of RNA metabolism 
therefore providing spatiotemporal control of gene expression. Processes regulated 
by RBPs include mRNA capping, splicing, cleavage, nontemplated nucleotide addi-
tion, nucleotide editing, nuclear export, intracellular localization, stability, and 
translation [ 78 ,  79 ]. Most RBPs associate with their target mRNAs through specifi c 
nucleotide sequences located in the untranslated regions (UTRs) as well as in the 
coding or open reading frame (ORF) regions of the transcript. The specifi c binding 
is achieved through RNA-binding domains (RBDs). Currently more than 40 RBDs 
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have been identifi ed and are commonly used to classify RBPs into different families. 
In this section we discuss the functions of eight RBP families that have been 
implicated in regulation of stem cell self-renewal and oncogenesis (Fig.  7.2 ).

3.1       Heterogeneous Ribonucleoprotein E2 (hnRNP E2) 

   The RNA-binding protein hnRNP E2,    also known as  poly(rC) binding protein 
(PCBP2)  , is one of the best studied RBPs with a K Homology    (KH) domain. 
As many other hnRNP proteins  do , hnRNP E2 shuttles between the cytoplasm and 
the nucleus regulating pre-mRNA processing, mRNA localization, translation and 
stability. Initially identifi ed in the hnRNP K protein, the KH domain is an 
evolutionarily- conserved RNA-binding domain consisting of 65–70 amino acids. 
HnRNP E2 binds to C-rich sequences via the KH domain and regulates cell differ-
entiation status in several types of tumors (tumor grades) [ 80 – 83 ]. 

 In  chronic myeloid leukemia (CML),   for example, hnRNP E2 regulates disease 
progression by inhibiting C/EBPα translation (Fig.  7.3 ). CML is a myeloprolifera-
tive disorder initiated by the BCR-ABL chromosomal translocation and is charac-
terized by distinct disease phases, namely, chronic phase (CP) and blast crisis phase 
(BC) [ 84 ]. In CP-CML, patients have increased myeloid cell counts and mature 
granulocytes are still produced. As the disease progresses to BC-CML, hematopoietic 
differentiation becomes arrested and immature myeloid progenitors expand and 

  Fig. 7.2    Domain structures of the RBPs discussed. Schematics of the eight RNA binding proteins 
we discuss in this article.  hnRNP E2  contains the K-homology (KH) domain which is an 
evolutionary- conserved RNA-binding domain.  MSI  and  HuR/ELAV  contain several RNA 
Recognition Motifs (RRMs).  IMP/IGF2BP  and  LIN28  harbors two distinct types of RNA-binding 
domains, RRMs and KH domains, and a Cold Shock Domain (CSD) and CCHC zinc fi ngers 
(ZnFs), respectively.  EWS  and  TLS  proteins of FET family share similar structure that contains 
an RRM, RGG motifs and RanBP2 type ZnF, and the SYQG motif at the N-terminus function as 
a transcriptional activation domain.  eIF4E  is an mRNA cap-binding protein.  PUM  proteins con-
tain a C-terminal Puf domain that consists of eight Puf repeats consisting of ~40 amino acids       
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accumulate in the bone marrow. Because BC-CML is often refractory to current 
therapies and is therefore associated with poor prognosis, how the transition from 
indolent CP-CML to more aggressive BC-CML occurs is one of the critical prob-
lems to be solved. During CML disease progression, hnRNP E2 protein becomes 
highly upregulated and inhibits the translation of C/EBPα mRNA [ 82 ]. The tran-
scription factor C/EBPα is an essential regulator of granulocytic differentiation by 
activating expression of several key factors in myeloid maturation, including granu-
locyte colony-stimulating factor (G-CSF) receptor. The 5′-UTR of the  C/EBP α 
mRNA contains a conserved C-rich element, CUCCCCC. By directly binding to the 
C-rich element, hnRNP E2 inhibits  C/EBP α mRNA translation, thereby suppress-
ing the myeloid differentiation program, which contributes to retain cancer stem 
cell activity in BC-CML. The aberrant upregulation of hnRNP E2 protein in 
BC-CML is mediated by phosphorylation via BCR-mediated MAPK activation. 
ERK1/2 MAPK phosphorylates hnRNP E2 at Ser-173, 189, 272 and Thr-213, and 
these phosphorylations stabilize the hnRNP E2 protein [ 85 ]. In more recent studies, 
Eiring  et al.  demonstrated that  miR-328  counteracts hnRNP E2 in translational 
repression of  C/EBP α mRNA and induces differentiation of immature BC-CML 
cells into mature granulocytes [ 86 ].  miR-328  directly interacts with hnRNP E2 pro-
tein and competitively inhibits hnRNP E2 binding to  C/EBP α mRNA, indicating 
that the miRNA acts as a molecular decoy for hnRNP E2. Forced  miR-328  expres-
sion rescues hematopoietic maturation of the differentiation-arrested cells through 
restoration of  C/EBP α mRNA translation. As a result,  miR-328  successfully impairs 
the clonogenic potential of human BC-CML cells  in vitro  and reduces tumor burden 
in mouse xenograft model, suggesting that the hnRNP E2-C/EBPα axis is important 
for leukemia stem cell survival  in vivo . The authors show not only that  miR-328  

  Fig. 7.3    hnRNP E2 repression of C/EBPα protein expression. In self-renewing cells, hnRNP E2 
recognizes and directly binds to the sequence CUCCCCC within the 5′-UTR of  Cebpa  transcripts, 
which directly inhibits their translation ( right panel ). In differentiating cells,  miR-328 , whose 
sequence is similar to the hnRNP E2 binding element, is expressed and function as a decoy. The 
binding of  miR-328  to hnRNP E2 protein relieves  Cebpa  transcripts from translational inhibition, 
and C/EBPα induces granulocyte differentiation. In addition, C/EBPα activates  miR-328  transcrip-
tion, forming a positive feedback loop stabilizing the granulocytic differentiation signal       
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regulates C/EBPα expression but also that the C/EBPα protein itself induces 
 miR- 328  expression by binding directly to the miR-328 gene promoter, which high-
lights the complexity of the hnRNP E2 regulatory network.

   The regulatory role of hnRNP E2/PCBP2 in cell differentiation seems conserved 
in other cancers. Recently hnRNP E2 was found to be highly expressed in glioma 
[ 80 ]. Gene and protein expression analysis on primary samples from glioma patients 
show that its expression level is correlated with the tumor grade,  i.e. , elevated hnRNP 
E2 levels in poorly-differentiated tumors (higher grade tumors). Short hairpin RNA 
(shRNA)-mediated knockdown increased cell death in human glioma cell lines and 
reduced intracranial tumor growth after xenograft, implying its role in glioma stem 
cell renewal  in vivo .  RNA-immunoprecipitation analysis (RIP)   of this RNA-binding 
protein identifi ed 35 potential mRNA targets. Among those,  FHL3  is down-regulated 
in human glioma. Through interaction with the C-rich element in  FHL3  mRNAs, 
hnRNP E2 inhibits  FHL3  translation and thus blocks FHL3-induced apoptosis, 
providing a molecular mechanism how this RNA-binding protein contributes to 
glioma malignancy. 

 In contrast, in oral squamous cell carcinomas, hnRNP E2 expression is higher in 
well-differentiated than poorly-differentiated tumors [ 83 ]. Functionally, overex-
pression of hnRNP E2 in the carcinoma cells results in reduced growth and increased 
apoptosis. These reports imply that oncogenic roles of hnRNP E2 are context- and 
tumor-dependent. Identifi cation of hnRNP E2 target RNAs in each tumor may help 
us to understand the distinct roles of the RBP in malignant self-renewal and cell 
differentiation.    

3.2     IGF2BP/IMP Family 

   The  insulin-like growth factor-2 mRNA-binding proteins (IGF2BPs)   are members 
of conserved family of RNA-binding proteins that    contain two N-terminal RNA 
Recognition Motifs (RRMs) and four C-terminal KH domains [ 87 ]. Three para-
logues are known in mammals, namely IGF2BP1, IGF2BP2, and IGF2BP3. 
Nomenclature of IGF2BPs has gone through many rounds of evolution and in the 
literature synonyms used to describe this protein family include: IMP, CRD-BP, 
VICKZ, ZBP, Vg1RBP/Vera or KOC. The IGF2BPs exert wide array of biological 
functions and have been implicated in post-transcriptional processes such as mRNA 
localization, transport, turnover, and translational control [ 88 ]. 

 All three proteins are “ oncofetal  ”, meaning they are silenced or expressed at very 
low levels in the adult tissue while they are highly expressed during early embryonic 
development and expressed  de novo  in malignancies. For example, IGF2BP1/IMP1 
was originally identifi ed as a stabilizing factor for several mRNAs such as  c-Myc , 
 β-actin  and  IGF-II  [ 89 – 92 ]. During development  Igf2bp1  is ubiquitously expressed 
in mice, and its loss of function results in growth retardation at late  gestation and 
high perinatal mortality [ 91 ,  93 ]. After birth, these mice exhibit impaired develop-
ment of the small intestine and colon. In adulthood, the gene is expressed in very 
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few tissues, suggesting that this factor predominantly regulates development and 
morphogenesis [ 93 ,  94 ]. 

 In contrast, many human cancers show highly activated  IGF2BP1  expression 
including melanoma, colon, lung, skin, testicular, mammary and ovarian tumors 
[ 95 – 100 ]. Knockdown of  IGF2BP1  in MCF-7 breast cancer cells impaired prolif-
eration and downregulated tumorigenic genes such as  c - MYC , highlighting its role 
in tumor maintenance [ 101 ]. In  colorectal carcinoma (CRC)  , patients with IGF2BP1- 
positive tumors show higher incidence of metastasis and poorer prognosis, identify-
ing IGF2BP1 as a potential diagnostic marker for CRC [ 95 ]. Consequently  IGF2BP1  
knockout resulted in attenuated intestinal tumorigenesis while overexpression led to 
enhanced metastasis and increased number of circulating tumor cells, implying that 
IGF2BP1 plays an essential role in CSC self-renewal [ 102 ]. IGF2BP1 protein aug-
ments K-Ras expression by direct binding to and stabilization of  K - Ras  mRNA, 
which is an important driver of CRC [ 103 ,  104 ]. Taken together, aberrant  IGF2BP1  
activation  seems   to mediate several aspects of CRC development. IGF2BP1 also 
regulates Wnt/β-catenin/Tcf signaling by modulating the stability of  βTrCP1  
mRNA (Fig.  7.4 ). As described earlier in this chapter, βTrCP1 encodes a subunit for 
the SCF E3 ubiquitin ligase, which targets β-catenin protein for degradation. 
 Mir- 183 , a Wnt/β-catenin/Tcf target microRNA gene, promotes degradation of 
 β  TrCP1  mRNAs by the Ago2-mediated endonucleolytic cleavage in the absence of 
IGF2BP1 protein [ 105 ,  106 ]. IGF2BP1 binding to  β  TrCP1  mRNA prevents  miR-
183 - dependent degradation, leading to stabilization of the mRNA and elevated 
βTrCP1 protein translation and expression. Since IGF2BP1 expression itself is 
activated by β-catenin, IGF2BP1-mediated stabilization of  β  TrCP1  mRNA constitutes 

  Fig. 7.4    IGF2BP1 regulates canonical Wnt signaling pathway. In Wnt-responsive cells, activated 
β-catenin and TCF/LEF-1 upregulate  miR-183  expression. In the absence of IGF2BP1,  βTrCP1  
mRNAs are constitutively degraded via  miR-183 -dependent, Ago2-mediated endonucleolytic 
cleavage. IGF2BP1 binding to  βTrCP1  mRNAs prevents  miR-183 -dependent degradation, leading 
to stabilization of the mRNA and increased βTrCP1 protein expression. Elevated levels of βTrCP1 
results in increased SCF βTrCP1  E3 ubiquitin ligase activity and accelerate β-catenin degradation       
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a negative feedback regulatory loop in the β-catenin signals, and thus contributes to 
the regulation of Wnt-dependent stem cell maintenance in vivo.

   IGF2BP2, similar to IGF2BP1, is expressed during early development but its 
expression ceases in most adult tissues [ 91 ,  107 ,  108 ]. In mouse neocortex,  Igf2bp2  
regulates differentiation potential of  neural precursor cells (NPCs)   in developing 
mouse brain [ 109 ].  Igf2bp2  is highly expressed in the early-stage NPCs but reduced 
in the late-stage NPCs and absent in adult neurons. Functionally, high  Igf2bp2  expres-
sion mediates the neurogenic potential of the early-stage NPCs, and ectopic  Igf2bp2  
expression in the late-stage NPCs increases neurogenesis at the expense of glial 
differentiation.  Igf2bp2  appears to regulate the neurogenic-to-gliogenic transition of 
NPCs and thus function as a key regulator of cell fates during development. 

 Several reports indicate that  IGF2BP2  expression is also re-activated in human 
malignancies [ 97 ,  110 ,  111 ]. In grade IV glioblastoma (GBM), the most aggressive 
form of brain tumor and one of the most refractory malignancies to current clinical 
therapies, the IGF2BP2 expression is elevated while lower grade tumors (grades II 
and III) have signifi cantly lower levels [ 110 ]. Within GBM,  IGF2BP2  is higher in 
CD133 +  self-renewing tumor cells, that is, in CSCs.  IGF2BP2  knockdown leads to 
reduced gliomasphere formation and size in vitro. When these cells are injected into 
NOD/SCID mice their survival was extended compared to mice injected with control 
cells. Thus loss-of-function experiments indicate that  IGF2BP2  is necessary for 
glioma stem cell self-renewal and proliferation. RIP analysis identifi ed IGF2BP2 
association with multiple cytochrome c oxidase transcripts encoding mitochondrial 
respiratory chain complex IV (CIV) subunits essential for oxidative phosphoryla-
tion. In addition, IGF2BP2 directly interacts with the mitochondrial respiratory chain 
complex I (CI) protein and controls its assembly. Accordingly, loss of  IGF2BP2  
impairs the CI and CIV functions, leading to decrease in oxygen consumption and 
loss of clonogenic gliomasphere forming activity. Thus, one of previously unrecog-
nized functions of IGF2BP2 is the regulation of assembly and function of mitochon-
drial respiratory chain, which further promotes self-renewal of glioma stem cells. 

 Like the other two members, IGF2BP3 is also an oncofetal protein, but its role in 
cell physiology has been poorly characterized [ 112 ]. It is expressed in human ESCs 
and becomes activated in multiple malignancies such as colorectal, pancreatic and 
ovarian cancers. Its high expression is often associated with poor prognosis [ 113 –
 115 ]. One study on hepatocellular carcinoma highlights the importance of 
IGF2BP3 in regulating tumorigenic activity of  TICs/CSCs   [ 116 ]. TLR4 activation 
in CD133 +  CSCs promotes tumorigenesis by inducing  Nanog  expression. Nanog 
then activates expression of  Igf2bp3  and  Yap , both of which have an ability to atten-
uate the TGF-β pathway by preventing Smad3 phosphorylation and its nuclear 
translocation. Igf2bp3-mediated activation of IGF-II stimulates the Akt/mTOR 
pathway that suppresses Smad3 phosphorylation while Yap1 interaction with 
Smad3 promotes cytoplasmic retention [ 117 ,  118 ]. Silencing of both  Igf2bp3  and 
 Yap  expressions resulted in the accumulation of phosphorylated nuclear Smad3 and 
delayed tumor growth with concomitant reductions of stem cell gene expression 
( Nanog, Cd133, Oct4  and  Sox2 ), suggesting that  Igf2bp3  and  Yap  regulate cancer 
stem cell propagation via the TGF-β signaling pathway. A role of IGF2BP3 in 
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CSCs is further supported by studies on osteosarcoma, a high-grade malignant bone 
tumor [ 119 ,  120 ]. In this malignancy,  IGF2BP3  expression is activated during 
tumor formation, and this increase is correlated with transformation of osteosar-
coma cells into more aggressive CSCs that can metastasize. Consequently, knock-
down of  IGF2BP3  in osteosarcoma cell lines inhibited tumor growth and suppressed 
metastasis, suggesting that elevated  IGF2BP3  confers oncogenic potential. These 
results together with fi ndings from hepatocellular carcinoma implicate IGF2BP3 as 
a critical regulator of CSCs and as such represents a potential therapeutic target for 
these malignancies.    

3.3     Lin28 

   RBPs not only  regulate   mRNA but also mediate regulation of miRNA biogenesis. The 
developmentally    regulated RNA-binding protein Lin28 was initially identifi ed in 
 C. elegans , and many studies to date have demonstrated that the factor associates with 
 let - 7  miRNA precursors and inhibits their processing and maturation [ 121 – 123 ]. 
There are two paralogous genes,  Lin28a  and  Lin28b , encoding proteins that harbor 
two types of RNA-binding domains, a  Cold Shock Domain (CSD)   and two  CCHC 
zinc fi ngers  . Both Lin28A and B appear to function interchangeably although only 
Lin28B contains both a nuclear localization signal (NLS) and a nucleolar localization 
signal (NoLS), which account for its nucleolar localization. In  let - 7  biogenesis 
(Fig.  7.5 ), Lin28 protein competes with the miRNA machineries for  let -  7  binding dur-
ing both steps of processing by Drosha (pri- let - 7 ) and Dicer (pre- let - 7 ) [ 124 – 126 ].

   The functional signifi cance of the Lin28-let-7 axis in stem cell renewal has been 
well characterized in ESCs and iPSCs [ 127 ,  128 ]. Lin28 is highly expressed in 
undifferentiated ESCs and thus the level of mature  let - 7  miRNAs is kept low. In 
ESCs and iPSCs, the pluripotency transcription factors such as Oct4, Sox2 and 
Nanog occupy the  Lin28  gene promoter and positively regulate its gene transcrip-
tion [ 129 ]. As ESCs differentiate, Lin28 expression declines and  let - 7  in turn 
becomes more abundant in differentiated cells. Accordingly, forced expression of 
 let - 7  is suffi cient to functionally rescue the defective differentiation phenotype of 
 Dgcr8 -defi cient ESCs, which lack miRNAs [ 130 ]. Interestingly,  Lin28  mRNA has 
 let - 7  binding elements in its 3′-UTR, indicating that  Lin28  is a direct target of  let - 7  
miRNA.  let - 7  also targets other pluripotency factors including c-Myc and Sall4, and 
functional inhibition of  let - 7  facilitates reprogramming of fi broblasts to iPSCs, indi-
cating that Lin28-mediated repression of  let - 7  is critical in maintaining stem cell 
fate in ESCs and iPSCs [ 129 ] (Fig.  7.5 ). 

 LIN28 is overexpressed in a broad range of human cancers [ 131 ,  132 ]. The fi rst 
defi nitive evidence of its functional role was reported in breast cancer.  let - 7  expres-
sion was found to be low in the CSC population of this cancer. Forced expression 
of  let - 7  induces cell differentiation and results in reduced ability in mammosphere 
formation  in vitro  as well as tumor-initiating CSC activity  in vivo , indicating a 
repressive role for  let - 7  in tumor self-renewal [ 133 ]. Moreover,  let - 7  silencing by 
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antisense oligonucleotides enhanced sphere-forming ability in SK-BR-3 breast 
cancer cells, and antisense treatment also increased CD44 high CD24 low  cells that have 
CSC activity, suggesting that  let - 7  down-regulation can reprogram differentiated 
tumor cells into tumor-initiating stem cells. The Wnt/β-catenin pathway mediates 
direct activation of  Lin28  transcription, which in turn represses  let - 7  and induces CSC 
expansion [ 134 ]. Another critical regulator of  Lin28  gene expression is the tran-
scription factor  Dachshund (Dach1)   [ 135 ]. Dach1 directly binds to the promoter 
region of  Lin28 ,  Sox2  and  Nanog  genes and negatively regulates their expression in 
breast cancer cells. Consistent with this repressive role, Dach1 expression signifi -
cantly inhibits expansion of CD44 high CD24 low  CSC population and therefore blocks 
breast tumor growth  in vivo . LIN28 also plays a role in cancer metastasis [ 136 ]. 
Gene knockdown experiments clearly showed that bone metastasis of the 
MDA-MB-231-1833 breast tumor cells is highly dependent on Lin28 expression 
via its ability to repress  let - 7  expression. Together, these and other studies estab-
lished an essential role of Lin28-let-7 axis in CSC self-renewal, maintenance and 
metastasis of mammary tumors. 

  Fig. 7.5    Lin28 regulation of  let-7  biogenesis and stem cell differentiation. In differentiated 
cells ( top panel ), Drosha and Dicer complexes process pre- and pri- let-7  transcripts, respectively, 
generating mature microRNA. Mature  let-7  RNA binds to and inhibits translation of mRNAs 
encoding “stem cell factors” such as c-Myc and Sall4. In undifferentiated cells, Lin28 binds to 
terminal loop structures of pre- let-7  and antagonize cleavage and processing, which result in an 
increased expression of its targets, including Lin28 itself       
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 Lin28 has also been shown to regulate both normal and malignant self-renewal 
during hematopoiesis. Upon transplantation, fetal HSCs expand faster and achieve 
higher levels of engraftment than adult counterparts do. Copley  et al.  found that 
Lin28 is abundantly expressed and de-represses  let - 7 -mediated  Hmga2  repression 
in fetal HSCs [ 137 ]. Ectopic expression of  Lin28  in purifi ed adult HSCs upregulates 
 Hmga2  and augments their self-renewal activity. Since  Hmga2 -defi cient fetal HSCs 
exhibit impaired self-renewal activity, the high self-renewing ability of fetal HSCs 
is likely to be mediated by the  Lin28 - let - 7 - Hmga2  axis. In CML,  Lin28  expression 
is more frequent in BC-CML specimens than in CP-CML [ 132 ]. Inhibiting  Lin28  
expression in a BC- CML cell line K562 restores the levels of mature  let - 7  miRNA 
and impairs the proliferative and clonogenic capacities with concomitant induction 
of cellular differentiation, suggesting that silencing of Lin28 might delay or block 
the aggressive transformation to the blast crisis phase. Considering the robust abil-
ity of Lin28 to facilitate self-renewal in multiple types of normal and cancer stem 
cells, modulating the Lin28 pathway could prove an effective strategy in controlling 
pluripotency and treating human cancer.    

3.4     Musashi Family 

   The fi rst member of the  Musashi (Msi) family   of RNA-binding proteins    was discov-
ered in  Drosophila  as a key regulator of asymmetric cell division, stem cell function 
and cell fate determination [ 138 ,  139 ] .  To date,  Msi  genes have been identifi ed in 
both vertebrates and invertebrates, with all Msi proteins containing two tandem 
RNA Recognition Motifs (RRMs) at their N-terminus [ 138 ,  140 ]. In mammals, 
there are two paralogous genes,  Msi1  and  Msi2. Msi1 , the most extensively studied 
member of the family, is preferentially expressed in stem and progenitor cells of 
various tissues such as brain, intestine, breast, hair follicle and pancreas [ 141 – 145 ]. 
In the brain, Msi1 is required for neural stem cell differentiation and multipotency 
[ 146 ]. Kawase  et al.  have discovered that the “D5E2” intronic enhancer located 
within intron six of  Msi1  locus regulates its expression specifi cally in neural stem/
progenitor cells [ 147 ]. Functionally, a Msi1 promoter-driven GFP reporter can be 
used to isolate neural stem cells from human ventricular zone [ 148 ]. Almost all 
 Msi1 -GFP +  cells expressed neural specifi c markers and are able to self-renew and 
generate both neuronal and glial cells, demonstrating that Msi1 marks human neural 
stem cells. Consistent with its expression pattern,  Msi1  is functionally essential for 
neural development in mice.  Msi1  gene knockout mice exhibit hydrocephaly due to 
a defect in ependymal cells but proliferation of neural progenitor cells surprisingly 
is not affected. Combined loss of  Msi1  and  Msi2 , however, leads to signifi cant 
reduction in progenitor proliferation and impaired neuronal differentiation, suggest-
ing functional redundancy between the two paralogous proteins in neural develop-
ment. Extensive biochemical studies have elucidated the mechanism by which Msi1 
controls stem cell properties in neural cells. Msi1 protein directly binds to the 
3′-UTR of mRNAs encoding the Notch signaling inhibitor  Numb   and represses the 
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translation, leading to activated Notch signaling which in turn promotes self- renewal 
[ 149 ] (Fig.  7.6 ). More specifi cally, Msi1 represses 5′-cap-dependent translation of 
its target mRNAs by competing with eIF4G for PABP binding [ 150 ]. In neural pro-
genitors, Msi1 also represses the translation of the cyclin-dependent kinase inhibi-
tor p21/Waf1 via mRNA-binding, which promotes cell cycle progression [ 151 ]. 
Several studies have provided evidence for Msi1’s role in stem cell self- renewal. In 
mammary progenitor cells, Msi1 stimulates the secretion of Proliferin-1, a growth 
stimulatory factor, which activates Wnt and Notch pathways to expand the progeni-
tor cells [ 152 ]. In the intestine, Msi1 can mark crypt base columnar cells which are 
the intestinal epithelial stem cells expressing  Lgr5  [ 24 ,  28 ,  142 ,  153 ]. Overexpression 
of Msi1 in intestinal epithelial cells promotes progenitor proliferation through 
Wnt pathway activation induced by Msi1-mediated upregulation of Frat1, a potent 
activator of the canonical Wnt pathway [ 154 ].

   Because Msi1 can activate the  Wnt pathway   in intestinal cells, it is not surprising 
that  Msi1  overexpression can confer tumorigenic potential on normal cells; i.e. 
 Msi1  acts as a potent oncogene. Indeed several studies have reported MSI1 overex-
pression in multiple tumor types including brain, mammary, endometrial and 
 intestinal tumors, and MSI1 overexpression seems  contributing   to the stem cell 
population in these malignancies [ 142 ,  155 – 158 ]. For instance in glioblastoma, 
shRNA-mediated  MSI1  knockdown resulted in cell cycle arrest, impaired sphere 
formation and signifi cantly inhibited  in vivo  tumor growth after xenograft [ 156 ]. 
Because  MSI1  knockdown leads to attenuated Notch and PI 3  kinase signaling, 
these two pathways may mediate MSI1-driven tumor development by promoting an 

  Fig. 7.6    Musashi-mediated translational repression. Musashi (MSI) negatively regulates mRNA 
translation by binding to the sequence (G/A)U 1—3 AGU within the 3′-UTRs of its target RNAs. 
The MSI binding to the transcript interferes with the interaction of the Poly(A) Binding 
Protein (PABP) with the translation initiation factor eIF4G, which leads to translational repression. 
By inhibiting expression of Numb which specifi es differentiated cell fate, MSI maintains undif-
ferentiated stem cell state       
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aberrant self-renewal program. In medulloblastoma, high MSI1 level predicts poor 
prognosis in patients and loss of  MSI1  induces tumor regression in vivo [ 159 ]. 
A recent study has revealed a novel regulatory link between Msi1 and the 26S pro-
teasome in breast cancer and glioma stem cells [ 160 ]. The mRNA for NF-YA, a 
transcription factor that regulates expression of 26S proteasomal subunits, contains 
>20 copies of the putative Msi1 binding elements in the 3′-UTR.  RIP assays   confi rm 
the direct binding of Msi1 protein to the NF-YA mRNA, which results in the reduced 
NF-YA expression and activity. In SUM159PT breast cancer cells, Msi1 expression 
is higher in the CSC population than in non-CSCs while the expression levels of 
NF-YA and the proteasomal subunits are signifi cantly lower in CSCs. Accordingly, 
silencing  Msi1  in CSCs leads to increased proteasomal activity and loss of sphere- 
forming activity. Because resistance to proteasomal inhibitors such as bortezomib is 
prevalent in several tumors and likely caused by low 26S proteosomal activity, the 
Msi1-NF-YA axis might make a novel therapeutic target [ 161 ,  162 ]. 

 Interestingly, through comprehensive small molecule screening, Ryder and col-
leagues have found that fatty acids inhibit the RNA-binding activity of MSI1 pro-
tein [ 163 ]. The  18–22 carbon omega-9 monounsaturated fatty acids   such as oleic 
acid interact with RRM1 of MSI1, suggesting that the RNA-binding domain acts as 
a metabolite sensor. The  Scd1  mRNA for stearoyl-CoA desaturase that catalyzes 
omega-9 desaturation contain putative MSI1 binding elements, and MSI1 expres-
sion increased Scd1 protein expression, suggesting that Msi1 acts as a metabolite 
sensor and regulates  Scd1  translation dependent on cellular needs for unsaturated 
fatty acids. Collectively, the study identifi ed a novel role for an RNA-binding pro-
tein in the regulation of gene expression by a cellular metabolite. Although the 
physiological signifi cance of this regulation remains elusive, it is tempting to specu-
late that RBPs may modulate stem cell properties by sensing cellular changes of 
metabolic states. 

 The expression pattern of  Msi2 , the second Musashi paralogue in mammals, 
overlaps widely with that of  Msi1  [ 164 ]. In the hematopoietic tissue, however,  Msi2  
is the sole member of the family expressed and is a functionally important regulator 
of differentiation in both normal and malignant hematopoietic cells [ 165 ,  166 ]. 
Within the hematopoietic system, Msi2 is highly expressed in the most primitive 
compartment, HSCs and MPPs. In contrast, very low expression is detected in 
lineage- committed progenitors and functioning mature cells of blood lineage except 
the burst-forming unit-erythroid (BFU-E) progenitors.  Msi2 -defi cient mice are via-
ble but born at reduced frequency and are smaller in size than their control litter-
mates [ 166 – 168 ]. They show signifi cant reduction in the numbers of HSCs, MPPs 
and leukocytes, which is exacerbated with age. The bone marrow repopulating abil-
ity of  Msi2  mutant HSCs is signifi cantly impaired in the competitive reconstitution 
assay, indicating that stem cell renewal is affected in the absence of  Msi2 . Gene 
expression analysis of  Msi2 -defi cient HSCs revealed that Msi2 maintains the stem 
cell compartment by regulating genes involved in cell proliferation, mitosis and 
progenitor differentiation [ 167 ,  168 ]. 

 Msi2 has also been shown to play a signifi cant role in regulating the pluripotency 
and self-renewal of ESCs [ 169 ]. ESCs express two isoforms of  Msi2 ; the longer 
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canonical isoform and a shorter splice variant. Lentivirus-mediated downregulation 
of both isoforms promoted ESC differentiation and suppressed self-renewal. In contrast, 
overexpression of either isoform was not suffi cient to rescue this effect, suggesting 
that both isoforms are required in regulation of ESC pluripotency. Because Msi2 
has been shown to physically interact with Sox2, one of the critical pluripotency 
transcription factors, it is likely that Msi2 and Sox2 cooperate to suppress differen-
tiation programs and promote ESC self-renewal [ 170 ]. 

 In hematologic malignancies,  Msi2  expression levels are signifi cantly elevated 
in the  blast crisis phase of chronic myelogenouse leukemia (BC-CML)   and  de novo  
 acute myeloid leukemia (AML)   [ 166 ,  171 ,  172 ] (Fig.  7.6 ). NUP98-HOXA9, a 
fusion oncogene associated with both myeloid leukemias, can trigger  Msi2  expres-
sion, which in turn represses  Numb protein   translation. Genetic loss of  Msi2  in 
BC-CML increased Numb protein levels and, as a consequence, BC-CML cells 
became more differentiated and lost self-renewing activity  in vivo . Importantly, 
 Msi2  is not only highly upregulated during human CML progression but is also a 
marker for poorer prognosis in human BC-CML. In  de novo  AMLs, MSI2 protein 
is found both in nucleus and cytoplasm, and high nuclear MSI2 levels predict unfa-
vorable outcomes with statistical signifi cance [ 171 ]. While Musashi proteins are 
known to act as translational regulators in the cytoplasm, their nuclear function 
remains to be elucidated in leukemogenesis and other malignancies.    

3.5     HuR/Elav Family 

     The  human antigen R (HuR)   is a member of the   e mbryonic  l ethal  a bnormal  v ision 
(Elav) family   of RNA binding proteins and was fi rst identifi ed in  Drosophila     as an 
essential regulator of neural development [ 173 ,  174 ]. Proteins in the Elav family are 
highly conserved across multiple species from  C. elegans  to  H. sapiens , with HuR 
being a human ortholog of  Drosophila  Elav and it thus has the alias  ELAVL1  
( Elav -  like 1 ). HuR protein contains three RRM motifs that are essential for binding 
 A U-  r ich  e lements (AUUUA; ARE) found in the 3′-UTRs of various mRNAs. AREs 
have been shown to facilitate RNAs for rapid degradation [ 175 ]. By translocating 
from the nucleus to the cytoplasm, HuR directly binds to AREs in host mRNAs and 
stabilizes the transcript by inhibiting miRNA-mediated repression [ 176 – 178 ]. HuR 
can also negatively regulate protein expression of its targets by promoting miRNA- 
induced silencing complex (RISC)-mediated repression [ 179 ]. 

 Whereas other Elav family proteins such as HuB, HuC and HuD are predomi-
nantly expressed in neuronal tissues, the HuR protein is ubiquitously expressed in 
intestine, spleen, thymus, colon and so on. Targeted gene disruption in mice revealed 
that homozygous null mutation in  Elavl1  results in no live-born animals, indicating its 
essential role in embryogenesis [ 180 ]. Postnatal deletion of  Elavl1  by ubiquitously 
expressed tamoxifen-inducible  Rosa26 - CreER  leads to hematopoietic defi ciencies 
and gastrointestinal tracts abnormalities. In the  Elavl1 -defi cient mice, bone marrow, 
thymus, spleen and lymph nodes rapidly become hypocellular and circulating 
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leukocyte counts lower. The small intestine showed severe villus atrophy and 
disruption of the epithelial structure. Consistent with the profound hematopoietic 
phenotype, HuR is highly expressed in primitive hematopoitic progenitors. While 
HuR expression is low in quiescent HSCs, it is highly activated in MPPs especially 
within the nucleus. Loss of HuR expression induced p53 and its downstream target 
p21/Waf1 in both hematopoietic and intestinal cells, suggesting that HuR regulates 
p53-dependent cell proliferation and apoptotic response in the primitive progeni-
tors. Increased sensitivity to radiation by the HuR defi ciency is also consistent with 
its roles self-renewal since stem cell expansion is an essential step during regenera-
tion after tissue damage [ 181 – 183 ]. 

 HuR expression is perturbed in human cancers; overexpressed in breast, lung, 
ovarian, kidney, colon tumors and mesothelioma [ 184 – 188 ]. In breast cancer HuR 
is highly expressed in CD44 high CD24 low  cells with self-renewing activity, and cyto-
plasmic HuR protein levels, but not nuclear levels, signifi cantly associated with 
higher tumor grades and larger tumor size [ 185 ,  186 ]. HuR protein physically inter-
acts with β-catenin protein to stabilize mRNAs for hypoxia-inducible carbonic 
anhydrase 9 ( CA9 ) and  SNAI2/SLUG  genes that are known to promote tumor cell 
survival and proliferation [ 189 ]. Upon HuR binding to β-catenin, the HuR-mRNA 
complex is recruited to the 40S ribosomal complex to facilitate translational activa-
tion of  CA9  and  SNAI2  mRNAs. HuR also enhances translation of β-catenin mRNA 
by direct binding [ 187 ,  190 ]. Taken together, the  Wnt/β-catenin pathway   seems to 
mediate the regulatory roles of HuR on CSC activity. Interestingly, HuR itself may 
regulate Wnt signals. HuR protein directly associates with the cyclooxygenase-2 
( COX2/PTGS2 ) mRNA via an ARE in its 3′-UTR. Cyclooxygenase-2 is the enzyme 
responsible for the synthesis of prostanoids such as prostaglandin E2 (PGE2). PGE2 
has been shown to positively regulate Wnt signaling in zebrafi sh and murine HSCs 
by stabilizing β-catenin via cAMP/PKA signaling [ 191 ,  192 ]. It remains to be elu-
cidated whether HuR induction of cyclooxygenase-2 and PGE2 could contribute 
stem cell maintenance  in vivo . 

 HuR also regulates the expression of other RBPs. In glioblastoma, HuR and 
Musashi expression levels are positively correlated; at the molecular level, HuR 
protein binds to  Msi1  mRNA at the 3′-UTR and positively regulates mRNA stability 
and translation [ 193 ]. Another HuR-regulated RBP is  nucleolin (Ncl)  , a nucleolar 
RNA-binding protein with RRMs and functions in ribosomal RNA maturation and 
processing. RIP assays using anti-HuR antibody revealed HuR association with the 
3′-UTR of  Ncl  mRNA, which then upregulates nucleolin protein expression by 
increasing translation [ 194 ]. In the same study, the authors identifi ed  miR-494  tar-
geting of Ncl mRNA at the 3′-UTR, suggesting that the miRNA and HuR compete 
with each other for modulation of nucleolin expression. In fact, recent genome-wide 
analysis has shown that 25 % of HuR-binding sites in the 3′-UTRs are shared with 
potential miRNA target sites, implying prevalent interplays between HuR and 
miRNAs [ 195 ]. Although there is little direct evidence supporting HuR function in 
self- renewal, HuR has been linked to stem cell regulatory proteins such as β-catenin 
and Musashi, with the studies presented here suggesting that HuR plays a role in 
normal and malignant stem cells.      
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3.6     FET Family 

  EWS, a founding  member   of  the   FET ( F US/TLS,  E WS and  T AF15/TAFII68) family 
of RNA-binding proteins, was fi rst identifi ed as the gene mutated in Ewing sarcoma 
[ 196 ,  197 ]. EWS  protein   contains an RRM and three Arg-Gly-Gly-rich stretches 
known as RGG motifs at its carboxyl terminal region. At the N-terminus, EWS 
contains the Ser-Tyr-Gln-Gly-rich (SYQG) motif that functions as a transcriptional 
activation domain. EWS protein shuttles between the nucleus and the cytoplasm 
and physically interacts with SF1 and U1C, components of the splicing machinery, 
suggesting its role in pre-mRNA processing and nuclear export of RNAs [ 198 – 201 ]. 
Several mRNA targets of EWS have been identifi ed, including an Akt substrate 
PRAS40 [ 202 ]. By binding to the 3′-UTR of  PRAS40  mRNA, EWS negatively reg-
ulates  PRAS40  expression. Consistent with this fi nding, EWS overexpression results 
in reduced PRAS40 level, which then suppresses the proliferation and metastatic 
potential of Ewing sarcoma. Gene disruption studies have shown that loss of  Ews  
leads to high perinatal lethality, arrested pre-B cell differentiation and meiotic 
defects during spermatogenesis [ 203 ]. In hematopoiesis,  Ews  is essential for stem 
cell quiescence and thus  Ews -defi cient mice exhibit HSC loss in bone marrow, 
impaired repopulating activity after transplantation and premature senescence in the 
blood compartment [ 204 ]. These studies have established an essential role of EWS 
in stem cell maintenance via regulation of cell cycle and quiescence. 

 Because of the history of  discovery   as described above, EWS and other FET fam-
ily proteins are among the most extensively studied RNA-binding proteins in regard 
to oncogenesis. Ewing sarcoma is an aggressive bone tumor found in children and 
adolescents, characterized by a chromosomal translocation involving  EWSR1  gene 
encoding the EWS protein. Located on human chromosome 22,  EWSR1  is recur-
rently translocated to an ETS transcription factor gene, generating an oncogenic 
fusion protein between EWS and an ETS protein.  EWS - FLI1  is the most common 
fusion, occurring in >85 % of the reported cases of Ewing tumors [ 196 ]. The expres-
sion of  EWS - FLI1  alone is suffi cient to initiate tumor development in both mouse 
and human bone-derived mesenchymal stem cells (MSCs), suggesting that the fusion 
protein is causative and that MSCs are the cells of origin for the tumor [ 205 ].  EWS -
 FLI1  induces expression of polycomb group protein EZH2, self-renewal regulators 
OCT4, SOX2 and NANOG in human MSCs and initiates reprogramming of MSC 
into sarcoma cancer stem cells [ 205 – 207 ]. In a Cre-inducible transgenic mouse 
model,  EWS - FLI1  expression is shown to induce a rapid expansion of c-Kit +  myeloid 
progenitors that can initiate leukemia after serial transplantation [ 208 ]. EWS fusion 
protein is thus capable of transforming normal cells by enhancing aberrant 
self-renewal. 

 Ewing sarcoma and myeloid leukemia are not the only malignancies in which 
FET family proteins become dysregulated.  The    TLS/FUS  (Translocated in liposar-
coma; Fused in sarcoma)    gene was originally identifi ed as a fusion partner of the 
 CHOP  gene in malignant liposarcoma with t(12;16) chromosomal translocation 
[ 209 ,  210 ]. In human myeloid leukemias with the recurrent t(16;21) translocation, 
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the  TLS/FUS  gene is translocated to the Ets-related gene  ERG , generating a TLS- ERG 
chimeric protein. In both TLS-CHOP and TLS-ERG proteins, the RNA-binding 
domain at the C-terminus of TLS is replaced with the DNA binding domain from the 
corresponding transcription factors. In driving cellular transformation, the TLS fusion 
proteins act not only as chimeric transcription factors inducing deregulated gene tran-
scription, but  also   affect RNA splicing. TLS protein recruits the SR family of splicing 
factors through interaction via its C-terminal domain whereas TLS-ERG fusion has 
lost its ability due to the lack of the interaction domain [ 211 ]. As a result, the TLS-ERG 
fusion inhibits pre-mRNA splicing mediated by the SR proteins and leads to alternate 
splicing variants of CD44. Like EWS-FLI1 fusion, ectopic expression of TLS-ERG 
also induces enhanced capacity for self-renewal and proliferation in human hematopoi-
etic cells, implying its potent activity as an oncogene in diverse cell types [ 212 ]. 

 Collectively these studies indicate that the FET RBPs and their fusion proteins 
hijack stem cell programs leading to cancer development. Of note, mutations in 
TLS/FUS genes have recently been linked to hereditary neurodegeneration in amy-
otrophic lateral sclerosis (ALS) and will be discussed in detail elsewhere in this 
series [ 213 ,  214 ].   

3.7     Eukaryotic Translation Initiation Factor eIF4E 

    Unlike other RNA-binding proteins discussed so far,  eukaryotic translation initiation 
factor eIF4E   is unique in that it  binds   to RNAs via the 7-methyl-guanosine cap struc-
ture (m 7 Gppp) at the 5′ ends of eukaryotic mRNAs. Together with other translation 
initiation factors such as eIF4G and eIF4A, eIF4E plays an essential role in recruiting 
the 43S ribosome complex during the initial step of translation in the cytoplasm, 
thereby promoting protein synthesis [ 215 ].  eIF4E   is also found in the nucleus where 
it associates with and promotes the export of specifi c nuclear mRNAs independent of 
ongoing translation [ 216 ]. The eIF4E target mRNAs contain a structural element in 
their 3′-UTR known as 4E-SE (eIF 4E s ensitivity  e lement), and many of the target 
mRNAs encode genes regulating cell cycle progression and survival such as  c - Myc , 
 Mdm2  and  CyclinD1  [ 217 ]. In fact, eIF4E is capable of inducing malignant transfor-
mation in fi broblasts, and later studies have shown that eIF4E is highly expressed in 
multiple types of cancers and overexpression is often correlated with poor prognosis 
[ 218 ,  219 ]. In hematologic malignancies, where about 30 % of cases exhibit elevated 
eIF4E levels, the factor is almost exclusively localized in the nucleus with enhanced 
mRNA export activity [ 220 ,  221 ].  Ribavirin  , a broad spectrum antiviral drug and a 
structural analog of the m 7 G cap, impairs the eIF4E function both in the cytoplasm 
and the nucleus. Consequently this drug suppresses oncogenic transformation 
 in vitro  and is effective to induce favorable response in a group of patients with acute 
myeloid leukemia [ 220 ,  222 ]. In the blast crisis phase of CML, eIF4E overexpression 
activates the  Wnt signaling pathway  , which is essential for stem cell self-renewal in 
leukemia [ 223 ]. Together these studies suggest that inhibition of the RNA-binding 
protein eIF4E is a promising therapeutic strategy in human malignancies.     
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3.8     PUF Family 

   The PUF family of RBPs  consists   of evolutionarily conserved proteins found in 
 unicellular   and metazoan organisms [ 224 ,  225 ].  Drosophila   Pumilio (Pum) and 
 C. elegans  FBF proteins are the fi rst two members of this family and have been 
extensively studied [ 226 ,  227 ]. The PUF proteins are characterized by the presence of 
the RNA-binding domain termed Puf domain (previously known as  Pumilio homol-
ogy domain   or PUM-HD), which contains eight imperfect Puf repeats consisting of 
36 amino acids. The Puf domain recognizes 3′-UTRs containing a core sequence of 
5′-UGUA-3′ in the target RNAs and inhibits gene expression by either facilitating 
degradation or interfering with the translation of target mRNA [ 228 ,  229 ]. 

 The PUF proteins have multiple functions within the same species, plausibly by 
regulating different RNA targets. For instance,  Pum   regulates anterior-posterior 
axis formation and abdomen segmentation by repressing translation of  hunchback  
( hb ) in fruitfl ies [ 230 ]. This is achieved by Pum protein binding to specifi c sequences 
known as the   N anos  R esponse  E lements (NREs)   in the 3′-UTR of  hb  mRNA and 
repressing its translation through recruitment of Nanos (Nos) and Brain Tumor 
(Brat) proteins by promoting deadenylation of the  hb  mRNA [ 231 – 234 ].  Pum  also 
plays a signifi cant role in asymmetric cell division in germline stem cells (GSCs) by 
allowing differential protein expression in each daughter cell. Fly embryos with 
 Pum  mutation have symmetric GSC division and generate two, instead of one, pro-
genitor cells that differentiate into mature oocytes [ 235 ]. Interaction of Pum protein 
with multiple subunits of the CCR4-NOT mRNA deadenylation complex seems to 
be responsible for post-transcriptional gene regulation of its target mRNAs [ 236 ]. 
Mei-P26 is one of the direct targets of the Pum-Nos-CCR4 deadenylation complex 
in  Drosophila  GSCs [ 237 ].  mei - P26  encodes a Trim-NHL domain-containing pro-
tein involved in GSC self-renewal and differentiation. Loss of  mei - P26  leads to the 
formation of tumors in cyst cells while overexpression renders loss of germ stem 
cells. The translational repression of  mei - P26  is mediated by direct binding of Pum 
to a degenerated motif (UGUAACAA) located in the 3′-UTR of  mei - P26 . The 
repression is dependent on interaction of Pum-Nos with the CCR4-NOT deadenyl-
ation complex, as is evident by the increased expression of Mei-P26 in   CCR4 - defi cient 
mutants. This study demonstrates that GSC cell fate depends on Pum-Nos-CCR4 
for precise regulation of Mei-P26 expression. 

 In humans as well as in mice two PUF family genes,  Pum1  and  Pum2 , have been 
identifi ed. The two genes exhibit overall 75 % similarity and 91 % identity in their 
Puf RNA-binding domains [ 238 ]. Both mouse and human genes are expressed in 
multiple tissues and have largely overlapping expression patterns [ 239 ]. For instance, 
both are highly expressed in ESCs, fetal and adult ovary and testis. Within the repro-
ductive organs, human PUM1 is ubiquitously expressed while PUM2 is enriched in 
primordial germ cells of fetal ovary and testis and early and late spermatocytes [ 240 , 
 241 ]. Despite its specifi c expression pattern and ability to interact with  Deleted-In-
Azoospermia (DAZ)   and  DAZ-like (DAZL)   proteins, which are required for mainte-
nance and expansion of GSCs,  Pum2  is dispensable for reproduction and GSC 
maintenance in mice [ 241 ].  Pum2  mutant mice have smaller testes but otherwise are 

7 Regulation of Stem Cell Self-Renewal and Oncogenesis by RNA Binding Proteins



174

viable and fertile. On the other hand, loss of  Pum1 , which is ubiquitously expressed 
in the gonads, lead to impaired spermatogenesis with increased cell death in sper-
matocytes and infertility [ 242 ]. The increase in apoptosis is mediated by p53 activa-
tion and is partially rescued by  p53  loss in  Pum1  null background. Pum1 indirectly 
regulates p53 activity by directly binding to and repressing translation of mRNAs 
encoding p53 regulators such as Pias1 and Mdm2. These results indicate that 
 Pum1  functions in maintaining GSC homeostasis by modulating  p53  pathway in 
mammalian germline. 

 Other than germ cells,  Pum1  and  Pum2  are highly expressed in adult and fetal 
HSCs in mice [ 239 ]. Both genes are downregulated in early multipotent progenitors 
and become reactivated in mature blood cells, showing biphasic patterns of gene 
expression. This data suggests that  Pum1  and  Pum2  could be involved in HSC self- 
renewal as well as terminal differentiation of lineage restricted hematopoietic cells. 
However, more extensive studies are needed to determine the functional relevance 
of  Pum  genes in the blood lineage. 

  Pum2  seems to be an important regulator of other stem cells. It is expressed in 
human adipocyte-derived stem cells and MSCs from bone marrow [ 243 ]. 
Functionally,  Pum2  knockdown led to decreased cell proliferation with cell cycle arrest 
at the S phase, and  Pum2 -defi cient cells showed differential expression of Pum2-
associated mRNA targets involved in cell cycle and gene regulation. These fi ndings 
imply that Pum2 is necessary for the maintenance and self-renewal of adipose- derived 
stem cells. 

 Several studies have shed new light on the roles of PUF family in stem cell function. 
Work on both  C. elegans  and human ESCs have identifi ed a regulatory relationship 
between PUF proteins and MAPK expression [ 244 ]. Specifi cally, they show that 
PUM2 directly binds to NRE in the 3′-UTR of multiple MAPK mRNAs (MPK-1 in 
 C. elegans  and MAPK1/ERK2 and MAPK14/p38α in human) and represses their 
translation into functional proteins. Since ERK2 and p38 have been found to inhibit 
ESC self-renewal by promoting their differentiation, it is possible that PUM2 
regulates ESCs via inhibition of MAPK protein expression [ 245 ].     

4     Conclusion 

 Development of effective therapeutic strategies that enable regenerative medicine 
requires comprehensive understanding of molecular mechanisms governing stem 
cell maintenance and cell fate decision. To date developmental signals such as Wnt 
or pluripotency transcriptional factors like Oct4, Sox2 or Nanog have been identi-
fi ed as key regulators of stem cell self-renewal. In this chapter we have discussed 
functional roles played by RBPs in the regulation of stem cell homeostasis and their 
contribution to oncogenesis. 

 From a biological perspective, it is worth noting that the human genome encodes 
more than 1400 RBPs and at least one-third of them are expressed in embryonic or 
tissue stem cells (or both) and functionally required for their stem cell properties [ 246 ]. 
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Their molecular functions in stem cells are diverse, including post- transcriptional 
gene regulation, small RNA biogenesis and non-coding RNA- mediated epigenetic 
regulation [ 130 ,  247 – 249 ]. These functions are mediated by the RBPs’ ability to 
bind to multiple RNA targets either specifi cally or non- specifi cally. Although tar-
gets of most RBPs remain to be identifi ed, technical advances in molecular genom-
ics such as next-generation sequencing and single-cell analysis will soon allow us to 
decipher cellular regulatory network by RBPs and their target RNAs [ 250 ,  251 ]. 

 From a clinical perspective, it is intriguing that multiple RBPs are expressed in 
both healthy and malignant stem cells and play signifi cant roles in cell fate regulation 
[ 129 ,  165 ,  252 ]. The importance is twofold. First, by modulating RBP expression or 
function we may be able to fi nd novel ways to keep stem cell behaviors under con-
trol, which is an essential component in utilizing stem cells or early progenitors in 
regenerative medicine. Second, the RBPs’ ability to regulate cell fates is also critical 
during tumor development and progression because aberrant differentiation is one of 
major hallmarks of malignancy [ 166 ,  172 ,  253 ]. Consistently, expression levels of 
several RBPs in tumors predict unfavorable clinical outcomes, and more importantly, 
loss of function of these “oncogenic” RBPs are indeed effective in reversing cancer 
progression [ 82 ,  166 ,  254 ]. Therefore uncovering RBP functions and their RNA 
targets will defi nitely contribute to advance in our understanding of the mechanisms 
that underlie homeostasis, regeneration and oncogenesis.     
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    Chapter 8   
 Controlling the Editor: The Many Roles 
of RNA-Binding Proteins in Regulating 
A-to-I RNA Editing                     

       Michael     C.     Washburn     and     Heather     A.     Hundley    

    Abstract     RNA editing is a cellular process used to expand and diversify the RNA 
transcripts produced from a generally immutable genome. In animals, the most 
prevalent type of RNA editing is adenosine (A) to inosine (I) deamination catalyzed 
by the ADAR family. Throughout development, A-to-I editing levels increase while 
ADAR expression is constant, suggesting cellular mechanisms to regulate A-to-I 
editing exist. Furthermore, in several disease states, ADAR expression levels are 
similar to the normal state, but A-to-I editing levels are altered. Therefore, under-
standing how these enzymes are regulated in normal tissues and misregulated in 
disease states is of profound importance. This chapter will both discuss how to 
identify A-to-I editing sites across the transcriptome and explore the mechanisms 
that regulate ADAR editing activity, with particular focus on the diverse types of 
RNA-binding proteins implicated in regulating A-to-I editing  in vivo .  

  Keywords     RNA editing   •   ADARs   •   Inosine   •   RNA-binding proteins   •   Splicing  

1       Introduction to RNA Editing 

 Despite all cells of the human body containing the same genetic material, there are 
many specialized cell types that perform the specifi c functions required to maintain 
homeostasis. Cells have evolved a variety of mechanisms to achieve molecular 
complexity, including transcriptional regulation, mRNA processing, and post- 
translational protein modifi cations. In regards to RNA processing, nearly 95 % of 
human genes are predicted to undergo alternative splicing; therefore, much atten-
tion has focused on how alternative splicing generates diverse transcripts [ 1 ]. 

        M.  C.   Washburn    
  Department of Biology ,  Indiana University ,   Bloomington ,  IN   47405 ,  USA     

    H.  A.   Hundley      (*) 
  Medical Sciences Program ,  Indiana University ,   Bloomington ,  IN   47405 ,  USA   
 e-mail: hahundle@indiana.edu  

© Springer International Publishing Switzerland 2016 
G.W. Yeo (ed.), RNA Processing, Advances in Experimental Medicine 
and Biology 907, DOI 10.1007/978-3-319-29073-7_8

mailto:hahundle@indiana.edu


190

However, other mechanisms that change the information in the mRNA transcript, 
such as RNA editing, also play a major role in generating  diverse transcriptomes   
from a static genome [ 2 ,  3 ]. 

  RNA editing was   discovered in the late 1980s, when specifi c RNA nucleotides 
present in cellular transcripts were found to differ in sequence from their genomic 
origin [ 4 ,  5 ]. These alterations included nucleotide insertions, deletions and base 
changes and are now generally referred to as RNA editing [ 6 ]. Base changes are the 
most widespread type of RNA editing and occur both in plant organelles and the 
nucleus of higher eukaryotes [ 7 ]. In humans, two types of base changes present 
within mRNA transcripts have been well studied: adenosine (A) to inosine (I) and 
cytidine (C) to uridine (U) [ 8 ,  9 ]. Both of these editing events involve hydrolytic 
deamination reactions that alter the base-pairing potential of the nucleotide. Recent 
transcriptome-wide studies have determined that adenosine deamination occurs in 
over two-thirds of human mRNAs, with the predicted number of  A-to-I editing   sites 
in the human transcriptome reaching 100 million [ 10 ]. In contrast, only approxi-
mately 100 C-to-U editing events have been identifi ed in human transcripts [ 11 ]. 
Although  C-to-U editing   is known to play critical roles in regulating gene expres-
sion, see [ 12 ] for review, this chapter will focus on A-to-I RNA editing. 

 Catalyzed by the  a denosine  d e a minase that act on  R NA ( ADAR  ) family, A-to-I 
editing occurs in regions of double-stranded RNA (dsRNA) [ 9 ,  13 ]. As inosine 
preferentially base-pairs with cytidine, A-to-I editing can have a variety of effects 
depending on the location of the editing event within the RNA (Fig.  8.1 ). A-to-I 
editing in codons can change the amino acid composition of the protein [ 14 ]. Most 
sequences critical for proper splicing contain adenosines, including the 5′ donor 
sequence, the 3′ acceptor sequence and the branch point adenosine; thus, A-to-I 
editing within introns and exons can alter splicing [ 15 ]. A-to-I editing events occur-
ring in 3′ UTRs can modify small RNA (siRNA and miRNA) binding sites [ 16 ]. 
In addition, as  miRNA and siRNA precursors   form dsRNA structures, these mole-
cules are also known targets for ADARs. Depending on the location of editing 
within the miRNA/siRNA precursors, editing can affect small RNA processing and/
or alter binding of the small RNA to target mRNA [ 17 – 19 ].

   A-to-I editing is essential for normal development, as mice lacking ADARs die in 
utero or shortly after birth [ 20 ,  21 ]. In addition,  loss of   ADARs results in severe neu-
rological phenotypes, including seizures in mammals, neurodegeneration and unco-
ordinated movement in fl ies, and defective chemotaxis in worms [ 20 ,  22 ,  23 ]. 
Alterations in A-to-I editing have been linked to several neurological diseases includ-
ing epilepsy, schizophrenia, amyotrophic lateral sclerosis, Alzheimer’s disease and 
brain cancers [ 24 – 28 ]. However, expression levels of the ADAR enzymes do not 
directly correlate with levels of RNA editing observed in patients suffering from 
these diseases [ 24 ,  29 ,  30 ]. Similarly, A-to-I editing levels increase during normal 
development independent of ADAR protein expression levels [ 31 ], suggesting that 
there are cellular mechanisms that exist to regulate ADAR editing activity. 
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  Fig. 8.1    Consequences and outcomes of A-to-I editing events in mRNAs and small RNAs. ( a ) 
ADAR substrates are comprised of complementary regions (represented by  arrows ) present in 
inverse orientation within in one mRNA, which can fold into a dsRNA hairpin following transcrip-
tion. ( b ) ADARs can deaminate adenosine present in dsRNA structures within different regions of 
mRNAs. Within exonic sequences, editing events (represented by I) can alter the coding potential 
of the modifi ed exon. Intronic editing events can generate alternative splicing products due to 
modifi cation of 5′ donor sites, branch point adenosines, 3′ acceptor sites or by creating/removing 
splicing factor binding sites. A-to-I editing events in 3′ UTRs have been demonstrated to alter 
miRNA-binding sites. While the function of many editing events in 3′ UTRs have yet to be deter-
mined, these editing sites could also alter mRNA localization, export or stability by interfering 
with other RBP pathways. ( c ) Editing in miRNA precursors can generate two possible outcomes: 
( left of green arrow ) altering the processing effi ciency by Drosha/Dicer or ( below black arrow ) 
retargeting the miRNA to novel target mRNAs. The example shown is for miRNA editing, but the 
same outcomes apply to editing of siRNA precursors       
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1.1     Infl uence of ADAR Protein Domains on A-to-I Editing 

  All ADAR family members are composed of one or more N-terminal dsRNA-binding 
domains ( dsRBDs  ) and a C-terminal deaminase domain [ 13 ]. ADARs are present in 
animals from cnidarians to humans, with one to four ADAR family members 
encoded in a given genome [ 32 ]. Even though ADAR family members share a high 
level of sequence homology, ADAR family members exhibit distinct, but partially 
overlapping preferences for target adenosines [ 33 ]. Several high-throughput studies 
suggest that ADARs prefer an adenosine, uridine or cytidine 5′ of the target ade-
nosine while favoring guanosine 3′ to the target adenosine [ 10 ,  34 ,  35 ]. In addition, 
human ADARs prefer cytidine as the nucleotide opposing the target adenosine [ 36 ]. 
As many of these nucleotide preferences are also observed from  in vitro  editing 
reactions with ADARs lacking the dsRNA-binding domains, it is presumed that 
the deaminase domain prefers a specifi c sequence context surrounding the target 
adenosine [ 37 ]. Moreover, the 5′ nucleotide preferences, but not the 3′ preference, 
are shared between human ADAR1 and ADAR2 demonstrating their distinct, but 
overlapping preferences. These nucleotide preferences are hypothesized to result 
from their infl uence on fl ipping the adenosine out of dsRNA, a key step in the 
deamination reaction [ 38 ]. 

 While many of these nucleotide preferences have been attributed to the deaminase 
domains, the dsRBDs also play a role in selecting target adenosines [ 39 ]. For example, 
a chimeric protein containing the deaminase domain of human ADAR1 and the 
dsRBDs from another dsRNA-binding protein, human PKR, cannot effi ciently edit 
natural ADAR substrates [ 40 ]. In addition, the full length version of human ADAR2, 
but not the ADAR2 deaminase domain alone, demonstrates a preference for a 
guanosine 3′ to the target adenosine [ 37 ]. Further support for a role of the dsRBDs 
in selecting ADAR target adenosines comes from recent structural studies [ 41 ,  42 ]. 
Specifi cally, the dsRBDs of mammalian ADAR2 were shown to be capable of 
sequence specifi c contacts with the nucleotide 3′ to the target adenosine, perhaps 
explaining why ADAR2 has a preference for guanosine 3′ of the adenosine [ 42 ]. 
However, transcriptome-wide binding site identifi cation experiments have not been 
published for ADARs in any organism, so it is unclear how critical the neighboring 
nucleotides are in selecting target adenosines  in vivo .    

2     Identifi cation of RNA Editing Sites 

 To date, studies aimed at identifying RNA editing sites have uncovered millions of 
editing sites in organisms ranging from worms to humans [ 43 ]. The fi rst endoge-
nous ADAR editing targets were discovered by chance when researchers noticed 
discrepancies between sequences encoded by the genome versus cDNAs of cellular 
RNAs [ 44 ]. Since inosine is reverse transcribed as guanosine in  cDNA  , an A-to-G 
change between a gene and its cDNA can be indicative of A-to-I editing (Fig.  8.2 ). 
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However, if the cDNA sequence is compared to a genomic reference, A-to-G 
changes can also be a result of  single nucleotide polymorphisms (SNPs)   present in 
an individual genome. To limit these errors, methods that involve chemical modifi -
cation of inosine have also been developed [ 45 ,  46 ]. These approaches have identi-
fi ed a number of ADAR substrates both in  C. elegans  and human brain and were the 
fi rst to demonstrate that ADAR editing occurs in noncoding regions [ 47 – 49 ]. 
 Comparative genomics   was also successful in identifying new ADAR substrates in 
 Drosophila  and humans [ 50 ]. However, the most potent method to identify editing 
sites has been the use of next generation sequencing.

2.1         Transcriptome-Wide Identifi cation   of RNA Editing Sites 

 When bioinformatics approaches were fi rst utilized to screen human  expressed 
sequence tags (ESTs)   for editing events, the number of predicted ADAR substrates 
skyrocketed from a few dozen to over 1500 mRNAs with over 15,000 editing sites 
[ 51 – 54 ]. These studies also revealed that the vast majority of A-to-I editing occurs 
in non-coding regions of mRNAs, such as introns and  untranslated regions (UTRs)  . 
While these studies suggested widespread effects of ADARs on transcriptome 
complexity, they all predicted A-to-I editing sites from mismatches between cDNA 
databases and a reference genome, which increases the possibility that unannotated 
SNPs are misidentifi ed as editing sites. In fact, after the emergence of next 
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  Fig. 8.2    How to detect A-to-I editing events in cellular RNAs. Transcription from genomic DNA 
( black ,  Top ) yields mRNA ( blue ). If editing occurs ( right hand panel ), adenosine (A) is deami-
nated to inosine (I). Reverse transcriptase recognizes inosine as guanosine resulting in cytidine (C) 
in the cDNA ( purple ). Following PCR amplifi cation, the A-to-I editing event will appear as an 
A-to-G transition when comparing the sequence of genomic DNA to the PCR amplifi ed cDNA       
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generation sequencing technology, an elegant study aimed at validating over 36,000 
of these bioinformatically predicted editing sites, could only observe a few hundred 
A-to-I changes present in amplifi ed cDNA and not genomic DNA [ 55 ]. This suggests 
that predicting A-to-I editing sites exclusively from ESTs is not an accurate method 
of identifying novel ADAR substrates. 

 More recently, major advances in identifying ADAR substrates have come from 
the development of stringent bioinformatics pipelines that examine transcriptome- 
wide RNA-seq data for A-to-I editing events. As A-to-I editing events appear as 
A-to-G mismatches when comparing mRNA sequencing data to a reference genome 
(Fig.  8.2 ), software that allows sequence mismatches in the alignment of the RNA- 
Seq reads to the genomic DNA is required to successfully map edited reads to the 
genome. However, the allowance of sequence mismatches also increases the pos-
sibility that reads will be misaligned to incorrect genomic loci resulting in the iden-
tifi cation of false positive editing sites. In fact, one of the fi rst attempts at identifying 
editing events in RNA-seq data reported not only A-to-I editing events in the human 
transcriptome, but also every possible type of nucleotide difference between 
DNA and RNA [ 56 ]. As mechanisms for many of the reported bases changes are not 
known to exist, these fi ndings were controversial [ 57 ]. In addition, other 
transcriptome- wide studies have suggested that many of these RNA-DNA differ-
ences could be attributed to incorrect mapping [ 58 ],emphasizing the importance of 
careful bioinformatics approaches to accurately identify A-to-I editing sites. 

 To improve the effi cacy of bioinformatic pipelines in identifying A-to-I editing 
sites, a few innovative approaches have been devised [ 59 ]. One approach utilizes 
multiple different mapping tools to stringently map reads containing multiple mis-
matches, or potential editing events, to one unique location in the genome [ 34 ]. A 
second approach employs a series of fi lters after mapping, such as requiring a cer-
tain minimum number of reads in support of each editing site [ 60 ,  61 ]. A third 
approach collapses all A and G bases to one base for read alignment then utilizes 
fi lters to remove common sources of false positives such as misalignments near 
exon-exon junctions [ 35 ,  62 ]. A fourth approach has been to sequence RNA from 
ADAR null organisms and then subtract all the single nucleotide variants present in 
these transcripts before identifi cation of RNA editing sites [ 35 ,  62 ,  63 ]. While this 
approach is limited to model  organisms   where ADARs are not essential, such as  C. 
elegans  and  D. melanogaster , analysis of human cell lines depleted of ADARs has 
also been used to validate bioinformatically predicted A-to-I editing sites [ 34 ]. 
Together these approaches have expanded the predicted number of editing sites 
from 10 to 20,000 sites in the fi rst analyses to over one million in recent analyses 
[ 60 ,  61 ,  64 ]. 

 Despite the large number of A-to-I editing sites identifi ed in the human transcrip-
tome, the editing sites predicted from separate studies do not signifi cantly overlap. 
One main reason that editing sites may go undetected is that transcriptome-wide 
RNA sequencing studies often have low read coverage in dsRNA regions. This low 
read coverage is primarily a result of ineffi cient amplifi cation of heavily structured 
RNA by global reverse transcription techniques. One recent technical advance aimed 
at comprehensive detection of A-to-I editing sites has been to perform ultra- deep 
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next generation sequencing (>10,000 read coverage of a given adenosine) of a 
smaller number of target mRNAs [ 10 ]. As the likelihood of detecting low level 
editing events increases with the depth of read coverage, these approaches are 
expected to be the most comprehensive method to identifying editing sites for a 
given gene. By utilizing this technique for Alu repeats in the human transcriptome, 
every adenosine within these dsRNA forming sequences was reported to be edited, 
which has raised the potential number of A-to-I events to over 100 million sites in 
human mRNAs [ 10 ]. As many of these sites exhibit editing levels less than 1 %, the 
biological impact and function of these editing sites is unclear. However, with 
increased accuracy in detecting editing events, this approach may prove very useful 
in identifying changes in editing levels between different tissues or healthy and 
disease states.    

3     Regulation of ADAR Editing Activity 

  Next-generation sequencing   has been integral in exploring alterations of A-to-I 
editing levels during development, in diseases such as brain cancer and in psychiatric 
disorders [ 27 ,  31 ,  65 ]. Interestingly, the editing levels do not directly correlate with 
expression levels of the editing enzymes, underscoring the need to understand how 
editing is regulated  in vivo . From the A-to-I regulators that have been identifi ed to 
date, two general themes for regulating RNA editing levels have emerged: regulat-
ing ADAR accessibility to mRNAs and directly altering ADAR function. This chap-
ter will focus on the RNA-binding proteins (RBPs) and other cellular processes that 
regulate ADAR activity through these general mechanisms. 

 As ADARs primarily localize to the nucleus and edit pre-mRNAs, alterations in 
the subcellular localization of ADARs has the potential to alter editing levels in the 
cell [ 9 ]. In humans, ADAR1 and ADAR2 primarily localize to the  nucleus  , but 
constantly shuttle in and out of the nucleolus [ 66 ,  67 ]. When shuttling of human 
ADAR2 to the nucleolus is abrogated, editing levels increase [ 67 ]. Therefore, 
nucleolar sequestration of ADARs is thought to serve as a means to regulate RNA 
editing. In addition to nucleolar shuttling, human ADAR1 also shuttles from the 
nucleus to cytoplasm [ 68 ]. When ADAR1 is bound to dsRNA, the third dsRBD of 
ADAR1 adopts a confi rmation that promotes shuttling of ADAR1 into the  cyto-
plasm   and when dsRNA is absent, ADAR1 is imported into the nucleus [ 69 ]. This 
regulated cycling of ADAR1 is thought to be important for ADAR1 to carry edited 
RNAs out of the nucleus and prevent re-entry, and perhaps further deamination, of 
edited RNAs. Although the effect of ADAR1 shuttling on editing effi ciency has not 
been examined, it is presumed that mutations in the third dsRBD of ADAR1, which 
prevent nuclear re-entry, would lead to decreased editing levels. 

 Similar to dsRNA-binding for ADAR1, cellular factors from a number of organ-
isms are known to be important for promoting  nuclear localization   of ADARs and 
thus increasing editing effi ciency [ 70 ,  71 ]. In  C. elegans , the A-to-I editing enzyme, 
ADR-2 is mislocalized to the cytoplasm in an  adbp - 1  mutant worm line [ 71 ]. 
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Although the exact function of ADBP-1 is not known, ADBP-1 localizes exclusively 
to the nucleus and directly interacts with ADR-2. In addition to mislocalization of 
ADR-2, worms lacking  adbp - 1  have no detectable editing in endogenous mRNAs, 
suggesting that majority of editing events occur in the nucleus. These data support 
the hypothesis that ADBP-1 acts as a regulator of RNA editing levels by directing 
nuclear localization of ADR-2. 

   While ADBP-1 appears to be a worm specifi c protein, other proteins, such as 
 Pin1  , have been shown to promote nuclear localization of human ADAR2. Pin1 is 
peptidyl-prolyl  cis / trans  isomerase that changes the conformation of prolines in 
phosphorylated proteins resulting in altered protein function [ 72 ]. When Pin1 is 
knocked down, human ADAR2 is mislocalized to the cytoplasm and editing levels 
at ADAR2 editing sites decrease [ 70 ]. In addition, cells lacking Pin1 have decreased 
ADAR2 protein stability. The decreased protein stability occurs due to an interac-
tion of ADAR2 with WWP2 in the cytoplasm [ 70 ]. WWP2 is an ubiquitin ligase 
that ubiquitinates ADAR2 leading to its degradation in the cytoplasm. This suggests 
that Pin1 acts as a global enhancer of ADAR2 editing activity by promoting proper 
cellular localization, while WWP2 acts as an inhibitor of editing by promoting 
degradation of human ADAR2. The mechanism for how Pin1 promotes ADAR2 
nuclear localization, the kinase that phosphorylates ADAR2 to allow interaction 
with Pin1, and if this mechanism extends to other ADAR family members are all 
unknown but promising areas of further research aimed at understanding global 
regulation of ADAR activity.   

 Another protein that functions in the ubiquitin degradation pathway,  DSS1  , was 
identifi ed in a high throughput screen for regulators of ADAR editing activity [ 73 ]. 
DSS1 acts as an enhancer of ADAR2 editing activity, but the mechanism by which 
it promotes editing is unknown. DSS1 has been shown to enhance the degradation 
of ubiquitinated proteins by proteasomes [ 74 ,  75 ]. In addition, DSS1 has been found 
to localize to the nucleus and enhance protein stability by forming complexes with 
the DNA repair enzyme BRCA2 and the mRNA exporter TREX-2 [ 76 – 78 ]. These 
fi ndings have linked DSS1 to a variety of essential cellular processes making func-
tional characterization of DSS1 diffi cult. DSS1 overexpression increased editing of 
two mRNAs that contain editing sites within their coding regions, while DSS1 
knockdown decreased editing [ 73 ]. The C-terminal portion of DSS1 was required 
for promoting ADAR2 editing. Although this same region is important for the inter-
action of DSS1 with BRCA2 and TREX-2, a direct interaction between DSS1 and 
ADAR2 was not detected [ 76 ,  78 ]. An interesting possibility is that DSS1 stabilizes 
some unidentifi ed ADAR2 enhancer. A likely enhancer candidate is the RNA-
binding proteins, hnRNP A2 and hnRNP B1. Both of these proteins physically 
interact with DSS1 and are known to enhance RNA editing [ 73 ]. Future studies 
aimed at determining the DSS1 interaction partners, including the hnRNPs, are 
critical next steps to elucidate the regulatory function of DSS1. 

 In addition to phosphorylation and ubiquitination, A-to-I editing levels can also 
be affected by  sumoylation   of ADARs. Human ADAR1 contains a motif for human 
SUMO-1, which has been shown to sumoylate ADAR1 both  in vitro  and  in vivo  
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[ 79 ]. Sumoylation of ADAR1 results in decreased editing of dsRNA  in vitro  and a 
transgenic reporter  in vivo . However, how sumoylation of ADAR1 alters editing 
activity and whether endogenous mRNA editing levels are affected is currently 
unknown. Sumoylation typically disrupts protein-protein interactions, along with 
changing protein confi rmation [ 80 ], but whether sumoylated ADAR1 suffers a sim-
ilar fate remains to be determined. 

 While many of the identifi ed ADAR regulators directly affect the ADAR pro-
teins, the editing activity of ADAR1 can also be regulated at the level of transcrip-
tion. In mammals, interferon induces the use of an alternate promoter for the 
transcription of an ADAR1 isoform, termed p150, which contains Z-DNA binding 
domains and is largely cytoplasmic [ 81 ]. The ADAR1  p150   isoform is thought to 
have a role in antiviral defense. However, interferon has been linked to changes in 
editing levels in the human serotonin receptor 5-HT 2C R and DNA repair enzyme 
NEIL1; suggesting that ADAR1 p150 is also capable of regulating editing levels in 
non-viral editing targets [ 82 ,  83 ]. In contrast to these studies, a recent report on the 
impact on ADAR1 p150 expression on A-to-I editing levels in mouse brain sug-
gests that induction of this isoform does not signifi cantly affect editing levels of a 
few known editing sites [ 84 ]. However, as neither of the ADAR1 p150 studies 
examined transcriptome-wide effects on editing, these discrepancies could be infl u-
enced by an unknown tissue or species-specifi c factor. As isoform utilization affects 
the editing effi ciency of other ADAR family members, it is likely that this extends 
to mammalian ADAR1; however, further study is required to determine the exact 
roles of the distinct isoforms of ADAR1 and whether their expression correlates to 
global changes in A-to-I editing.  

4     RNA-binding Proteins that Regulate RNA Editing 

 While many factors directly regulate ADAR editing activity, another major avenue 
of editing regulation stems from the interaction of RNA-binding proteins (RBPs) 
with ADAR substrates. From the time that they emerge from RNA polymerase II 
until they are degraded, mRNAs are coated with RBPs [ 85 ]. These RBPs regulate 
splicing, localization, translation, and stability of the mRNA with the overall out-
come determined by the presence of specifi c binding sites or competition for shared 
binding locations [ 86 ]. In order to edit mRNAs, ADARs must compete with other 
RBPs for access to dsRNA targets, thus, certain RBPs act as inhibitors of RNA edit-
ing. On the other hand, at least one RNA-binding protein,  C. elegans  ADR-1 has 
been shown to bind to dsRNA and enhance RNA editing [ 63 ]. In addition, as RNA 
editing and splicing both occur co-transcriptionally, RBPs involved in splicing can 
infl uence RNA editing [ 87 ]. This section will focus on the RBPs that regulate edit-
ing in the context of splicing as well as highlight a handful of RBPs that regulate 
 RNA editing   through shared targeting of  ADAR substrates   (Table  8.1 ).
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4.1       RNA-binding Proteins that Alter Editing and Splicing 

 Editing events in coding regions of mRNAs typically involve a dsRNA structure 
formed between the exon where editing occurs and complementary sequences pres-
ent in the downstream intron [ 15 ]. As the intron required to form the dsRNA would 
be removed by splicing, splicing can inhibit editing. In addition, secondary struc-
tures present in mRNA, such as those targeted by ADARs, infl uence splicing effi -
ciency [ 98 ]. Therefore, these two processes greatly infl uence each other. This is 
most evident in the fact that when the length of the dsRNA around the exonic edit-
ing site is increased, editing levels increase at the expense of decreased splicing 
effi ciency [ 99 ]. Furthermore, when examined   in vitro   , ADARs inhibit proper splic-
ing and, conversely, splicing inhibits ADAR editing activity suggesting that faster 
splicing would result in less editing [ 87 ]. To facilitate editing prior to splicing 
  in vivo ,   ADARs, like other proteins involved in co-transcriptional events, interact 
with the C-terminal domain of RNA polymerase II (RNAP II) [ 100 ,  101 ]. Removing 
the C-terminal domain of RNAP II  inhibits   editing, but promotes splicing of a 
reporter expressing the exon 11 editing site of the mammalian glutamate receptor 
mRNA (commonly referred to as the GluR-B Q/R site) [ 101 ]. In addition, editing of 

    Table 8.1    RNA-binding proteins (RBPs) that infl uence A-to-I editing effi ciency   

 RBP regulator  Cellular function 
 Effect on RNA 
editing  Organism(s)  Reference 

 ADARs  A-to-I editing  Repress  Mammals and 
 Drosophila  

 [ 88 ,  89 ] 

 ADR-1  RNA editing regulator?  Enhance and repress   C. elegans   [ 63 ] 
 B52/sRp55  Splicing factor  Repress   Drosophila   [ 90 ] 
 DDX15  RNA helicase  Repress   C. elegans  

and humans 
 [ 91 ] 

 Dicer  miRNA/siRNA processor  Repress  Humans  [ 92 ] 
 FMR-1  Regulation of protein 

expression 
 Enhance and repress   Drosophila   [ 93 ] 

 hnRNP A2/B1  mRNA transport and 
processing 

 Repress  Humans  [ 73 ] 

 Maleless  RNA helicase  Altered   Drosophila   [ 94 ] 
 RNA 
Helicase A 

 RNA helicase  Repress  Humans  [ 87 ] 

 RPS-14  Ribosomal protein s14  Repress  Humans  [ 91 ] 
 SFRS9  Splicing factor  Repress  Humans  [ 91 ] 
 Staufen  mRNA localization and 

transport 
 Unknown   C. elegans  

and humans 
 [ 95 – 97 ] 

  RBPs that regulate RNA editing ( column  1) have a variety of cellular functions ( column  2), but 
many are involved in splicing or RNA processing. The expression and/or activity of the RBPs can 
either enhance or repress editing levels ( column  3). The organisms in which these regulators have 
been shown to regulate editing are also listed ( column  4)  
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this same  reporter   promotes splicing, further demonstrating that transcription, edit-
ing and splicing are linked events. Because of the complex coordination of these 
cellular processes, RBPs involved in splicing are promising candidates for regulat-
ing  A-to-I editing   (Fig.  8.3 , Table  8.1 ).

   One of the fi rst RBPs found to infl uence A-to-I editing was identifi ed in a study 
focused on understanding the complex splicing patterns of the  Drosophila  Na +  
channel gene   para   . Similar to other genes with editing events in codons,  para  contains 
one exon that base-pairs with complementary sequences located in a  downstream 
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  Fig. 8.3    A traffi c jam of RBPs occurs at editing sites that are located near splicing signals. 
Splicing and A-to-I editing are coordinated events, but can interfere with one another due to com-
petition for shared binding sites around the splice junction ( blue hairpin ). ( Lower left ) Editing 
increases at specifi c sites when the length of the dsRNA duplex is increased. Binding by hnRNPs 
( blue ) and decreased RNA helicase activity (Hel,  yellow ) also result in increased editing levels at 
the expense of splicing effi ciency. ( Lower right ) Mechanisms identifi ed to increase splicing effi -
ciency at the expense of decreased editing levels include competition of splicing factors ( orange ) 
and ADARs for shared binding sites and increased RNA helicase activity, which unwinds the 
dsRNA structure around the splice junction       

 

8 Controlling the Editor: The Many Roles of RNA Binding Proteins in Regulating…



200

intron. As this double-stranded structure can inhibit splicing, a DEAH box RNA 
helicase,   maleless   , functions to unwind the dsRNA and promote splicing of  para  
transcripts. In fact, loss of  maleless  results in a “splicing catastrophe”, with over 80 
% of  para  transcripts aberrantly spliced [ 94 ]. Interestingly, these splicing defects 
coincide with altered A-to-I editing levels in  para  suggesting that  maleless  also 
regulates RNA editing. Consistent with these fi ndings, the mammalian homolog of 
 maleless , RNA helicase A (RHA), aids in the proper splicing of the glutamate 
receptor (GluR-B) pre-mRNA and interferes with the editing activity of mammalian 
ADAR2, presumably by disrupting the dsRNA structure [ 87 ]. 

 Another RNA helicase, mammalian  DDX15  , was recently identifi ed in a screen 
for repressors of A-to-I editing [ 91 ]. DDX15 repressed editing of substrates that it 
could directly bind  in vivo , which may be a general requirement for all helicases that 
regulate editing. The  C. elegans  DDX15 homolog also repressed A-to-I editing, 
suggesting that some RBPs regulators of editing may have conserved functions 
across metazoa. However, as loss of  glh - 2 , another  C. elegans  RNA helicase, did 
not alter editing levels, the ability to regulate editing may not extend to all RNA 
helicases [ 91 ]. Alternatively, if the helicases each have very specifi c substrates and 
GLH-2 does not bind the substrate tested, the effects of  glh - 2  on editing may not 
have been detected. In the future, it will be important to conduct transcriptome-wide 
analyses to determine if RNA helicases act as substrate specifi c regulators or are 
capable of regulating A-to-I editing on a global scale. 

 Although helicases regulate splicing by recognizing and resolving dsRNA struc-
tures, most RBPs regulate splicing through sequence specifi c recognition of 
mRNA. As A-to-I editing events alter the sequence of the RNA transcript, editing 
events can affect recognition by RBPs. Consistent with this, a recent transcriptome- 
wide study determined that A-to-I editing events can alter splicing by creating and 
destroying splice regulatory elements [ 102 ]. Splice regulatory elements are bound 
by RBPs, such as hnRNPs and SR proteins, that regulate the amount of intron inclu-
sion and exclusion [ 1 ]. Specifi cally, ADAR editing events can create binding sites 
for the splicing factors  SFRS9 and FOX1  , while disrupting the binding sites for 
SFRS5 and hnRNP H1/2 [ 102 ]. Interestingly,  SFRS9   is also known to bind to 
ADAR target mRNAs and repress RNA editing [ 91 ]. SFRS9 also forms a complex 
with ADAR2, independent of RNA, suggesting that a direct protein-protein interac-
tion is required for SFRS9 editing regulation. In sum, editing may inhibit or pro-
mote recognition by splicing regulatory RBPs; however, these same RBPs can 
directly regulate editing effi ciency, further supporting the idea that that editing and 
splicing are complexly linked processes. 

 In addition to editing affecting binding of splicing regulatory factors to pre- 
mRNAs,  RBPs   that bind to splicing regulatory elements can alter ADAR accessibil-
ity to target mRNAs and thus affect RNA editing levels  in vivo . One such class of 
editing regulators is the  heterogeneous nuclear ribonucleoproteins (hnRNP)   family. 
This large RBP family contains proteins that regulate intron and exon inclusion and 
have additional functions in mRNA transport and processing. The wide range of 
functions for  hnRNPs   is attributed to the fact that some family members harbor 
RNA recognition motifs (RRMs) which appear to have both non-specifi c and 
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 specifi c preferences for binding mRNA [ 103 ]. However, hnRNP family members 
can also contain KH and Glycine-rich RNA-binding domains to diversify their 
mRNA-binding targets. Unlike the aforementioned splicing RBPs which all 
repressed editing levels, knockdown of hnRNP A2/B1 decreases A-to-I editing lev-
els of one specifi c mRNA, cyFIP2, suggesting that it acts as an enhancer of ADAR 
editing activity [ 73 ]. As hnRNP A2/B1 is known to repress splicing of other 
mRNAs, the RBP may indirectly increase editing levels by inhibiting the splicing of 
cyFIP2 and thereby increasing the availability of the dsRNA structure for ADAR2. 
However, the effects of hnRNP A2/B1 on the splicing effi ciency of cyFIP2 are 
unknown. Furthermore as hnRNP A2/B1 is also known to enhance splicing [ 104 ], 
hnRNP A2/B1 may also indirectly repress A-to-I editing levels in other substrates. 
Due to the diversity of the hnRNP family and their functions in alternative splicing 
and other mRNA processing events, it is probable that other unidentifi ed hnRNPs 
also act as regulators of RNA editing events. Many hnRNP members have known 
binding sites in RNA, some of which occur within the UTRs of transcripts, suggest-
ing that hnRNPs may also be capable of regulating ADAR editing activity outside 
of coding regions [ 103 ]. Furthermore, using the known hnRNP binding sites, future 
bioinformatic analyses of ADAR targets for these sequences could result not only in 
the identifi cation of additional ADAR regulators, but also the specifi c transcripts 
they affect. 

 While RBPs constitute the majority A-to-I editing regulators involved in splic-
ing, small nucleolar RNAs ( snoRNAs  ) can also bind to mRNA and have been 
implicated in regulating both editing and splicing events. The snoRNA HBII-52 
(also called  SNORD115 ), which is absent in individuals with Prader-Willi syn-
drome, promotes the proper splicing of the human serotonin receptor 5-HT 2C R, a 
well-known ADAR target [ 105 – 107 ]. The splice isoform of 5-HT 2C R induced by 
HBII-52 does not contain any detectable editing events suggesting that binding of 
the snoRNA to the pre-mRNA prevents ADAR access. Consistent with this, expres-
sion of the mouse homolog of HBII-52 inhibits A-to-I editing of 5-HT 2C R but only 
in the cellular context of the nucleolus, where  ADARs   are known to localize [ 66 , 
 108 ]. These studies only examined a single gene and snoRNA; therefore, the pos-
sibility exists that additional snoRNAs with complementarity to other ADAR tar-
gets can also alter editing. In fact, proof of principle studies with synthetic sno-RNAs 
engineered to bind the mammalian GluR-B transcript inhibited A-to-I editing [ 108 ]. 
Bioinformatic studies examining sequence complementarity between sno-RNAs and 
ADAR target mRNAs would be useful to understand whether this is a widespread 
mechanism of regulating A-to-I editing levels. 

 In addition to specifi c splicing components regulating RNA editing, a recent 
study indicates that Period, a protein involved in controlling circadian rhythm, glob-
ally affects both alternative splicing and RNA editing [ 109 ]. The transcriptional 
profi le of   period    mutant fl ies express novel splice isoforms of many genes, some of 
which arise from alternative splicing and many that arise from altered transcrip-
tional start sites. In addition, the  period  mutant fl ies exhibit altered RNA editing 
levels, with some sites having increased editing in the absence of  period  and others 
having decreased editing compared to wild-type. Interestingly, expression of many 
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of the isoforms and levels of editing were not affected by the time of day, suggesting 
that Period directly regulates these processes. However, in addition to mRNA tran-
scripts, a number of snoRNAs also had altered expression in the  period  null fl ies, 
raising the possibility that  period  affects expression of snoRNAs that directly regu-
late editing. Interestingly, a long noncoding RNA produced from the same primary 
transcript as the serotonin editing-regulator,  SNORD115 , was recently shown to 
regulate expression of circadian clock genes [ 110 ]. As this genomic region is 
silenced in human Prader-Willi syndrome patients, this suggests that, in addition to 
the snoRNAs from this locus directly regulating editing levels, long non-coding 
RNAs produced from this locus may regulate circadian rhythm genes and indirectly 
alter alternative splicing and A-to-I editing. 

 Last, the most direct role for splicing RBPs in affecting editing levels is the regu-
lated alternative splicing of ADAR transcripts that are known to alter editing activ-
ity. In  Drosophila , the   dADAR  transcript   can be alternatively spliced to generate an 
isoform with additional amino acids between its dsRBDs [ 88 ]. This  dADAR  isoform 
exhibits less editing activity  in vitro  and fl ies expressing only this isoform have 
lower levels of RNA editing [ 111 ]. The inclusion of this alternate exon is controlled 
by the splicing factor B52/SRp55 demonstrating that splicing factors can also glob-
ally regulate A-to-I editing [ 90 ]. 

 In all, these studies demonstrate that ADARs and the RBPs involved in regulat-
ing splicing, such as hnRNPs, splicing factors and RNA helicases, are functionally 
intertwined to carefully regulate both A-to-I editing levels and splicing effi ciency of 
many cellular transcripts.  

4.2       Double-Stranded RNA-binding Proteins 
that Infl uence RNA Editing 

 As most dsRNA-binding proteins ( dsRBPs  ), including ADARs, utilize the 
dsRNA-binding domain (dsRBD) to recognize dsRNA in a structure specifi c, 
sequence- independent manner and this domain is second-most abundant RNA 
recognition motif, dsRBPs make up a large number of editing regulators. The 
fi rst and foremost dsRBP regulators of editing are members of the ADAR family 
itself. ADARs affect global A-to-I editing levels through self-editing of ADAR 
transcripts that give rise to ADAR isoforms with different editing activities. In 
both mammalian ADAR2 and  Drosophila  ADAR, the pre-mRNA transcripts 
contain complementary elements that form dsRNA and can be edited to give rise 
to an ADAR protein that is less active at editing [ 88 ,  89 ]. However, the editing 
event in mammalian ADAR2 causes an alternative splicing event resulting in a 
truncated protein with no editing function, while the editing event in  Drosophila  
ADAR mutates an essential amino acid in the catalytic domain to reduce editing 
activity. As mice unable to self-edit have increased ADAR2 protein levels, which 
can lead to obesity, and fl ies lacking ability to self-editing are not viable, these 
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self-editing mechanisms provide critical negative feedback to control ADAR 
editing levels [ 111 – 113 ]. 

 In addition to  ADAR   self-editing activity regulating A-to-I editing levels, the 
dsRBDs of ADARs can also infl uence editing activity. When examining ADAR2 
editing activity  in vitro , the full length protein was found to be incapable of editing 
a small 15 bp dsRNA substrate [ 114 ]. However, an ADAR2 construct lacking the 
N-terminal dsRBD could effi ciently edit this small substrate, suggesting that the 
N-terminal dsRBD of human ADAR2 acts to inhibit editing of specifi c substrates. 
Furthermore, as this effect is only detected with small substrates that cannot accom-
modate binding sites for both dsRBDs of human ADAR2, it is proposed that protein- 
protein interactions between the two dsRBDs leads to inhibition of editing activity. 
Whether this auto-inhibition activity extends to other ADARs with multiple dsRBDs 
is unknown. However, in other dsRBPs that contain multiple dsRBDs, such as 
Staufen, certain dsRBDs have evolved specialized functions beyond binding 
dsRNA [ 115 ]. 

 ADAR family members are designated by the homology shared in their con-
served catalytic domain and the presence of N-terminal dsRBDs; however, not all 
ADAR family members can edit dsRNA. For example, in  C. elegans , two ADAR 
family members, ADR-1 and ADR-2, are encoded in the genome [ 116 ]. However, 
worms lacking  adr - 2 , but expressing  adr - 1 , lack A-to-I editing of endogenous 
mRNAs, suggesting that ADR-1 is an inactive deaminase [ 23 ]. Interestingly, worms 
lacking  adr - 1  exhibit altered editing levels [ 23 ]. A recent study demonstrated that 
ADR-1 interacts with the editing targets of ADR-2, but does not physically interact 
with ADR-2 in the absence of dsRNA [ 63 ]. Furthermore, mutations in the dsRBDs 
of ADR-1 that disrupt binding to mRNA  in vivo , abrogated the ability of ADR-1 to 
regulate editing levels. Interestingly, ADR-1 primarily promotes editing and appears 
to regulate A-to-I editing events across the transcriptome, which has not been 
reported for any other known A-to-I editing regulators. Although the exact mecha-
nism for how ADR-1 regulates editing is unknown, the binding of the dsRBD of 
another dsRBP, yeast Rnt1p, to dsRNA has recently been shown to alter the struc-
ture of dsRNA [ 117 ]; therefore, an interesting possibility is that ADR-1 binding to 
target mRNA alters the dsRNA structure surrounding editing sites thereby increas-
ing the catalytic activity of ADR-2 for the target adenosine or increasing the affi nity 
of ADR-2 for the target dsRNA. 

 Deaminase-defi cient ADAR family members are not limited to nematodes. In 
mammals, two ADAR family members, TENR and ADAR3, are also thought to 
lack deaminase activity. TENR, which is a testis specifi c ADAR family member, is 
most homologous to  C. elegans  ADR-1 [ 32 ]. Mice lacking TENR expression have 
sperm defects and are sterile, suggesting TENR plays a critical role in spermatogen-
esis [ 118 ]. An intriguing possibility is that TENR regulates RNA editing of mRNAs 
required for spermatogenesis. 

 The other mammalian  ADAR   predicted to lack RNA editing activity is the brain- 
specifi c protein, ADAR3 [ 119 ]. Recombinant, purifi ed ADAR3 did not exhibit edit-
ing activity  in vitro  [ 120 ]. However, as ADAR3 does possess the known amino acids 
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required for catalysis, it is unclear why it lacks editing activity. Despite an apparent 
lack of editing activity, ADAR3 inhibits editing by both ADAR1 and ADAR2 
 in vitro , suggesting that it could serve as a regulator of A-to-I editing  in vivo  [ 120 ]. 
However, as ADAR1 and ADAR2 also inhibit each other’s editing activity in this 
 in vitro  assay, the inhibitory activity may simply be a result of competition for 
substrates that occurs in a test tube, but not in the cellular environment. 

 Another dsRBP that has recently been shown to regulate A-to-I editing levels is 
the RNaseIII enzyme, Dicer [ 92 ]. Dicer is required for processing dsRNA mole-
cules to give rise to both mature siRNAs and miRNAs [ 121 ]. Co-immunoprecipitation 
experiments revealed that Dicer interacts directly with human ADAR1 [ 92 ]. This 
result was surprising as Dicer is thought to primarily localize to the cytoplasm, 
whereas ADAR1 edits pre-mRNAs in the nucleus. The heterodimer of Dicer and 
ADAR1 has an increased rate of miRNA processing compared to Dicer alone [ 92 ]. 
However, when ADAR1 was in complex with Dicer, ADAR1 editing activity was 
inhibited  in vitro , suggesting that Dicer acts as an inhibitor of editing. It is pre-
sumed that this inhibition arises due to the sequestration of ADAR1 from editing 
targets. However, the exact mechanism that Dicer utilizes to regulate editing is 
unknown. Interestingly, ADAR1 can also inhibit the expression of Dicer through 
regulation of let-7 miRNAs suggesting that Dicer and ADAR1 are involved in a 
negative feedback loop [ 122 ]. Whether increases in Dicer protein expression result 
in decreases in A-to-I editing levels  in vivo  is unknown, but is an interesting area 
of further research. 

 Another dsRBP, Staufen, has recently been shown to associate with ADAR target 
mRNAs in multiple organisms; however, a role for Staufen in regulating editing is 
currently unclear. Staufen is involved in many post-transcriptional processes, 
including regulating mRNA localization, translation and decay [ 115 ,  123 ]. A study 
of  C. elegans  STAU-1 bound mRNAs identifi ed several genes that are edited by  C. 
elegans  ADR-2 [ 63 ,  97 ]. In addition, a study of the RNA targets of human Staufen1 
detected numerous inverted Alu repeat elements in mRNAs, which are also known 
to be human ADAR targets [ 60 ,  95 ]. Neither of the Staufen studies directly deter-
mined whether Staufen binding to ADAR target mRNAs impacted ADAR accessi-
bility for the dsRNA. However, the overall number of editing events within a 
reporter harboring inverted Alu repeat elements was examined and reported to be 
unaffected by alterations in human Staufen1 expression [ 96 ]. However, to the 
reader, these reporters appear to show alterations of editing levels at individual sites 
when comparing wild-type cells and those with decreased Staufen levels. While 
statistical differences in editing levels at individual adenosines needs to be exam-
ined to confi rm this observation, this suggests that Staufen may be capable of regu-
lating editing levels  in vivo . Furthermore, as the effect of Staufen on editing has 
only been analyzed for a reporter mRNA, the possibility exists that Staufen1 alters 
editing of endogenous mRNAs that contain Alu elements. As many of the afore-
mentioned RBPs regulate A-to-I editing levels by binding to the editing targets of 
ADARs, Staufen appears as a promising candidate to act as a conserved regulator 
of A-to-I editing.    
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4.3       Disease-Associated   RNA-binding Proteins that Regulate 
RNA Editing 

 While splicing components and dsRBPs constitute the majority of RBPs that regu-
late A-to-I editing levels, two other well-known RBPs, FMR-1 and RPS-14, have 
recently been shown to alter editing levels [ 91 ,  93 ]. FMR-1 is an RBP containing 
both KH and RGG box RNA-binding domains [ 124 ]. The KH domains of FMR-1 
are required for its  in vivo  function as point mutations within these domains disrupts 
RNA-binding and are present in patients suffering from fragile X syndrome [ 125 –
 127 ]. Flies lacking the FMR-1 homolog, dFMR1, exhibit altered RNA editing levels 
in fi ve of six ADAR targets tested [ 93 ]. In addition, fl ies overexpressing dFMR1 
lead to differential effects on editing; however, only two of the editing sites demon-
strated a clear bi-directional change in response to reduced or increased dFMR1 
expression. dFMR1 binds to the ADAR target mRNAs  in vivo , and mutations to 
both KH domains result in altered editing levels in two endogenous ADAR targets 
when compared to wild-type. These data suggest that FMR-1 regulates RNA editing 
by acting as a RBP. However, it is unknown whether RNA-binding by the KH 
domains is required for FMR-1 to regulate editing of other target mRNAs or per-
haps RNA-binding by the RGG box domain also plays a role in regulating editing 
levels. Given these results, it is likely that FMR-1 has an additional cellular role 
beyond its well-studied function in regulating protein expression [ 128 ]. It would be 
interesting to explore if patients with Fragile X syndrome also exhibit altered A-to-I 
editing levels similar to the  Drosophila  model. 

 The 40S ribosomal subunit protein S14 (RPS-14) represses ADAR editing  in 
vivo  in a substrate dependent manner [ 91 ]. RPS-14 is an accessory protein that 
binds directly to the 18S rRNA and is required for the assembly of the small ribo-
somal subunit [ 129 ]. Similar to SFRS9, mammalian RPS-14 was found to co- 
immunoprecipitate with rat ADAR2, irrespective of treatment with RNase [ 91 ]. 
Therefore, it is possible that heterodimerization of ADAR2 with RPS14 results in 
repression of editing. However, as RPS-14 only repressed editing of the cyFIP2 
mRNA, which it also directly bound, RNA-binding by RPS-14 is likely a critical 
determining factor for its regulatory ability. As RPS-14 localizes solely to the nucle-
olus, it is possible that RPS-14 regulates ADAR2 by sequestering it in the nucleolus 
or that it can only regulate editing levels in transcripts that localize to the nucleolus. 
In addition to ensuring proper ribosome maturation, RPS14 is required for proper 
production of differentiated erythroid cells and loss of RPS14 occurs in a human 
myelodysplastic syndrome, known as 5q- syndrome [ 130 ]. Similarly, ADAR1 is 
reported to be essential for hematopoiesis, with mice lacking ADAR1 showing 
severe defects in proliferation and/or differentiation of erythrocytes [ 21 ,  131 ]. While 
no interaction between RPS-14 and ADAR1 has been reported, the roles of both 
proteins in promoting effi cient erythropoiesis suggest that RPS-14 may also regu-
late similar targets as ADAR1. As other editing regulators localize exclusively to 
the nucleolus, which is also a site of ADAR localization, it is very likely RPS-14 
represents the fi rst of many nucleolar RBPs that serve as  ADAR    editing regulators. 
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Furthermore, as loss of both ADARs and several ribosomal RNA-binding proteins 
are implicated in hematopoietic disorders, transcriptome-wide analysis of A-to-I 
editing levels in patients with 5q- syndrome or other ribosomopathies is an impor-
tant fi rst step in understanding the interplay amongst these RBP pathways.    

5     Conclusions 

 With over 60 % of human transcripts predicted to contain adenosine to inosine 
modifi cations, RNA editing plays a major role in generating molecular complexity. 
However, because of the potential of A-to-I editing to alter the fl ow of genetic infor-
mation, ADAR editing activity must also be highly regulated. Genetic and biochem-
ical approaches have identifi ed RNA-binding proteins (RBPs) that regulate editing. 
The majority of these RBPs were discovered due to their ability to regulate editing 
of a specifi c adenosine within a target mRNA. However, as most of the regulators 
identifi ed across all organisms fall into three main classes of RBPs: splicing factors, 
RNA helicases and dsRNA-binding proteins, this suggests that there are conserved 
mechanisms that function to regulate editing  in vivo . Future work aimed at dissect-
ing these mechanisms not only in normal cells, but also in the multiple neurological 
and cancerous tissues that exhibit altered editing is critical. In addition, the use of 
stringent bioinformatics and next-generation sequencing technology is essential for 
determining the global impact of many of the ADAR editing regulators on both 
RNA editing of transcripts and gene expression. Finally, as many of the RBPs that 
regulate ADAR editing are part of larger functional classes, it is likely that addi-
tional RBPs will be identifi ed as important cellular regulators of A-to-I editing.     
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    Chapter 9   
 Splicing Factor Mutations in Cancer                     

       Rafael     Bejar     

    Abstract     Many cancers demonstrate aberrant splicing patterns that contribute to 
their development and progression. Recently, recurrent somatic mutations of genes 
encoding core subunits of the spliceosome have been identifi ed in several different 
cancer types. These mutations are most common in hematologic malignancies like 
the myelodysplastic syndromes (MDS), acute myeloid leukemia, and chronic lym-
phocytic leukemia, but also in occur in several solid tumors at lower frequency. The 
most frequent mutations occur in  SF3B1 ,  U2AF1 ,  SRSF2 , and  ZRSR2  and are 
largely exclusive of each other. Mutations in  SF3B1 ,  U2AF1 , and  SRSF2  acquire 
heterozygous missense mutations in specifi c codons, resembling oncogenes.  ZRSR2  
mutations include clear loss-of-function variants, a pattern more common to tumor 
suppressor genes. These splicing factors are associated with distinct clinical pheno-
types and patterns of mutation in different malignancies. Mutations have both diag-
nostic and prognostic relevance. Splicing factor mutations appear to affect only a 
minority of transcripts which show little overlap by mutation type. How differences 
in splicing caused by somatic mutations of spliceosome subunits lead to oncogen-
esis is not clear and may involve different targets in each disease type. However, 
cells with mutated splicing machinery may be particularly vulnerable to further 
disruption of the spliceosome suggesting a novel strategy for the targeted therapy of 
cancers.  
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1       Introduction 

  Alternative mRNA splicing   is a well-established means of diversifying the coding 
potential of the 26,000+ human genes in to hundreds of thousands possible protein 
products [ 1 ]. Differences in isoform utilization have been tied to lineage specifi city 
and the dynamic behavior of cells in various contexts [ 2 ]. In the case of cancer, 
dysregulated splicing of critical genes can promote and maintain the transformed 
cell state. Examples include alternative splicing of anti-apoptotic gene transcripts 
 BCL2  and  BCL-X ,  CD44 , and  GSK3B  [ 3 ,  4 ,  5 ,  6 ]. 

 Substantial evidence implicates differential expression of RNA-binding proteins 
and post-translational modifi cations of splicing factors as mechanisms that regulate 
variable splicing in normal and cancer cells [ 7 ,  8 ]. However, it was unrecognized 
until recently that somatic mutations in the splicing machinery itself are common 
drivers of cancer in various cell types. The oncogenic molecular mechanisms 
engaged by these mutations remain poorly understood. The frequency and type of 
splicing factor mutations differs among tumor types as does the stage at which these 
mutations are acquired demonstrating substantial tissue specifi city. The specifi c 
mutations identifi ed have interesting properties that hint at their pathogenic func-
tion, such as mutual exclusivity, heterozygosity, and conservative amino acid sub-
stitutions. Understanding how these mutations lead to cancer may identify novel 
mechanisms of transformation and suggest new therapeutic targets [ 9 ]. Even with-
out a comprehensive understanding of how mutated splicing factor act as onco-
genes, their presence carries important clinical implications that vary across tumor 
types and disease contexts. 

 This chapter will describe the discovery of acquired splicing factor mutations in 
cancer and review the most frequently altered genes in this class along with their 
suspected mechanism of action and clinical relevance.  

2     Discovery of Splicing Factor Mutations in Hematologic 
Malignancies 

 Mutations of the splicing machinery were fi rst identifi ed in tumor material from 
patients with  myelodysplastic syndromes (MDS)   [ 10 – 12 ]. MDS  are   a collection of 
clonal hematopoietic  stem cell   neoplasms associated with low blood cell counts, 
dysmorphic maturation of differentiating cells in the bone marrow, and an elevated 
risk of transformation into acute  myeloid   leukemia.    Patients with MDS are clini-
cally heterogeneous, spanning a spectrum of more indolent lower risk disease that 
can persist for years, to cases with higher risk disease and a life expectancy mea-
sured in weeks to months [ 13 ]. Studies on the molecular basis of MDS demonstrate 
that these disorders are as varied genetically as they are clinically. Over 50 recur-
rently mutated genes have been identifi ed in MDS tumor material in a multitude of 
combinations with most patients harboring only a few mutations [ 14 – 16 ]. While no 
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single gene is mutated in the majority of MDS cases, a typical mutation of a splic-
ing factor can be found in nearly 70 % of cases, making MDS the tumor type most 
commonly associated with mutations in this class of genes. Mutations in one of 
four genes ( SF3B1 ,  U2AF1 ,  SRSF2 ,  and ZRSR2 ) account for nearly two-thirds of 
these cases. 

2.1      SF3B1  

      Splicing factor 3B1 ( SF3B1 )   is an integral member of the U2 small ribonucleopro-
tein complex  responsible   for branch site recognition near  the   3′ end of in pre-mes-
senger RNA. Whole exome sequencing of patients with MDS identifi ed recurrent 
 SF3B1  mutations in about a quarter of cases. The majority )   of these patients had a 
common subtype of MDS known as refractory anemia with ring sideroblasts 
(RARS). The RARS subtype of MDS is characterized by mitochondrial deposits of 
precipitated iron in ring pattern around the nucleus of developing erythrocytes (red 
blood cell precursors). When  SF3B1  mutations are identifi ed in other MDS sub-
types, ring sideroblasts are often present in these cases as well, strongly linking 
 SF3B1  mutations to this particular morphologic feature. Subsequently,  SF3B1  
mutations were identifi ed in nearly 20 % of patients with CLL, a hematologic 
malignancy largely unrelated to MDS [ 17 ,  18 ]. 

 The pattern of somatic mutation in  SF3B1  is not random. The majority of muta-
tions are missense substitutions at codon 700 with lysine replaced by glutamic acid 
(K700E). Less frequently, recurrent missense mutations at a small number of other 
hotspots are identifi ed. Overall, these tend to be fairly conservative substitutions 
predicted to have less impact on protein function than random missense mutations 
might. No truncating nonsense mutations or frameshift insertions or deletions are 
found. Mutations of  SF3B1  are always heterozygous to a wild type allele and are 
expressed at the mRNA level suggesting that they are translated into a mutant pro-
tein. Heterozygous missense mutations at specifi c codons and a lack of truncating 
lesions are a signature of oncogenes that experience a change or gain of function 
when mutated in cancer. In SF3B1, these mutational hotspots are concentrated in 
the middle of 4 contiguous HEAT domains of which the longer isoform has a total 
of 22 in its distal half (Fig.  9.1 ) [ 17 ]. Mutations are far from the portion of the pro-
tein involved in branch site recognition, suggesting that they might alter interactions 
with other subunits instead of affecting the RNA-binding properties of the protein 
directly. Alternatively, hotspot mutations in oncogenes can result in dominant nega-
tive activity where the mutant protein suppresses the function of the unmutated 
subunit. However, this does not appear to be the case with oncogenic SF3B1 
mutations.

   Murine studies demonstrate that total loss of Sf3b1 is lethal during embryogen-
esis, but heterozygous deletion results in only a mild phenotype characterized by 
subtle skeletal abnormalities and minimal changes in hematologic parameters. 
Subsequent studies of heterozygous  Sf3b1  deletion in the adult hematopoietic com-
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partment have shown mixed results with one study identifying rare ring sideroblasts 
and another fi nding no increase in ring sideroblasts and a decrease in hematopoietic 
stem cells. Both studies reported only mild hematologic changes and no transforma-
tion to a clonal disorder such as myeloid leukemia or CLL [ 20 – 22 ]. Animal models 
expressing the hotspot mutations of  SF3B1  seen in patients have not been published 
to date, but studies of patient material have begun to shed light on how these lesions 
can affect splicing and expression patterns. 

 Gene expression profi les obtained from MDS and CLL patients with and without 
 SF3B1  mutations show some differences in mitochondria related gene signatures 
[ 10 ,  23 ] and possibly DNA damage responses [ 24 ]. However, exon utilization pat-
terns are not strikingly different and the few genes with differential isoform expres-

  Fig. 9.1    Distribution of somatic mutations in SF3B1. Rectangles represent repetitive HEAT 
domains colored coded by the frequency with which they contain recurrent somatic mutations; 
 red -highest,  orange -high,  yellow -low,  blue -rare or none. Missense mutations in the most fre-
quently mutated HEAT domains are listed. Those shown in red highlight the most frequently 
mutated codon in each HEAT domain. Mutation data from COSMIC was current as of 1/2015 and 
includes mutations reported in two or more samples. The fi gure is adapted from Bonnal et al. 
 Nature reviews. Drug discovery . Nov 2012 [ 19 ]       
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sion do not always appear relevant to MDS or  oncogenesis  . RNA-sequencing 
(RNAseq) studies in a variety of tissue types have found that the predominant splic-
ing abnormality in  SF3B1  mutant cells is the utilization of a cryptic splice acceptor 
just upstream of the canonical 3′ splice junction, often resulting in an out-of-frame 
splicing event [ 25 ]. 

 In uveal melanoma, a solid tumor characterized by recurrent  SF3B1  mutations, 
several alternatively spliced candidate genes were identifi ed in mutant cases. 
Examination of these alternative isoforms in MDS and CLL cases found that they 
were enriched in tumors with  SF3B1  mutations, suggesting a common signature asso-
ciated with these lesions. How alternative isoforms created by  SF3B1  mutations lead 
to a clonal advantage and how they impact disease development remains unknown. 

 Differences in mutation patterns between MDS, CLL, and uveal melanoma dem-
onstrate that there is some tissue specifi city to how  SF3B1  mutations act (Table 
 9.1 ). For example, uveal melanomas predominantly acquire mutations at codon 625 
and almost never develop the K700E substitution that accounts for half of the  SF3B1  
mutations in CLL and MDS [ 26 ]. In MDS, mutations of  SF3B1  and several other 
splicing factors appear to be early events as they are typically found in the dominant 
tumor clone. In CLL, where the same codons are recurrently mutated at rates similar 
to MDS,  SF3B1  mutations are often subclonal indicating later acquisition, often at 
the time of relapsed disease. The clinical implications of identical  SF3B1  mutations 
are different in these two tumor types as well. In CLL,  SF3B1  mutations are associ-
ated with resistance to chemotherapy and shorter overall survival whereas in MDS, 
the same mutations predict a lower rate of transformation  to   AML and greater likeli-
hood of having indolent disease [ 14 ,  15 ,  27 ,  28 ].    

2.2         U2AF1  

     The  U2-complex auxiliary factor 1 gene ( U2AF1 )   encodes a 35-kDa subunit of the 
U2-spliceosome responsible for recognition of the terminal 3′ AG  dinucleotide   in 
pre-mRNA introns. The encoded protein has four major  domains   including two zinc 
fi nger regions, an arginine-serine domain, and a U2AF homology domain with 
which it heterodimerizes with its larger 65-kDa partner, U2AF2. These form a com-
plex with additional factors to bind at the 3′ end of introns, recognizing the terminal 
splice acceptor site and its preceding degenerate polypyrimidine tract. U2AF1 inter-
acts directly with several splicing factors known to develop somatic mutations in 
cancer including U2AF2, SRSF2, and SF1 although these abnormalities are mutu-
ally exclusive and have variable rates of mutation in different tumor types. 

  U2AF1  is most frequently mutated in MDS )   with mutations found in approxi-
mately 10 % of cases. Mutations occur primarily at two hotspots, codons S34 and 
Q157, where several different missense substitutions can arise [ 12 ,  15 ]. These 
codons are in adjacent RNA-binding zinc-fi nger domains suggesting that they might 
alter recognition of splice sites. Rarer insertions and deletions near codon 157 that 
maintain the reading frame have also been described. As with  SF3B1 , mutations of 
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 U2AF1  in MDS and other cancers are typically heterozygous to a wildtype allele 
and do not include truncating nonsense or frameshift mutations. This suggests an 
oncogenic gain-of-function phenotype. 

 In contrast to  SF3B1 , mutations of  U2AF1  are rarely associated with RARS and 
ring sideroblasts in MDS.  U2AF1  mutations are also not observed in CLL or uveal 
melanoma which might be expected if these splicing factor mutations had the same 
pathogenic effects. In fact, there is evidence to suggest that the S34 and Q157 muta-
tions of U2AF1 have distinct effects on splicing and disease phenotypes. First, only 
the S34 codon is mutated in lung cancers whereas the Q157 locus is not [ 29 ]. In 
MDS, Q157 substitutions account for 25–35 % of  U2AF1  mutations [ 14 ,  15 ,  30 ]. 
RNAseq studies of patient material, mouse models, and cells lines expressing 
mutant  U2AF1  show that alterations of splicing involve a small minority of 
expressed genes with the most common event being changes in cassette exon utili-
zation [ 25 ,  31 ,  32 ]. The genes affected by the presence of an S34 mutation show 
little overlap with those affected by the presence of a Q157 mutation when com-
pared in isogenic cell lines. Analysis of the affected splice junctions reveals that 
mutations of each codon affect the recognition of different aspect of the 3′ splice 
region by U2AF1. The two most common S34 mutations, S34F and S34Y, lead to 
increased exon inclusion when an A or C is present at the −3 position just upstream 
of the AG dinucleotide [ 31 ,  33 ]. Exons that show increased skipping in the presence 
of  U2AF1  S34 mutations most often have a T at this position. In contrast, exon 
utilization changes in the presence of Q157 mutations show no difference in base 
composition at their −3 position. Instead, differentially included exons are more 
likely to have a G or a T at the +1 position (fi rst base in the exon) whereas differen-
tially excluded exons are more likely to have an A or a C as this locus. This suggests 
that  U2AF1  mutations directly affect RNA-binding leading to changes in exon 
inclusion and that the different mutations likely impact different exons [ 31 ,  34 ].      

2.3      SRSF2  

    The  serine/arginine-rich splicing factor 2 gene ( SRSF2 )   is another frequently 
 mutated   component of the  spliceosome   involved in processing of the 3′ splice 
acceptor site. The SRSF2 subunit contains an RNA recognition motif as well as an 
RS domain rich in arginine and serine residues. It is involved in many RNA-related 
processes including spliceosome assembly of the U1 snRNP to the 5′ splice site, 
U2 snRNP binding at the branch point, and mRNA stabilization. SRSF2 can bind 
splicing enhancer sequences through which it is known to regulate alternative iso-
form expression [ 35 ,  36 ]. These splicing enhancer sites are often in exons close to 
the 3′ intron-exon boundary and typically contain a GGNG or CCNG sequence 
motif when recognized by SRSF2 [ 35 ]. 

 As with  SF3B1  and  U2AF1 , somatic mutations of  SRSF2  are nearly always het-
erozygous missense mutations at a specifi c codon—specifi cally P95 for  SRSF2 . 
Several different amino acids may be substituted for proline at this position, including 
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histidine, leucine, and arginine. Insertions or deletions that maintain the reading 
frame but disrupt the proline at codon 95 are also observed in rare cases. In hemato-
logic malignancies,  SRSF2  mutations are found most often in MDS and in chronic 
myelomonocytic leukemia (CMML) with incidences of 15 % and nearly 50 % respec-
tively [ 12 ]. This splicing factor is not commonly mutated in CLL or other lymphoid 
neoplasms, nor have frequent recurrent mutations been identifi ed in solid tumors. 

 Clinically,  SRSF2  mutations in myeloid disorders have been associated with 
shorter overall survival or an increased risk  of   AML, but these links are not always 
independent of other established risk factors [ 37 – 39 ]. Mutations of  SRSF2  are typi-
cally exclusive of mutations in  SF3B1 ,  U2AF1 , and other splicing factors despite 
differences in clinical phenotypes. For example, MDS or CMML patients with 
 SRSF2  mutations are much less likely to have ring sideroblasts and tend to have 
increased levels of monocytes.  SRSF2  mutations are also exclusive of mutations in 
 EZH2 , an H3K27 histone methyltransferase that is the catalytic subunit of the pro-
tein repressive complex 2. This mutual exclusivity may, in part, refl ect how SRSF2 
mutations promote myeloid oncogenesis. 

 Studies of  SRSF2  P95 mutations fi nd only small differences in gene expression and 
splice isoform utilization. This suggests that these oncogenic mutations do not cause 
a signifi cant loss of protein function. Changes in cassette exon inclusion and exclusion 
are the most common events observed by RNAseq in models of missense SRSF2 P95 
mutation [ 40 ]. These involve a small minority of expressed genes and most often, only 
slightly change the ratio between alternative isoforms. One of the frequently affected 
targets is the  EZH2  pre-mRNA. In the presence of  SRSF2  mutation, a cryptic exon is 
frequently included in the mature mRNA causing a change of reading frame [ 41 ]. This 
is associated with lower levels of the translated EZH2 protein, suggesting a conver-
gent pathogenic mechanism and potentially explaining why somatic mutations of 
 SRSF2  and  EZH2  are exclusive of each other in patients with MDS [ 39 ]. 

 A mouse model of  SRSF2  P95H expression in the mature hematopoietic com-
partment confi rms that this lesion does not cause a total loss of function. In contrast 
to mice with  SRSF2  deletion in adult hematopoietic cells, which develop a hypocel-
lular bone marrow and no dysplasia, the P95H mutant animals have normal marrow 
cellularity and marked myeloid dysplasia mimicking the human disease state. The 
P95H mutant mice also have an increased proportion of early stem/progenitor cells. 
RNAseq analysis demonstrates that preferentially excluded cassette exons in P95H 
mutant animals and model cell lines are enriched for GGNG at the exon splicing 
enhancer site. Preferentially included cassette exons are instead enriched for the 
CCNG motif [ 42 ].     

2.4      ZRSR2  

    The zinc fi nger (CCCH type), RNA-binding motif and serine/arginine rich 2 gene 
( ZRSR2 )    is another SR-rich splicing factor frequently mutated in myeloid malignan-
cies.  The   encoded  protein   is a component of the U2 auxiliary factor heterodimer and 
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participates in the recognition of the 3′ splice acceptor site. Its somatic mutation 
pattern is very different from that of  SF3B1 ,  U2AF1 , and  SRSF2 . First,  ZRSR2  
resides on the X-chromosome, meaning men only carry a single copy. Second, 
 ZRSR2  mutations are often out-of-frame insertions or deletions, splice-site muta-
tions, or nonsense mutations predicted to prematurely truncate the full length pro-
tein. Missense mutations are also frequent, but are scattered throughout the length 
of the gene and not concentrated in specifi c regions or codons. This pattern of muta-
tion is consistent with a loss-of-function. Therefore, it is not surprising that muta-
tions occur more frequently in male patients in whom a single  ZRSR2  mutation 
would leave no remaining wildtype allele. 

  ZRSR2  is mutated in about 5 % of patients with MDS and in a similar fraction of 
those with T-cell acute lymphoblastic leukemia [ 11 ,  15 ,  43 ]. These mutations appear 
to be the predominant genetic lesion in patients with plasmacytoid dendritic cell 
neoplasms, a very rare lymphoid disorder characterized by strong male predomi-
nance [ 44 ].  ZRSR2  mutations have also been found at lower frequency in a variety 
of other tumor types. Recent studies suggest that ZRSR2 is a critical element of the 
U12 minor spliceosome [ 45 ]. Absence of ZRSR2 had no effects on U2 complex 
dependent splicing events, but demonstrated marked aberrant splicing of U12- 
depedent events. Retained introns were the most commonly identifi ed event. Which 
of the genes altered by  ZRSR2  mutation are most likely to cause transforming effects 
or disease features remains unknown.      

3     Additional Splicing Factors 

 Several other  splicing factors   are known  to   be recurrently mutated in a variety of 
cancer types, albeit more rarely. The majority of these less frequently mutated genes 
appear to acquire truncating or other abnormalities predicted to cause a loss of func-
tion. These genes include  U2AF2 ,  SF3A1 ,  LUC7L2 ,  SF1 ,  PRPF40B  and  PRPF8  
among several others [ 11 ,  14 ,  15 ,  46 ]. Given their relative scarcity, less is known 
about molecular mechanisms or phenotype specifi c associations for these genes.  

4     Splicing Inhibitors 

   As a ubiquitous mechanism for  the   regulation of gene expression, mRNA splicing 
is required for the  survival   of essentially every human cell type, including cancerous 
ones. Animal studies have repeatedly demonstrated that complete loss of major 
splicing factors is not tolerated even when restricted to adult tissue types. This 
observation hints at the possibility that neoplastic cells with acquired abnormalities 
of their splicing machinery may have a selective sensitivity to further disruption of 
splicing [ 19 ]. Based on the observation that many cancers establish a program of 
altered splicing, several splicing factor inhibitors have been developed for human 
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use [ 47 ]. Some have even been tested in clinical trials although not specifi cally in 
patients with splicing factor mutations. The synthetic pladienolide derivative, 
E7107, is an inhibitor of the U2-spliceosome targeting its SF3B1 activity. This drug 
has demonstrated anti-tumor activity  in vitro  an  in vivo  cancer models. E7107 was 
fi rst given to patients in phase I trial of advanced solid tumors to determine its safety 
[ 48 ]. There were limiting side-effects at doses capable of affecting splicing as mea-
sured in the peripheral blood. The most troubling of these was optic neuritis in 
several patients. While this effect appeared reversible, its cause is not understood. It 
is not clear if this is a class effect or simply specifi c to E7107. 

 Studies examining the vulnerability of cells with splicing factor mutations to 
splicing antagonists have not consistently identifi ed a selective sensitivity associ-
ated with these mutations. For example, the spliceosome inhibitors, FD-895 and 
pladienolide B, cause rapid apoptosis in CLL cells from patients compared to nor-
mal B-cells [ 49 ]. However, this effect is independent of the cells’  SF3B1  mutations 
status. Since aberrant splicing in cancer can be caused by mechanisms other that 
splicing factor mutations, many cancer cells may have an inherent susceptibility to 
splicing inhibitors that is more universal and not necessarily mutation specifi c [ 50 ].    

5     Summary 

 Acquired mutations of splicing factors are recurrent events in a variety of malig-
nancies, particularly myeloid neoplasms such as the myelodysplastic syndromes. 
The three most frequently mutated splicing factors,  SF3B1 ,  U2AF1 , and  SRSF2  
share several similarities that suggest they might have a common mechanism of 
action. All three genes acquire heterozygous missense mutations at specifi c codons 
that are largely exclusive of each other. And, all three encode components of U2 
spliceosome responsible for 3′ splice acceptor site recognition and excision. 
However, their effects on splicing and alternative isoform expression show little 
overlap.  SF3B1  mutations appear to alter 3′ splice site recognition, leading to utili-
zation of cryptic upstream sites in a subset of genes.  U2AF1  and  SRSF2  mutations 
most often affect the inclusion or exclusion of cassette exons but show little overlap 
in the genes involved. Even the splicing events altered by the two major  U2AF1  
mutations contain distinct recognition motifs and impact different genes.  ZRSR2  
mutations, which are also exclusive of those in  SF3B1 ,  U2AF1 , and  SRSF2 , appear 
to affect introns removed by the U12 minor splicing pathway while leaving 
U2-mediated events unaffected. Finally, there are several tumor types in which one 
splicing factor is mutated frequently, but the other two are not. For example  SF3B1  
is mutated in CLL, breast cancer, and uveal melanoma, but  U2AF1  and  SRSF2  are 
not. In uveal melanoma, the  SF3B1  mutation most common to MDS, CLL, and 
breast cancer (K700E) is almost never seen and instead, the R625 substitutions 
predominate. These tissue type specifi c patterns of mutation would not be expected 
if all of these splicing factor genes affected a common set of transcripts to drive 
 oncogenesis  . 
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 The alternative explanation is that splicing factor mutations regulate different 
subsets of target genes which may vary by the gene involved, the mutation type, and 
the cellular context. Their mutual exclusivity may be mediated by intolerance for 
compound abnormalities of the splicing machinery. If true, this would suggest a 
selective toxicity to pharmacogenic disruption of splicing. So far, early studies have 
shown that splicing inhibitors may have anti-neoplastic activity, but it is not neces-
sarily associated with mutations of splicing factors. 

 The recent discovery of acquired splicing factor mutations in cancer has uncov-
ered a novel mechanism by which neoplastic cells alter their genetic program to 
promote clonal selection. It has provided insight into the mechanisms responsible 
for oncogenesis and disease prevention. Most importantly, we may leverage this 
understanding to provide better diagnostic, prognostic, and therapeutic tools for the 
care and treatment of patients with malignancies.     
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    Chapter 10   
 Regulation of Tissue-Specifi c Alternative 
Splicing:  C. elegans  as a Model System                     

       Xicotencatl     Gracida*    ,     Adam     D.     Norris*    , and     John     A.     Calarco    

    Abstract     Alternative pre-mRNA splicing serves as an elegant mechanism for 
 generating transcriptomic and proteomic diversity between cell and tissue types. In 
this chapter, we highlight key concepts and outstanding goals in studies of tissue 
and cell-specifi c alternative splicing. We place particular emphasis on the use of 
 C. elegans  as a tractable model organism for  in vivo  studies of alternative splicing 
between tissues and also at single cell resolution. We describe our current under-
standing of tissue and cell-specifi c regulation in the animal, and emerging techniques 
that will allow for future mechanistic studies as well as systems level investigations 
of spatio-temporal splicing under laboratory conditions and in response to environ-
mental stimuli.  

  Keywords     Alternative splicing   •   RNA processing   •    C. elegans    •   Tissue-specifi c 
regulation  

1        Introduction 

1.1     Importance of Alternative Splicing in Generating Diversity, 
Specialization and Regulation 

 In engineering, the complexity of a system often correlates with the number of com-
ponents and the interactions between them. The same principle generally applies to 
biological systems, where cellular and molecular complexity seems to arise from 
the number of different macromolecular building blocks and their interactions. As 
such, mechanisms to diversify these building blocks have evolved in all living 
organisms. For example, the path to creating proteins and modulating their 

        X.   Gracida    •    A.  D.   Norris    •    J.  A.   Calarco      (*) 
  FAS Center for Systems Biology, Harvard University , 
  52 Oxford Street ,  Cambridge ,  MA   02138 ,  USA   
 e-mail: jcalarco@fas.harvard.edu  

© Springer International Publishing Switzerland 2016 
G.W. Yeo (ed.), RNA Processing, Advances in Experimental Medicine 
and Biology 907, DOI 10.1007/978-3-319-29073-7_10

 * These authors contributed equally to this work. 

mailto:jcalarco@fas.harvard.edu


230

abundance and/or activity involves several layers of transcriptional, post-transcrip-
tional, translational and post-translational regulation, all of which have likely 
evolved to create increased potential  for   diversifi cation. The co- and post-transcrip-
tional regulatory toolkit alone is broad, including distinct types of regulatory pro-
teins as well as short and long regulatory RNAs such as micro RNAs and long 
non-coding RNAs [ 1 – 3 ]. One key co- and post-transcriptional mechanism that 
serves to expand the cellular repertoire of expressed proteins isoforms is through 
alternative mRNA splicing: the process in which different mRNAs are generated 
from a single precursor RNA (pre-mRNA) [ 4 ,  5 ]. 

 In most eukaryotes, in order to generate a mature mRNA with an uninterrupted 
open reading frame (ORF), non-coding intronic sequences are removed from 
nascent pre-mRNA and the remaining protein-coding exonic sequences are ligated 
together. This process is called  mRNA splicing   and it is an essential processing 
step for the proper expression of most genes in metazoans [ 4 ,  5 ]. Depending on the 
frequency in which a given exon is present in an mRNA, it can be classifi ed as 
 constitutively spliced  or  alternatively spliced  (Fig.  10.1a ). Constitutively spliced 
exons are always present in a given mRNA,    whereas alternatively spliced exons 
can be selectively included or excluded at specifi c stages of development or in a 
tissue- specifi c manner [ 6 ]. A remarkable example of how alternative splicing can 
generate molecular diversity is the case of the Drosophila immunoglobulin super-
family gene Down syndrome cell adhesion molecule 1 (Dscam1). Through the 
combinatorial use of four sets of alternative exons (containing 12, 48, 33, and 2 
variants each) alternative splicing of this gene could potentially generate up to 
38,000 distinct Dscam1 isoforms [ 7 ]. Several reports have demonstrated that dis-
tinct Dscam1 variants are required for proper establishment of connectivity in the 
fl y nervous system [ 8 ,  9 ].

   What features determine whether an  exon   will be alternatively spliced, and 
how is this process regulated in a tissue-specific manner? To answer some of 
these questions we will provide a brief overview of the mechanism of RNA 
splicing and the enzymatic machinery that regulates this process. We will then 
discuss insights on how tissue-specific alternative splicing is regulated, and 
how this can help to generate distinct cellular subtypes with specialized func-
tions. For the remainder of the review, we will focus on the nematode 
 Caenorhabditis elegans , an emerging model for studying tissue specific alter-
native splicing, and we present technologies that are being developed and cur-
rently applied in this system.   

  Fig. 10.1    Pre-mRNA splicing and spliceosome assembly. ( a ) Example of alternative splicing 
involving cassette-exon inclusion or skipping. Below are depicted  cis -acting element sequences 
involved in pre-mRNA splicing. 5′ and 3′ splice sites (SS), Branch Point Sequence (BPS) and 
Polypyrimidine Tract (PPT). For consensus sequences: N is any nucleotide, R is a purine, and Y is 
a pyrimidine. ( b ) Spliceosome assembly across intron. U1, U2, U5, U6 are small nuclear RNPs; 
U2AF is U2 auxiliary factor complex composed of the 35 and 65 subunits; SF1 is splicing factor 
1. Complex A represents the pre-spliceosome. Complex B and B* the pre-catalytic and activated 
spliceosome, respectively. Complex C represents the catalytic step 1 spliceosome. See main text 
for additional explanation       
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2      Mechanisms   of Splicing 

 The enzymatic complex that removes introns and joins exons from pre-mRNAs is 
known as the  spliceosome  . This complex is composed of proteins and small nuclear 
RNAs that interact with conserved core signals ( cis -elements) present in the pre- 
mRNA, that include the 5′ and 3′ splice sites, the  b ranch  p oint  s equence (BPS), 
and the polypyrimidine tract (PPT) (Fig.  10.1a ) [ 10 ,  11 ]. The main components of 
the spliceosome are fi ve Uridine-rich small nuclear RNAs called U1, U2, U4, U5 
and U6, which along with a variable number of proteins form distinct  s mall  n uclear 
 r ibo n ucleo p roteins (snRNPs) [ 10 ]. 

 The components of the spliceosome assemble and release sequentially until it 
becomes catalytically active. The fi rst step in the spliceosome assembly involves 
base-pairing of U1 snRNP to the intron 5′ splice-site (Fig.  10.1b ). Then the splicing 
factor 1 (SF1) protein binds to the branch point sequence, and the U2 auxiliary fac-
tor heterodimer, composed of U2AF65 and U2AF35, binds to the polypyrimidine 
tract and 3′ splice-site, respectively, forming the E complex [ 10 ,  11 ]. In the next 
step of assembly the U2 snRNP replaces SF1 and base-pairs with the branch point 
sequence to form the pre-spliceosomal A complex (Fig.  10.1b ). Subsequently, the 
U4/U5 and U6 snRNPs are recruited as a pre-assembled complex. At this point, the 
resulting assembled B complex is still catalytically inactive. Activation of the com-
plex B does not occur until the snRNAs are structurally rearranged and form novel 
base-pairing interactions, and U1 and U4 are removed forming a catalytically active 
C complex [ 10 ,  11 ]. Through a transesterifi cation reaction, the fi rst catalytic step 
generates a free 5′ exon and an intron lariat-3′ exon (Fig.  10.1b ). After additional 
rearrangements, a reactive region in the 5′ exon attacks the 3′ splice site via a sec-
ond transesterifi cation reaction that ultimately ligates the exons and excises the 
lariat intron. Recently, single molecule fl uorescence studies on spliceosome cataly-
sis have indicated that each of these dynamic steps can be reversible [ 12 ]. Moreover, 
because the complex lacks a preformed active center, its sequential assembly and 
extensive structural rearrangements make the spliceosome prone to extensive regu-
lation and to have a relatively high fl exibility in target recognition.  

3     Regulation of Splice-Site Recognition: Auxiliary  
cis - Elements and Regulatory Factors 

 Most of the RNA-RNA interactions in the splicing process are not strong, but they 
are enhanced or stabilized by different  trans -acting proteins that interact with fl ank-
ing pre-mRNA  cis -regulatory sequences. Initial recognition of the 5′ and 3′ target 
splice-sites in the pre-mRNA occurs through base-pairing with snRNPs. The 
strength of this base-pairing is infl uenced by the actual consensus sequence of the 
splice-site, which in most higher eukaryotes are relatively degenerate [ 11 ,  13 ]. The 
  cis -elements   that regulate splice-site recognition can be classifi ed as intronic or 
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exonic, and as splicing enhancers or silencers, depending on their position and their 
effect on splice-site usage (Fig.  10.2 ) [ 14 ,  15 ]. Most of these  cis -elements are 
thought to interact with  trans -acting proteins that activate or repress recruitment of 
the splicing machinery.

   Two main broad classes of   trans -factors   regulate splicing decisions: the  S er- A rg 
 protein   family (SR proteins) and   h eterogeneous  n uclear ribonucleoproteins 
(hnRNPs)   (Fig.  10.2 ). These two classes of proteins were initially proposed to 
mediate antagonistic effects: SR proteins would primarily activate splicing by 
 binding exonic enhancers, whereas hnRNPs would repress splicing by binding 
silencer elements [ 16 ,  17 ]. The combination of these factors (enhancers vs. silenc-
ers) with degenerate splice-site sequences would ultimately infl uence whether or 
not an exon is recognized for inclusion in an mRNA [ 11 ]. Although SR proteins and 
hnRNP proteins are still generally associated with enhancement and repression of 
splicing, respectively, several exceptions have been identifi ed (for example: [ 18 , 
 19 ]). Depending on  cis -information in the surrounding context SR proteins and 
hnRNPs can act either as enhancers or silencers. Additionally, depending on the 
actual exon, the same splicing regulatory protein can promote either inclusion or 
exclusion. For example, hnRNP L regulates splicing in a context-dependent fashion 
[ 20 ], mediating repression when it is bound to an exon fl anked by strong splice-
sites, and mediating inclusion when bound to an exon fl anked by weak splice-sites. 
How does a single protein mediate both effects is proposed to arise not only from 
the contextual information but ultimately on how the factor impinges on rate-limit-
ing steps in spliceosome assembly [ 20 ]. 

 Aside from hnRNP and SR proteins, it is believed that a suite of other RNA-
binding proteins also play key roles in modulating splicing decisions through the 
recognition of  cis -elements (Fig.  10.2 ). Some examples of these factors will be 
discussed further in the next section. Finally, there are additional features known to 

  Fig. 10.2    Combinatorial regulation of alternative splicing. Cartoon shows two models of exon 
splicing: intron and exon defi nition through interaction of  cis -acting elements ( squares ) and  trans - 
acting elements. RNA-binding proteins (RBP),  S er- A rg protein family (SR), heterogeneous 
nuclear ribonucleoprotein (hnRNP). U1 and U2 are small nuclear RNPs; U2AF is U2 auxiliary 
factor complex composed of the 35 and 65 subunits; SF1 is splicing factor 1. See main text for 
additional explanation       
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infl uence whether an exon is constitutively or alternatively spliced, such as the 
elongation rate of RNA polymerase II [ 21 ], chromatin structure [ 22 – 25 ], sizes of 
exons and introns, and presence of secondary structures in the pre-mRNA [ 26 ,  27 ]. 
For detailed descriptions of these interconnections, several recent excellent reviews 
can be consulted [ 4 ,  28 ].  

4     Splicing Factors and Tissue Specifi c Alternative Splicing 

 In contrast to the large number of characterized sequence-specifi c DNA binding 
proteins that regulate transcription, there are fewer characterized RNA-binding 
proteins that regulate splicing in a sequence and gene-specifi c manner. Based on 
current knowledge, two main mechanisms have been suggested for how alterna-
tive splicing is regulated in a spatiotemporal manner. First, differences in the 
activity (i.e. posttranslational modifi cations) and/or concentration of broadly 
expressed splicing regulators contributes to tissue- or stage- specifi c   splicing out-
comes (for example: [ 29 – 31 ]). Second, the action of  tissue-restricted   splicing fac-
tors enhance or repress splicing events in the corresponding tissue of interest (for 
examples, see [ 32 – 34 ]). 

 The brain is probably the best-characterized organ in regard to tissue- specifi c 
expression of splicing factors. Several conserved proteins have been found to have 
a restricted expression in the brain or in specifi c sub-regions, including members of 
the Nova, Fox, TIA, Quaking, CELF, and Hu/ELAV families of RNA-binding pro-
teins. For a more inclusive list of factors and details on characterization of these 
factors we refer to several detailed reviews [ 6 ,  35 ,  36 ]. Here we will focus on one 
example to highlight how tissue-restricted expression of splicing factors can modu-
late tissue-specifi c exon networks. 

 The polypyrimidine-tract binding  proteins   (PTBP1 and  PTBP2) are   paralogous 
RNA-binding proteins involved in the regulation of cell-specifi c alternative splicing. 
PTBP1 is broadly expressed, and it is thought to repress inclusion of neuron- specifi c 
exons in non-neuronal tissues. PTBP1 also inhibits the inclusion of an exon in PTBP2 
transcripts, producing a transcript that contains a premature termination codon that is 
degraded by the NMD pathway [ 37 ,  38 ]. However, at the onset of neuronal differen-
tiation PTBP1 expression is repressed by the microRNA mir-124, stimulating PTBP2 
expression [ 39 ]. Recent reports suggest that embryonic PTBP2 controls neuronal 
maturation by repressing splicing of “adult-specifi c” exons, because in the absence 
of PTBP2 neural cells fail to mature and eventually die [ 40 ,  41 ]. 

 It remains an interesting question as to how these two paralogs with highly 
similar RNA-binding domains can mediate partially non-overlapping regulation. 
Initial experiments studying the PTBP-regulated neural-specifi c src N1 exon sug-
gested that the PTBP paralogs have different inhibitory strengths [ 42 ]. A recent 
study also suggests that sequential reduction of PTBP1 and then PTBP2 expres-
sion defi ne distinct stages of neural differentiation and splicing outcomes [ 43 ]. 
Moreover, additional cell-specifi c regulators have been shown to further infl uence 
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splicing events controlled by PTBP proteins. One of these factors is the neuronal-
enriched SR-related protein of 100 kDa (nSR100/SRRM4). nSR100 can act to 
oppose PTBP- mediated exon skipping to facilitate exon inclusion of a network of 
neuron-specifi c alternative splicing events, including a set of recently discovered 
microexons that are misregulated in the brains of individuals with autism spectrum 
disorders [ 44 – 46 ]. 

 Mechanistically, nSR100 has recently been found to promote exon inclusion in 
the nervous system by binding to UGC- containing   intronic enhancers proximal to 
weak 3′ splice-sites and by recruiting early components of the spliceosome [ 46 ]. 
These interactions are thought to act in a dominant positive manner, counteracting 
the repressive effects of PTBP1. Interestingly, in non-neuronal tissues these UGC- 
containing elements serve to actively weaken 3′ splice-site recognition, leading to 
exon exclusion [ 46 ]. Taken together, these studies exemplify how combinations of 
factors cooperate to regulate networks of alternatively spliced isoforms that contrib-
ute to the identity and function of a specifi c tissue.  

5     Importance of Alternative Splicing in Defi ning 
and Functionalizing Tissues 

 The dynamic nature of the splicing machinery makes it prone to extensive regula-
tion that is sensitive to cellular environments. As a result, alternative splicing can 
generate tissue- or cell-type specifi c signatures of expressed isoforms that contrib-
ute to the specialization or function of a tissue. Accordingly, recent high-throughput 
studies in several organisms have confi rmed that alternative  mRNA isoforms   are 
frequently differentially-expressed between tissues or associated with particular 
developmental or cell states (for example, see: [ 47 – 54 ]). 

 In one recent example, embryonic stem (ES) cells and other undifferentiated 
pluripotent cells express a distinct collection of spliced isoforms relative to differ-
entiated cells [ 55 ]. Using high-throughput RNA-sequencing and computational 
analyses, a recent report found that the muscleblind-like RNA-binding proteins 
(MBNL1/2) repress a collection of alternative splicing events that promote ES cell 
state [ 55 ]. Among these ES cell-defi ning isoforms is a splice variant of the forkhead 
family transcription factor FOXP1, which stimulates expression of other 
pluripotency- associated genes [ 56 ]. 

 The development of a tissue can also be accompanied by coordinated changes in 
alternative splicing. During heart development and remodeling, several genes were 
found to be temporally coordinated in their relative proportions of alternative iso-
forms. These differences in isoform abundance are regulated by concomitant devel-
opmental changes in the concentrations of the MBNL and CELF splicing factors, 
which bind regulatory sequences in the coordinated genes [ 33 ]. Furthermore, CELF 
concentration level is regulated by a microRNA, highlighting the cross-regulation 
of alternative splicing and microRNA regulation [ 57 ]. Additionally, the Epithelial 
Splicing Regulatory Proteins 1 and 2 (ESRP1 and 2) were identifi ed as tissue- 
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specifi c regulators of a network of alternative splicing events important for the epi-
thelial cell state [ 34 ]. It was later found that loss of these RNA-binding proteins led 
to splicing changes and morphological transformations similar to the epithelial to 
mesenchymal transition found both in development and in cancer [ 58 ]. 

 A recurrent theme is that alternative splicing is often interconnected with other 
layers of gene expression to aid in the functionalization of a tissue [ 4 ]. One example 
of this occurs in the nervous system where the splicing factor nSR100/SRRM4 
mentioned above and the RE1-silencing transcription factor (REST) show cross- 
regulation [ 59 ]. nSR100 mediates inclusion of an exon in REST transcripts, and the 
resulting REST isoform is truncated and has a less repressive transcriptional activ-
ity, allowing the expression of genes that are otherwise repressed in non-neuronal 
tissues where full-length REST is expressed. One of the genes repressed by REST 
in non-neuronal tissues is nSR100 thus creating a double negative feedback loop 
[ 59 ]. Overall, these examples show that several developmental and differentiation 
programs employ alternative splicing for the regulation of  cellular transitions   that 
defi ne or help in the functionalization of a tissue. 

 Apart from generating molecular diversity by increasing the proteomic reper-
toire, alternative splicing is also an important mechanism for regulating expression 
levels of mRNA and protein. One mechanism is through increasing the  regulatory 
plasticity   of an mRNA through alternative usage of 5′ and 3′  u n- t ranslated  r egions 
(UTRs), which may infl uence mRNA localization, stability or translation effi ciency 
[ 60 ,  61 ]. Another mechanism occurs through coupling  alternative splicing   with the 
  n onsense- m ediated mRNA  d ecay (NMD) pathway  , which targets mRNAs with pre-
mature termination codons for degradation. One function of the NMD pathway is to 
clear potentially detrimental mRNAs generated by errors in transcription or splicing 
[ 62 ]. However, through the inclusion or exclusion of alternatively spliced exons 
that alter the reading frame of an mRNA, coupling of alternative splicing to NMD 
serves to play a role for regulating abundance of isoforms through a mechanism that 
is independent of transcriptional regulation [ 63 ]. Often, transcripts subject to alter-
native splicing-NMD coupled regulation encode RNA-binding proteins, providing 
an elegant mechanism for auto- and cross-regulation that likely play important roles 
in establishing and maintaining robust isoform networks during cellular differentia-
tion (for examples see [ 64 – 70 ]).  

6      Constitutive and   Alternative Splicing in  C. elegans  

 The basic principles of constitutive and alternative splicing are shared throughout 
metazoans.   C. elegans  genes  , like those in vertebrates, are intron rich. Human and 
worm transcripts are similar with regards to the number of exons per gene and the 
average exon size, but they diverge in that human introns are roughly ten times 
larger than  C. elegans  introns (average intron length of ~1000 nucleotides in humans 
versus ~100 nucleotides in  C. elegans ) [ 71 ,  72 ].  C. elegans  5′ and 3′ splice-site 
consensus sequences are essentially the same as those in vertebrates, except that  C. 
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elegans  introns have a highly-conserved polyU tract immediately upstream of the 
3′ splice-site [ 71 ]. Interestingly, many  C. elegans  transcripts undergo  trans - 
splicing, where capped splice leader sequences transcribed from distinct loci can be 
spliced to the 5′ end of mRNA transcripts. This review will not cover  trans -splicing, 
but see [ 73 ] for a more detailed review. Importantly, human transcripts exhibit a 
signifi cantly greater degree of alternative splicing than worm transcripts. Current 
estimates suggest that ~25 % of genes in  C. elegans  undergo alternative splicing 
[ 53 ], while in humans that number is upwards of 95 % [ 15 ,  51 ]. Indeed, it has been 
demonstrated that in metazoans the degree of alternative splicing scales with rough 
measures of organismal complexity [ 74 ], although these correlations are still some-
what controversial. However,  C. elegans  does exhibit a rich diversity of alternative 
splicing, including all common regimes of alternative splicing observed in verte-
brates ( e.g ., cassette exons, mutually-exclusive exons, alternative 5′ and 3′ splice-
sites, etc.), and regulation of alternative splicing occurs by similar mechanisms [ 72 ]. 
Therefore the simplicity and experimental manipulations available in  C. elegans  
make it an ideal model organism in which to study alternative splicing and its regu-
lation. In particular, its transparency, invariant cell lineage, and powerful genetic 
tools make it an excellent tool for elucidating mechanisms of alternative splicing at 
the cell- and tissue-specifi c level.  

7      Monitoring   Alternative Splicing in  C. elegans  

 Many examples of alternatively spliced genes in  C. elegans  have come to light for-
tuitously in the course of cloning and characterizing individual genes (for example: 
[ 75 – 79 ]). Later, analysis of expressed sequence tags (ESTs) allowed for a more 
systematic search for alternative splicing in  C. elegans , detecting evidence for hun-
dreds of alternatively spliced genes [ 80 ]. More recently, high-throughput techniques 
have enabled more comprehensive detection of alternative splicing across the entire 
transcriptome. First, splicing-sensitive microarrays were developed for use in  C. 
elegans , where they were used to monitor alternative splicing of hundreds of exons 
undergoing changes throughout development and under genetic perturbations [ 53 , 
 64 ,  65 ,  81 ]. Next-generation sequencing has afforded even deeper detection of alter-
native splicing, providing evidence for thousands of alternative splicing events in  C. 
elegans , and showing that hundreds of these are developmentally-regulated [ 49 , 
 53 ]. Such studies have updated the estimated percentage of  C. elegans  genes under-
going alternative splicing to ~25 %, and this number may continue to grow as tran-
scriptomes are analyzed from worms under additional conditions and at greater 
depth. Deep sequencing has also been recently used to identify target transcripts of 
factors regulating alternative splicing, detecting hundreds of splicing events under 
the control of RNA-binding proteins in  C. elegans  [ 82 ,  83 ].  
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8     Tissue Specifi c Alternative Splicing in  C. elegans  

8.1     Observing Tissue-Specifi c Alternative Splicing 

 While the approaches discussed above are powerful for detecting alternative splicing 
across the transcriptome, they are limited to giving information about the whole 
organism, and unable to provide information about alternative splicing between 
tissues or cell types. Methods used in mammals and Drosophila for profi ling the 
transcriptomes of dissected tissues or cell lines originating from different tissues 
[ 47 ,  48 ,  50 ,  51 ,  54 ] are not presently feasible in  C. elegans  due to the technical chal-
lenges of dissecting tissues and establishing cell lines in the worm. However, recent 
advances in  C. elegans  cell dissociation followed by FACS sorting, in which tissue- 
specifi c promoters are used to mark and sort tissues of interest (i.e. [ 84 – 86 ]), 
followed by RNA sequencing, hold promise for future studies measuring such 
 tissue-specifi c transcriptome profi ling   in the worm. An alternative strategy is to 
express an epitope-tagged mRNA-binding protein, such as Poly-A Binding Protein, 
in the tissue of interest, then co-immunoprecipitate the mRNA-binding protein with 
its associated mRNAs. The immunoprecipitated mRNA can then be profi led by 
microarray analysis. This approach, known as  mRNA tagging      has been used to 
identify mRNAs expressed in specifi c tissues [ 85 ,  87 ,  88 ] and holds promise for 
identifying tissue-specifi c isoforms as well. 

 On the other hand, the worm is also ideally suited for observing individual alter-
native splicing events with tissue specifi city  in vivo , due to its transparency and 
reproducible cell lineage. One particularly fruitful strategy has involved multi-color 
mini gene fl uorescent reporter systems, in which an alternative exon (or exons) plus 
the upstream and downstream introns and constitutive exons are placed upstream of 
fl uorescent protein open reading frames. The classic version of the system relies on 
tandem green and red fl uorescent proteins (GFP and RFP) encoded in alternate 
reading frames [ 89 ,  90 ] (Fig.  10.3a ). The reporter is then engineered such that 
expression of one isoform drives productive expression of GFP while expression of 
the other isoform shifts the reading frame and drives expression of RFP. These 
reporters and other versions (Fig.  10.3b, c ) provide a two-color readout of alterna-
tive splicing as controlled by the  endogenous splicing machinery   in the tissues in 
which the reporter is expressed. This system was originally designed for use in cell 
culture, but has been adapted successfully for use  in vivo  in the worm, where such 
reporters can be used not only to visualize alternative splicing within tissues or 
throughout development, but also to genetically identify factors controlling such 
alternative splicing [ 83 ,  91 ].

   The fi rst such reporter used in  C. elegans  demonstrated that the ortholog of the 
Fibroblast Growth Factor (FGF) receptor  egl - 15  encodes a mutually-exclusive exon 
5 in which 5A is selected in body-wall and vulval musculature, while 5B is selected 
in the hypodermis [ 91 ]. These results dovetail nicely with previous work showing that 
the 5A isoform is required for sex myoblast migration, while the 5B isoform is essen-
tial for viability [ 92 ]. Similar reporters were used to visualize isoforms of   unc -  60 ,  C. 
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elegans  homolog of the actin-binding protein ADF/Cofi lin, demonstrating that muscle 
tissue expresses the B isoform, while the A isoform is expressed in non- muscle tissues 
including the nervous system and intestine [ 93 ]. 

 The above experiments monitored alternative splicing events that were already 
known by functional analyses to have  tissue-specifi c isoform function  , and the 
value in using the splicing reporters was to visually clarify expression of the 

Fluorescent products
a

c

b

Cassete exon

Mutually Exclusive

Mutually Exclusive, version 2

Frame-shifting alternative exon

Minigene reporters

STOP

STOP

STOP

STOP

  Fig. 10.3    Two-color splicing reporters used in  C. elegans . ( a ) Reporter for cassette exons. A single 
transgene is produced in which GFP and RFP are in different reading frames, and the cassette exon 
encodes a +1 nt frameshift such that when excluded, GFP is produced in frame followed by a stop 
codon. When included, GFP is read out-of-frame without stop codons, and RFP is produced in 
frame. ( b ) Reporter for mutually exclusive exons. Two different transgenes are constructed. To one 
a stop codon is added to the end of exon B, and to the other a stop codon is added to exon 
A. Therefore GFP from construct one will only be produced when exon A is chosen and RFP from 
construct two will only be produced when exon B is chosen. ( c ) An alternative strategy for report-
ing mutually exclusive alternative splicing. A single construct is created in which GFP is fused to 
the 3′ end of exon A while RFP is fused to the 3′ end of exon B       
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 isoforms, and to use the reporters to genetically identify regulators of the splicing 
events. More recently, these reporters have also been used to provide new informa-
tion on tissue-specifi c isoforms. For example, the  unc - 32  gene encoding a subunit 
of the vacuolar-type H + -ATPase had previously been suggested as a developmentally- 
regulated alternatively spliced gene [ 53 ], and one of its three exon 4 variants had 
been identifi ed as neuronally-enriched [ 94 ], but not until the construction of three- 
color fl uorescent splicing reporters was it clear that all three exon 4 isoforms are 
regulated tissue-specifi cally. It was demonstrated that exon 4A is predominantly 
expressed in the intestine, 4B in the nervous system and 4C in the pharynx [ 95 ]. 
Moreover, the  unc - 32  transcript contains two mutually exclusive seventh exons, in 
which exon 7A is expressed predominantly in head neurons, while exon 7B is 
expressed in most other tissues [ 95 ]. These results highlight the power of multi- 
color fl uorescent splicing reporter systems for describing new tissue-specifi c iso-
forms, even in genes undergoing extensive alternative splicing.  

8.2      Assigning Function  to   Tissue-Specifi c Isoforms 

 Despite widespread observation of alternative splicing differences among mam-
malian tissues, it is diffi cult to gain insights regarding the functional relevance (if 
any) of individual tissue-specifi c isoforms. Studies in  C. elegans  have provided a 
platform for transgenic analysis of tissue-specifi c isoform function. For example, 
as mentioned above the  unc - 32  gene encodes a subunit of the V-ATPase in which 
exon 4 is chosen in a mutually-exclusive manner from among 3 exons. One isoform 
is expressed in the nervous system, one in the intestine and one in the pharynx. 
Loss of the neuronal isoform leads to uncoordinated movement, whereas loss of the 
other isoforms leads to lethality in larval stages [ 94 ]. However, it was recently 
demonstrated that any of the other exon 4 isoforms can rescue for loss of exon 4B 
isoforms [ 95 ]. 

 In another example, the Actin Depolymerizing Factor ADF/cofi lin  unc - 60 , dis-
cussed above, is alternatively spliced such that UNC-60A is expressed ubiquitously 
while UNC-60B is expressed in muscle. In concordance with these observations, 
disruption of UNC-60A caused embryonic lethality, while disruption of UNC-60B 
resulted in viable worms with disorganized actin fi laments in muscle [ 96 ]. Although 
these expression patterns suggested distinct functional roles for each isoform, sub-
sequent experiments demonstrated that when mis-expressed in muscle cells, UNC- 
60A could indeed compensate for the loss of UNC-60B [ 93 ,  97 ]. These examples 
highlight two interesting concepts. First, they demonstrate an additional value of 
using the worm to study isoform-specifi c function, in that the original isoform- 
specifi c phenotypes can be discovered due to genetic lesions that specifi cally reside 
in isoforms causing tissue-specifi c phenotypes. Second, these studies highlight the 
importance of assessing function of isoforms  in vivo , and suggest that tissue- specifi c 
expression need not always imply unique function. 
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 A fi nal example lies in the two isoforms of the FGF receptor  egl - 15 , which as 
described above, are differentially expressed between hypodermis (EGL-15B) and 
musculature (EGL-15A). Loss of EGL-15B results in lethality, while loss of EGL- 
15A results in specifi c defects in myoblast migration [ 92 ] . In this model alternative 
splicing event, however, EGL-15B was subsequently demonstrated to not rescue 
the myoblast migration defects resulting from loss of EGL-15A, indicating that 
these two isoforms possess unique functions [ 98 ]. Additionally, it was also found 
that EGL-15A plays an important role in maintaining axon positions via its expres-
sion in hypodermal cells [ 99 ]. Again, EGL-15B was not able to compensate for the 
role of EGL-15A in axon maintenance.    

9     Cell-Specifi c Alternative Splicing Within Tissues 

9.1     Observing Cell-Type Specifi c Alternative Splicing 

 The examples above demonstrate that fl uorescent splicing reporters can be useful 
for observing tissue-specifi c alternative splicing, but such reporters are particularly 
powerful when applied in higher-resolution studies, visualizing alternative splicing 
between individual cell subtypes within tissues. This level of resolution has not 
been feasible in mammalian studies of alternative splicing, although recent reports 
have begun examining alternative splicing among different brain regions [ 100 , 
 101 ]. On the other hand, invertebrate model systems have recently provided infor-
mation about alternative splicing at the level of individual neurons [ 83 ,  102 ].  C. 
elegans  is particularly well-suited for such studies at single-neuron resolution, with 
a reproducible cell lineage and transparent body. To look  for   cell-specifi c alterna-
tive splicing within the nervous system, we created two-color splicing reporters to 
monitor several different alternative splicing events in genes with known neuronal 
expression. Among the events we tested, roughly half exhibited neuron-specifi c 
alternative splicing where the splicing pattern in one population of neurons was dif-
ferent than the splicing pattern in another population of neurons [ 83 ]. Each event 
had a unique neuron-specifi c splicing profi le, but each profi le was completely 
reproducible between animals, suggesting these neuron-specifi c splicing events are 
highly regulated. Neuron-specifi c alternative splicing patterns included isoforms 
which were differentially regulated between inhibitory GABAergic motorneurons 
versus excitatory cholinergic motorneurons, isoforms which were differentially 
regulated between head neurons and pharyngeal neurons, and isoforms which were 
differentially regulated between oxygen sensing and mechanosensory neurons [ 83 ]. 
Such results can guide future functional tests for isoform-specifi c function tailored 
to the neuron types of interest. 

 Recent studies have provided additional examples of neuron-subtype specifi c 
isoform usage. For example, the neuronal-secreted Punctin  madd -4 encodes a long 
isoform expressed only in cholinergic motor neurons and a short isoform expressed 
in both cholinergic and GABAergic motor neurons [ 103 ]. The proper expression of 
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these isoforms is essential for appropriate post-synaptic receptor expression, as mis- 
expressing the long isoform in GABAergic neurons causes recruitment of choliner-
gic receptors to GABAergic synapses, while disrupting the short isoform causes 
recruitment of GABA receptors to cholinergic synapses [ 103 ]. 

 Taking the concept one step further, a new isoform of the sole  C. elegans  insulin 
receptor  daf - 2  was recently discovered to be highly expressed in sensory neurons 
[ 104 ]. This isoform is specifi cally required for conditioned starvation avoidance 
learning, and it was shown that this variant (DAF-2C) is specifi cally re-localized 
from the cell bodies to the axons of chemosensory neurons following starvation, 
while other isoforms remain localized to the cell body [ 104 ]. Therefore, not only is 
this isoform expressed neuron subtype-specifi cally, it is also found localized 
dynamically in specifi c neuronal compartments. In this case, the chemosensory 
neuron-enriched isoform (but not other isoforms) becomes axonally localized fol-
lowing a starvation stimulus, and this splicing mediated re-localization is necessary 
and suffi cient for specifying a  daf - 2  that responds to the starvation stimulus. 
Additional isoforms of daf-2, when engineered to be localized to axons, were capa-
ble of restoring the conditioned starvation response, so the function of DAF-2C at 
least in this context is not unique, but rather it is the coupling of alternative splicing 
with re-localization of the protein that is important [ 104 ]. It will be interesting to 
learn whether other  daf -2 isoforms have specifi c functions in other cell types. More 
broadly it will be interesting to learn how widespread such isoform-specifi c func-
tion of cell-specifi c alternative splicing events is in  C. elegans . 

 Moving forward, tissue- and cell type-specifi c transcriptome-wide analyses of 
wild type and splicing factor mutant strains will identify programs of coordinately 
regulated splicing events most likely to play functional roles in animal development 
and physiology. This approach has already proven effective using whole animal 
transcriptomes [ 64 ,  65 ,  81 – 83 ]. For example, analysis of alternative splicing events 
regulated by UNC-75 and/or EXC-7 led to the identifi cation of a number of candi-
date alternative splicing events enriched in genes with roles in synaptic transmis-
sion. Further study of one such splicing event in the synatxin ortholog  unc - 64  
revealed non-redundant roles for the two isoforms in coordinating proper locomo-
tory activity [ 83 ].   

10     RNA-binding Proteins and  cis -Elements Controlling Cell 
Specifi c Alternative Splicing in  C. elegans  

 In this section we will present mechanistic details for how tissue-restricted alter-
native splicing in  C. elegans  can be achieved. The RNA-binding proteins and 
 cis - elements that regulate these events in  C. elegans  (Table  10.1 ) are highly con-
served, further validating the use of the system to understand mRNA splicing. In 
many cases the logic to understand tissue-specifi c  regulation   includes four gen-
eral principles. First, one or more RNA-binding proteins are often required to 
bind in  trans  to the pre-mRNA. Second, the RNA-binding proteins generally 
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exhibit sequence-specifi c or structural preferences for  cis  elements in the pre-
mRNA. Third, the relative position and context of these and other  cis -regulatory 
elements in the pre-mRNA with respect to alternatively spliced exons matters. 
Finally, additional auxiliary proteins that synergize, antagonize, or potentiate the 
effect of the pre- mRNA bound RNA-binding protein on RNA splicing.  C. elegans  
provides an attractive model system for studies of these principles  in vivo .

   As mentioned above, a breakthrough in the study of tissue-specifi c alternative 
splicing in  C. elegans  came from the use of fl uorescent splicing reporters to visualize 
the output of splicing in different tissues [ 91 ]. In  C. elegans  the fi broblast growth 
factor receptor (FGFR)  egl - 15  contains two mutually exclusive exons (5B and 5A, 
located upstream and downstream, respectively) that show tissue-specifi c expression 
patterns (Fig.  10.4a ). Kuroyanagi  et al . [ 91 ] used the fl uorescent reporter system in 
a genetic screen to identify genes controlling the tissue-restricted splicing patterns of 
 egl - 15  isoforms. ASD-1 ( a lternative  s plicing  d efective 1), an RNA-binding protein 
of the Fox-1 family, was identifi ed to promote exon 5A inclusion in body wall mus-
cle, which along with FOX-1, another family member, bind the highly conserved 
motif UGCAUG located downstream of intron 4. This binding results in repression 
of exon 5B thus allowing the use and inclusion of exon 5A in muscle [ 91 ].

   Additional proteins were found to cooperatively regulate correct splicing of  egl - 
 15 . SUP-12 is an RNA-binding protein that binds both ASD-1 and FOX-1 proteins 
and a GUGU stretch in  egl - 15  intron 4 to cooperatively repress exon 5B in muscle 
[ 105 ] (Fig.  10.4a ). In  sup - 12  mutants, the muscle-specifi c inclusion of exon 5A is 
diminished or lost, highlighting the requirement of SUP-12 along with ASD-1 and 
FOX-1 to robustly repress exon 5B [ 105 ]. Recent structural data using ASD-1 and 
SUP-12 RNA-recognition motifs (RRM) in complex with target RNA sequence 
indicate that robust exon repression arises from both RRMs “sandwiching” a G base 
in intron 4 to form a tight ternary complex with a high repressive activity on exon 
5B [ 106 ,  107 ]. Future studies will be needed to determine how the positioning of 
this complex actually represses exon 5B to give rise to a  muscle-specifi c alternative 
splicing   pattern. One possibility may be their binding position relative to the 3′ 
splice site. SUP-12 binds in intron 4, and the “G sandwiching”, occurs around the 
place where branch point binding proteins would bind, and therefore an attractive 
hypothesis is that SUP-12 interferes with U2 snRNP recruitment when regulating 
this splicing event [ 105 ]. 

 Further studies also found that ASD-1 and FOX-1 cooperatively regulate tissue- 
specifi c alternative splicing in neurons. Analogous to the need of a muscle-specifi c 
factor (SUP-12) for muscle-specifi c splicing, ASD-1 and FOX-1 in neurons require 
the neuron-specifi c RNA-binding protein of the CELF family UNC-75 [ 95 ]. 
As mentioned above, the H + -ATPase  unc - 32  gene contains two sets of mutually 

  Fig. 10.4    Examples of combinatorial control of cell/tissue-specifi c alternative splicing. ( a ) ASD-1 
or FOX-1 and SUP-12 control alternative splicing of the mutually exclusive exon #5 of  egl - 15 . ( b ) 
ASD-1 or FOX-1 and UNC-75 control alternative splicing of mutually exclusive exon #7 of  unc - 
 32 . ( c ) UNC-75 and EXC-7 control alternative splicing of  unc - 16  cassette exon #16. ( d ) CSR-1 and 
PRG-1 control production of piRNAs in response to an intronic antisense transposable element, 
which affect the 5′ splice site selection of exon #25 of  let - 363 / TOR        
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exclusive exons (4A,B, and C, and 7A and B) that are differentially expressed 
among tissues. Using fl uorescent reporters monitoring these mutually exclusive 
 unc - 32  exons, a forward genetic screen, and biochemical data, it was demonstrated 
that ASD-1 and FOX-1 bind a UGCAUG stretch in intron 7b, stimulating the selec-
tion of exon 7a in neurons [ 95 ] (Fig.  10.4b ). In addition, exon 7a selection requires 
UNC-75, which binds at a conserved UUGUUGUGUUGU stretch in the intron 7a, 
further tipping the balance towards promoting selection of exon 7a and suppressing 
exon 7b usage [ 95 ] (Fig.  10.4b ). UNC-75 was also found to play a key role in pro-
moting inclusion of neuronal exon 4b in  unc - 32  transcripts. It is unclear whether the 
same RNA-binding protein involved in splicing exon 4b also later plays a role in 
regulating exon 7a splicing. These results raise the interesting possibility that coor-
dination of splicing at distinct sites in the same mRNA transcript may occur. 

 In addition to tissue-regulated exons,  C. elegans  extensively regulates alternative 
splicing during development [ 49 ,  53 ,  65 ]. One example of interest is  the    let - 2  pre- 
mRNA, containing two mutually exclusive exons 9 and 10, which undergo devel-
opmentally controlled alternative splicing in muscle cells [ 108 ]. In embryos and 
younger animals exon 9 is used, whereas in older animals exon 10 is used. ASD-2, 
a novel member of the signal transduction activators of RNA (STAR) family regu-
lates this switch. A muscle-restricted isoform of ASD-2,  asd - 2b , accumulates in 
older animals where it binds an intronic stretch with strong similarity to the Quaking/
QKI response element found in mammals (NACUAYY-N1-20-UAAY) [ 108 ,  109 ]. 
The authors put forward a model in which at early stages and in absence of ASD-2 
a strong 5′ splice site in intron 9 versus a weaker 5′ splice site in intron 10 favors 
splicing of exon 9 to exon 11. However, later in development the binding of ASD-2 
to the QKI response element-like stretch in the intron 10 favors the splicing of exon 
10 to exon 11. Once this commitment has been made, the upstream exon 8 can then 
be spliced with either exon 9 or 10 [ 108 ]. These results suggest that the ordering of 
the splicing reaction need not occur in a linear contiguous manner, and may contrib-
ute to the underlying regulation of splice site choice, and have been conceptually 
found in mammals as well [ 110 ]. 

 To further add to  the   regulatory complexity in  C. elegans , distinct combinations of 
the same RNA-binding proteins can control separate splicing events. In a study of the 
splicing of  unc - 60  transcripts, two RNA-binding proteins—ASD-2 and SUP- 12 men-
tioned in examples above—were found to promote the expression of the UNC-60B 
isoform in muscle cells [ 93 ]. This muscle-specifi c isoform results from skipping of 
several exons (exons 2A-5A) downstream of exon 1 and splicing of exon 1 to a distal 
exon 2B. This pattern suggests that both SUP-12 and ASD-2 must suppress splice site 
pairing of exon 1 with exon 2A long enough for the 3′ splice site fl anking exon 2B to 
be transcribed. In agreement with this mechanism, both factors were found to bind 
cooperatively to cis-elements located in intron 1 [ 93 ]. Similar to the regulation of  egl -
 15  alternative splicing, it is thought that ASD-2 and SUP-12 may sterically inhibit 
recruitment of U2 snRNP to the branch site via the U2 auxiliary factor complex 
(U2AF65/35) [ 93 ]. Taken together, these analyses demonstrate that the presence of 
distinct regulatory motifs combined with expression of multiple tissue specifi c fac-
tors enables combinatorial and context-dependent regulation of alternative splicing. 
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 It appears that the regulatory principles mentioned above also apply to differential 
splicing patterns between individual neuronal subtypes. In a recent study, we ana-
lyzed the splicing patterns of several genes expressed in the  C. elegans  nervous sys-
tem using two color reporters. Intriguingly, we found frequent differential regulation 
of splicing patterns between individual neuronal subtypes [ 83 ]. One such reporter 
monitored alternative splicing of exon 16 in  unc - 16 , a gene encoding a protein local-
ized to the axonal initial segment involved in regulating the selective transport of 
cargo molecules to axons [ 111 ,  112 ]. This alternative exon was found to be differen-
tially spliced between cholinergic and GABAergic motor neurons in the ventral 
nerve cord, and a genetic screen identifi ed two highly conserved RNA-binding pro-
teins—UNC-75/CELF and EXC-7/Hu/ELAV—that control this neuron- specifi c 
splicing outcome by binding to  cis -elements in the intron downstream of the alterna-
tive exon [ 83 ] (Fig.  10.4c ). In the ventral nerve cord, UNC-75 is expressed in both 
cholinergic and GABAergic motor neurons, while EXC-7 expression is restricted to 
cholinergic neurons [ 113 ,  114 ]. Additional experiments suggest a model where the 
partially-overlapping expression patterns of these two factors govern the specifi city 
of the  unc - 16  exon 16 splicing pattern. 

 Several studies in mammalian cells have provided links between argonaute pro-
teins involved in small RNA-mediated pathways, chromatin modifi cations, RNA 
polymerase II elongation, and regulation of alternative splicing [ 115 ,  116 ]. A recent 
study in  C. elegans  has now suggested that endogenous small RNAs may play a role 
in regulating alternative splicing of  the   Target of Rapamycin (TOR) gene  let - 363  
[ 117 ]. Using RNA-Seq, Barberan-Soler and colleagues identifi ed several antisense 
transcripts enriched in sperm. One particular transcript (B0261.6) is transcribed on 
the antisense strand and within an intron of  let - 363 , and contains a Helitron trans-
posable element (Fig.  10.4d ). Further experiments found that the presence of the 
transposable element in the antisense transcript leads to the production of endoge-
nous small RNAs, the production of which are stimulated and repressed by argo-
naute proteins PRG-1 and CSR-1, respectively. The  let - 363  locus contains an 
alternative splicing event that is nearby the Helitron transposable element and is 
differentially spliced between sperm and oocytes [ 117 ] (Fig.  10.4d ). Interestingly, 
in  prg - 1  and  csr - 1  mutant animals, the  let - 363  alternative splicing event is recipro-
cally affected, suggesting that these argonaute proteins antagonize each other in 
modulating small RNA levels that somehow infl uence splicing patterns. The effects 
on  let - 363  splicing can also be achieved when exogenous double-stranded RNA 
targeting the transposon is introduced, in agreement with a mechanism where small 
RNA pathways are infl uencing splicing outcomes at this locus. Finally, animals 
exposed to this exogenous double-stranded RNA targeting the transposon were 
found to be fertile for many more generations than animals exposed to control 
double- stranded RNAs [ 117 ]. Collectively, this work suggests an interesting con-
nection between small RNA pathways, tissue-specifi c splicing regulation, and heri-
table physiological traits. It will be interesting to see how widespread this mechanism 
is in  C. elegans  and other organisms. 

 In a different approach to identify  cis -regulatory elements of alternative splicing 
in  C. elegans , Kabat  et al . used a bioinformatics approach to search for highly con-
served regions in the fl anking introns of 147 alternatively spliced cassette exons 
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[ 118 ]. Many pentamer and hexamer  motifs   were found enriched in either the 
upstream or downstream intron. Several identifi ed motifs resemble known mam-
malian splicing regulatory sequences, highlighting again the conservation of splic-
ing regulation in  C. elegans  [ 118 ]. Follow-up studies using RNA affi nity 
chromatography and mass spectrometry analysis identifi ed HRP-2, a  C. elegans  
hnRNPQ/R homolog that binds UCUAUC motifs present in the  unc - 52  gene. 
HRP-2 binds this intronic regulatory sequence fl anking cassette exons where it can 
then promote inclusion of  unc - 52  exons and also  lin - 10  [ 119 ]. With the emergence 
of new datasets identifying a larger set of alternative exons and developmentally 
regulated splicing events, additional computational motif searches have been per-
formed, identifying candidate  cis -elements [ 53 ,  82 ,  83 ]. As future tissue-specifi c 
transcriptome data are generated, an additional layer of resolution should be 
achieved when searching for sequence elements that are important for splicing 
regulation in particular cell types. 

 Since RNA-binding proteins generally bind small motifs, it is often the case that 
a single splicing factor can regulate multiple mRNAs. One of the earliest reports in 
 C. elegans  of such a case was presented for the hnRNP F/H homologs  hrpf - 1  and 
 sym - 2 , which seem to control at least 31 developmentally regulated alternative 
spliced events [ 65 ]. With the advance of RNA-Seq based analysis of the transcrip-
tomes of wild type and RNA-binding protein mutant animals, the discovery of 
events regulated by a single splicing factor has increased, identifying functionally 
coherent networks of even hundreds of events regulated by single or combinations 
of splicing factors [ 82 ,  83 ]. To determine whether events regulated by splicing fac-
tors are likely to be direct targets, combining information about the sequence speci-
fi cities of RNA-binding proteins should be obtained through focused and/or 
genome-wide approaches. Two methods,  systematic evolution of ligands by expo-
nential enrichment (SELEX)    and   cross-linking and immunoprecipitation (CLIP) 
have paved the way to identify and map a big number of protein-RNA interaction 
motifs [ 120 – 122 ]. Both CLIP and SELEX have been successfully applied to C. 
elegans RNA-binding proteins (for examples see [ 123 – 125 ]), and should yield 
future insights. More recent  in vitro  techniques may offer a complementary approach 
to mapping protein-RNA interactions. The RNAcompete method was developed for 
systematic analysis of RNA-binding preferences and specifi cities [ 126 ,  127 ]. In this 
method, a cDNA library is cleaved off of a microarray and serves as a template to 
generate a pool of ~200 thousand RNAs (29–38 nucleotides) that are incubated  in 
vitro  with an RNA-binding protein of interest. After incubation, the bound RNA is 
then recovered and profi led. One of the limitations of this technique is that it does 
not integrate effects of secondary structure. However, the main advantage of this 
method is that it allows high-throughput identifi cation of the relative preference of 
an RNA-binding protein for candidate  cis -elements [ 126 ,  127 ]. 

 A more recent and also high-throughput technique  is   RNA Bind-n-Seq [ 128 ], 
which is based on high-throughput SELEX and DNA Bind-n-Seq [ 129 ,  130 ]. 
Similar to these techniques, RNA Bind-n-Seq uses a one-step binding of a puri-
fi ed, tagged RNA-binding protein with a pool of random RNA oligonucleotides. 
The bound RNAs are then sequenced. Since RNA Bind-n-Seq uses different 
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concentrations of the same tested RNA-binding protein (i.e. low, medium, and 
high), the motif read enrichment at different concentrations is modeled to esti-
mate dissociation constants [ 128 ]. The main advantage of RNA Bind-n-Seq is 
that it provides quantitative information about the affi nity of an RNA-binding 
protein for its cognate motif. The information from all of the techniques 
described can be used to help predict networks of events regulated by existing 
and novel RNA-binding proteins and contribute to our understanding of the 
codes and regulatory logic governing splicing decisions.  

11     Evolution of Tissue-specifi c Alternative Splicing 
in  C. elegans  

11.1      Evolutionary Characteristics   of Alternative Splicing 
from Worm to Human 

 The dynamics of alternative splicing evolution appear to have proceeded signifi -
cantly differently in nematodes than in other eukaryotic lineages. Comparisons 
between human and mouse or  Drosophila  and mosquito suggested that conservation 
of alternative exons between genomes are relatively lower than what is observed for 
constitutive exons [ 131 ,  132 ]. For instance, about 75 % of alternatively spliced 
exons in humans are also present in the mouse genome, and only 42 % of alternative 
exons in  Drosophila melanogaster  are also found in  Anopholes gambiae  [ 131 ,  132 ]. 
However, a similar comparison between  C. elegans  and  C. briggsae —diverged by 
roughly the same distance as human and mouse—revealed that over 90 % of alter-
native exons in  C. elegans  are also found in the genome of  C. briggsae  [ 133 ]. More 
strikingly, when the analysis is restricted to “minor isoforms” (those comprising 
less than one third of the total abundance of transcripts for an individual gene), less 
than 27 % of this class of alternative exons is conserved from mouse to human, 
while 81 % are conserved between the two nematode species [ 133 ]. 

 Such fi ndings suggest that evolution of many alternative splicing events in 
 Caenorhabditis  nematodes may be more conservative than it is in other eukaryotic 
lineages, despite the fact that  Caenorhabditis  shows otherwise high rates of genomic 
evolution ( e.g . sequence evolution, genome rearrangements,  etc .) [ 133 ]. As dis-
cussed above,  Caenorhabditis  introns are much smaller than those found in verte-
brates, and consequently are more densely populated in  cis -regulatory information 
at the nucleotide level. It has been suggested that this may lead to introns less toler-
ant of deletions or insertions, which may in turn lead to restricted evolutionary 
space for alternative splicing relative to organisms such as vertebrates with signifi -
cantly larger introns [ 65 ]. Another interpretation of these observations is that the 
evolution of alternative isoforms may have played a more important role in contrib-
uting to development and physiology of the  Caenorhabditis  genus rather than con-
tributing to species-specifi c differences.  
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11.2      Evolution   of Tissue-Specifi c Alternative Splicing 

 Studies in mammals have demonstrated that tissue-specifi c alternative splicing 
events are particularly highly conserved (for example see [ 134 – 136 ]), and studies in 
 Caenorhabditis  species have also shown a high degree of conservation at the 
sequence level and relative isoform abundance of alternative splicing events [ 53 , 
 137 ,  138 ]. Conservation of tissue-specifi c alternative splicing in  Caenorhabditis  
species has not directly been tested, but given the generally high conservation of 
alternative exons among  Caenorhabditis  it is reasonable to expect high levels of 
tissue-specifi c alternative splicing conservation. The emerging tissue-specifi c tech-
niques discussed above should provide a powerful experimental platform for assess-
ing conservation of tissue-specifi c alternative splicing in  Caenorhabditis  species, 
enabling studies at the intersection of evolutionary and developmental biology.  

11.3      Conservation of   Tissue-Specifi c Splicing Factors 

 Numerous important tissue-specifi c splicing factors discovered in mammals are 
conserved in  C. elegans , with their tissue-specifi c expression generally conserved 
as well. For example, we and others found that the RNA-binding protein UNC-75/
CELF is expressed in the nervous system of  C. elegans  where it controls the alterna-
tive splicing of hundreds of neuronal genes [ 82 ,  83 ,  114 ]. As is the case with many 
splicing factors, the UNC-75 family of RNA-binding proteins appears to have 
expanded signifi cantly in mammals, which encode four homologues of UNC-75 
[ 139 ]. Nevertheless, the human UNC-75 homologs (CELF3-6) are likewise 
expressed in the nervous system and affect alternative mRNA splicing [ 140 ,  141 ]. 
Likewise, EXC-7/ELAV RNA-binding protein is expressed in a subset of neurons in 
 C. elegans , as are its mammalian splicing factor homologs [ 142 ,  143 ]. 

 Similarly strikingly, recent large-scale profi ling of  in vitro  binding sites for 
RNA-binding proteins throughout 24 eukaryotic species indicate that the  cis - 
elements preferentially bound by splicing factors are highly conserved from worm 
to human [ 127 ]. For instance, the  C. elegans unc - 75  consensus binding motif is a 
GU-rich sequence that is essentially identical to the consensus binding motifs of its 
homologues in  Drosophila  (Bru-3) and human (CELF4-6), and similar results were 
observed for other sets of homologous splicing factors [ 127 ]. 

 Experiments in other systems have demonstrated that even though tissue-spe-
cifi c alternative splicing events tend to diverge over large enough timescales, the 
regulatory logic of individual tissue-specifi c RNA-binding proteins remains con-
served. For example, the neuronal RNA-binding proteins NOVA1/2 in mammals 
and the  Drosophila  ortholog Pasilla not only recognize the same cis elements 
(YCAY motifs, in which Y is a pyrimidine), but operate with nearly identical “reg-
ulatory codes,” for example: activating splicing of upstream exons and repressing 
slicing of downstream exons [ 122 ,  144 ]. Similarly, work comparing mouse and 
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human  alternative splicing suggests that most species-specifi c alternative splicing 
is driven by changes in cis-elements, while the selectivity and activity of trans-
acting splicing factors generally remain conserved [ 47 ]. These studies suggest that 
the mechanism and specifi city of splicing factors is conserved over large evolution-
ary distances, and that rapid loss, gain and re-shuffl ing of cis-elements are respon-
sible for the widespread divergence of alternative splicing among species. Future 
studies will determine whether these fi ndings hold true in nematodes as well. 

 In sum, work performed in both mammals and invertebrates suggests that while 
individual tissue-specifi c alternative splicing events are poorly conserved across 
large evolutionary distances, the sequence-specifi city of tissue-specifi c splicing fac-
tors is highly conserved. In the future,  C. elegans  should be a powerful system to 
look at the evolution of alternative splicing in greater depth, especially tissue- 
specifi c alternative splicing. Comparative studies can be performed on transgenic 
animals expressing fl uorescent splicing reporters originating from different 
 Caenorhabditis  species, or reporters in which  cis -elements from one species are 
substituted, and trans-acting splicing factors from other species can also be swapped 
between species. These comparative studies have been effective in analyzing the 
evolution of gene expression between mammals and vertebrates (for recent exam-
ples, see [ 47 ,  50 ,  145 ]) and between  Drosophilae  species [ 146 ]. Currently there are 
10 reported  Caenorhabditis  species with genomes in various stages of assembly, 
and there are many more in progress (http://caenorhabditis.bio.ed.ac.uk/), which 
makes this genus an excellent resource for comparative evolutionary studies, includ-
ing tissue-specifi c splicing, in genetically tractable organisms. Moreover, many 
new wild isolates of  C. elegans  from around the world, which have provided insights 
into selection pressures on alternative splicing [ 137 ], continue to be sequenced. 
This rich source of data should be valuable for understanding the evolution of tis-
sue- and cell-specifi c alternative splicing.   

12     Perspectives and Future Goals 

12.1       Dynamic Regulation of   Alternative Splicing in Response 
to Environmental Stimuli 

 To date, most studies of alternative splicing  in vivo  have focused on its role in devel-
opment. However, several studies in mammalian cells have demonstrated that splic-
ing can be dynamically regulated in response to stress or other stimuli [ 147 – 152 ]. 
These stimuli-induced splicing changes are of particular relevance in neurons, which 
frequently respond to differences in activity [ 147 ,  148 ,  153 ,  154 ]. A recent study in 
 C. elegans  has found that when animals recover from a starvation-induced larval 
arrest, signifi cant changes in isoform usage occur as early as the fi rst hour post-
recovery [ 155 ]. These results suggest that nutrient availability signifi cantly infl u-
ence most layers of gene regulation, including splicing. More generally,  C. elegans  
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will serve as an attractive model organism for  in vivo  studies of stimulus- induced 
regulation of RNA processing, because a number of behavioral paradigms have been 
established and studied. For instance, in addition to starvation-induced behaviors 
mentioned above, quality of diet can also signifi cantly infl uence animal physiology 
and behavior [ 156 – 160 ]. Bacteria can simultaneously act as a food source, stimulus, 
and pathogen, and different bacterial strains elicit a wide variety of behavioral and 
physiological responses [ 161 ], and it will be interesting to see how gene regulatory 
networks and isoform usage change in response to different diets. 

 Additional environmental stimuli such as temperature, mechanical force, salt, 
and volatile or soluble chemicals have also been shown to elicit behavioral responses 
in animals [ 162 ,  163 ]. Research departing from investigations of animals growing 
solely under optimized laboratory conditions will reveal a wealth of mechanisms 
that have evolved to allow organisms to adapt to fl uctuating environments, and how 
regulation of RNA processing can contribute to adaptation. Presumably, some of 
these adaptive mechanisms will have evolved in all metazoans, allowing molecular 
pathways in  C. elegans  to serve as tractable models for similar responses in verte-
brates. Moreover, being able to easily study organism level adaptations to stimuli 
will lead to insights into how different tissue and cell types coordinate responses.   

12.2       Splicing Regulation   at the Level of Single Cells 
During Animal Development 

  C. elegans  has proven to be an excellent model organism for addressing biological 
questions involving cell fate and differentiation. A number of studies investigating 
the role of transcription factors and chromatin modifi ers in establishing cellular 
identity and function have taken advantage of the invariant cell lineage and wealth 
of molecular tools available in  C. elegans  to readily identify and label individual 
cells of interest (for recent examples see [ 164 – 166 ]). A number of studies have also 
shown that the loss of RNA-binding proteins can also signifi cantly infl uence cellu-
lar identity and function, often impairing regulated splicing events [ 55 ,  56 , 
 167 – 171 ]. 

 Undoubtedly, concomitant with other layers of gene regulation, mRNA process-
ing will also play an important role in shaping the transcriptomes of individual cells 
as they undergo non-symmetric and/or terminal divisions. Deciphering which of 
these RNA processing events have evolved to play a critical role in establishing and 
maintaining cellular identity, and the mechanisms governing these regulatory deci-
sions will be a major goal moving forward. Studies making use of two color fl uores-
cent reporters described above with genetic screens will continue to provide entry 
points into identifying key regulators of splicing events that defi ne specifi c cell types. 
Complementary to this approach, the recent wealth of techniques for surveying the 
transcriptomes of populations of single cell types or even single cells [ 84 ,  172 ,  173 ] 
will provide a means to extend observations stemming from focused  studies in a 
transcriptome-wide manner. Collectively, these experiments will be of particular 
importance in understanding how a nervous system is formed, which in  C. elegans  is 
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composed of over one hundred distinct classes of cells that express evolutionary 
conserved neurotransmitter systems. 

 Finally, computational approaches taking advantage of transcriptome-wide mea-
surements of isoform abundances and protein-RNA interactomes show promise in 
identifying key sequence elements in the genome that dictate how tissue- and/or devel-
opmental stage-specifi c splicing is regulated [ 174 – 177 ]. Applying these computational 
approaches on datasets sampling single cell types or even single cells in  C. elegans  will 
allow for a greater appreciation and understanding of the ‘splicing code’ at cellular 
resolution. Ultimately, insights from tractable organisms like  C. elegans  will serve 
as paradigms for how processes like alternative splicing are integrated with other 
layers of gene regulation that contribute to development and differentiation in more 
complex metazoans.       

  Acknowledgments   The authors would like to thank the Bauer Fellows Program, Harvard 
University and the NIH (Early Independence Award DP5OD09153) for continued support of our 
research.  

   References 

    1.    Bartel DP (2009) MicroRNAs: target recognition and regulatory functions. Cell 136:215–233  
   2.    Hudson WH, Ortlund EA (2014) The structure, function and evolution of proteins that bind 

DNA and RNA. Nat Rev Mol Cell Biol 15:749–760  
    3.    Quinodoz S, Guttman M (2014) Long noncoding RNAs: an emerging link between gene 

regulation and nuclear organization. Trends Cell Biol 24:651–663  
       4.    Braunschweig U, Gueroussov S, Plocik AM, Graveley BR, Blencowe BJ (2013) Dynamic 

integration of splicing within gene regulatory pathways. Cell 152:1252–1269  
     5.    Nilsen TW, Graveley BR (2010) Expansion of the eukaryotic proteome by alternative splicing. 

Nature 463:457–463  
     6.    Chen M, Manley JL (2009) Mechanisms of alternative splicing regulation: insights from 

molecular and genomics approaches. Nat Rev Mol Cell Biol 10:741–754  
    7.    Schmucker D, Chen B (2009) Dscam and DSCAM: complex genes in simple animals, com-

plex animals yet simple genes. Genes Dev 23:147–156  
    8.    Hattori D, Chen Y, Matthews BJ, Salwinski L, Sabatti C, Grueber WB, Zipursky SL (2009) 

Robust discrimination between self and non-self neurites requires thousands of Dscam1 
 isoforms. Nature 461:644–648  

    9.    Hattori D, Demir E, Kim HW, Viragh E, Zipursky SL, Dickson BJ (2007) Dscam diversity is 
essential for neuronal wiring and self-recognition. Nature 449:223–227  

       10.    Matera AG, Wang Z (2014) A day in the life of the spliceosome. Nat Rev Mol Cell Biol 
15:108–121  

        11.    Wahl MC, Will CL, Luhrmann R (2009) The spliceosome: design principles of a dynamic 
RNP machine. Cell 136:701–718  

    12.    Hoskins AA, Friedman LJ, Gallagher SS, Crawford DJ, Anderson EG, Wombacher R, 
Ramirez N, Cornish VW, Gelles J, Moore MJ (2011) Ordered and dynamic assembly of 
single spliceosomes. Science 331:1289–1295  

    13.    Sheth N, Roca X, Hastings ML, Roeder T, Krainer AR, Sachidanandam R (2006) 
Comprehensive splice-site analysis using comparative genomics. Nucleic Acids Res 34:
3955–3967  

    14.    Chasin LA (2007) Searching for splicing motifs. Adv Exp Med Biol 623:85–106  

10 Regulation of Tissue-Specifi c Alternative Splicing: C. elegans as a Model System



254

     15.    Wang Z, Burge CB (2008) Splicing regulation: from a parts list of regulatory elements to an 
integrated splicing code. RNA 14:802–813  

    16.    Caceres JF, Stamm S, Helfman DM, Krainer AR (1994) Regulation of alternative splicing 
in vivo by overexpression of antagonistic splicing factors. Science 265:1706–1709  

    17.    Smith CW, Valcarcel J (2000) Alternative pre-mRNA splicing: the logic of combinatorial 
control. Trends Biochem Sci 25:381–388  

    18.    Bradley T, Cook ME, Blanchette M (2015) SR proteins control a complex network of RNA- 
processing events. RNA 21:75–92  

    19.    Huelga SC, Vu AQ, Arnold JD, Liang TY, Liu PP, Yan BY, Donohue JP, Shiue L, Hoon S, 
Brenner S et al (2012) Integrative genome-wide analysis reveals cooperative regulation of 
alternative splicing by hnRNP proteins. Cell Rep 1:167–178  

     20.    Motta-Mena LB, Heyd F, Lynch KW (2010) Context-dependent regulatory mechanism of the 
splicing factor hnRNP L. Mol Cell 37:223–234  

    21.    de la Mata M, Alonso CR, Kadener S, Fededa JP, Blaustein M, Pelisch F, Cramer P, Bentley 
D, Kornblihtt AR (2003) A slow RNA polymerase II affects alternative splicing in vivo. Mol 
Cell 12:525–532  

    22.    Allo M, Schor IE, Munoz MJ, de la Mata M, Agirre E, Valcarcel J, Eyras E, Kornblihtt AR 
(2010) Chromatin and alternative splicing. Cold Spring Harb Symp Quant Biol 
75:103–111  

   23.    Haque N, Oberdoerffer S (2014) Chromatin and splicing. Methods Mol Biol 1126:97–113  
   24.    Luco RF, Allo M, Schor IE, Kornblihtt AR, Misteli T (2011) Epigenetics in alternative pre- 

mRNA splicing. Cell 144:16–26  
    25.    Schwartz S, Ast G (2010) Chromatin density and splicing destiny: on the cross-talk between 

chromatin structure and splicing. EMBO J 29:1629–1636  
    26.    McManus CJ, Graveley BR (2011) RNA structure and the mechanisms of alternative splic-

ing. Curr Opin Genet Dev 21:373–379  
    27.    Shepard PJ, Hertel KJ (2008) Conserved RNA secondary structures promote alternative 

splicing. RNA 14:1463–1469  
    28.    Luco RF, Misteli T (2011) More than a splicing code: integrating the role of RNA, chromatin 

and non-coding RNA in alternative splicing regulation. Curr Opin Genet Dev 21:366–372  
    29.    Grosso AR, Gomes AQ, Barbosa-Morais NL, Caldeira S, Thorne NP, Grech G, von Lindern 

M, Carmo-Fonseca M (2008) Tissue-specifi c splicing factor gene expression signatures. 
Nucleic Acids Res 36:4823–4832  

   30.    Hanamura A, Caceres JF, Mayeda A, Franza BR Jr, Krainer AR (1998) Regulated tissue- 
specifi c expression of antagonistic pre-mRNA splicing factors. RNA 4:430–444  

    31.    Zhou Z, Fu XD (2013) Regulation of splicing by SR proteins and SR protein-specifi c kinases. 
Chromosoma 122:191–207  

    32.    Jensen KB, Dredge BK, Stefani G, Zhong R, Buckanovich RJ, Okano HJ, Yang YY, Darnell 
RB (2000) Nova-1 regulates neuron-specifi c alternative splicing and is essential for neuronal 
viability. Neuron 25:359–371  

    33.    Kalsotra A, Xiao X, Ward AJ, Castle JC, Johnson JM, Burge CB, Cooper TA (2008) A post-
natal switch of CELF and MBNL proteins reprograms alternative splicing in the developing 
heart. Proc Natl Acad Sci U S A 105:20333–20338  

     34.    Warzecha CC, Sato TK, Nabet B, Hogenesch JB, Carstens RP (2009) ESRP1 and ESRP2 are 
epithelial cell-type-specifi c regulators of FGFR2 splicing. Mol Cell 33:591–601  

    35.    Calarco JA, Zhen M, Blencowe BJ (2011) Networking in a global world: establishing func-
tional connections between neural splicing regulators and their target transcripts. RNA 
17:775–791  

    36.    Darnell RB (2013) RNA protein interaction in neurons. Annu Rev Neurosci 36:243–270  
    37.    Boutz PL, Stoilov P, Li Q, Lin CH, Chawla G, Ostrow K, Shiue L, Ares M Jr, Black DL 

(2007) A post-transcriptional regulatory switch in polypyrimidine tract-binding proteins 
reprograms alternative splicing in developing neurons. Genes Dev 21:1636–1652  

    38.    Spellman R, Llorian M, Smith CW (2007) Crossregulation and functional redundancy 
between the splicing regulator PTB and its paralogs nPTB and ROD1. Mol Cell 
27:420–434  

X. Gracida et al.



255

    39.    Makeyev EV, Zhang J, Carrasco MA, Maniatis T (2007) The MicroRNA miR-124 promotes 
neuronal differentiation by triggering brain-specifi c alternative pre-mRNA splicing. Mol Cell 
27:435–448  

    40.    Li Q, Zheng S, Han A, Lin CH, Stoilov P, Fu XD, Black DL (2014) The splicing regulator PTBP2 
controls a program of embryonic splicing required for neuronal maturation. eLife 3, e01201  

    41.    Licatalosi DD, Yano M, Fak JJ, Mele A, Grabinski SE, Zhang C, Darnell RB (2012) Ptbp2 
represses adult-specifi c splicing to regulate the generation of neuronal precursors in the 
embryonic brain. Genes Dev 26:1626–1642  

    42.    Markovtsov V, Nikolic JM, Goldman JA, Turck CW, Chou MY, Black DL (2000) Cooperative 
assembly of an hnRNP complex induced by a tissue-specifi c homolog of polypyrimidine tract 
binding protein. Mol Cell Biol 20:7463–7479  

    43.    Zheng S, Gray EE, Chawla G, Porse BT, O’Dell TJ, Black DL (2012) PSD-95 is post- 
transcriptionally repressed during early neural development by PTBP1 and PTBP2. Nat Neurosci 
15(381–388):S381  

    44.    Calarco JA, Superina S, O’Hanlon D, Gabut M, Raj B, Pan Q, Skalska U, Clarke L, Gelinas 
D, van der Kooy D et al (2009) Regulation of vertebrate nervous system alternative splicing 
and development by an SR-related protein. Cell 138:898–910  

   45.    Irimia M, Weatheritt RJ, Ellis JD, Parikshak NN, Gonatopoulos-Pournatzis T, Babor M, 
Quesnel-Vallieres M, Tapial J, Raj B, O’Hanlon D et al (2014) A highly conserved program 
of neuronal microexons is misregulated in autistic brains. Cell 159:1511–1523  

      46.    Raj B, Irimia M, Braunschweig U, Sterne-Weiler T, O’Hanlon D, Lin ZY, Chen GI, Easton 
LE, Ule J, Gingras AC et al (2014) A global regulatory mechanism for activating an exon 
network required for neurogenesis. Mol Cell 56:90–103  

       47.    Barbosa-Morais NL, Irimia M, Pan Q, Xiong HY, Gueroussov S, Lee LJ, Slobodeniuc V, 
Kutter C, Watt S, Colak R et al (2012) The evolutionary landscape of alternative splicing in 
vertebrate species. Science 338:1587–1593  

    48.    Brown JB, Boley N, Eisman R, May GE, Stoiber MH, Duff MO, Booth BW, Wen J, Park S, 
Suzuki AM et al (2014) Diversity and dynamics of the Drosophila transcriptome. Nature 
512:393–399  

     49.    Gerstein MB, Lu ZJ, Van Nostrand EL, Cheng C, Arshinoff BI, Liu T, Yip KY, Robilotto R, 
Rechtsteiner A, Ikegami K et al (2010) Integrative analysis of the Caenorhabditis elegans 
genome by the modENCODE project. Science 330:1775–1787  

     50.    Merkin J, Russell C, Chen P, Burge CB (2012) Evolutionary dynamics of gene and isoform 
regulation in Mammalian tissues. Science 338:1593–1599  

     51.    Pan Q, Shai O, Lee LJ, Frey BJ, Blencowe BJ (2008) Deep surveying of alternative splicing com-
plexity in the human transcriptome by high-throughput sequencing. Nat Genet 40:1413–1415  

   52.    Pleiss JA, Whitworth GB, Bergkessel M, Guthrie C (2007) Rapid, transcript-specifi c changes 
in splicing in response to environmental stress. Mol Cell 27:928–937  

          53.    Ramani AK, Calarco JA, Pan Q, Mavandadi S, Wang Y, Nelson AC, Lee LJ, Morris Q, 
Blencowe BJ, Zhen M et al (2011) Genome-wide analysis of alternative splicing in 
Caenorhabditis elegans. Genome Res 21:342–348  

     54.    Wang ET, Sandberg R, Luo S, Khrebtukova I, Zhang L, Mayr C, Kingsmore SF, Schroth GP, 
Burge CB (2008) Alternative isoform regulation in human tissue transcriptomes. Nature 
456:470–476  

      55.    Han H, Irimia M, Ross PJ, Sung HK, Alipanahi B, David L, Golipour A, Gabut M, Michael 
IP, Nachman EN et al (2013) MBNL proteins repress ES-cell-specifi c alternative splicing 
and reprogramming. Nature 498:241–245  

     56.    Gabut M, Samavarchi-Tehrani P, Wang X, Slobodeniuc V, O’Hanlon D, Sung HK, Alvarez 
M, Talukder S, Pan Q, Mazzoni EO et al (2011) An alternative splicing switch regulates 
embryonic stem cell pluripotency and reprogramming. Cell 147:132–146  

    57.    Kalsotra A, Wang K, Li PF, Cooper TA (2010) MicroRNAs coordinate an alternative splicing 
network during mouse postnatal heart development. Genes Dev 24:653–658  

    58.    Warzecha CC, Jiang P, Amirikian K, Dittmar KA, Lu H, Shen S, Guo W, Xing Y, Carstens 
RP (2010) An ESRP-regulated splicing programme is abrogated during the epithelial- 
mesenchymal transition. EMBO J 29:3286–3300  

10 Regulation of Tissue-Specifi c Alternative Splicing: C. elegans as a Model System



256

     59.    Raj B, O’Hanlon D, Vessey JP, Pan Q, Ray D, Buckley NJ, Miller FD, Blencowe BJ (2011) 
Cross-regulation between an alternative splicing activator and a transcription repressor con-
trols neurogenesis. Mol Cell 43:843–850  

    60.    Elkon R, Ugalde AP, Agami R (2013) Alternative cleavage and polyadenylation: extent, regu-
lation and function. Nat Rev Genet 14:496–506  

    61.    Smith L (2008) Post-transcriptional regulation of gene expression by alternative 5′-untrans-
lated regions in carcinogenesis. Biochem Soc Trans 36:708–711  

    62.    Popp MW, Maquat LE (2013) Organizing principles of mammalian nonsense-mediated 
mRNA decay. Annu Rev Genet 47:139–165  

    63.    Lareau LF, Brooks AN, Soergel DA, Meng Q, Brenner SE (2007) The coupling of alternative 
splicing and nonsense-mediated mRNA decay. Adv Exp Med Biol 623:190–211  

      64.    Barberan-Soler S, Lambert NJ, Zahler AM (2009) Global analysis of alternative splicing uncov-
ers developmental regulation of nonsense-mediated decay in C. elegans. RNA 15:1652–1660  

        65.    Barberan-Soler S, Zahler AM (2008) Alternative splicing regulation during C elegans devel-
opment: splicing factors as regulated targets. PLoS Genet 4, e1000001  

   66.    Jangi M, Boutz PL, Paul P, Sharp PA (2014) Rbfox2 controls autoregulation in RNA-binding 
protein networks. Genes Dev 28:637–651  

   67.    Jangi M, Sharp PA (2014) Building robust transcriptomes with master splicing factors. Cell 
159:487–498  

   68.    Lareau LF, Inada M, Green RE, Wengrod JC, Brenner SE (2007) Unproductive splicing of 
SR genes associated with highly conserved and ultraconserved DNA elements. Nature 
446:926–929  

   69.    Ni JZ, Grate L, Donohue JP, Preston C, Nobida N, O’Brien G, Shiue L, Clark TA, Blume JE, 
Ares M Jr (2007) Ultraconserved elements are associated with homeostatic control of splic-
ing regulators by alternative splicing and nonsense-mediated decay. Genes Dev 21:708–718  

    70.    Saltzman AL, Pan Q, Blencowe BJ (2011) Regulation of alternative splicing by the core 
spliceosomal machinery. Genes Dev 25:373–384  

     71.    Blumenthal T, Steward K (1997) RNA processing and gene structure. In: Riddle DL, 
Blumenthal T, Meyer BJ, Priess JR (eds) C elegans II. Cold Spring Harbor, New York  

     72.   Zahler AM (2012) Pre-mRNA splicing and its regulation in Caenorhabditis elegans. WormBook: 
the online review of C elegans biology. 1–21  

    73.   Blumenthal T (2012) Trans-splicing and operons in C. elegans. WormBook: the online review 
of C elegans biology, pp 1–11  

    74.    Chen L, Bush SJ, Tovar-Corona JM, Castillo-Morales A, Urrutia AO (2014) Correcting for 
differential transcript coverage reveals a strong relationship between alternative splicing and 
organism complexity. Mol Biol Evol 31:1402–1413  

    75.    Alfonso A, Grundahl K, McManus JR, Asbury JM, Rand JB (1994) Alternative splicing leads 
to two cholinergic proteins in Caenorhabditis elegans. J Mol Biol 241:627–630  

   76.    Gross RE, Bagchi S, Lu X, Rubin CS (1990) Cloning, characterization, and expression of the 
gene for the catalytic subunit of cAMP-dependent protein kinase in Caenorhabditis elegans. 
Identifi cation of highly conserved and unique isoforms generated by alternative splicing. 
J Biol Chem 265:6896–6907  

   77.    Lee MH, Jang YJ, Koo HS (1998) Alternative splicing in the Caenorhabditis elegans DNA 
topoisomerase I gene. Biochim Biophys Acta 1396:207–214  

   78.    Lundquist EA, Herman RK, Rogalski TM, Mullen GP, Moerman DG, Shaw JE (1996) The 
mec-8 gene of C. elegans encodes a protein with two RNA recognition motifs and regulates 
alternative splicing of unc-52 transcripts. Development 122:1601–1610  

    79.    Sibley MH, Johnson JJ, Mello CC, Kramer JM (1993) Genetic identifi cation, sequence, and alter-
native splicing of the Caenorhabditis elegans alpha 2(IV) collagen gene. J Cell Biol 123:255–264  

    80.    Kent WJ, Zahler AM (2000) The intronerator: exploring introns and alternative splicing in 
Caenorhabditis elegans. Nucleic Acids Res 28:91–93  

     81.    Barberan-Soler S, Medina P, Estella J, Williams J, Zahler AM (2011) Co-regulation of alter-
native splicing by diverse splicing factors in Caenorhabditis elegans. Nucleic Acids Res 
39:666–674  

X. Gracida et al.



257

       82.    Kuroyanagi H, Watanabe Y, Suzuki Y, Hagiwara M (2013) Position-dependent and neuron- 
specifi c splicing regulation by the CELF family RNA-binding protein UNC-75 in 
Caenorhabditis elegans. Nucleic Acids Res 41:4015–4025  

                 83.    Norris AD, Gao S, Norris ML, Ray D, Ramani AK, Fraser AG, Morris Q, Hughes TR, Zhen 
M, Calarco JA (2014) A pair of RNA-binding proteins controls networks of splicing events 
contributing to specialization of neural cell types. Mol Cell 54:946–959  

     84.    Spencer WC, McWhirter R, Miller T, Strasbourger P, Thompson O, Hillier LW, Waterston 
RH, Miller DM 3rd (2014) Isolation of specifi c neurons from C elegans larvae for gene 
expression profi ling. PLoS One 9, e112102  

    85.    Spencer WC, Zeller G, Watson JD, Henz SR, Watkins KL, McWhirter RD, Petersen S, 
Sreedharan VT, Widmer C, Jo J et al (2011) A spatial and temporal map of C. elegans gene 
expression. Genome Res 21:325–341  

    86.    Zhang Y, Ma C, Delohery T, Nasipak B, Foat BC, Bounoutas A, Bussemaker HJ, Kim SK, 
Chalfi e M (2002) Identifi cation of genes expressed in C. elegans touch receptor neurons. 
Nature 418:331–335  

    87.    Roy PJ, Stuart JM, Lund J, Kim SK (2002) Chromosomal clustering of muscle-expressed 
genes in Caenorhabditis elegans. Nature 418:975–979  

    88.    Von Stetina SE, Watson JD, Fox RM, Olszewski KL, Spencer WC, Roy PJ, Miller DM 3rd 
(2007) Cell-specifi c microarray profi ling experiments reveal a comprehensive picture of gene 
expression in the C elegans nervous system. Genome Biol 8:R135  

    89.    Kuroyanagi H, Ohno G, Sakane H, Maruoka H, Hagiwara M (2010) Visualization and genetic 
analysis of alternative splicing regulation in vivo using fl uorescence reporters in transgenic 
Caenorhabditis elegans. Nat Protoc 5:1495–1517  

    90.    Orengo JP, Bundman D, Cooper TA (2006) A bichromatic fl uorescent reporter for cell-based 
screens of alternative splicing. Nucleic Acids Res 34, e148  

         91.    Kuroyanagi H, Kobayashi T, Mitani S, Hagiwara M (2006) Transgenic alternative-splicing 
reporters reveal tissue-specifi c expression profi les and regulation mechanisms in vivo. Nat 
Methods 3:909–915  

     92.    Goodman SJ, Branda CS, Robinson MK, Burdine RD, Stern MJ (2003) Alternative splicing 
affecting a novel domain in the C. elegans EGL-15 FGF receptor confers functional specifi c-
ity. Development 130:3757–3766  

         93.    Ohno G, Ono K, Togo M, Watanabe Y, Ono S, Hagiwara M, Kuroyanagi H (2012) Muscle- 
specifi c splicing factors ASD-2 and SUP-12 cooperatively switch alternative pre-mRNA 
processing patterns of the ADF/cofi lin gene in Caenorhabditis elegans. PLoS Genet 8, 
e1002991  

     94.    Pujol N, Bonnerot C, Ewbank JJ, Kohara Y, Thierry-Mieg D (2001) The Caenorhabditis 
elegans unc-32 gene encodes alternative forms of a vacuolar ATPase a subunit. J Biol Chem 
276:11913–11921  

          95.    Kuroyanagi H, Watanabe Y, Hagiwara M (2013) CELF family RNA-binding protein UNC- 75 
regulates two sets of mutually exclusive exons of the unc-32 gene in neuron-specifi c manners 
in Caenorhabditis elegans. PLoS Genet 9, e1003337  

    96.    Ono K, Parast M, Alberico C, Benian GM, Ono S (2003) Specifi c requirement for two ADF/
cofi lin isoforms in distinct actin-dependent processes in Caenorhabditis elegans. J Cell Sci 
116:2073–2085  

    97.    Anyanful A, Ono K, Johnsen RC, Ly H, Jensen V, Baillie DL, Ono S (2004) The RNA- 
binding protein SUP-12 controls muscle-specifi c splicing of the ADF/cofi lin pre-mRNA in 
C. elegans. J Cell Biol 167:639–647  

    98.    Lo TW, Branda CS, Huang P, Sasson IE, Goodman SJ, Stern MJ (2008) Different isoforms of 
the C. elegans FGF receptor are required for attraction and repulsion of the migrating sex 
myoblasts. Dev Biol 318:268–275  

    99.    Bulow HE, Boulin T, Hobert O (2004) Differential functions of the C. elegans FGF receptor 
in axon outgrowth and maintenance of axon position. Neuron 42:367–374  

    100.    Iijima T, Iijima Y, Witte H, Scheiffele P (2014) Neuronal cell type-specifi c alternative splicing 
is regulated by the KH domain protein SLM1. J Cell Biol 204:331–342  

10 Regulation of Tissue-Specifi c Alternative Splicing: C. elegans as a Model System



258

    101.    Schreiner D, Nguyen TM, Russo G, Heber S, Patrignani A, Ahrne E, Scheiffele P (2014) 
Targeted combinatorial alternative splicing generates brain region-specifi c repertoires of 
neurexins. Neuron 84:386–398  

    102.    Miura SK, Martins A, Zhang KX, Graveley BR, Zipursky SL (2013) Probabilistic splicing of 
Dscam1 establishes identity at the level of single neurons. Cell 155:1166–1177  

     103.    Pinan-Lucarre B, Tu H, Pierron M, Cruceyra PI, Zhan H, Stigloher C, Richmond JE, 
Bessereau JL (2014) C. elegans Punctin specifi es cholinergic versus GABAergic identity of 
postsynaptic domains. Nature 511:466–470  

      104.    Ohno H, Kato S, Naito Y, Kunitomo H, Tomioka M, Iino Y (2014) Role of synaptic phos-
phatidylinositol 3-kinase in a behavioral learning response in C. elegans. Science 
345:313–317  

       105.    Kuroyanagi H, Ohno G, Mitani S, Hagiwara M (2007) The Fox-1 family and SUP-12 coor-
dinately regulate tissue-specifi c alternative splicing in vivo. Mol Cell Biol 27:8612–8621  

    106.    Amrane S, Rebora K, Zniber I, Dupuy D, Mackereth CD (2014) Backbone-independent 
nucleic acid binding by splicing factor SUP-12 reveals key aspects of molecular recognition. 
Nat Commun 5:4595  

    107.    Kuwasako K, Takahashi M, Unzai S, Tsuda K, Yoshikawa S, He F, Kobayashi N, Guntert P, 
Shirouzu M, Ito T et al (2014) RBFOX and SUP-12 sandwich a G base to cooperatively regu-
late tissue-specifi c splicing. Nat Struct Mol Biol 21:778–786  

       108.    Ohno G, Hagiwara M, Kuroyanagi H (2008) STAR family RNA-binding protein ASD-2 
regulates developmental switching of mutually exclusive alternative splicing in vivo. Genes 
Dev 22:360–374  

    109.    Galarneau A, Richard S (2005) Target RNA motif and target mRNAs of the Quaking STAR 
protein. Nat Struct Mol Biol 12:691–698  

    110.    Pandya-Jones A, Black DL (2009) Co-transcriptional splicing of constitutive and alternative 
exons. RNA 15:1896–1908  

    111.    Byrd DT, Kawasaki M, Walcoff M, Hisamoto N, Matsumoto K, Jin Y (2001) UNC-16, a JNK-
signaling scaffold protein, regulates vesicle transport in C. elegans. Neuron 32:787–800  

    112.    Edwards SL, Yu SC, Hoover CM, Phillips BC, Richmond JE, Miller KG (2013) An organelle 
gatekeeper function for Caenorhabditis elegans UNC-16 (JIP3) at the axon initial segment. 
Genetics 194:143–161  

    113.    Fujita M, Kawano T, Ohta A, Sakamoto H (1999) Neuronal expression of a Caenorhabditis 
elegans elav-like gene and the effect of its ectopic expression. Biochem Biophys Res Commun 
260:646–652  

     114.    Loria PM, Duke A, Rand JB, Hobert O (2003) Two neuronal, nuclear-localized RNA-binding 
proteins involved in synaptic transmission. Curr Biol 13:1317–1323  

    115.    Allo M, Buggiano V, Fededa JP, Petrillo E, Schor I, de la Mata M, Agirre E, Plass M, Eyras 
E, Elela SA et al (2009) Control of alternative splicing through siRNA-mediated transcrip-
tional gene silencing. Nat Struct Mol Biol 16:717–724  

    116.    Ameyar-Zazoua M, Rachez C, Souidi M, Robin P, Fritsch L, Young R, Morozova N, Fenouil 
R, Descostes N, Andrau JC et al (2012) Argonaute proteins couple chromatin silencing to 
alternative splicing. Nat Struct Mol Biol 19:998–1004  

      117.    Barberan-Soler S, Fontrodona L, Ribo A, Lamm AT, Iannone C, Ceron J, Lehner B, Valcarcel 
J (2014) Co-option of the piRNA pathway for germline-specifi c alternative splicing of C. 
elegans TOR. Cell Rep 8:1609–1616  

     118.    Kabat JL, Barberan-Soler S, McKenna P, Clawson H, Farrer T, Zahler AM (2006) Intronic 
alternative splicing regulators identifi ed by comparative genomics in nematodes. PLoS 
Comput Biol 2, e86  

     119.    Kabat JL, Barberan-Soler S, Zahler AM (2009) HRP-2, the Caenorhabditis elegans homolog 
of mammalian heterogeneous nuclear ribonucleoproteins Q and R, is an alternative splicing 
factor that binds to UCUAUC splicing regulatory elements. J Biol Chem 284:28490–28497  

    120.    Licatalosi DD, Mele A, Fak JJ, Ule J, Kayikci M, Chi SW, Clark TA, Schweitzer AC, Blume 
JE, Wang X et al (2008) HITS-CLIP yields genome-wide insights into brain alternative RNA 
processing. Nature 456:464–469  

X. Gracida et al.



259

   121.    Tuerk C, Gold L (1990) Systematic evolution of ligands by exponential enrichment: RNA 
ligands to bacteriophage T4 DNA polymerase. Science 249:505–510  

     122.    Ule J, Stefani G, Mele A, Ruggiu M, Wang X, Taneri B, Gaasterland T, Blencowe BJ, Darnell 
RB (2006) An RNA map predicting Nova-dependent splicing regulation. Nature 444:580–586  

    123.    Jungkamp AC, Stoeckius M, Mecenas D, Grun D, Mastrobuoni G, Kempa S, Rajewsky N 
(2011) In vivo and transcriptome-wide identifi cation of RNA-binding protein target sites. 
Mol Cell 44:828–840  

   124.    Pagano JM, Farley BM, Essien KI, Ryder SP (2009) RNA recognition by the embryonic cell 
fate determinant and germline totipotency factor MEX-3. Proc Natl Acad Sci U S A 
106:20252–20257  

    125.    Zisoulis DG, Lovci MT, Wilbert ML, Hutt KR, Liang TY, Pasquinelli AE, Yeo GW (2010) 
Comprehensive discovery of endogenous Argonaute binding sites in Caenorhabditis elegans. 
Nat Struct Mol Biol 17:173–179  

     126.    Ray D, Kazan H, Chan ET, Pena Castillo L, Chaudhry S, Talukder S, Blencowe BJ, Morris 
Q, Hughes TR (2009) Rapid and systematic analysis of the RNA recognition specifi cities of 
RNA-binding proteins. Nat Biotechnol 27:667–670  

          127.    Ray D, Kazan H, Cook KB, Weirauch MT, Najafabadi HS, Li X, Gueroussov S, Albu M, 
Zheng H, Yang A et al (2013) A compendium of RNA-binding motifs for decoding gene 
regulation. Nature 499:172–177  

     128.    Lambert N, Robertson A, Jangi M, McGeary S, Sharp PA, Burge CB (2014) RNA Bind-n- 
Seq: quantitative assessment of the sequence and structural binding specifi city of RNA-
binding proteins. Mol Cell 54:887–900  

    129.    Jolma A, Kivioja T, Toivonen J, Cheng L, Wei G, Enge M, Taipale M, Vaquerizas JM, Yan J, 
Sillanpaa MJ et al (2010) Multiplexed massively parallel SELEX for characterization of 
human transcription factor binding specifi cities. Genome Res 20:861–873  

    130.    Zykovich A, Korf I, Segal DJ (2009) Bind-n-Seq: high-throughput analysis of in vitro 
protein- DNA interactions using massively parallel sequencing. Nucleic Acids Res 37:e151  

     131.    Malko DB, Makeev VJ, Mironov AA, Gelfand MS (2006) Evolution of exon-intron structure 
and alternative splicing in fruit fl ies and malarial mosquito genomes. Genome Res 
16:505–509  

     132.    Modrek B, Lee CJ (2003) Alternative splicing in the human, mouse and rat genomes is asso-
ciated with an increased frequency of exon creation and/or loss. Nat Genet 34:177–180  

      133.    Irimia M, Rukov JL, Penny D, Garcia-Fernandez J, Vinther J, Roy SW (2008) Widespread evolu-
tionary conservation of alternatively spliced exons in Caenorhabditis. Mol Biol Evol 
25:375–382  

    134.    Fagnani M, Barash Y, Ip JY, Misquitta C, Pan Q, Saltzman AL, Shai O, Lee L, Rozenhek A, 
Mohammad N et al (2007) Functional coordination of alternative splicing in the mammalian 
central nervous system. Genome Biol 8:R108  

   135.    Keren H, Lev-Maor G, Ast G (2010) Alternative splicing and evolution: diversifi cation, exon 
defi nition and function. Nat Rev Genet 11:345–355  

    136.    Sugnet CW, Srinivasan K, Clark TA, O’Brien G, Cline MS, Wang H, Williams A, Kulp D, 
Blume JE, Haussler D et al (2006) Unusual intron conservation near tissue-regulated exons 
found by splicing microarrays. PLoS Comput Biol 2, e4  

     137.    Barberan-Soler S, Zahler AM (2008) Alternative splicing and the steady-state ratios of 
mRNA isoforms generated by it are under strong stabilizing selection in Caenorhabditis ele-
gans. Mol Biol Evol 25:2431–2437  

    138.    Rukov JL, Irimia M, Mork S, Lund VK, Vinther J, Arctander P (2007) High qualitative and 
quantitative conservation of alternative splicing in Caenorhabditis elegans and Caenorhabditis 
briggsae. Mol Biol Evol 24:909–917  

    139.    Barbosa-Morais NL, Carmo-Fonseca M, Aparicio S (2006) Systematic genome-wide annotation 
of spliceosomal proteins reveals differential gene family expansion. Genome Res 16:66–77  

    140.    Dasgupta T, Ladd AN (2012) The importance of CELF control: molecular and biological 
roles of the CUG-BP, Elav-like family of RNA-binding proteins. Wiley Interdiscip Rev RNA 
3:104–121  

10 Regulation of Tissue-Specifi c Alternative Splicing: C. elegans as a Model System



260

    141.    Ladd AN, Charlet N, Cooper TA (2001) The CELF family of RNA-binding proteins is impli-
cated in cell-specifi c and developmentally regulated alternative splicing. Mol Cell Biol 
21:1285–1296  

    142.    Hinman MN, Lou H (2008) Diverse molecular functions of Hu proteins. Cell Mol Life Sci 
65:3168–3181  

    143.    Ince-Dunn G, Okano HJ, Jensen KB, Park WY, Zhong R, Ule J, Mele A, Fak JJ, Yang C, 
Zhang C et al (2012) Neuronal Elav-like (Hu) proteins regulate RNA splicing and abundance 
to control glutamate levels and neuronal excitability. Neuron 75:1067–1080  

    144.    Brooks AN, Yang L, Duff MO, Hansen KD, Park JW, Dudoit S, Brenner SE, Graveley BR 
(2011) Conservation of an RNA regulatory map between Drosophila and mammals. Genome 
Res 21:193–202  

    145.    Lin S, Lin Y, Nery JR, Urich MA, Breschi A, Davis CA, Dobin A, Zaleski C, Beer MA, 
Chapman WC et al (2014) Comparison of the transcriptional landscapes between human and 
mouse tissues. Proc Natl Acad Sci U S A 111:17224–17229  

    146.    Naval-Sanchez M, Potier D, Haagen L, Sanchez M, Munck S, Van de Sande B, Casares F, 
Christiaens V, Aerts S (2013) Comparative motif discovery combined with comparative tran-
scriptomics yields accurate targetome and enhancer predictions. Genome Res 23:74–88  

     147.    An P, Grabowski PJ (2007) Exon silencing by UAGG motifs in response to neuronal excita-
tion. PLoS Biol 5, e36  

    148.    Eom T, Zhang C, Wang H, Lay K, Fak J, Noebels JL, Darnell RB (2013) NOVA-dependent 
regulation of cryptic NMD exons controls synaptic protein levels after seizure. eLife 2, 
e00178  

   149.    Ip JY, Schmidt D, Pan Q, Ramani AK, Fraser AG, Odom DT, Blencowe BJ (2011) Global 
impact of RNA polymerase II elongation inhibition on alternative splicing regulation. 
Genome Res 21:390–401  

   150.    Munoz MJ, Perez Santangelo MS, Paronetto MP, de la Mata M, Pelisch F, Boireau S, Glover- 
Cutter K, Ben-Dov C, Blaustein M, Lozano JJ et al (2009) DNA damage regulates alternative 
splicing through inhibition of RNA polymerase II elongation. Cell 137:708–720  

   151.    Shalgi R, Hurt JA, Lindquist S, Burge CB (2014) Widespread inhibition of posttranscriptional 
splicing shapes the cellular transcriptome following heat shock. Cell Rep 7:1362–1370  

    152.    Xie J, Black DL (2001) A CaMK IV responsive RNA element mediates depolarization- 
induced alternative splicing of ion channels. Nature 410:936–939  

    153.    Flavell SW, Kim TK, Gray JM, Harmin DA, Hemberg M, Hong EJ, Markenscoff- Papadimitriou 
E, Bear DM, Greenberg ME (2008) Genome-wide analysis of MEF2 transcriptional program 
reveals synaptic target genes and neuronal activity-dependent polyadenylation site selection. 
Neuron 60:1022–1038  

    154.    Lee JA, Xing Y, Nguyen D, Xie J, Lee CJ, Black DL (2007) Depolarization and CaM 
kinase IV modulate NMDA receptor splicing through two essential RNA elements. PLoS 
Biol 5, e40  

    155.    Maxwell CS, Antoshechkin I, Kurhanewicz N, Belsky JA, Baugh LR (2012) Nutritional 
 control of mRNA isoform expression during developmental arrest and recovery in C. elegans. 
Genome Res 22:1920–1929  

    156.    Cabreiro F, Au C, Leung KY, Vergara-Irigaray N, Cocheme HM, Noori T, Weinkove D, 
Schuster E, Greene ND, Gems D (2013) Metformin retards aging in C. elegans by altering 
microbial folate and methionine metabolism. Cell 153:228–239  

   157.    Kim DH, Feinbaum R, Alloing G, Emerson FE, Garsin DA, Inoue H, Tanaka-Hino M, 
Hisamoto N, Matsumoto K, Tan MW et al (2002) A conserved p38 MAP kinase pathway in 
Caenorhabditis elegans innate immunity. Science 297:623–626  

   158.    MacNeil LT, Watson E, Arda HE, Zhu LJ, Walhout AJ (2013) Diet-induced developmental 
acceleration independent of TOR and insulin in C. elegans. Cell 153:240–252  

   159.    Shtonda BB, Avery L (2006) Dietary choice behavior in Caenorhabditis elegans. J Exp Biol 
209:89–102  

    160.    Zhang Y, Lu H, Bargmann CI (2005) Pathogenic bacteria induce aversive olfactory learning 
in Caenorhabditis elegans. Nature 438:179–184  

X. Gracida et al.



261

    161.    Macneil LT, Walhout AJ (2013) Food, pathogen, signal: the multifaceted nature of a bacterial 
diet. Worm 2, e26454  

    162.   Bargmann CI (2006) Chemosensation in C. elegans. WormBook: the online review of C elegans 
biology. 1–29  

    163.   Goodman MB (2006) Mechanosensation. WormBook: the online review of C elegans 
biology. 1–14  

    164.    Araya CL, Kawli T, Kundaje A, Jiang L, Wu B, Vafeados D, Terrell R, Weissdepp P, 
Gevirtzman L, Mace D et al (2014) Regulatory analysis of the C. elegans genome with spatio-
temporal resolution. Nature 512:400–405  

   165.    Serrano-Saiz E, Poole RJ, Felton T, Zhang F, De La Cruz ED, Hobert O (2013) Modular 
control of glutamatergic neuronal identity in C. elegans by distinct homeodomain proteins. 
Cell 155:659–673  

    166.    Zuryn S, Ahier A, Portoso M, White ER, Morin MC, Margueron R, Jarriault S (2014) 
Transdifferentiation. Sequential histone-modifying activities determine the robustness of 
transdifferentiation. Science 345:826–829  

    167.    Gehman LT, Meera P, Stoilov P, Shiue L, O’Brien JE, Meisler MH, Ares M Jr, Otis TS, Black 
DL (2012) The splicing regulator Rbfox2 is required for both cerebellar development and 
mature motor function. Genes Dev 26:445–460  

   168.    Huang CS, Shi SH, Ule J, Ruggiu M, Barker LA, Darnell RB, Jan YN, Jan LY (2005) 
Common molecular pathways mediate long-term potentiation of synaptic excitation and slow 
synaptic inhibition. Cell 123:105–118  

   169.    Kanadia RN, Johnstone KA, Mankodi A, Lungu C, Thornton CA, Esson D, Timmers AM, 
Hauswirth WW, Swanson MS (2003) A muscleblind knockout model for myotonic dystro-
phy. Science 302:1978–1980  

   170.    Venables JP, Lapasset L, Gadea G, Fort P, Klinck R, Irimia M, Vignal E, Thibault P, Prinos P, 
Chabot B et al (2013) MBNL1 and RBFOX2 cooperate to establish a splicing programme 
involved in pluripotent stem cell differentiation. Nat Commun 4:2480  

    171.    Yeo GW, Coufal NG, Liang TY, Peng GE, Fu XD, Gage FH (2009) An RNA code for the 
FOX2 splicing regulator revealed by mapping RNA-protein interactions in stem cells. Nat 
Struct Mol Biol 16:130–137  

    172.    Hashimshony T, Wagner F, Sher N, Yanai I (2012) CEL-Seq: single-cell RNA-Seq by multi-
plexed linear amplifi cation. Cell Rep 2:666–673  

    173.    Picelli S, Bjorklund AK, Faridani OR, Sagasser S, Winberg G, Sandberg R (2013) Smart- seq2 
for sensitive full-length transcriptome profi ling in single cells. Nat Methods 10:1096–1098  

    174.    Barash Y, Calarco JA, Gao W, Pan Q, Wang X, Shai O, Blencowe BJ, Frey BJ (2010) 
Deciphering the splicing code. Nature 465:53–59  

   175.    Weyn-Vanhentenryck SM, Mele A, Yan Q, Sun S, Farny N, Zhang Z, Xue C, Herre M, Silver 
PA, Zhang MQ et al (2014) HITS-CLIP and integrative modeling defi ne the Rbfox splicing- 
regulatory network linked to brain development and autism. Cell Rep 6:1139–1152  

   176.    Xiong HY, Alipanahi B, Lee LJ, Bretschneider H, Merico D, Yuen RK, Hua Y, Gueroussov 
S, Najafabadi HS, Hughes TR et al (2014) The human splicing code reveals new insights into 
the genetic determinants of disease. Science 347(6218):1254806  

    177.    Zhang C, Frias MA, Mele A, Ruggiu M, Eom T, Marney CB, Wang H, Licatalosi DD, Fak JJ, 
Darnell RB (2010) Integrative modeling defi nes the Nova splicing-regulatory network and its 
combinatorial controls. Science 329:439–443    

10 Regulation of Tissue-Specifi c Alternative Splicing: C. elegans as a Model System



263

    Chapter 11   
 RNA Granules and Diseases: A Case Study 
of Stress Granules in ALS and FTLD                     

       Alexander     C.     Fan     and     Anthony     K.  L.     Leung    

        A.  C.   Fan    •    A.  K.  L.   Leung      (*) 
  Department of Biochemistry and Molecular Biology ,  Bloomberg School of Public Health, 
Johns Hopkins University ,   Baltimore ,  MD ,  USA   
 e-mail: anthony.leung@jhu.edu  

    Abstract     RNA granules are microscopically visible cellular structures that aggregate 
by protein–protein and protein–RNA interactions. Using stress granules as an 
example, we discuss the principles of RNA granule formation, which rely on the 
multivalency of RNA and multi-domain proteins as well as low-affi nity interactions 
between proteins with prion-like/low-complexity domains (e.g. FUS and TDP-43). 
We then explore how dysregulation of RNA granule formation is linked to neurode-
generative diseases, such as amyotrophic lateral sclerosis (ALS) and frontotemporal 
lobar degeneration (FTLD), and discuss possible strategies for therapeutic 
intervention.  

  Keywords     Stress granules   •   Low-complexity region   •   Prion-like domain   •   RNA 
granules   •   Phase separation  

1       A Cellular World of RNA Granules 

   Cellular RNAs rarely act alone. Rather, their functions are mediated through RNA- 
binding proteins (RBPs) and other functional partners, resulting in the formation of 
ribonucleoprotein (RNP) complexes.  MicroRNA  s, for example, associate with their 
cognate binding partner Argonaute, which, in turn, serves as a platform to recruit other 
proteins to form the silencing complexes responsible for translation repression and/or 
decay of  mRNA   targets [ 1 ,  2 ]. Besides microRNA-induced silencing complexes, vari-
ous types of other RNPs are formed to regulate gene expression over the life cycle of 
an mRNA. For example, the birth of a eukaryotic mRNA is mediated by a cascade of 
proteins that cap the 5′ end, add a poly(A) tail at the 3′ end, and carry out splicing to 
remove introns. The process generally terminates with the deposition of exon junction 
complexes following splicing, which signal for the mature transcript to be exported to 
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the cytoplasm where it can be bound by ribosomes for translation or exosomes for 
degradation [ 3 ]. Whether the mature mRNA is destined for translation or degradation 
is, in turn, determined by RBPs bound to the transcript, often located in the 3′ untrans-
lated regions (UTRs) [ 4 ]. Thus, from transcription in the nucleus to degradation in the 
cytoplasm, proteins of distinct function often associate as macrocomplexes of RNPs to 
fulfi ll essential regulatory functions. Strikingly, RNPs frequently undergo further 
aggregation to form microscopically visible structures commonly termed RNA gran-
ules [ 5 – 7 ]. These structures can be nuclear or cytoplasmic, and their mechanisms of 
action are only just beginning to be understood. Classes of these structures include 
nucleoli, Cajal bodies, nuclear speckles, and paraspeckles in the nucleus, as well as 
P-bodies and stress granules in the cytoplasm   [ 8 ]. 

 A striking  feature of   RNA granules as a structural class is that they maintain 
defi ned protein and RNA compositions in the absence of an enveloping  membrane. 
In this review, we will focus on the potential mechanism(s) for the formation and 
regulation of a specifi c class of cytoplasmic RNA granule known as the stress gran-
ule ( SG  ). Unlike other RNA granules, these cytoplasmic structures are not constitu-
tively present; instead, their formation is induced by cellular stress, such as heat 
shock or oxidative stress, and they disassemble once the perturbation subsides. 
Notably, morphologically similar cytoplasmic inclusions are observed in neurons of 
patients with amyotrophic lateral sclerosis (ALS), frontotemporal lobar degenera-
tion (FTLD) and other neurodegenerative disease, often exhibiting compositional 
overlap with endogenous SGs. These morphological phenotypes suggest that the 
formation or disassembly process of these structures may be important for neuro-
logical pathogenesis. We will conclude this chapter by focusing on the pathogenic 
roles of two RBPs—FUS and TDP-43—and how their mutations link dysregulation 
of stress granules to ALS/FTLD.  

2     Stress Granules 

 Stress granules (SGs) were fi rst discovered in mammalian cells [ 9 – 12 ], and similar 
structures were later identifi ed in  Drosphila  and yeast cells [ 13 – 16 ]. Electron micros-
copy revealed that  mammalian   SGs are spheroid or ellipsoid structures that are usu-
ally 1–2 μm, but can range from 0.4 to 5 μm [ 8 ,  17 ]. SGs can be induced upon a 
variety of stresses that inhibit translation  initiation  , including heat shock, oxidative 
stress, hypoxia, inhibition of mitochondrial function, glucose starvation, proteotoxic 
stress, and infection by certain viruses [ 18 – 21 ]. Stalled protein synthesis under these 
conditions is evident by the concomitant loss of conventional “polysomal rosettes” 
[ 17 ,  22 ]. Although SGs are intimately tied to polysome disassembly, translation inhi-
bition is not in itself suffi cient to induce their aggregation since pharmacological 
inhibition of 60S subunit recruitment can halt translation without SG formation [ 23 ]. 
Rather, a defi ning feature for  mammalian   SGs has been the presence of stalled 48S 
pre-initiation complex subunits [ 6 ]. In the following sub-section, we proceed with an 
introduction to the molecular composition and proposed functions of SGs. 
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2.1       Molecular Composition   

 Inhibition of translation initiation is the trigger for SG formation, and subcompo-
nents of the 48S complex—including eukaryotic initiation factors eIF3, eIF4F, 
eIF4B, the small ribosomal subunits, poly(A) binding protein PABP1, and stalled 
mRNA transcripts—likely initiate SG assembly through a series of concerted pro-
tein–protein and protein–RNA interactions. These macromolecules comprise the 
core class of SG components [ 18 ] (Fig.  11.1 ).

   Additional protein components are incorporated into SGs after the primary 
initating event, including a large number of other RBPs, many of which are 
known regulators of mRNA translation and stability [ 6 ]. Intriguingly, proteins 
within this class, including TIA-1, G3BP1, CPEB, FXR1, FMRP, and MLN51 
[ 12 ,  24 – 27 ], can induce spontaneous formation of SGs when overexpressed even 
in the absence of stress. Many proteins in this class, such as TIA-1 and G3BP1, 
are often used as protein markers to identify SGs using fl uorescence microscopy 
[ 19 ]. A fi nal class of SG components consists of tertiary “piggy-back” compo-
nents, which might not function in RNA metabolism  per se , but are recruited into 
SGs by protein–protein interactions [ 18 ]. Recent exploration of these proteins, 
DYRK3 and RACK1 being notable examples, has suggested expanded functions 
for SGs in a variety of  cell- signaling pathways including apoptosis and the 
mTOR pathway [ 28 ] (see Sect.  11.2.2 ). 

 It is important to note that the composition of SGs is variable and depends on the 
type of stress used to induce them. For example, heat shock protein Hsp27 is found in 

  Fig. 11.1    Classes of SG components. ( a ) The defi ning fi rst class of SG components includes 
subcomponents of the 48S pre-initiation complex, along with stalled mRNA transcripts. ( b ) A 
second class of proteins that either bind mRNA directly or are partners of RBPs. Many of these 
proteins contain unstructured domains and can nucleate SG assembly. Some are commonly used 
as “markers” to detect SGs by immunofl uorescence ( yellow fl ags ). ( c ) Tertiary “piggy back” pro-
teins, many of which function in cell signaling pathways ( red arrows )       
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SGs in heat-shocked mammalian cells, but not in cells subjected to arsenite treatment 
[ 12 ], while poliovirus-induced SGs contain a unique marker, Sam68 [ 29 ]. Similarly, in 
yeast, SGs induced by glucose deprivation contain the heterogeneous nuclear ribonu-
cleoprotein (hnRNP) Hrp1, whereas those that form under inhibition of mitochondrial 
respiration do not [ 30 ]. Finally, while yeast SGs formed during robust heat shock at 
46 °C for 10 min contain the canonical components eIF3 and the 40S ribosomal units 
[ 15 ], those formed under glucose-deprived conditions, surprisingly, do not [ 13 ,  16 ]. 
These data suggest that, rather than a series of defi ned binding events proceeding 
orderly from a nucleating mRNP, SGs more likely exist along a continuum of compo-
sitional states dependent on the pathways activated by specifi c stress conditions [ 7 ]. For 
example, TTP is removed from SGs when phosphorylated by MK2 [ 31 ]. Thus, SG 
composition depends on how these stressors cause the redistribution of various mRNPs 
between SGs and translation-competent polysomes, as well as between SGs and 
P-bodies (PBs)—another class of cytoplasmic RNA granule enriched for RNA decay 
factors. As will be emphasized in subsequent sections, SGs house mechanisms to 
selectively exclude certain RNA transcripts so as to prioritize translation of protein 
chaperones [ 32 ,  33 ]. Besides these pathways, however, little is known about the 
identity of other RNA components, whether their recruitment is regulated in a 
stress-dependent manner, and how this might infl uence protein composition.   

2.2      Proposed Functions 

 Though a global proteomics approach has not yet been used to assess the full extent 
of proteins recruited into SGs (see “Notes” at the end of the Chapter), new compo-
nents continue to be identifi ed by co-localization studies using defi ned protein 
markers and fl uorescence microscopy. Since these new components are not neces-
sarily related to RNA metabolism, the proposed functions for SGs are rapidly 
expanding. Given the presence of translationally stalled mRNA complexes, SGs 
were originally hypothesized to function as storage sites for non-translating  RNAs  . 
However, fl uorescence recovery after photobleaching ( FRAP  ) analyses showed that 
both mRNA transcripts and nearly all protein components shuttle in and out of SGs 
with half-lives on the order of seconds to minutes [ 25 ,  34 – 36 ]. Thus, it is diffi cult to 
envisage that SGs act as static mRNA repositories. Instead, an emerging, working 
model for SG function posits that they are sites of dynamic mRNP remodeling and 
 sorting  , a process which has been coined mRNA triage [ 37 ]. Under this framework, 
SGs function  as transient structures   induced by perturbations to translation initia-
tion, during which they exchange components with polysomes and PBs to prioritize 
translation or degradation of some mRNA transcripts over others, thereby altering 
the proteome until stress subsides. 

 In support of this, strong evidence exists for a direct fl ow of mRNPs between 
polysomes and SGs. First, puromycin treatment, which releases ribosomes from 
translating mRNAs by inducing premature termination of translation, enhances SG 
formation [ 38 ].  Emetine  , which functions to the opposite effect by preventing 
mRNA-ribosome dissociation, both inhibits the formation of SGs in the presence of 
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stress (e.g. sodium arsenite treatment) and even “dissolves” pre-formed SGs [ 38 ]. 
Combined with the quick turnover rates as assessed by FRAP, these data suggest 
that SGs are are constantly “fed” by translationally stalled mRNAs originating from 
polysomes. Moreover, a specifi c pathway of  mRNP traffi cking      between SGs and 
polysomes was recently characterized in yeast, facilitated by the ATP-dependent 
RNA helicase Ded1 [ 39 ]. Ded1 binds eIF4G1 and interrupts translation, forming a 
translationally inactive pre-initiation complex with eIF4F and stalled mRNA which 
then accumulates in SGs [ 39 ]. Upon ATP hydrolysis, Ded1 is thought to release the 
pre-initiation mRNP, regulating its return to translation [ 39 ]. The mammalian ortho-
logue DDX3 has been found to interact with eIF4E, a binding partner of eIF4G in 
the mRNA cap structure [ 40 ], though it remains unclear whether it carries specifi c 
roles in polysome/SG traffi cking. 

 Another corner of this triage model is grounded in interactions between SGs and 
PBs. In a subset of cellular stress models, SGs and PBs have been observed to physi-
cally interact. Under sodium arsenite treatment, for example,  PBs   can make contact 
with SGs while remaining morphologically distinct [ 17 ], or may otherwise exist in 
close proximity with them [ 25 ,  27 ]. In a series of experiments utilizing time- lapse 
microscopy in conjunction with transient expression of tagged SG or PB protein mark-
ers, interactions between the two bodies were observed to vary — PBs appeared stably 
bound to SGs in some cases, whereas in others they were only intermittently attached 
[ 25 ]. These interactions, which might only be observed in a fraction of imaged cells, 
can be signifi cantly enhanced by overexpression of certain shared proteins. Most nota-
bly, transient expression of the mRNA destabilizing factors TTP and BRF1 were shown 
to induce quantitative SG–PB docking, extending the tethered interaction to 1 h [ 25 ]. 
Similarly, overexpression of CPEB1, a protein observed to localize to both types of 
RNA granules, resulted in PB clustering around spontaneously induced SGs [ 27 ]. 

 Beyond the mRNA triage model, an additional key functional property of SGs is 
the acute and localized  enrichment   of proteins responsible for RNA metabolism and 
various signaling pathways. Indeed, dozens of different proteins have been found to 
localize to SGs [ 18 ], and the local concentration of these components may either 
serve to increase the rate of biochemical reactions within SGs or reduce the cytosolic 
concentration of other proteins by sequestration, resulting in spillover effects that 
propagate through a variety of cell signaling pathways [ 28 ]. For example, a number 
of emerging lines of evidence strongly suggest that one major function of SGs is to 
regulate  apoptosis   [ 28 ,  41 – 44 ]. First, SGs sequester pro-apoptotic factors such as 
RACK1 and TRAF2 from the cytosol to suppress the activation of cellular death 
pathways via MAPK or NF-kB signaling [ 41 ,  45 ]. Similarly, the  sequestration of 
small GTPase RhoA and its downstream kinase ROCK1 by SGs prevents the activa-
tion of JNK which would otherwise trigger apoptosis [ 46 ]. Second, SGs recruit anti-
apoptotic factors, such as RSK2 and FAST, which bind and inactivate apoptosis 
promoting factor TIA-1 [ 42 ,  47 ]. Third, SG formation stabilizes mRNAs encoding 
anti-apoptotic protein p21  WAF1 / CIP1   [ 43 ]. Consistent with these fi ndings, impairment of 
SG assembly often leads to a higher rate of cell death following stress exposure [ 24 , 
 42 ,  48 ]. In addition, SG formation appears to regulate the mTOR  pathway     , which 
monitors nutrient and energy availability to promote either cell growth when condi-
tions are favorable or catabolic processes during stress [ 44 ,  49 – 51 ]. In this case, the 
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kinase DYRK3, which itself is recruited into SGs, phosphorylates the mTORC1 
inhibitor PRAS40, allowing mTORC1 to exit SGs in an activated state to fulfi ll its 
signaling functions in cell growth and metabolism [ 51 ]. 

 In summary, SGs are implicated as regulatory hubs for mRNA sorting, stress sig-
naling, and apoptosis. Besides various physiological stresses, SGs can also be induced 
by radiotherapy and chemotherapeutics, as is the case with the proteasome inhibitor 
 Velcade   in solid tumors [ 20 ,  52 ]. The persistent presence of cytoplasmic inclusions 
containing SG components in hypoxic tumor cores and ALS/FTLD patient neurons 
has been linked to chemotherapy resistance in cancers and neurodegeneration, respec-
tively [ 41 ,  53 ]. On the other hand, SGs seem to also serve in  antiviral functions   given 
that various viruses inhibit SG formation immediately upon infection [ 21 ,  54 ]. Thus, 
it is critical to identify the molecular mechanisms that hold SGs together in physiolog-
ical and pathophysiological contexts. In the next section, we will focus on a molecular 
model of how non-membranous RNA granules can be formed in a way that allows for 
select proteins to be retained while others move in and out readily.   

3     RNA Granule Formation via Multivalency 
and Intrinsically Disordered Regions 

 An evolving framework of RNA granule formation, which works to explain assembly, 
regulation, and selectivity in recruitment, is grounded in the biophysical mechanisms 
facilitated by two properties: (1) multivalency mediated by proteins or RNA, and (2) 
low affi nity protein–protein interactions involving intrinsically disordered regions of 
low complexity amino acid composition (i.e., a string of repetitive amino acids). 

3.1      Multivalency 

 A number of recent experimental studies have highlighted how multivalent macro-
molecules, including both multi-domain proteins and RNA, are critical for the 
assembly of higher-order structures. Recently, the Rosen group systematically 
explored the importance of non-covalent interactions between multi-domain pro-
teins in the formation of μm-sized cellular structures [ 55 ,  56 ]. Specifi cally, they 
studied the interactions between SRC homology 3 (SH3) domains and proline-rich 
motif (PRM) ligands, both of which are commonly found in cell signaling path-
ways. Chimeric proteins engineered with one to fi ve SH3  domains   were mixed 
incrementally with proteins containing up to 5 repeats of PRM ligand [ 56 ]. They 
found that a mixture of protein with four SH3 domains and four tandem PRM 
ligands resulted in an opalescent solution containing numerous droplets of 1–50 μm 
in diameter phase-separated from the bulk of the solution [ 56 ]. In contrast, no such 
structures could be formed in a solution of SH3 domains or PRM ligands alone. 
Proteins within the phase-separated droplets were concentrated by about 100-fold 
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relative to the surrounding solution. This phenomenon, commonly referred to as 
liquid–liquid demixing, is reminiscent of non-membranous structures  in vivo , 
which maintain high local protein concentrations while allowing for fl uid compo-
nent exchange with the surrounding bulk phase. As indicated by this study, the 
transition point for forming such microscopically visible structures is usually sharp 
and dependent on molecule valency [ 55 ,  56 ]. Consistently, studies have suggested 
that a critical threshold for protein concentration is required to form RNA granules 
and that this amount is inversely correlated with the valency of the molecule 
(reviewed in [ 57 ,  58 ]; see Box  11.1 ). 

    Box 11.1:  Phase Separation   in Biology 
 A phase is a spatial region with uniform physical properties. In cells, discrete 
phases can form via a process of liquid-liquid demixing, resulting in droplet-
like structures that remain distinct from the cytosol. This physical phenome-
non has recently emerged in connection to non-membranous structures as a 
paradigm to understand cellular compartmentalization. Just as oil and water 
separate due to hydrophobic effects, proteins and nucleic acids can demix into 
condensed droplets above a certain concentration threshold. Beyond this tran-
sition point, multivalent and low affi nity interactions mediated by PrLDs/
LCDs create stronger intermolecular interactions within the droplet than in 
the surrounding cytoplasm. The components that localize to these structures 
therefore exist along the boundary between solubility and solid-like aggrega-
tion because their components bind transiently without entering a more 
ordered state. In other words, phase separation occurs when low-affi nity inter-
actions bring molecules together without arresting their dynamics [ 59 ].       

(continued)
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  Box 11.1 (continued) 
A graphical representation of the dependence of phase separation on pro-
tein concentration . Multiple studies have indicated that the transition from 
solubility to a phase-separated state is sharp [ 55 ,  60 ,  61 ] and multivalent inter-
actions have been shown to lower this transition threshold (see main text). 

 The criteria for liquid-liquid demixing in biological systems are poorly 
understood. Though “nucleators” of some RNA granules have been identi-
fi ed—stalled initiation factors in SG assembly, for example—how these pro-
teins initiate demixing while other complexes do not remains uncertain. 
Nevertheless, conceptualizing RNA granules as μm-sized cellular structures 
with unique biophysical properties allows us to gain insight into functions that 
might not be as evident from single- protein approaches, especially given the 
staggering complexity of RNA granule composition. 

 What might be the biological advantage of such non-membranous struc-
tures? First, since demixing itself is strongly concentration-dependent, a point 
of localized protein enrichment could regulate the rate of biochemical reac-
tions, accelerating some by acting as “micro reactors” while sequestering away 
components to slow others [ 59 ]. Incorporating only the proteins with an affi n-
ity for LCD-mediated interactions might provide RNA granules with a passive 
selectivity mechanism, aided by multivalent proteins that contribute a “branch-
ing” scaffold to the assembly process. Furthermore, by virtue of their revers-
ibility, which is mediated in large part by protein modifi cations, phase-separated 
structures can assemble only when needed, allowing for their composition to 
vary based on cellular requirements. For a more comprehensive discussion of 
liquid-liquid phase separations in biology, interested readers are directed to the 
recent review by Hyman, Weber and Jülicher [ 62 ]. 

  The assembly of these phase-separated higher-order structures is critical for the 
physiological functions of the proteins that are recruited to them. For example, 
SH3–PRM interactions are observed naturally in the nephrin–NCK–N-WASP 
 system—a three-component interaction on the membranes of kidney podocytes that 
is involved in the formation of the glomerular fi ltration barrier, which participates in 
actin assembly. Applying the same methodology as described above, the Rosen 
group found that interactions between the three SH3 domains of NCK and the six 
PRMs in N-WASP were suffi cient to induce the formation of phase-separated drop-
lets and stimulate actin assembly  in vitro . In addition to three SH3 domains, each 
NCK molecule has one SH2 domain that can bind to phosphorylated tyrosine. 
Addition of the phosphorylated nephrin tail, which contains three phosphorylated 
tyrosine sites, signifi cantly reduced the critical amount of NCK and WASP proteins 
required to form phase-separated droplets [ 56 ]. Thus, in cells, protein kinases can 
regulate the level of nephrin phosphorylation, which in turn regulates a cascade of 
multivalent interactions to form higher-order structures. 
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 In addition to multi-domain proteins, phase transitions can be triggered by other 
macromolecules capable of multivalent interactions, including RNA—the  categorical 
component of RNA granules. A single RNA can serve as a scaffold of repeating 
units that allows for the binding of multiple RNA-binding proteins. Parallel to the 
multi-domain protein studies, the Rosen group has also demonstrated that phase- 
separated droplets can be formed  in vitro  by incubating a tetravalent RNA-binding 
protein polypyrimidine-tract-binding protein (PTB) with an RNA oligonucleotide 
containing fi ve repeats of the synthetic polypyrimidine tract, UCUCUAAAAA 
[ 56 ]. Analogous pathways of protein concentration via nucleating RNAs have been 
proposed for the higher-order assembly of FUS protein and nuclear bodies [ 61 ,  63 , 
 64 ]. For example, Schwartz and colleagues [ 61 ] have recently shown the impor-
tance of RNA for FUS to assemble and bind to the C-terminal domain of RNA 
polymerase II. The addition of less-than-stoichiometric amounts of RNA to a FUS 
protein solution induced liquid droplets much more readily than occurred in a solu-
tion of FUS alone [ 61 ]. Combined with the fi nding that FUS binds RNA with high 
cooperativity (due to multiple RNA-binding sites), the authors suggest that FUS 
oligomerization is nucleated by a tightly packed initiating FUS–RNA complex [ 61 ]. 
Last but not least, it is worth noting that other cellular macromolecules besides pro-
teins and RNA—such as poly-ubiquitin or poly(ADP-ribose)—are also found in 
SGs and could potentially serve as multivalent scaffolds by recruiting proteins to 
their repeating units [ 48 ,  65 ,  66 ] (see Sect.  11.3.3 ).   

3.2        Intrinsically Disordered Regions 

 Intrinsic disorder has emerged as an essential mechanism in a diverse array of path-
ways, including the formation of RNA granules. Previously believed to be passive 
separators of functional domains, intrinsically disordered regions ( IDRs     ) dynami-
cally transition between structural states in order to serve multiple purposes in an 
effi cient and highly regulated manner. A subclass of IDRs that is both essential to 
RNA granule physiology and holds important implications for neurological disease 
is the prion-like domain (PrLD). Prions are self-templating proteins originally dis-
covered in yeast that serve in a variety endogenous functions and are capable of 
entering highly stable aggregates termed amyloids [ 67 ]. These characteristics stem 
from a prion domain of low amino acid complexity, typically 60 residues in length 
and enriched in asparagine, glutamine, tyrosine, and/or glycine residues [ 68 ]. 
Application of an experimentally validated bioinformatics algorithm [ 69 ] to the 
human proteome revealed that 1 % of proteins harbor predicted domains exhibiting 
a similar aggregation propensity to yeast prions [ 70 ]. Within this 1 %, however, 
there is a 12-fold enrichment for proteins that also contain at least one  RNA recog-
nition motif (RRM)   [ 68 ]. Signifi cantly, many of these “prionogenic” RBPs are 
known components of SGs [ 53 ] or RNA granules in general [ 60 ]. 

 Studies from the McKnight group have elucidated possible roles for low 
 complexity domains ( LCDs  ) in the formation of RNA granules. McKnight and 
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colleagues  fortuitously discovered that a small molecule chemical, biotinylated 
isoxazole (b-isox), precipitated a class of proteins from cell-free lysate exhibiting 
remarkable overlap with known components of RNA granules [ 60 ]. Despite an excep-
tionally high enrichment for RBPs within this precipitated class, the LCDs, not the 
RRMs, of these RBPs were found to be necessary and suffi cient for b-isox mediated 
precipitation out of lysate [ 60 ]. Notably, purifi ed samples of the FUS or hnRNPA2 
LCDs formed hydrogels at high concentrations via oligomerization- mediated phase 
transition [ 60 ]. Besides this capacity for self-association (homotypic trapping), FUS 
and hnRNPA2 LCD-containing hydrogels were also able to retain the LCDs of other 
RBPs [ 60 ]. As revealed by transmission electron microscopy and light microscopy, 
the hydrogels are composed of morphologically uniform amyloid-like fi bers which 
incorporate other proteins via LCD interactions [ 60 ] (see “Notes”). However, unlike 
pathogenic fi bers in amyloid plaques and prion diseases, the formation of these 
fi bers is reversible. Conjoint to these studies, the McKnight group also analyzed the 
mRNAs pulled down by b-isox mediated precipitation using high-throughput 
sequencing [ 71 ]. They found that the precipitated mRNAs are also closely aligned 
with those known to partition into RNA granules. More intriguingly, the authors 
found that these mRNAs could also be retained by hydrogels made by the FUS LCD 
alone. This surprising selective mRNA retention suggests a model wherein RBPs 
associate with one another via their LCDs, pulling in select mRNAs via an RNA-
binding domain [ 71 ]. 

 The utility of PrLDs/LCDs is grounded in their ability to self-associate, and this 
propensity to rapidly oligomerize through low affi nity protein–protein interactions 
might underpin the dynamic physical properties that characterize SGs and other 
RNA granules [ 32 ,  53 ]. Consistent with how readily SGs have been observed to 
exchange components and dissolve after stress release, an additional advantage for 
PrLD/LCD-mediated aggregation might therefore be high reversibility. The regula-
tory mechanisms that control these transient interactions are also being explored 
and will be discussed in subsequent sections. We note, fi nally, that PrLDs are typi-
cally also composed of low complexity amino acid sequences, frequently Q/N or 
QGSY-rich, and that both are subtypes of intrinsically disordered domains. The two 
terms PrLD and LCDs are often used interchangeably in the literature and are syn-
onymous in this text as well.    

3.3       SG Assembly 

 As with their function, the precise mechanisms of SG assembly are not fully under-
stood and likely vary alongside composition under different stress states or points of 
disruption to the  translation initiation processes   [ 7 ,  23 ]. Since SGs form in response 
to translational arrest and almost always contain components of the translation ini-
tiation complex, the assembly process likely begins with a pool of repressed, trans-
lationally inactive mRNPs. Pathways of assembly that proceed from this starting 
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pool of aborted complexes likely involve an mRNP-specifi c series of RNA–protein 
and protein–protein interactions mediated by PrLDs/LCDs. Although the initial 
stages of this process are not understood, there are some known examples of SG 
nucleation by oligomerization and multivalency-mediated cross linking. The SG 
component  TIA-1  , for example, contains a C-terminal PrLD enriched in glutamine 
residues, bearing high similarity to the aggregation-prone NM domain found in 
yeast prion Sup-35 [ 72 ]. In humans, both the prion-like and RNA-binding domains 
of TIA-1 are necessary for SG assembly [ 32 ]. While the PrLD confers a propensity 
for aggregation by homotypic oligomerization, the RNA-binding domain is required 
to recruit RNAs to the complex [ 32 ]. Indeed, without the RRM, recombinant TIA-1 
PrLD fragments form constitutive micro-aggregates when overexpressed, seques-
tering endogenous TIA-1 and inhibiting SG formation [ 32 ]. G3BP1, another com-
mon SG marker, might mediate assembly in a similar fashion. G3BP1 harbors both 
an NTF2-like domain prone to dimerization as well as an RNA-binding domain 
[ 73 ]. Though not a PrLD, the  NTF2-like domain   in conjunction with RNA-binding 
imbues G3BP1 with the ability to interact with multiple partners. As discussed in 
Sects.  11.4  and  11.5 , multiple RBPs which localize to SGs, such as TDP- 43 and 
hnRNPA2, also contain LCDs. Pathological mutations in these regions might be 
responsible for impairing the reversibility of RNA granule formation in neurons, 
resulting in neurodegeneration. Thus, the preponderance of SG components with 
both LCDs and RBDs, the in vitro observation of liquid/liquid demixing facilitated 
by these properties, and the capacity for some of these components to trigger SG 
formation upon overexpression builds a strong case that reversible protein/RNA 
crosslinking plays a role in the assembly process. Importantly, pathways for how 
these mechanisms might be  regulated are also beginning to be uncovered. 
Chaperone proteins and post translational modifi cations both play major roles in 
controlling the selective aggregation of heterogenous mRNPs into functional, 
higher order structures. 

3.3.1      Regulation by  Chaperones   

 Prion-like interactions are a double-edged sword. They provide many of the key 
features of RNA granule physiology, but are prone to non-specifi c, potentially patho-
logical aggregation as well. Recent data suggest that protein chaperones are required 
to continuously keep PrLDs in check, titrating the number of disordered domains 
available to interact in the cytoplasm, or altering their conformations to inhibit aggre-
gation. In yeast, for example, highly stable amyloids can be returned to solubility by 
the heat shock protein HSP104, which works in conjunction with HSP40 and HSP70 
to refold and reactivate denatured proteins locked within aggregates, thereby acting 
as a disaggregase [ 74 ]. Indeed, the formation and propagation of TIA-1 aggregates in 
yeast is entirely dependent on the activity of HSP104, a known regulator of many 
Q/N-rich proteins [ 75 ]. Interestingly, HSP70 is expressed at higher levels after 
 transfection with the PrLD of TIA-1 and can inhibit the latter’s aggregation when 
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cotransfected into COS7 cells [ 32 ]. It is also known that under sodium arsenite treat-
ment, HSP70 mRNA is shielded from recruitment into SGs by the translation regu-
lating protein YB-1, resulting in its preferential translation under stress [ 33 ]. Besides 
YB-1, an additional mechanism of control has been elucidated by Boyault et al. [ 76 ], 
based on the activation of  heat-shock factor 1 (HSF1) b  y the cytoplasmic deacetylase 
HDAC6, which has known disaggregase function as well. Under basal conditions, 
HSF1 resides in a dormant complex along with HDAC6 and HSP90. Upon binding 
ubiquitin, HDAC6 releases HSF1 to transcriptionally activate a number of heat shock 
protein-encoding genes, including HSP70 [ 76 ]. SGs were found to be enriched for 
ubiquitin and HDAC6 was shown to be an indispensable component under a wide 
variety of stress conditions [ 48 ]. Fascinatingly, the HDAC6-mediated activation of 
HSF1 requires another disaggregase—the chaperone- like AAA ATPase P97/VCP, 
which is itself a SG component—in order to “recycle” ubiquitinated HDAC6 back 
into the dormant HDAC6/HSF1/HSP90 complex [ 76 ]. As will be discussed later, 
mutations in the gene encoding VCP have been implicated in the neurodegenerative 
disease ALS. Thus, heat shock proteins may be a general protective mechanism in 
the regulation of unfolded proteins, either lowering the concentration of prion-like 
substrates or inducing conformational changes that make them less aggregation-
prone [ 77 ]. In both cases, it seems likely that proteins containing PrLDs/LCDs are 
continuously kept in check by heat shock proteins, and that a shift in chaperone 
concentration can induce aggregation [ 32 ].   

3.3.2      Regulation by Post Translational Modifi cations 

 Finally,  post-translational modifi cations   have also been observed to enhance or 
inhibit assembly of SGs. In the case of G3BP1, oligomerization is blocked by phos-
phorylation on Ser149, and dephosphorylation is required for its ability to nucleate 
SGs [ 73 ]. Similarly, hnRNPA1 is only recruited to SGs when phosphorylated by 
Mnk1/2 [ 78 ], whereas TTP and BRF1, two common SG components that bind to 
AU-rich element (ARE)-containing mRNAs, can be excluded by MK2 and PKB 
mediated phosphorylation, respectively, with downstream effects on ARE transcript 
degradation [ 31 ,  79 ]. Phosphorylation of human antigen R (HuR) by Janus kinase 3 
(JAK3) prevents its recruitment into SGs, accelerating the decay of SIRT1 and VHL 
mRNAs [ 80 ]. A recent study by the Pelkmans group has demonstrated a role for 
phosphorylation of  LCDs   in the regulation of SG assembly/disassembly. Dual speci-
fi city kinase DYRK3 cyclically partitions between SGs and the cytosol [ 51 ], activity 
which has been proposed to be regulated by auto-phosphorylation at the N-terminal 
LCD. Consistent with this proposal, the expression of N-terminal LCDs alone or a 
kinase-dead mutant of DYRK3 induces SG formation in the absence of stress, while 
inhibition of this kinase by GSK-626616 prevents SG disassembly [ 31 ,  51 ]. Thus, 
phosphorylation functions as a protein-specifi c and reversible mechanism to either 
prevent or trigger recruitment of components to SGs. 

 Besides phosphorylation, poly(ADP-ribosyl)ation has been implicated in regu-
lating SG assembly/disassembly [ 66 ]. Poly(ADP-ribosyl)ation refers to the addition 
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of two or more ADP-ribose units onto proteins, where the addition is regulated by a 
family of 17 ADP-ribosyltransferases, commonly referred to as  PARPs   [ 81 ]. SGs 
contain fi ve out of the 17 PARPs as well as two isoforms of the degradative 
poly(ADP-ribose) glycohydrolase  PARG   in humans [ 66 ]. Three pieces of evidence 
suggest that poly(ADP-ribosyl)ation is intrinsically linked to SG structural integrity 
[ 66 ]. First, overexpression of any of the SG-localized PARPs induces SG formation 
in the absence of stress. Second, overexpression of PARG inhibits SG formation in 
the presence of stress. Third, PARG knockdown delays SG disassembly. Several 
proteins, including G3BP1 and TIA-1, are poly(ADP-ribosyl)ated upon stress, but 
the role of these modifi cations in SG assembly and function remains to be deter-
mined. A recent informatics analysis indicate that RNA granule proteins enriched 
for LCDs are preferentially poly(ADP-ribosyl)ated, indicating poly(ADP- ribose) 
may potentially direct cellular organization [ 65 ]. 

 To summarize, multivalent protein–protein and RNA–protein interactions under-
lie the formation of RNA granules, which resemble liquid droplets phase-separated 
from the bulk of solution  in vitro . The fl uid-fl uid demixing observed in the forma-
tion of these granules relies on a protein species’ ability to oligomerize, forming a 
scaffold and incorporating other protein or RNA components as binding partners 
[ 58 ]. Emerging research increasingly points towards the role of intrinsically disor-
dered regions, such as PrLDs/LCDs, as necessary in the assembly of SGs and other 
RNA granules. These regions likely switch conformational states to facilitate/disen-
gage interactions within RNA granules, which are regulated by a combination of 
post-translational modifi cations and chaperones [ 82 ]. As a whole, the system relies 
on a delicate equilibrium between intrinsic disorder and the regulatory mechanisms 
that restrain misaggregation. However, the complexity of this balancing act trans-
lates to openings for disruption, and SGs specifi cally have been inextricably linked 
to the pathogenesis of two neurological diseases in particular—ALS and FTLD.     

4      ALS and FTLD: When Aggregation Goes Awry 

 At the present time, ALS and FTLD are among the best-characterized neurological 
diseases, and both increasingly appear to be at least partially linked to endogenous 
RNA granules.  ALS      is a clinical entity characterized by the  progressive loss of 
motor neuron function, resulting in muscle wasting and eventually respiratory fail-
ure [ 83 ]. Approximately 10 % of cases have familial origin ( f.ALS  ), with the 
remaining majority occurring in individuals sporadically ( s.ALS  ) [ 83 ]. In contrast, 
frontotemporal lobar degeneration (FTLD), the second most common form of 
dementia behind Alzheimer’s, proceeds with neuronal atrophy in the frontal and 
temporal cortices, causing patients to undergo changes to personality, behavior, 
and language abilities [ 84 ]. Both diseases are  accompanied by a wide variety of 
possible genetic mutations resulting in clinical heterogeneity and notably, symp-
tomatic overlap in a large subset of patients, suggesting that the two are linked by 
a spectrum of pathologies [ 85 ]. This section will overview one facet of the many 
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 genetic and molecular factors      that comprise the ALS/FTLD disease system: the 
pathological role of RBPs and RNA metabolism. Special emphasis will be paid to 
the mechanisms by which many of the same protein properties that allow for proper 
SG function can be co-opted or otherwise disrupted by genetic and environmental 
perturbations in these neurological diseases. Several hypothesized pathways of 
neurodegenerative toxicity are subsequently discussed. 

4.1     SGs and Cytoplasmic Pathological Inclusions 

 One of the few features that is common across the majority of ALS and FTLD vari-
ants is the presence of abnormal cytoplasmic inclusions in patient histology. The 
morphology, composition, and tissue distribution of these inclusions can vary but 
they nevertheless bear a resemblance to physiological non-membranous granules. It 
was the discovery that TAR DNA-binding Protein 43 (TDP-43) and Fused in 
Sarcoma (FUS) were components of the majority of these inclusions that both 
shifted attention to the role RBPs might play in neurodegeneration and suggested a 
connection to SGs in neurological pathogenesis [ 86 ,  87 ]. 

  TDP-43         is a member of the hnRNP family and contains two putative RRMs 
biased towards GU-rich intronic targets [ 88 ] or exceptionally long introns [ 89 ]. In 
addition, it has a glycine-rich C-terminal PrLD and a bipartite nuclear localization 
signal (NLS) between the N-terminus and RRM1 (Fig.  11.2 ). Following the revela-
tion that TDP-43 was a component of pathological inclusions in  ALS  /FTLD models, 
the fi rst concrete link to SGs came from observations that TDP-43 and some of its 
pathological mutants also co-localized with canonical SG markers in a diverse array 
of cell types, stress conditions, and mutation models. Indeed, though mutations to 
TARDBP, the gene encoding TDP-43, are implicated in only 4 % of f.ALS cases and 
are rarer still in s.ALS [ 95 ], TDP-43 protein is present in 45 % of FTLD and a full 
97 % of ALS inclusions [ 85 ]. It is now known that endogenous TDP-43 is a consis-
tent component of SGs [ 86 ].  HeLa cells         subjected to oxidative or heat stress, for 
example, exhibit up to 56 % depletion of TDP-43 from the cytoplasm, corresponding 
with a quantitative increase in RIPA buffer-insoluble TDP-43 localized within puta-
tive SG aggregates [ 90 ]. Though TDP-43 knockdown does not in itself prevent SG 
assembly, lowered expression of TDP-43 has been shown to alter cytoplasmic levels 
of two other SG components, TIA-1 and G3BP1, causing a delay in SG formation, 
the formation of smaller SGs, lowered persistence after stress release, and dimin-
ished cell viability [ 90 ]. A follow-up report further confi rmed that the modulation of 
G3BP1 mRNA levels by TDP-43 dictates SG size [ 96 ]. Most recently, the Vande-
Velde group showed that by indirectly controlling the  G3BP1- dependent coalescence   
of smaller SGs into larger structures, TDP-43 also affects SG–PB docking, which 
partially determines mRNA fate after interruptions to translation [ 97 ]. siRNA against 
TDP-43 resulted in the progressive and step-wise loss of poly(A)mRNA after oxida-
tive stress, suggesting a functional role in directing the fl ow of mRNA transcripts out 
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of stalled polysomes. In the context of the RNA triage model, the fact that poly(A) 
levels are diminished despite the fact that SG–PB docking is also attenuated can only 
mean that transcripts are routed directly to PBs for degradation in the absence of 
G3BP1 [ 97 ]. Therefore, by regulating levels of TIA-1 and G3BP1, TDP-43 contrib-
utes to both SG assembly and mRNA triage.

   FUS carries a contiguous pair of  PrLDs         at the N-terminus, an RRM, two RGG 
domains fl anking a zinc fi nger, and a NLS at the C-terminus [ 98 ] (Fig.  11.3 ). FUS, 
though signifi cantly less abundant in neurological inclusions (<1 % in ALS, ~9 % 
in FTLD), shares many functional similarities with TDP-43—they both shuttle 
between the cytoplasm and nucleus, play roles in RNA metabolism, and exhibit 
prion-like behavior [ 85 ]. Unlike TDP-43, SGs form and behave normally in FUS- 
depleted cells [ 96 ]. Furthermore, endogenous FUS is not a typical SG component, 
remaining predominantly nuclear during the stress response [ 96 ,  99 ,  100 ], though 
there have been observations of some WT FUS association with the SG marker 
TIA-1 in a fraction of stressed cells [ 106 ,  107 ], and more particularly in cells sub-
jected to “hyperosmolar”  stress         [ 96 ,  108 ]. Interestingly, however,  siFUS- treated 
cells         have been shown to undergo a threefold increase in the number of P-bodies 
labeled with Dcp1a, indicating a partial role in mRNA triage [ 97 ].

   Strikingly, in ALS and FTLD disease models, recruitment of both proteins to 
SGs is frequently observed and can be dysregulated by the introduction of muta-
tions. Multiple known SG  components   have been shown to localize with cytoplas-
mic inclusions seen in ALS/FTLD patients. For example,  overexpression   of 
wild-type  TDP-43      or  transfection with truncated TDP-43 fragments commonly 

  Fig. 11.2    Schematic representation of the functional domains of TDP-43. TDP-43 is a 414-amino 
acid RBP with functions in transcriptional repression, splicing, and translational regulation. The 
vast majority of ALS-associated mutations occur within the C-terminal glycine rich PrLD. Table 
only includes data on studied links between ALS mutations and SG association in cellular models. 
Mutations are marked by red arrows and letters corresponding to table entries.  NLS  nuclear 
localization signal,  RRM  RNA recognition motif,  NES  nuclear export signal,  Tan shading  PrLD 
[ 90 – 94 ].  HS  heat shock,  SA  sodium arsenite,  CL  clotrimazole       
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observed in patients exhibiting TDP-43 pathology yielded co-localization with SG 
markers in human neuroblastoma BE-M17 cells even in the absence of stress [ 91 ]. 
In the same study, TDP-43+ inclusions were shown to overlap with eIF3 and 
TIA-1 in both ALS and FTLD donor brain samples [ 91 ]. These parallels between 
cytoplasmic inclusions and SGs have spurred considerable interest in how endoge-
nous mechanisms of RNA granule regulation can go awry, resulting in the altered 
composition, stability, and accumulation that categorically distinguish pathogenic 
inclusions from those observed in the physiological stress response.  

4.2     FUS, TDP-43 and Neurodegenerative Pathogenesis 

 The multimerization-mediated phase transitions that imbue RNA granules with 
their dynamic, fl uid-like properties rely on the tight regulation of protein concentra-
tion (see Box  11.1 ). A considerable body of evidence now indicates that disruptions 

  Fig. 11.3    Schematic representation of the functional domains of FUS. FUS is a 526-amino acid 
RBP with functions in transcriptional repression, DNA damage repair, and splicing. The majority 
of ALS-linked FUS mutations occur within its NLS, linking its mislocalization to neurodegenera-
tive pathogenesis. Table only includes data on studied links between ALS mutations and SG asso-
ciation in cellular models. Mutations are marked by red arrows and letters corresponding to table 
entries.  NLS  nuclear localization signal,  RRM  RNA recognition motif,  ZnF  zinc fi nger domain, 
 RGG  arginine-Glycine-Glycine-rich domain,  Tan shading  PrLD [ 93 ,  99 – 105 ].  HS  heat shock,  SA  
sodium arsenite,  CL  clotrimazole, ( Asterisk ) co-transfection of mutant FUS with the wild-type 
resulted in the recruitment of both to SGs       
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to the equilibrium of protein concentration are causative factors in  neurodegenerative 
pathogenesis. In both ALS and FTLD, a striking number of known mutations dis-
rupt TDP-43 and FUS shuttling between the nucleus and cytoplasm or enhance their 
propensity to aggregate, with implications in the formation of insoluble cytoplasmic 
inclusions and ultimately cell toxicity. 

4.2.1         Mislocalization         of FUS from the Nucleus to the Cytoplasm 

 A number of C-terminal missense mutations linked to ALS have been shown to dis-
rupt nuclear import of FUS, resulting in cytoplasmic accumulation [ 99 ]. Importantly, 
the degree to which nuclear import is disrupted seems to correlate with the severity 
of the disease. Mutations which result in higher levels of cytoplasmic FUS accumu-
lation were identifi ed in pedigrees exhibiting earlier age of onset [ 99 ,  101 ]. This 
trend may be partially explained by the crystal structure of the FUS NLS when bound 
to its nuclear receptor, Transportin. Unlike the localization signals of other hnRNPs 
which bind Transportin in a fully extended conformation, the FUS NLS forms an 
α-helix structure when bound [ 109 ]. This α-helix is fl anked by an N-terminal hydro-
phobic motif and a series of basic residues, both of which are conserved in the FUS-
related proteins EWS and TAF15 [ 109 ]. ALS- associated mutations are clustered 
within these two fl anking epitopes, and a particularly severe mutation identifi ed in 
early-onset juvenile ALS (P525L)—a residue that makes numerous contacts with 
Transportin—results in a ninefold loss in binding affi nity [ 109 ]. 

 Dormann and colleagues [ 110 ] subsequently found that the third RGG domain 
(RGG3) of FUS can also facilitate binding with Transportin, even if the NLS is 
disrupted by the P525L mutation. However, this FUS RGG3–Transportin interac-
tion can be negated by methylation. This observation led to the surprising fi nding 
that cytoplasmic FUS/SG aggregates induced in cells by transient transfection of the 
P525L mutant were enriched for methylated FUS [ 110 ]. Post-mortem tissue sam-
ples from ALS-FUS patients exhibiting the same cytoplasmic aggregates also con-
tained methylated FUS, whereas three FTLD-FUS subtypes did not [ 110 ], possibly 
suggesting that the pathogenesis of these two closely related diseases may differ. 
Taken together, Dormann and colleagues posit that epitopes in the NLS anchor FUS 
to the Transportin binding pocket, allowing RGG3 to stabilize the interaction. Only 
when the NLS and RGG3 domains are both disrupted, by mutations and methyla-
tion, respectively, is nuclear import prevented [    110 ].  

4.2.2            Prionogenicity         of FUS and  TDP-43         

 Whereas endogenous SGs are reversible and dynamic by nature, stability and per-
sistence are a token trait of pathological inclusions in patient histology [ 102 ]. One 
particularly compelling explanation for this physical misbehavior has implicated 
the PrLDs/LCDs present in both FUS and TDP-43 as susceptible to mutation- induced 
fi brilization [ 68 ]. Indeed, the endogenous forms of both proteins are known to be 
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aggregation-prone, coalescing into phase-separated droplets [ 111 ], or a polymer 
hydrogel [ 60 ] when purifi ed  in vitro . In bioinformatics assays, based on the predic-
tive algorithm developed by Alberti and colleagues [ 69 ], both FUS and TDP- 43 
exhibit an exceptionally high prion propensity, ranking 15th and 69th, respectively, 
out of 27,879 analyzed proteins [ 69 ,  112 ]. The predicted FUS PrLD encompasses 
amino acids 1-239, spanning the entirety of its QGSY-rich N-terminus, and most of 
the adjacent glycine-rich domain. The LCD used by Kato and colleagues to gener-
ate a hydrogel  in vitro  covers residues 2-214 (See Sect.  11.3.2 ) [ 60 ]. In the case of 
TDP-43, a PrLD spans 138 residues at the C-terminus [ 112 ]. Emergent data now 
suggests that mislocalization allows these physical properties to come to bear in the 
cytoplasm, resulting in aggregation and association with SGs. ALS- linked muta-
tions exacerbate this behavior by altering the PrLD itself in the case of TDP-43, or 
by elevating cytoplasmic FUS concentration.        

4.2.3           Aggregation-Prone  Mutations                  in FUS and TDP-43 

 Current models indicate that FUS aggregation is driven by its mislocalization, facilitated 
by mutations to its NLS and exacerbated by stress-induced recruitment into SGs [ 99 , 
 101 ]. For example, HEK293 cells stably expressing FUS truncation mutants R495X or 
G515X at near endogenous levels exhibited stable FUS aggregates, corresponding with 
a cytoplasmic:nuclear FUS expression ratio 30–50 times greater than in cells expressing 
the wild-type [ 101 ]. Unlike TDP-43, the fi rst RGG domain of FUS is required in addi-
tion to the PrLD in order to aggregate [ 113 ,  114 ]. Interestingly, this RGG domain houses 
a short second sequence of prion-like residues which narrowly misses the cutoff of 
Alberti’s prediction algorithm [ 114 ]. In addition, aggregation of FUS with SGs is also 
RNA-dependent as demonstrated by the fact that FUS association with canonical SG 
markers can be abolished by RNAse treatment [ 103 ]. Finally, although FUS localization 
to the cytoplasm is a prerequisite for aggregation with SGs, mutant FUS has been shown 
to trap endogenous (presumably nuclear) FUS into SG aggregates, most likely by pro-
tein–protein interactions facilitated by the FUS PrLD [ 103 ]. 

 TDP-43 appears to form inclusions by a different sequence of events, perhaps 
due to its endogenous cytoplasmic function during the stress response. Specifi cally, 
the vast majority of TDP-43 mutations are clustered in its C-terminal PrLD, and an 
emerging model is that these mutations prevent its return to the cytoplasm post 
stress release by strengthening the protein–protein interactions that drive its incor-
poration into SGs [ 115 ]. As an example, ALS-associated mutations have been found 
to promote TDP-43 aggregate stability [ 116 ]. Specifi cally, radioactive pulse label-
ing showed that TDP-43 mutants are degraded as much as 4 times slower than wild-
type [ 116 ]. Furthermore, two PrLD mutations in TDP-43—Q331K and M337V—were 
found to signifi cantly increase association between TDP-43 and FUS in the nucleus, 
an interaction that is not normally observed and not present in patient histology 
[ 116 ]. These same two mutations consistently form more cytoplasmic puncta in 
yeast models and aggregate more quickly  in vitro , demonstrating that point muta-
tions can enhance PrLD-mediated interactions [ 111 ]. Though this study did not 
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examine co-localization with SG markers, mutations in the TDP-43 PrLD have also 
been found to alter the dynamics of SG assembly under sorbitol treatment, an oxida-
tive and osmotic stressor capable of targeting endogenous TDP- 43 to cytoplasmic 
structures enriched for the canonical SG markers TIAR and HuR [ 92 ]. Under pro-
longed sorbitol exposure, a G348C mutation was found to increase the fraction of 
primary glial cells containing TDP-43+ SGs, accompanied by the formation of 
fewer, larger SGs compared to cells expressing the wild-type [ 92 ].        

4.2.4            Mislocalization                  Without Aggregation 

 An important caveat is that in many cellular models of FUS or TDP-43 pathogenesis, 
cytoplasmic relocalization is not suffi cient to induce aggregation. Absent cellular 
stress, FUS bearing ALS-associated NLS mutations, for example, was not observed to 
aggregate or associate with SGs despite extensive cytoplasmic localization [ 99 ]. 
Indeed, in most cellular models, even if aggregates do ensue from the mislocalization 
of FUS alone, they are typically only detected in a minority of cells [ 101 ] and expo-
sure to stress increases both the number of cells with cytoplasmic aggregates and the 
average number of inclusions per cell [ 101 ]. Dorman and colleagues propose a “2-hit” 
model for pathogenicity, whereby mutations to the C-terminal NLS fi rst causes FUS 
to mislocalize to the cytoplasm (step 1), where it then becomes susceptible to stress-
induced aggregation and recruitment into SGs (step 2). Similarly, the TDP-43 mutants 
observed to alter SG assembly dynamics remained nuclear until prompted to relocal-
ize by an external stressor [ 92 ]. In a separate study, three ALS-associated TDP-43 
mutations, all occurring in the C-terminal PrLD, were confi ned to the nucleus when 
transiently transfected into HeLa cells and therefore did not recruit to SGs upon heat 
shock [ 93 ]. Consistent with the working “2-hit” model of TDP-43/FUS proteinopa-
thy, all three of these mutations, when introduced in conjunction with a disrupted 
NLS, resulted in cytoplasmic localization, aggregation, and SG recruitment [ 93 ].         

4.3     Aggregation, Toxicity, and a Role for SGs 

 Explicit clarifi cation is warranted here to elucidate the relation of cytoplasmic aggre-
gation to cellular toxicity. At the present time, the data for whether aggregation is 
necessary to convey cellular toxicity is mixed, and how pathogenesis proceeds from 
cytoplasmic accumulation of TDP-43 or FUS is unknown. Observations from cellu-
lar models that toxicity is accompanied by cytoplasmic aggregation are legion, but 
many reports question whether inclusion formation plays a causative role in patho-
genesis or is instead an endogenous cellular response to other disease factors. Gitler 
and colleagues evaluated molecular determinants for both TDP-43 and FUS medi-
ated toxicity in a yeast model recapitulating the cytoplasmic aggregation observed in 
ALS patient histology [ 114 ,  117 ]. While the  C-terminal PrLD         of TDP-43 was found 
to be necessary and suffi cient for both cytoplasmic localization and aggregation, 
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toxicity required an intact RRM2 domain as well [ 117 ]. Interestingly, constructs 
bearing only the two RRMs or the C-terminal PrLD were observed to localize and 
aggregate in the cytoplasm, despite the fact that neither was associated with  abnormal 
cell growth [ 117 ]. FUS was found to depend on a more complex array of  molecular 
determinants  , requiring its N-terminal PrLD, RRM, and fi rst RGG domain to aggre-
gate in the cytoplasm and promote cell death [ 114 ]. Notably, as with TDP-43, this 
toxicity has been reported to depend on RNA-binding as deletion of the RRM res-
cues the deleterious effects associated with NLS mutants [ 104 ]. In a fi nal example, 
Bosco et al. [ 101 ] observed that cells expressing R495X or G515X FUS mutants, 
both of which robustly localize to the cytoplasm and form aggregates, remained per-
fectly viable, and no signs of toxicity were identifi ed. As will be discussed, these 
confl icting data on TDP-43/FUS toxicity might be partially explained by the intrinsic 
features that are unique to neurons, making the selection of proper cellular systems 
especially critical for studies examining pathways of toxicity. 

4.3.1      Neuron-Specifi c Toxicity      

 Some have argued that cytoplasmic localization, not the formation of inclusion bod-
ies, provides a superior correlate for cell death [ 115 ]. In support of this, preventing 
TDP-43 shuttling out of the nucleus by a mutation in the nuclear export signal res-
cued the toxicity of A315T mutants [ 115 ]. Studies arguing either that mutations in 
the PrLD do not cause cytoplasmic mislocalization until stress induction, or that 
mislocalization is not toxic—typically do not use a primary neuronal cell line, 
neglecting possible “neuron-specifi c mechanisms that govern metabolism and dis-
tribution” [ 115 ]. Indeed, the TDP-43 mutations A315T, G348C, and A382T, were 
only found to aggregate in the cytoplasm and confer toxicity when expressed in 
motor neurons derived from primary mouse spinal cord cultures, as opposed to tis-
sue culture cell lines COS1 and N2A in which they remained confi ned to the nucleus 
and did not infl uence cell viability [ 118 ]. In Drosophila, ectopic localization of FUS 
was found to be crucial to development of a neurodegenerative phenotype and a 
simple deletion of the FUS nuclear export signal rescued toxicity [ 119 ]. One pos-
sible explanation is that nervous tissue is enriched for transcripts carrying longer 
introns compared to other tissues, a characteristic which might carry heightened 
susceptibility to FUS abnormalities [ 88 ,  120 ].  

4.3.2        Stress and Inclusion Solubility      

 Another notable difference between in vitro studies and patient pathology is that the 
majority of cell studies aiming to model attributes of ALS and FTLD pathology do 
not recapitulate the irreversibility of TDP-43 and FUS inclusions in patient histol-
ogy, with FUS or TDP-43 positive aggregates disassembling readily after removal 
of stress [ 93 ]. In a unique study utilizing mild but prolonged conditions of oxidative 
stress induced by paraquat in the neuron-like cell line SH-SY5Y, TDP-43 co- localized 
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with the SG markers HuR and TIAR in cytoplasmic inclusions [ 121 ]. Intriguingly 
however, these TDP-43 aggregates persisted after stress release or cycloheximide 
treatment despite the fact that HuR and TIAR had both returned to solubility [ 122 ]. 
These observations align with the developing notion that the PrLD- mediated assem-
bly of RNA granules might “seed” the progression of aberrant protein aggregates by 
raising the local concentration of proteins bearing prion-like properties. Alternatively, 
a combination of post-translational modifi cations, chaperone- facilitated protein 
remodeling, and other mechanisms normally involved in RNA granule regulation 
may be disrupted under conditions of abnormal cellular stress. Indeed the paraquat-
induced TDP-43 inclusions were heavily enriched for ubiquitin [ 122 ]. These phe-
nomena might be unique to both cell and stress type, potentially explaining the 
confl icting fi ndings of many in vitro studies of ALS/FTLD pathogenesis.    

4.3.3           Disruptions to  Endogenous                  TDP-43/FUS Function 

 If toxicity does not require aggregation, what might be the driving mechanism for 
TDP-43/FUS-mediated neurodegeneration? To date, TDP-43 and FUS functions 
have not been fully characterized but both proteins are known to play prolifi c roles 
in diverse pathways. Based on what is known, besides a common PrLD-mediated 
predisposition towards aggregation, FUS and TDP-43 do share some functional 
overlap. For example, the two proteins have been shown to complex in order to co- 
regulate the mRNA of HDAC6, the SG component with disaggregase properties and 
a primary role in activating HSF1 as discussed in Sect.  11.3.3  [ 123 ]. Moreover, 
TDP-43 mediates the alternative splicing of FUS mRNAs [ 124 ]. However, there is 
also considerable evidence for the divergence of TDP-43 and FUS-mediated patho-
genesis. In addition to differences in domain requirements for toxicity, yeast screens 
have shown that there is very little overlap between genetic modifi ers of TDP-43 
and FUS toxicity [ 114 ]. Depletion of FUS alters the splicing of approximately 1000 
mRNAs, most of which differ from those altered upon TDP-43 depletion [ 89 ]. 
Furthermore, TDP-43 and FUS have only very rarely been observed to co-localize 
in immunostaining of pathological inclusions in patient histology [ 114 ] and their 
binding partners share little overlap [ 89 ]. Thus, the root cause of pathogenesis might 
be the loss of TDP-43/FUS function, which can certainly be facilitated by cytoplas-
mic aggregation, but not necessarily so. In this model, aggregation induced by 
mutations, exogenous stressors, or some other as-of-yet unidentifi ed pathway would 
be an easily visible symptom of disrupted TDP-43/FUS function. The direct cause 
of pathogenesis, however, would be the resulting dysregulation of RNA homeosta-
sis, which would differ between TDP-43 and FUS pathologies. What is increasingly 
certain is that the expression of both TDP-43 and FUS is tightly regulated, and a 
variety of cellular and animal models have demonstrated the deleterious outcomes 
of altering expression levels of either. 

 Studies in C. elegans have recapitulated neurological impairment due to expres-
sion of human or mutant TDP-43. A transgenic line expressing human WT TDP-43 
or a truncation mutant, for example, exhibited severe locomotor defi cits, impaired 
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synaptic transmission, and growth defects despite an absence of detectable neuronal 
loss [ 35 ,  36 ]. In this case, though nuclear aggregates were detected in WT-expressing 
worms and cytoplasmic aggregates were observed in those expressing the trunca-
tion mutant, both sets of inclusions were assessed to be relatively immobile by 
FRAP [ 35 ,  36 ]. Importantly, RNAi of HSF1 was also found to dramatically worsen 
the neurological phenotype [ 35 ,  36 ]. In mammals, an important clue for how TDP- 
43 loss of function might proceed comes from transgenic mouse models in which 
mislocalization and aggregation are either rarely observed or not observed at all in 
post-mortem brain samples [ 125 ,  126 ]. In one study, expression of human TDP-43 
was found to correspond with a loss of endogenous mouse TDP-43 in the nucleus—
not to the cytoplasm, but through TDP-43’s ability to autoregulate its own mRNA 
by non-sense mediated decay [ 126 ]. The fact that regions of the mouse brain that 
did not exhibit signs of neurodegeneration also did not show altered levels of endog-
enous mouse TDP-43 strongly indicates that the progression of the neurodegenera-
tive phenotype is caused by TDP-43 depletion [ 126 ]. Genome-wide splicing arrays 
have also been used to show that depletion of endogenous mouse TDP-43 causes an 
enhancement of some splicing activities but an abrogation of others, while mice 
expressing a Q331K TDP-43 mutant exhibited mutation-unique splicing alterations 
[ 125 ]. Taken together, these studies demonstrate a strong dependence of TDP-43 
function on levels of TDP-43 expression, which is not dependent on inclusion for-
mation, but which does not exclude a role for cytoplasmic aggregation either. 

  In Vivo  models for FUS pathologies also yield insight into the deleterious out-
comes of altering its expression levels. Transgenic mice homozygous for an  inactive 
FUS allele, for example, fail to suckle and die soon after birth [ 127 ]. Knock down of 
the FUS homologue Caz in Drosophila causes degeneration of motor neurons and 
abnormal locomotive behavior [ 128 ] whereas expression of wild-type or pathogenic 
mutations of human FUS in Drosophila induces a similarly severe neural impairment 
[ 129 ]. Therefore, the expression level of FUS protein needs to be critically  maintained 
for normal neuronal function. As in the case for TDP-43, although cytoplasmic 
aggregates seem unnecessary for pathogenesis, the formation of such higher-order 
structures likely disrupts the delicate equilibrium of protein concentration required 
for the endogenous functions of these RBPs. In support of this, two studies have suc-
cessfully generated transgenic mice expressing the ALS- associated FUS mutation, 
R521C, a point substitution in the middle of the FUS NLS. In the fi rst of these, 
expression of mutant human, but not WT human FUS, caused the degeneration of 
motor axons, the cortex, and the hippocampus, resulting in progressive paralysis 
[ 130 ]. Interestingly, these ALS/FTLD phenotypes were also accompanied by ubiqui-
tinated aggregates, though neither FUS nor TDP-43 were present within them. A 
study conducted 3 years later using the same R521C mutation found that an overly 
stable mutant FUS complex with brain-derived neurotrophic factor RNA was linked 
to neurological damage to dendrites and synapses [ 131 ]. Both studies managed to 
recapitulate a neurodegenerative phenotype exhibiting clear neuronal toxicity with-
out any detectable cytoplasmic aggregation of TDP- 43 or FUS, once more implicat-
ing RNA dysregulation as the true root of pathogenesis. Interestingly, an  in vitro  
study utilizing patient fi broblasts expressing the exact same R521C mutation caused 
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extensive cytoplasmic FUS localization but also did not contain FUS inclusions 
under basal conditions [ 103 ]. Upon sodium arsenite treatment, however, the R521C 
fi broblasts exhibited FUS aggregation and colocalization with SGs whereas the WT 
did not [ 103 ]. Taken together, these data support the case that FUS mutations are 
capable of inducing neuronal toxicity without aggregation but that inclusions can 
still develop under external oxidative stress. This susceptibility will be discussed in 
more detail in Sect.  11.4.4 . 

 One fi nal note on FUS proteinopathies is that despite colocalization with com-
mon SG markers, pathological FUS granules may have unique properties. Yasuda 
and colleagues [ 132 ] recently reported that FUS facilitates preferential translation 
of RNA transcripts within granules that localize to cellular protrusions during cell 
migration. These RNA granules stained positive for both the SG marker TIA-1 and 
the tumor suppressor protein adenomatous polyposis coli (APC), but were shown to 
persist under cycloheximide treatment. Strikingly, tracking nascent protein synthe-
sis with azidohomoalanine labeling revealed that APC-containing FUS granules 
were translationally active [ 132 ]. These data suggest that FUS granules may be 
distinct from endogenous SGs, which do not possess translation machinery and are 
sensitive to cycloheximide treatment. Notably, APC RNA granules could be 
induced by ALS associated FUS mutants, and tissue samples taken from FTLD- 
FUS patients immunostained positive for APC [ 132 ]. Taken together, these studies 
point towards a more complex picture for neurodegeneration wherein pathological 
inclusions may vary signifi cantly in composition and behavior between disease 
 subtypes. This variation warrants further characterization and poses a signifi cant 
challenge to designing therapeutic interventions.         

4.4            TDP-43, FUS, and Oxidative Stress 

 Besides disruptions to RNA homeostasis, a separate angle from which to consider 
the pathogenicity of TDP-43 and FUS (along with the role that SGs might play) 
stems from the unique susceptibility of neuronal cells to  oxidative stress                 . First, the 
larger energy requirements of neurons might strain mitochondria, resulting in the 
production of more reactive oxygen species (ROS) and lowered mitochondrial 
 effi ciency, outcomes that are only exacerbated with age [ 133 ,  134 ]. Additionally, 
biomarkers for oxidative stress have long been identifi ed in motor neurons and spinal 
cords of ALS patients [ 135 ]. These include a twofold increase in protein carbonyl 
levels [ 136 ], elevated levels of DNA 8-hydroxy-2′-deoxyguanosine (OH8dG) [ 137 –
 139 ] and high immunoreactivity for lipid peroxidation and protein glycoxidation 
[ 140 ]. Mutations in other proteins implicated in pathogenesis might further predis-
pose neurons to high levels of oxidative stress. For example, mutations in the chap-
erone protein VCP increase neuronal susceptibility to ROS build-up upon depletion 
of glutathione (GSH), a free radical scavenger which is also diminished in the motor 
cortices of ALS patients [ 135 ,  141 ,  142 ]. Interestingly, GSH depletion in NSC34 
cells has been shown to result in the formation of insoluble inclusions containing the 
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hyperphosphorylated, truncated TDP-43 fragments commonly found in ALS histology 
[ 143 ]. Sensitivity to oxidative stress might also explain the age dependency of ALS, 
FTLD, and related neurological diseases. Given that SGs are a natural defense mech-
anism against sources of oxidative stress, the unresolved issue has been whether 
pathological inclusions constitute a root cause of pathogenesis, a symptom of RBP 
dysregulation, or a benefi cial cellular response to exogenous stressors.         

5      Concluding Remarks 

 Signifi cant progress over the past decade has revealed that PrLDs/LCDs are criti-
cal for SG formation and that disruptions to these regions in ALS/FTLD patients 
are related to the development of pathological inclusions. To fulfi ll their functions 
as transient hubs of mRNP sorting and cellular signaling, SGs rely on dynamic, 
low affi nity protein–protein and protein–RNA interactions. It is increasingly cer-
tain that these interactions are facilitated by PrLD-mediated oligomerization in 
conjunction with multivalent proteins, RNA, or other scaffolds mediated by post-
translational modifi cations. SGs were fi rst linked to neurological disease with the 
discovery that FUS and TDP-43, both RBPs with roles in mRNA metabolism, 
were frequent components of pathological inclusions found in ALS/FTLD patient 
histology. TDP-43 is now understood to be an endogenous SG component with a 
potential role in regulating mRNA triage and evidence that FUS also participates 
in cytoplasmic mRNP remodeling is growing. More importantly, both proteins 
robustly co-localize with SG markers in a wide range of cellular disease models, 
either due to cytoplasmic mislocalization, prolonged stress to which neurons are 
especially susceptible, or the mutation-induced enhancement of aggregation pro-
pensity. Whether this phenomenon plays a core role in neurodegenerative patho-
genesis remains uncertain, largely due to the heterogeneous and highly variable 
nature of the disease class. 

 Interestingly, another SG RBP bearing prion-like properties has emerged as a 
candidate in neurodegenerative pathogenesis. Kim and colleagues [ 144 ,  145 ] 
showed that three distinct mutations in familial ALS pedigrees all resulted in a 
valine substitution in the center of the putative PrLD of the protein hnRNPA2B1, 
resulting in the similar pathological phenotype of mislocalization to the cytoplasm, 
aggregation into irreversible inclusions, and co-localization with SG markers. 
Interestingly, the valine mutations were computationally predicted to increase the 
prion-like propensity of the protein by enhancing homotypic oligomerization. 
Constructs of the hnRNPA2B1 PrLD formed amyloid fi bers  in vitro , and astound-
ingly, full length mutants fi brillized even quicker and were capable of hetero- 
oligomerization with other proteins [ 60 ,  145 ]. FUS-related proteins TAF15 and 
EWSR1 have also been recently linked to both ALS and FTLD [ 70 ,  146 ,  147 ]. 
Of note, these PrLD-mediated RNA aggregates are not restricted to ALS/FLTD 
pathologies, but have also been described in tauopathies, Alzheimer’s and 
Parkinson’s diseases [ 148 – 150 ]. 
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 Given the intrinsic link between pathological inclusions and SGs, one potential 
approach to therapeutic intervention might be the formulation of drugs to disrupt 
SG formation [ 65 ,  144 ,  151 ]. Because eIF2 alpha phosphorylation is known to 
induce SG assembly, a small molecule chemical which inhibits this pathway 
(GSK2606414) has been evaluated and shown to rescue TDP-43 toxicity in fl y mod-
els and mammalian neurons [ 144 ]. Recent data suggest that aggregation due to 
oligomerization of PrLDs/LCDs is regulated by post-translational modifi cations 
within these protein domains [ 152 – 154 ]. By fi rst identifying the enzymes respon-
sible for these modifi cations, tissue-specifi c (in)activation of these proteins could 
provide new therapeutic avenues. 

 In addition, a disaggregase exhibiting remarkable effectiveness against mis-
folded protein aggregates, including those comprised of FUS, TDP-43, and TAF15, 
was engineered from the conserved yeast protein HSP104 [ 155 ]. Through screening 
of a random mutagenesis library of HSP104 variants and systematic optimization of 
the resulting potentiated variants, Shorter and colleagues abolished a putative auto- 
inhibitory structural motif in the protein, reprogramming HSP104 with the capacity 
to solubilize TDP-43 and FUS aggregates, normalize proteotoxic mislocalization, 
and even rescue a neurological phenotype in nematode models [ 155 ]. An alternative 
strategy would center on how cytoplasmic aggregates are actively cleared. Genetic 
screens in yeast have revealed that different components in the autophagy pathway, 
such as VCP, are involved in such processes, consistent with recent genomic and 
biochemical data from ALS patients [ 156 – 158 ]. Indeed, VCP is known to play a 
role in returning TDP-43 back to solubility in the cytoplasm after stress release 
[ 159 ], and TDP-43 has even been shown to be preferentially cleared by autophagy 
[ 160 – 162 ]. Taken together, these data suggest a potential synergistic therapy by 
preventing prionogenic aggregation while enhancing autophagy. The ALS/FTLD 
disease system may display confounding heterogeneity, but where there are 
 numerous openings to dysregulation there must also be diverse opportunities for 
intervention. Targeting prion-like interactions may constitute just one of many 
future complementary approaches.  

   Notes 

 Several key developments have advanced the SG fi eld and strengthened the link 
between RBP dysregulation and ALS/FTLD pathology since the acceptance of this 
manuscript. Noting that SG-associated mRNPs remain stable ex vivo, Jain et al. 
have isolated these “SG cores” for proteomic analyses, fi nding that ATPases are 
critical for SG formation and disassembly [ 163 ]. They propose that these cores are 
enveloped by a more dynamic “shell” governed by protein–protein interactions 
between IDRs (see Sect.  3.2 ). Additionally, emergent data indicate that RNA accel-
erates IDR-mediated phase separation [ 164 ] and that specifi c sequences can infl u-
ence the biophysical properties of mRNP droplets, suggesting that mRNA may 
encode “architectural determinants for various non-membranous organelles” ([ 165 ]; 
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reviewed recently by [ 166 ]). Work also continues on pinpointing mechanisms of 
toxicity in the ALS/FTLD disease spectrum. ALS-associated hnRNPA1 and FUS 
mutants fi brillize more readily than WT ex vivo and mutant FUS expression in 
Xenopus retinal neurons attenuates protein synthesis [ 167 ,  168 ]. Taken together, 
these data reaffi rm the hypothesis that demixing events mediated by IDRs, which 
occur naturally in the cellular stress response, may actually seed pathological aggre-
gates. How these aggregates disrupt RNA metabolism is a question of growing 
importance.     
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    Chapter 12   
 Post-Translational Modifi cations 
and RNA- Binding Proteins                     

     Michael     T.     Lovci    ,     Mario     H.     Bengtson    , and     Katlin     B.     Massirer    

    Abstract     RNA-binding proteins affect cellular metabolic programs through 
development and in response to cellular stimuli. Though much work has been 
done to elucidate the roles of a handful of RNA-binding proteins and their effect 
on RNA metabolism, the progress of studies to understand the effects of post-
translational modifi cations of this class of proteins is far from complete. This 
chapter summarizes the work that has been done to identify the consequence of 
post-translational modifi cations to some RNA-binding proteins. The effects of 
these modifi cations have been shown to increase the panoply of functions that a 
given RNA-binding protein can assume. We will survey the experimental methods 
that are used to identify the presence of several protein modifi cations and methods 
that attempt to discern the consequence of these modifi cations.  

  Keywords     RNA-binding proteins   •   Post-translational modifi cations   •   SUMOylation   
•   Ubiquitination   •   Phosphorylation  

1       Introduction 

  RNA-binding proteins (RBPs)   regulate RNAs at every stage of their existence. 
This includes processes that govern RNA metabolism from capping and polynucle-
otide extension, RNA splicing, subcellular RNA localization, cellular export, trans-
lation (initiation elongation and extension), to RNA destruction. This class of 
~1200–1600 proteins has important roles in the etiology of disease and therefore 
advances in the understanding of these proteins hold the promise to be directly 
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applicable to the treatment of human neurodegenerative diseases, cancers and 
developmental disorders [ 1 – 5 ]. It has been known for some time that mRNA splic-
ing is coupled to signal transduction and posttranslational modifi cations (PTMs) 
[ 6 ]. A full understanding of this intertwined network of processes has been  compli-
cated   by the realization that RNA-binding proteins are a diverse class of regulators 
which themselves undergo extensive regulation via splicing, alternative 5′ and 3′ 
ends and various post-translational modifi cations. 

 Post-translational  modifi cations   follow from various signaling pathways to 
cause activation of enzymes that add or remove PTM moieties (Fig.  12.1a ). The set 
of post-translational modifi cations known to affect RNA-binding protein function 
includes at least: the reversible addition/removal of phosphate groups (PO 3 ) by 
kinases/phosphatases, of methyl groups (CH 3 ) by methylases/demethylases, of 
acetyl groups (C 2 H 3 0) by acetylases/deacetylases, of the small protein ubiquitin 
(~8.5 kDa protein) by ubiquitin ligases/deubiquitinating enzymes, of SUMO 
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  Fig. 12.1    Schematic of the effects of PTM on RNA-binding proteins. ( a ) Signal integration. 
Various signals from inside a cell and from external sources activate signaling cascades that con-
verge on the regulators of PTM state. ( b ) PTM may activate or deactivate the functions of an 
RNA-binding protein, including altering RNA targets, protein partners, mediating protein degra-
dation or intrinsic enzymatic activities. ( c ) The altered functions of RNA-binding proteins lead to 
overall differences in the metabolism of RNAs at every stage of their existence, from transcription 
through destruction       
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(~12 kDa proteins) by ubiquitin ligases/SUMO proteases, and of glycans 
 (polysaccharides) by glycosyltransferases/exoglycosidases or proteolytic cleavage 
by proteases. Although classically  ubiquitination   is associated with proteassomal 
degradation, some studies point to other functional roles for ubiquitin conjugation 
including localization and regulating protein interaction partners. Further, there 
have been observations of functional differences in the activity of polyubiquitin 
chains, depending on which lysine position links the ubiquitin monomers [ 7 ].

   RBPs are affected by these PTMs in diverse and currently unpredictable ways. 
RBP subcellular localization, affi nity for RNA, enzymatic activity and association 
with cofactors have all been shown to be directed by PTM state (Fig.  12.1b ). Since 
these consequences on protein function on RNA fate are often indistinguishable 
without close inspection, the exact stage where a PTM effects change is sometimes 
unclear. We have organized this chapter following the life-cycle of an mRNA from 
transcription through splicing, then nuclear export, subcellular targeting, translation 
and ultimately destruction. We highlight research at each stage of the RNA life- cycle 
that shows the indispensability of PTMs for fi delity of RNA regulation (Fig.  12.1c ). 
Where possible we point to studies that discuss the exact effect of PTMs and describe 
experiments that can reveal this information. Overall, this chapter aims to be a review 
of the work done to bridge the gap between proteomics and transcriptomics and 
answer vital questions about the diversity of ways PTMs alter RBP function. 

 As  mass spectroscopy methodologies   improve and become more accessible, pro-
tein modifi cations are mapped with high accuracy and with little cost [ 8 ]. Cataloguing 
modifi cations is the fi rst step in order to understand how they participate in RBP 
function, and how RBP function is regulated by a certain pathway. Therefore, our 
intention in this chapter is far from reporting all the identifi ed PTMs in translation 
control of RBPs. Instead, we will focus on some of the most studied cases hoping 
that they will serve as examples and predictions of what we may expected from the 
other members of this protein family. 

 There are several proteins or families of proteins discussed below that may have 
diverse roles that are not fully explored. As these are involved in several stages of 
RNA maturation, it is appropriate to fi rst introduce them (Fig.  12.2 ):

    HNRNPs   are a diverse family of RNA-binding proteins for which post- 
translational modifi cations were discovered in the fi rst descriptions of the proteins 
[ 9 ]. PTMs regulate the ability for HNRNP members to effect splicing changes and 
control the localization of RNA, as well as regulate translation, which will be dis-
cussed later in this chapter. 

  SR proteins   were originally discovered for their role as splicing activators, but 
this view has been complicated by the nuances of effects due to PTMs [ 10 ,  11 ]. 
An abundance of literature points to the importance of PTMs in the activity of 
this family of proteins. Classically, SR proteins are modifi ed by SR-protein 
kinases (SRPK1 and SRPK2) [ 12 ] and CDC2-like kinases (CLK1-4) [ 13 – 15 ]. 
The activity of these kinases is regulated through cell cycle, through develop-
ment, and in response to cellular stresses like heat shock [ 10 ,  15 ,  16 ]. For several 
of the “classical” SR-proteins, including SRSF1 (aka Asf/Sf2) and SRSF2 (aka 
Sc35),  phosphorylation   induces changes in the intranuclear distribution of these 
phosphoproteins, causing release from nuclear speckles [ 17 ]. 
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  ELAV (aka Hu) proteins are exemplifi ed by a well-studied member of the family, 
ELAVL1. ELAVL1   (aka HuR, human antigen R) has 2 N-terminal RRM domains 
followed by a hinge region that contains a nucleo/cytoplasmic shuttling domain 
(HNS), and another C-terminal RRM domain. It recognizes and binds to Adenylate-
Urydinilate rich elements (AREs) present in 3′UTR and/or 5′-UTR of transcripts in 
the nucleus and regulates their splicing, processing, nuclear export, localization, 
half-life and translation [ 18 ,  19 ]. Several features of its behavior are partially 
explained by PTMs. ELAVL1 has a dual effect on translation, being capable of 
activating translation of certain mRNAs (hypoxia-inducible factor (HIF)-1α, p53, 
prothymosin-α, MKP-1, cytochrome c, heme oxygenase-1, and cationic amino acid 
transporter 1 [ 20 – 25 ]) and inhibiting others (IGFR, p27, Wnt5a e c-Myc, [ 25 – 30 ] 
for instance) with altered RNA affi nity dependent upon phosphorylation. 
 Phosphorylation   on the hinge domain affects ELAVL1 localization [ 31 ], as do 
several phosphorylation sites on the RRM domains. There is evidence that RRM3 
domain phosphorylation modulates dimerization inducing higher substrate affi nity 
and altered protein localization.  

2     PTM-Mediated Regulation of Pre-mRNA Processing 

2.1     Transcription 

   The integration  of   signaling cascades  in   the control of RNA begins with RNA poly-
merase. Synthesis, 5′ capping and 3′ polyadenylation of almost all protein-coding 
transcripts is orchestrated by phosphorylation of the C-terminal domain (CTD) of 
DNA-directed RNA-polymerase 2 (POLR2A and homologs B-M) [ 32 ]. CTD 
hyperphosphorylation by carboxy-terminal kinases induces the recruitment of cap-
ping enzymes [ 33 ,  34 ] and 3′ end cleavage and polyadenylation factors [ 35 ]. 
Phosphorylation of the  CTD   of POLR1* also regulates transcriptional activity of 
ribosomal RNAs [ 36 ]. In fact, there is an extensive body of literature devoted to the 
consequence of RNA-polymerase CTD phosphorylation and interested readers 
should read [ 32 ,  37 ] for a more comprehensive review of the effectors and effects 
of this specifi c PTM target. Further, acetylation by p300, indicated by a p300 dose- 
dependent shift in POLR2 CTD molecular weight, seems to be involved in tran-
scription initiation or early transcription elongation of growth-factor induced genes 
[ 38 ]. The production of specifi c species of RNA that bind FUS nucleates the forma-
tion of nuclear FUS aggregates [ 39 ]. POLR2 CTD  phosphorylation   is reinforced by 

  Fig. 12.2    Large families of RBPs and their modifi cations. Proteins are shown as rectangles along 
rows. Functional domains of the protein are labelled and the proteins are sorted to group proteins with 
similar domains. PTMs listed in the Uniprot database are depicted as square shapes on each gene. 
Each vertical line is 50 amino acid residues. (Note: The QR code in the bottom-right links to an 
interactive version of this fi gure where references can also be visualized. Web link: here:   https://
rawgit.com/mlovci/12365bcafbef4a32d35a/raw/f781d50b3fd96ef83d019baf9e7984374420fdc6/
Figure%25202.html    )       
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these FUS aggregates [ 40 ]. Finally, FUS N-terminal phosphorylation by DNA 
protein- kinases (DNA-PK) removes FUS granules from the nucleus causing them to 
lose the potential to directly regulate POLR2 [ 41 ]. Thus, complex signaling and 
feedback control the activity of POLR2 through regulation of RBP PTM state. 

 Some HNRNPK PTMs serve to gate cell division checkpoints in response to 
DNA damage sensing. The activity of p53 tumor suppressor targets is tied to DNA 
damage-induced PTMs on the RNA-binding protein HNRNPK, which alter p53- 
HNRNPK protein-protein affi nities.  Methylation  ,  phosphorylation   and  sumoylation   
of HNRNPK all regulate the p53-dependent cell cycle checkpoint [ 42 – 44 ]. Several 
signalling pathways converge to alter the function and stability of HNRNPK in 
response to DNA damage, including reduced expression of the E3 ligase MDM2 
that targets HNRNPK to proteasomal destruction [ 45 ].    

2.2     Splicing 

    Splicing   is the RNA-catalyzed concatenation of exons  that   requires several protein 
scaffolds for which PTM state can control outcomes. Splicing in the nucleus is con-
trolled by upstream signalling for DNA damage and cell cycle [ 46 ]. Indeed, it is 
closely tied to transcription and PTM state of histone proteins. For splicing compo-
nents to mature, SMN complexes interact with U snRNAs and sm proteins to form 
snRNPs. This spliceosome formation occurs at Cajal bodies and requires the SMN 
complex. SMN components are localized, in part, by phosphorylation of the  GEMIN 
proteins and defi ciencies   in this are linked to serious defects in intron recognition 
[ 47 – 49 ]. During spliceosome assembly, the targeted PTM of specifi c residues of 
snRNP must be required as both kinases and phosphatases are required for spliceo-
some assembly [ 50 ,  51 ]. 

  S20 phosphorylation of SRSF1   initiates spliceosome assembly at intronic splice 
sites and is required for pre-mRNA processing fi delity [ 52 ]. This was reported to be 
regulated by the KIS kinase and important for bridging SRSF1 and U2AF2 in ternary 
SRSF1/U2AF2/RNA complexes [ 53 ]. Recent work shows with X-ray crystallography 
exactly the conformational shifts involved with phosphorylation of SRSF1 and reveals 
that only the phosphorylated version of SRSF1 can interact with U2AF65 [ 54 ]. SRSF10 
(aka SRp38), is normally an unphosphorylated splicing repressor, but switches to a 
sequence-specifi c splicing activator when it is phosphorylated [ 17 ,  55 ,  56 ], presumably 
by inducing formation of spliceosomal complex A along with S100 [ 57 ].    

2.3     Alternative Splicing 

    Alternative splicing (AS)   is the  regulated   process of selective inclusion of specifi c 
exons into processed mRNA transcripts at specifi c stages of development or in 
response to external stimulation. Alternative splicing results from ineffi cient 
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recognition by the spliceosome or competition among 3′ splice-sites for ligation to 
5′ splice-sites. Splicing factors are regulated through signalling cascades to either 
activate or repress splicing in certain environmental conditions. These include path-
ways that recognize extracellular signals like EGF, Wnt, insulin, cytokines and heat 
stress [ 16 ,  55 ,  58 ,  59 ]. 

 Beside sub-nuclear localization and interactions with snRNPs, phosphorylation  of 
SR-proteins   has been shown to cause shuttling between the nucleus to the cytoplasm, 
usually resulting in the loss of inclusion of their splicing targets [ 60 – 62 ]. Proline-
directed SRSF1 phosphorylation causes conformational shifts that affect enzymatic 
activity of the protein [ 63 ]. Lines of evidence implicating non- phosphorylation 
PTMs like  ubiquitination   and  acetylation   are less common but do exist, and are asso-
ciated with regulation of protein turnover [ 64 ,  65 ]. In the case of acetylation, lysine-
acetylated SRSF2 proteins by KAT5 (aka Tip60) are more likely to be subject to 
degradation and HDAC6-mediated deacetylation causes SRSF2 accumulation. 
However, KAT5-mediated PTM is accompanied by concomitant acetylation of 
SRPK1 and SRPK2 that causes these kinases to be excluded from the nucleus, thus 
the accumulated SR proteins are not actively regulating splicing in these cells [ 64 ]. 
Ubiquitination  of SRSF1   was shown to be increased in activated T-cells, causing 
proteasomal destruction of the protein, but the E3 ligase that mediates this PTM is 
not yet known [ 65 ]. Development of small-molecule inhibitors of these SR-related 
PTMs has been the focus of recent research with potential applications in treatment 
of cancers like metastatic melanoma [ 66 ,  67 ]. 

 HNRNPL S52  phosphorylation      mediates signal integration via the PI3K/AKT 
pathway. Phosphorylated HNRNPL, but not non-phosphorylated HNRNPL out- 
competes HNRNPU for binding at a  cis -element. RNA-binding assays with an anti-
body specifi c for S52-phosphorylated HNRNPL shows that when HNRNPL is 
phosphorylated, it is associates with RNA while HNRNPU binding is diminished 
leading to exclusion of a pro-apoptotic caspase-9 exon; HNRNPU phosphorylation 
alone did not account for this change [ 68 ]. Similarly, upon neuron depolarization 
CAMK4 kinase activation causes phosphorylation of HNRNPL. This  S513 phos-
phorylation   increases HNRNPL affi nity for CaM-kinase responsive RNA elements, 
out-competing assembling spliceosomal components and inhibiting exon inclusion 
[ 69 ]. Data obtained with a methylation-sensitive antibody indicates that PRMT1 
causes constitutive methylation on HNRNPU, but the authors did not observe 
methylation- dependent localization shifts and could not discern a regulated function 
for the methylation of this protein [ 70 ]. 

 Splicing of the stress-induced isoform of the TRA2B transcript by ELAVL1 is 
accomplished only when nuclear-localized ELAVL1 is phosphorylated downstream 
of Chk2 and p38-MAPK at positions S88 and T118 [ 71 ]. These phosphorylated 
residues increase ELAVL1’s affi nity for an intronic binding site near an exon that 
causes an in-frame stop-codon, in turn causing higher levels of exon inclusion and 
subsequent nonsense-mediated decay of the TRA2B transcript. 

  KHDRBS1   (aka Sam68), a member of the STAR family of RNA-binding 
proteins, stands out in that it has reports of multiple classes of PTMs modify its 
RNA regulatory activity.  Phosphorylation   or acetylation increases its affi nity for 
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RNA and splicing regulatory activity as shown with point-mutants and chemical 
small- molecule inhibitors of phosphorylation [ 59 ,  72 – 75 ] while methylation 
decreases affi nity for poly-(U) targets [ 76 ]. Mutational studies showed that S58, 
T71 and T84 phosphorylation were required for splicing activation and authors 
note ATP-gS, a phosphotase-resistant ATP analog, was necessary to observe this 
effect in  in vitro  splicing assays [ 59 ]. In addition, tyrosine phosphorylation may 
infl uence the ability of KHDRBS1 to effectively form dimers, which are required 
for splicing-regulatory activity [ 77 ].  SUMOylation   has also been reported on 
KHDRBS1 but not with an RNA-regulatory effect [ 78 ]. 

 These are just a few of the hundreds of RNA-binding protein PTMs have clear 
roles in regulating downstream splicing. For example, RBFOX1 (by WNK3) and 
RBFOX2 (by PRKCA/B) are shown to be shuttled out of the nucleus and degraded, 
respectively, by phosphorylation; thus, excluding these proteins from regulating 
their target exons [ 79 ,  80 ]. TRA2B has a reduced affi nity for the mRNA that encodes 
the TRA2B protein when it is phosphorylated by CLK2 [ 81 ]. CELF1  phosphoryla-
tion   downstream of Akt signaling causes changes in subcellular CELF1 distribu-
tions, affecting splicing and translational control (reviewed in detail in [ 82 ]). 
Hyperphosphorylation of CELF1 by PKCA/B/C was shown to be downstream of 
accumulation of toxic DM1 repetitive RNA in myotonic dystrophy and important 
for proper splicing regulation [ 83 ].    

2.4     mRNA 5′ G-Capping and Decapping 

 RNA 5′ 7-methyl guanosine capping by  RNA guanlyltransferase  ,    which pro-
tects RNAs from 5′ exonucleases,    promotes translation and nuclear export, is 
tied to the phosphorylation state of RNA polymerase II CTD and this function 
is evolutionarily conserved to yeast [ 33 ,  35 ].  Decapping   conversely is the first 
step of RNA decay and inhibits translation initiation. Decapping enzymes 1 and 
2 in mammals are subject to rapid decay by  ubiquitination   and subsequent pro-
teasomal degradation; thus, leading to longer RNA half-lives in general, in this 
case shown for a selection of targets that are subject to AU-rich element-medi-
ated decay [ 84 ].  

2.5     RNA Editing 

 ADAR protein levels, and consequently the  extent   of adenosine-to-inosine editing, 
are linked to the PTM  state   of these proteins. SUMO modifi cation of ADAR1 at a 
lysine residue causes reduced editing effi cacy  in vitro  and  in vivo  [ 85 ]. ADAR2 
levels are decreased when phosphorylated by c-Jun kinase, resulting in reduced 
ADAR2-mediated A-to-I editing in pancreas [ 86 ].   
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3     PTM Regulation of Subcellular Localization 

 RBP PTMs commonly affect the ability  for   RBPs to move among cellular compart-
ments. Thus,    by virtue of their binding to RNA, RBPs regulate RNA localization 
based on their PTM state. In general, phosphorylation that affects RBP location also 
affects the set of bound RNAs, as may be expected since the availability of particu-
lar RNA species is not uniform across cells. 

3.1     Nuclear/Cytoplasmic Shuttling 

    A few HNRNP  proteins   are sorted into  the   nucleus based on their PTM state. 
Nichols and  colleagues   showed with tritiated S-Adenosyl methionine then immu-
nostaining after PRMT1 knockdown and GST-PRMT1 pull-down that HNRNPA2 
arginine methylation in the RGG domain by PRMT1 is responsible for nuclear 
localization which is required for its regulation of alternative splicing [ 87 ]. 
HNRNPA1 localization is also regulated by PTM, with phosphorylation causing 
nuclear exclusion in a process that is activated by cellular stressors [ 88 ]. HNRNPQ 
has roles in splicing and mRNA stability and its localization is controlled by 
PRMT1-mediated methylation [ 89 ]; this may be important for controlling stability 
of RNA targets. 

  ELAVL1   is modifi ed by an ubiquitin-like protein called NEDD8 on K313, K326 
by MDM2 [ 90 ]. NEDD8 has 60 % homology with ubiquitin and its classical sub-
strates are the cullin subunits of SCF ubiquitin E3 ligases [ 91 ]. Recently, it has been 
shown that MDM2 can associate with Ubc12 (the NEDD8 conjugating enzyme) 
and act as a NEDD8 ligase for p53 [ 92 ]. In the case of ELAVL1, neddylation pro-
motes nuclear localization and inhibition of degradation [ 90 ]. 

 Several kinases have been shown to be able to phosphorylate ELAVL1 and modu-
late its subcellular localization. For instance in the RRM domains:  T118 phosphoryla-
tion   by  Chk2   or p38-MAPK [ 93 ,  94 ]; S158 phosphorylation by PRKCA and S318 
phosphorylation by  PRKCD   [ 95 ,  96 ]. The  hinge region   (residues 186–244) is a 
hotspot for phosphorylation. Modifi cations on the hinge region affect ELAVL1 
nucleo/cytoplasmic localization. Phosphorylation at S202 by CDK1 or CDK5, phos-
phorylation at S221 by PKC family members (PRKCA, PRKCD) and S242 phos-
phorylation by an unknown kinase all promote nuclear retention of the protein [ 31 ].     

3.2     RNA Granules, P-Bodies and Nuclear Speckles 

   RNA-granules  , processing bodies and nuclear speckles are functionally different 
aggregations of proteins and RNA that have modifi ed  activity   and  membership   due 
to regulated changes in PTM state. 
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  ELAVL1   phosphorylation on the hinge region outside of the HNS on Y200 by 
JAK3 inhibits ELAV1’s localization to stress granules upon arsenite stress,  leading 
  to accelerated degradation of some of its mRNA targets (e.g. SIRT1 and VHL), but 
it is unclear whether mRNAs are bound to ELAVL1 during the transition to stress 
granules [ 97 ]. 

  TARDBP   (aka TDP-43) is acetylated at K145, K192 by CREBBP (Creb-binding 
protein). Based on crystal structure mapping of acetylated side-chains, the confor-
mation of TARDBP RRM may shift and alter its ability to bind to RNA. Using 
glutamine to mimic acetylated lysine and forced acetylation by CREBBP, Cohen 
and colleagues show that acetylated lysine on TARDBP reduces RNA-binding and 
results in aggregation of TARDBP into cytoplasmic inclusions. When not bound to 
RNAs, TARDBP exits the nucleus, joins RNA granules and is phosphorylated at 
S410 [ 98 ], perhaps by CSK1 (casein kinase 1) [ 99 ] or TTBK1/2 (Tau tubulin kinases 
1 &  2  ) [ 100 ]. This may represent coordinated handoff between post-translational 
modifi ers to place TARDBP in granules. While it is possible to prevent neurodegen-
eration  by   blocking TARDBP  phosphorylation   at S409/S410 [ 101 ] or by preventing 
acetylation, it is not clear how these mechanisms interact to cause RNA granules. 
Further, there are other modifi cations that will certainly need to be considered, 
including  ubiquitination  , which likely follows aggregation and precedes proteas-
somal degradation [ 102 ]. These processes are of  biomedical   importance because 
phosphorylated TARDBP is a hallmark of cytoplasmic inclusions in Amyotrophic 
Lateral Sclerosis (ALS) [ 103 ] and mutations that are predicted  to   increase TARDBP 
phosphorylation are linked to ALS [ 104 ].   

3.3     Exosome 

  Exosome   loading of RNAs including microRNAs (miRNAs) and longer classes of 
noncoding RNA are controlled with PTMs of  a   few proteins. RBM7 phosphorylation 
downstream of the MAPK-mediated stress response sorts ncRNA in the nucleus to 
exosomes [ 105 ]. Exosome targeting for certain unprocessed miRNAs is similarly 
HNRNPA2B1 sumoylation-dependent [ 106 ]. KHSRP is an RBP  phosphorylated   
through ATM and PI3K/ATM kinases in response to DNA damage that guides RNAs 
to the exosome, where they are targeted for destruction [ 107 ,  108 ]. Indeed exosome 
destruction of several RNAs is coordinated through signal integration/kinase activa-
tion of several proteins including RBM7, KHSRP, TTP and others [ 109 ].   

4     PTM Regulation of Translation 

   Some cytoplasmic RBPs  modulate   protein output  by   either contributing to initia-
tion, elongation or termination of translation of their mRNA substrates, thus having 
a large effect via downstream cellular processes coded by targeted mRNAs. Below, 
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we describe a few translation-regulatory RBPs, which are modifi ed by phosphorylation, 
methylation, ubiquitination and oxidation. 

 Besides modulating subcellular localization and splicing, phosphorylation of the 
ELAVL1, as discussed above, PTM in ELAVL1 RRM domains can also modulate 
substrate affi nity. For instance S38 and S100 phosphorylation by Chk2 can modu-
late mRNA substrate recognition. Interestingly,  S100 phosphorylation   seems to 
defi ne the selectivity in ELAVL1 targeting. Thus, while phosphorylation induces 
release of  Sirt1   mRNA and subsequent destabilization of Sirt1 mRNA, [ 93 ], the 
opposite is observed where S100 phosphorylation has been reported to increase 
affi nity of ELAVL1 for Occludin mRNA (increasing its translation effi ciency, 
[ 110 ]). This dual effect suggests the interesting possibility that phosphorylation 
may be used as a way for ELAVL1 to discriminate its different substrates and inte-
grate dynamic signaling cues to translation decisions. It is unclear to what extent 
ELAVL1’s promiscuity in target selection is subject to this S100 phosphorylation 
event or other PTMs. 

 At least methylation and phosphorylation modulate FMR1 protein (aka FMRP) 
function. Absence of FMR1 expression in neurons leads to developmental abnor-
malities, such as immature, thin and highly branched dendritic spines. FMR1 has two 
Agenet domains followed by a NLS (nuclear localization signal) sequence close to 
its N-terminal, two KH domains (HNRNPK-homology domain) followed by a NES 
(nuclear export signal) signal in its middle and a RGG domain (arginine- glycine- 
glycine domain). The KH domain and RGG domains bind RNA. Phosphorylated 
FMR1 is associated with stalled polyribosome complexes. FMR1 forms a transla-
tion-inhibitory complex with the target mRNA and  Cytoplasmic FMR1 Interacting 
Protein (CYFIP1)  . This complex binds translation protein EIF4E, thereby inhibiting 
its interaction with EIF4G.  Phosphorylation   is in fact necessary for FMR1 to carry 
out its roles in developmental timing [ 111 ]. FMR1 may also bind directly to the ribo-
some in polysomes to inhibit translation elongation [ 112 ]. Indeed phosphorylation 
status of FMR1 has also been proposed to regulate its association with translating 
ribosomes and stalled ribosomes. Arginine methylation of the FMR1 RGG domain 
by PRMT1 has being proposed to inhibit its ability to recognize target mRNAs and 
its assembly in translation initiation inhibitory complexes [ 113 – 115 ]. 

 CPEB1 contains a  PEST sequence  , two conserved RRM domains and a c- terminal 
ZNF-domain [ 116 ]. This RBP modulates translation of target mRNAs which con-
tain a  Cytoplasmic polyadenylation element (CPE)   in their 3′UTR [ 117 ]. CEPB1 
binds to CPE mRNA substrates, keeping them in a translation inhibited state. When 
CEBP1 is phosphorylated on S174 (outside of the RRM domains) by Aurora A 
kinase [ 118 – 120 ], it recruits CPSF [ 119 ,  121 ] and induces polyadenylation of the 
mRNA, greatly inducing their expression. CEBP1 can also be phosphorylated 
sequentially by Cdc2 on T125 and multiple Serine residues, which recruits Plx1 that 
phosphorylate S191 on the PEST sequence. Once PEST is phosphorylated, the 
hyperphosphorylated CPEB1 is recognized by the SCFb-TrCP E3 ubiquitin ligase 
complex, and polyubiquitinated leading to its proteassomal degradation [ 122 ]. 
CPEB1 plays important roles in the development of Xenopus oocyte and synapse 
formation/long-term potentiation [ 123 ,  124 ].    
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5     PTM Regulation of RNA Stability and Destruction 

5.1     miRNA Related Repression 

    miRNAs   are produced through a two- stage   double-stranded RNA cleavage and pro-
cessing. The miRNA pathway can either affect mRNA stability or translational out-
put through miRNA:mRNA base-pairing mediated in a RNA-protein complex 
called  RNA-induced silencing complex (RISC)  . Canonical miRNAs originate from 
long primary mRNA transcripts, which are initially processed to miRNA precursors 
by the nuclear microprocessor complex in animals. The ribonuclease DROSHA and 
its RBP partner DGCR8 (DiGeorge syndrome critical region gene 8) are two key 
components of this complex (reviewed in [ 125 ]). PTM regulates this step in miRNA 
maturation, evidenced by co-immunoprecipitation of DROSHA and DGCR8 with 
components of the class I of  Histone deacetylases (HDAC)   [ 126 ]. In addition, the 
overexpression of HDAC1 in HEK293 cells results in increased affi nity for primary 
miRNAs and higher mature miRNA availability without increasing the in corre-
sponding primary miRNA’s expression levels [ 126 ]. This was attributed to deacety-
lation of the DGCR8 RNA-binding domain and increased affi nity to primary 
miRNAs [ 126 ]. Other studies have also proposed that Drosha and DGCR8 can be 
stabilized by phosphorylation, and it was shown that anti-MAPK/CDK substrate 
antibodies recognized immunopurifi ed DGCR8 [ 127 ]. 

  Microprocessor   components are not the only proteins targeted by PTM for regu-
lation of nuclear miRNA processing. Certain factors that regulate miRNA biogen-
esis are altered by PTMs. In early differentiation, LIN28 is expressed and binds to 
the let-7 primary transcript, but acetylation by PCAF and ubiquitination by  TRIM71   
causes destruction of LIN28 leading to de-repressed let-7 processing and allowing 
cells to progress through differentiation [ 128 ,  129 ]. The E3 ligase TRIM65 represses 
RISC assembly by targeting TNRC6 (aka GW182) for destruction [ 130 ]. 

 After miRNA precursors are loaded into the RISC and exported from the nucleus, 
DICER1, an RNAseIII, is responsible for recognizing the hairpin precursor 
sequences and processes them to mature miRNAs. FMR1 has been shown to inter-
act with DICER1, argonaute 2 (AGO2) and specifi c miRNAs. Phosphorylation 
holds FMR1 in association with its targets and prevents translation, perhaps by 
AGO2 interactions with targets. While at the same time, phosphorylation of FMRP 
inhibits association with DICER and reduces DICER activity [ 131 ,  132 ]. 

  Argonaute proteins   facilitate the interactions between the 22nt long microRNAs 
and target mRNAs. Several signaling pathways converge on these AGO proteins to 
control their activity in various cellular contexts [ 133 ,  134 ]. AGO protein is phos-
phorylated by p38-MAPK under cellular stress treatments like sodium arsenite, 
causing it to localize to processing bodies [ 135 ]. Certain AGO family members are 
preferentially subject to hydroxylation, stabilizing these proteins and potentiating 
the effect of miRNAs in hypoxia [ 134 ,  136 ]. 

 One study suggests that  phosphorylation   at S499 (in the RGG domain) of FMR1 
modulates translation of its target mRNA and via AGO2 [ 132 ]. Activation of mGluR 
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pathway leads to dephosphorylation of FMR1, followed by disassembly of its asso-
ciated translation inhibitory complex and induction of PSD-95 translation/protein 
expression. It has being proposed that RPS6KB1 (aka S6K1) is the kinase that phos-
phorylates FMR1 and PP2A is the phosphatase that dephosphorylates it in the 
mGluR pathway [ 137 ,  138 ]. A separate study showed that HOXB8 mRNA is subject 
to the same phospho-FMR1/AGO2/miR-196a inhibitory complex [ 139 ]. This mech-
anism may be a way to induce gene expression of several FMR1 targets during long-
term synaptic depression as depolarization leads to PP2A activation [ 138 ].    

5.2     RNA Decay 

   QKI, a STAR-family RBP, is an  essential   regulator of  myelination   in oligodendro-
cytes. At early stages of development, QKI binds and stabilizes MBP RNA. C-terminal 
phosphorylation by Src-Protein Tyrosine Kinases (PTK) at Y285, Y288, Y290, 
Y292 and Y303 decreases QKI’s affi nity for MBP (myelin basic protein) mRNA 
[ 140 ]. As src-PTK activity is reduced in early myelin development, mRNA can 
associate with QKI and accumulate. Indeed QKI sits downstream of several devel-
opmentally and disease-relevant pathways and understanding how PTMs affect its 
function will be an important goal for future studies ([ 140 ], reviewed in [ 141 ]). 

 ELAVL1  ubiquitination   is related to the stability of its targets. ELAVL1 K48- 
linked ubiquitination on K182 by an unknown ubiquitin ligase promotes its proteas-
somal degradation [ 142 ]. However, K29-linked ubiquitination on ELAVL1 K313/
K326 is reported to be a signal for protein-RNA complex disassembly.    These modi-
fi cations induce release of some ELAVL1 substrates (p21, MKP-1, and SIRT1 
mRNAs) from ELAVL1, through recruitment of the p97–UBXD8 complex, leading 
to their destabilization [ 143 ]. Localization is also changed upon methylation of the 
hinge region by CARM1 (co-activator-associated arginine methyltransferase  1  ) at 
R217 [ 144 ]. Although the functional consequence of this modifi cation is not com-
pletely understood, it has been shown to enhance ELAVL1’s ability to regulate turn-
over of some of its substrate mRNAs (TNF-alpha, cyclin A, cyclin B1, c-fos, SIRT1, 
and p16) [ 145 ].     

6     Conclusion 

 As the effects of PTMs are broad and unpredictable, careful follow-up on the 
dynamic changes in protein function are necessary. With regard to RBP function, 
the essential question is whether a particular PTM will affect many of the RBPs in 
ways we have listed above, including:

    1.    RNA-binding ability (i.e. QKI)   
   2.    Protein complex formation (i.e. SRSF1/U2AF65)   
   3.    Subcellular localization (i.e. CELF1, KDHRBS1)
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    (a)    Are RNAs bound during the transit?   
   (b)    What mechanisms drive RBP motility?       

   4.    Enzymatic activity of the RBP (i.e. ADAR)   
   5.    Initiation of RBP for destruction (i.e. LIN28)     

 Although the downstream consequences of these processes are varied and will 
be intensely studied, these are the basic features of RBP functions affected by 
PTMs. Answers to these simple questions for the library of RBP PTMs will be criti-
cal for accurate modeling of the effect of context and signal integration into the 
mRNP code. No doubt, advances in methods for probing protein structure will 
glean insight into the potential roles for PTMs on RBP function and provide a guide 
to prioritize the search for PTMs that have an impact on RNA maturation. 

 It should be noted again that this brief chapter is in no way a complete summary 
of the catalog of PTMs on RBPs. In the interest of space we had to restrict our 
discussions to the most well characterized examples and have left out many exam-
ples that may be relevant for basic biology or disease. These include rare post-
translational modifi cations like nitration, which has evidence for affecting 
HNRNPA2B1 proteins [ 146 ], prolyl isomerization of POL2R [ 147 ], myristoylation 
which affects the axonal distribution of FXR2 [ 148 ] and PARylation which can 
globally repress the miRNA pathway in stress [ 149 ]. Several reviews cited herein 
have approached the relevance of PTMs in a particular pathway, family of genes, 
biological process or disease. Interested readers should follow this text with a thor-
ough examination of these and the associated primary literature. There is a great 
deal still unknown about the cumulative and cross-regulatory effects that each 
PTM on each RBP holds. If the history of DNA-binding proteins and histone modi-
fi cations is any indicator, this will be an area ripe for discovery and will advance 
basic biology and drug development.     
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