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Preface

The first ICTO conference (ICTO2015) took place in Paris on March 12 and 13,
2015. This conference focuses on the impact of information and communication
technologies (ICTs) on organizations and society, and aims to shed light on how
these technologies are understood, adopted, adapted, assimilated, and used within
organizations and, more generally, within the society as a whole to solve complex
social problems.

In its first edition, the ICTO conference called for contributions on a wide range
of issues, such as new business models, competitive strategies, knowledge man-
agement, marketing, human resources management, project management, operation
management, and innovation management, in both private and public sectors.
ICTO2015 was especially interested in papers investigating the role of ICTs in the
value creation processes through which organizations impact the society.

The conference attracted more than 70 submissions in all areas of ICTs and
information systems. Several innovative and rigorously developed submissions
raised interesting debates at the conference. The conference accepted papers from
13 countries: France, Italy, UK, Canada, USA, Austria, Singapore, Lebanon,
Greece, Tunisia, Algeria, Slovakia, and Oman.

This book includes 22 papers. Among these, invited scholars (namely Paola
Dameri, Sami Dakhlia, and Daniele Pederzoli, respectively) who participated in
ICTO2015 as keynote speakers and/or roundtable chairs produced three articles.
The remaining 19 papers included in this book have been selected through a
double-blind review process as the best and most interesting ICTO2015
submissions.

The 22 contributions have been clustered around the following three headings:
(1) ICT and the Pursuit of Public Good; (2) ICT, Innovation, and Organizational
Change; and (3) Interacting in an ICT-Enabled Relational Landscape.

1. ICT and the Pursuit of Public Good. In this section, six papers explore the
importance of technological innovation to address some key societal challenges,
such as e-government, corporate social responsibility, healthcare quality and
sustainability, smart cities, and quality of urban life.
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• Walter Castelnovo, Maddalena Sorrentino, Rania Fakhoury, and Marco De
Marco describe the long and complex process through which a radical
ICT-enabled simplification of the interactions between the citizens and the
public administration has been pursued in Italy in the last two decades. Then,
their study draws some suggestions to guide the implementation of “one-stop
government” in Lebanon, where the process is still in the beginning stages.

• The paper “Cloud Computing: Risks and Opportunities for Corporate Social
Responsibility,” by Norberto Patrignani, Marco De Marco, Rania Fakhoury,
and Maurizio Cavallari, focuses on a relevant topic: the potential impact of
cloud computing on ethically sensitive organizational issues, such as
responsible governance, contractual obligations, or market openness.

• In her study “The Electronic Health Record: A Comparison of Some
European Countries,” Sabrina Bonomi conducts an interesting comparison
across different countries (Italy, Great Britain, Norway, Finland, Denmark,
and Sweden) highlighting the different solutions adopted to collect and
leverage digital information in order to improve healthcare quality and
sustainability.

• Danila Scarozza, Alessandro Hinna, Stefano Scravaglieri, and Marta Trotta
concentrate on a recent, important reform of the Italian Public
Administration that introduces stringent requirements for programming,
evaluation, and transparency. Through document analysis, the authors
explore the perceived and expected role of ICTs in enabling this important
transformation.

• The paper by Roberta Pinna, Pier Paolo Carrus, and Fabiana Marras con-
centrates on the pharmaceutical logistic process. The authors investigate this
issue through the analysis of a case: the introduction of an ICT-enabled
integrated drug logistic system in the healthcare system of an Italian region.
The results confirm the advantages of the ICT-enabled system, in terms of
cost containment and the traceability of drugs.

• In her study, Renata Paola Dameri provides a synthetic overview on the
smart city phenomenon and related literature. Then, she focuses on smart
mobility initiatives as part of a larger smart city initiative portfolio, inves-
tigating the emerging role of ICT to address the challenges of today’s
transportation systems, which are crucial to improve public value and quality
of life.

2. ICT, Innovation, and Organizational Change. This section includes eight
papers that investigate emerging aspects in management issues such as the
organizational implications of information technology (IT) innovation and
assimilation, supply chain management, knowledge management, human
resources management, and the acquisition of hi-tech start-ups.

• Nabil Badr presents a paper titled “A Framework of Mechanisms for
Integrating Emerging Technology Innovations in IT Services Companies.”
His paper focuses on a systemic issue in IT organizations of companies in the
sector of IT services. In order to innovate their business models, these
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companies often rely on emerging technologies, which affect the stability of
IT services. Through in-depth case studies, field interviews, and focus group
discussions, the study brings forth mechanisms that may serve as guidance to
develop organizational capabilities for IT-based business model innovation
projects.

• Moufida Sadok and Peter Bednar present the paper “Relating ICT to
Organizational Change in Research and Practice.” Their paper discusses key
information system (IS) paradigms in some of the content of commonly
adopted IS academic textbooks and research papers. The paper highlights
original differences between two dominant IS paradigms and considers that
the distinction between IS as a data processing system and IS as a human
activity system provides a frame of reference to explain why the gaps in
understanding the transformation process continue to be relevant issues to
explore in IS research.

• Mary Ann El Rassi and Antoine Harfouche propose in their paper
“e-Business Assimilation Levels in Lebanon” an investigation into the fac-
tors that explain the differences in e-business assimilation. Based on the
perceived e-readiness model adapted to the Lebanese context, they develop a
dynamic model, tested through the analysis of quantitative data collected
from a sample of 171 executives from three different industries: banking,
retailing, and tourism.

• In “Supply Chain Management and the Role of ICT: DART-SCM
Perspective,” Lucia Aiello, Iana Dulskaia, and Maria Menshikova analyze
the main literature on service-dominant logic (SDL) and
Dialogue-Access-Risk Benefits-Transparency (DART) framework in order
to investigate how the academics and practitioners put this framework in
action in the international scenario of supply chain management. Through a
case study focused on e-procurement in a multinational enterprise that
operates in the chemical–pharmaceutical sector, the paper aims to highlight
the coherence of e-tools with a DART perspective.

• Alessandra Lazazzara and Stefano Za, in “How Subjective Age and Age
Similarity Foster Organizational Knowledge Sharing: A Conceptual
Framework,” review the literature on knowledge sharing, examining the
influence of subjective age and age similarity within the work context. They
propose a conceptual framework that highlights how subjective age and age
similarity may affect the extent to which the people in an organization are
inclined to share and the knowledge-sharing route they prefer.

• In “Information Technologies and Quality Management. Towards a New
Idea of Quality?” Teresina Torre examines the relationship between tech-
nology and quality. She investigates which of the many IT solutions used in
enterprises affects more directly the quality levels and underlines the main
effects they produce. The study considers the specific case of an Italian
software house, where it is possible to clarify and understand the role of each
specific IT solution.
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• Roberta Fantasia presents a paper entitled “Acquihiring: A New Process for
Innovation and Organizational Learning,” which aims to give an academic
contribution to comprehend the “acquihiring” strategy and its success for
organizations in fostering innovation and consolidating a competitive posi-
tion. Her work is based on a theoretical background and includes a field
study on organizational learning and the dynamic capabilities focusing pri-
marily on the post-acquisition phase conducted on an Italian firm.

• Claude Chammaa, in “The Optimization of the HRM at the ‘LSCA’ in an
Economy with Delay in Modernization of Systems,” reviews the literature of
development and adaptation of information technology to human resources
departments. The paper describes the implementation process of a new
human resources information system in a Lebanese company.

3. Interacting in an ICT-Enabled Relational Landscape. This section presents
eight papers that focus on how new technologies are shaping the emerging
landscape of business interactions. The topics addressed in these papers include
privacy, trust, branding, customer relationship management, and the nexus
between technological and social networking.

• Imed Ben Nasr, Lisa Thomas, Jean François Trinquecoste, and Ibtissame
Abaidi, in “The Brand Website as a Means of Reviving Memories and
Imaginary,” explore mental imagery in the consumer online Web site nav-
igation experience. They examine qualitative and quantitative attributes of
mental imagery as influencers of consumers’ e-satisfaction and brand
attitude.

• Wen Yong Chua, Klarissa Chang, and Maffee Peng-Hui Wan present a paper
entitled “Location Privacy Apprehensions in Location-Based Services
among Literate and Semi-Literate Users.” Their empirical study draws upon
theories of restrict access/limited control and familiarity to identify the
antecedents of location privacy apprehensions related to personalized ser-
vices provided by location-based services (LBSs) and user literacy. The
proposed research model is tested in a laboratory experiment. The findings
show that the different types of LBS affect the degree of location privacy
apprehensions between the literate and semi-literate users.

• In “Towards an Ontology for Enterprise Interactions,” Youcef Baghdadi
presents a typology of enterprise interactions toward a lightweight ontology
for interactions that can facilitate their engineering. His paper distinguishes
different types of interactions by their nature, their issues, and their current
realizations and conceptualizes them for the purpose of their modeling,
design, realization, evaluation, and analysis.

• Eliane El Zoghbi and Karine Aoun, in “Employer Branding and Social
Media Strategies,” analyze the evolution of employer branding on social
media platforms. They conduct a study to better understand the new facets of
employer branding created by social media. Based on nine interviews with
hotel managers in Paris, they describe the evolution of this concept and
summarize the different facets of e-employer branding within social media.
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• Christine Bauer, Natalia Kryvinska, and Christine Strauss, in “The Business
with Digital Signage for Advertising,” present a detailed analysis of the
potential of digital signage. The authors emphasize challenges in perfor-
mance measurement and implementation, operating and using a digital sig-
nage system, display blindness, and negative externalities. The article
presents possible solutions as well as best practices.

• Sami Dakhlia, Andrés Davila, and Barry Cumbie, in “Trust, but Verify: The
Role of ICTs in the Sharing Economy,” propose a pedagogical note that
offers a short primer on some of the underlying economic concepts related to
peer-to-peer sharing platforms. They underline the main challenges of the
feedback-driven reputation that can boost trust by reducing risk while
keeping transaction costs small. To do so, they propose two complementary
approaches: (1) developing ID verification solutions that link and aggregate a
user’s reputation profiles from various communities and (2) using connected
monitoring devices.

• Francesco Bellini, Fabrizio D’Ascenzo and Valeria Traversi, in “Internet
Service Providers: The Italian Scenario,” present the characteristics of the
Italian Internet providers’ market. They analyze the Italian Internet market
based on fundamental parameters such as demand, global turnover, and
different methods of access to the network. They underline the technical,
economic, and financial characteristics of the sector. They provide an anal-
ysis of the economic and financial structure exploring companies’ efficiency
through performance indicators.

• Daniele Pederzoli, in “ICT and Retail: State of the Art and Prospects,”
analyzes the diffusion of technologies in the retail sector. He categorizes four
different fields for technologies impacting retail activities, and he analyzes
some examples for each category that can illustrate these trends.

ICTO2015 was hosted by the ESCE International Business School (a member of
Laureate International Universities) and co-organized by the CIRCEE research
center (Centre Interdisciplinaire de Recherche sur le Commerce Extérieur et
l’Économie) and PRIMAL (Paris Research In Norms Management and Law).

We would like to thank Dr. Pierre Pariente, President of the ESCE Group,
Prof. Eric Pezet from Paris-Ouest Nanterre La Défense University—PRIMAL, and
Prof. Alexandre Sokic, the Dean for Research of the ESCE, for their excellent
organization of this conference. We also thank all the ESCE and PRIMAL members
for making this event a success. We extend our gratitude to Prof. Cecilia Rossignoli
and Prof. Frédéric Gautier, Conference Co-Chairs, and the ICTO2015 keynote
speakers: Yohan Ruso, the founder of Praditus and Former Managing Director
of eBay France, as well as Prof. Paola Dameri from Università di Genova and
Prof. Alessio Maria Braccini from Università della Tuscia. A special thanks to
Prof. Marco De Marco, who received the ICTO Golden Medal for his lifetime
achievement during the ICTO2015 conference.

Last but not least, we want to thank the 103 reviewers who generously gave their
time and knowledge, and especially Ibrahim Abunadi, Mokhtar Amami, Georges
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Aoun, Jamil Arida, Nabil Badr, Youcef Baghdadi, Imed Ben Nasr, Sabrina
Bonomi, Papetti Catherine, Marco De Marco, Sami Dakhlia, Andrés Davila, Alain
Devalle, Eliane El Zoghbi, Soraya Ezzeddine, Roberta Fantasia, Nizar Ghamgui,
Kalinka Kaloyanova, Atif Khan, Nasri Messarra, Beba Molinari, Jessie Pallud,
Daniele Pederzoli, Eric Pezet, Elpida Prasopoulou, Daphne Raban, Moufida Sadok,
May Sayegh, Alexandre Sokic, Hirotoshi Takeda, Teresina Torre, Claudio
Torrigiani, Sara Trucco, Stefano Za, and Alessandro Zardini.

September/October 2015 Francesca Ricciardi
Antoine Harfouche
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One-Stop Government in Italy
and the Lebanon: When the Law
Alone Is no Silver Bullet

Walter Castelnovo, Maddalena Sorrentino, Rania Fakhoury
and Marco De Marco

Abstract The paper investigates the implementation of One-stop government in
Italy and the Lebanon. The Italian government’s One-Stop Business Shop (‘SUAP’)
programme is first analyzed to discover why it has taken 12 years of legislation to
get Italy’s municipalities fully on board, and whether it has returned the expected
benefits by effectively lightening the administrative load that drags on the com-
petitiveness of the country’s business sector. The critical discussion of the “inno-
vation by law” approach identifies the stumbling blocks that have deterred the
Italian government from achieving its mission to set up the One-Stop Business
Shops and to deliver e-government. From the analysis of the Italian case some
lessons are drawn that can be useful to guide the implementation of One-Stop
Business Shop in Lebanon where the process is still at the beginning also due to the
effects of the instability that affected the region during the past years.

Keywords E-government � One-stop shop � E-services � Digital agenda
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1 Introduction

Keen to harness the many benefits generated by One-Stop Government for citizens,
business and the public sector itself, the past twenty years have seen governments
the world over put it at the top of their policymaking agendas [1–3].

The rush to define ‘one-stop government’ was led by the supranational orga-
nizations [4–7] and the large consulting firms (e.g., [8–10]), while the e-government
scholars see the one-stop solution as the hub and spokes of each e-government
system [11–19].

One-stop government is a concept that translates into a variety of shapes and
sizes but implementation usually comprises:

• the bundling and/or integration of public services [20] that can be accessed from
a single point of contact, although they can be delivered by different public
authorities that have competences on them [11, 21];

• the re-design of the services architecture and the service delivery so that users
are able to access the services in a well-structured and well understandable
manner, meeting their perspectives and needs [11, 22];

• the availability of a multiplicity of delivery channels, including the online
channel that makes the services available 24 h a day [23, 24].

More recently, the topic has fallen under the scrutiny of the Information Systems
scholars, who are especially interested in key conceptual aspects such as:

• public agency interoperability/integration to support the execution of
inter-organizational workflows, as required by the single-point-of-contact idea
itself [25–30];

• the study of inter-organizational transformation/innovation processes and
reengineering process models from the perspective of inter-organizational
cooperation between different public agencies [31–35];

• the study of business and service delivery models, particularly in terms of the
single point of contact’s delivery of online services [36–41].

The simplification of administrative procedures, single points of contact
(SPC) and online services are the three distinct features that make one-stop gov-
ernment particularly conducive to not only smoothing business-government rela-
tions, but also easing the bureaucratic millstone that crushes business [28, 31]. Take
the example of enterprises in countries like Italy and Lebanon, where highly
fragmented government systems force them on a daunting race from one type of
government agency to another in order to comply with the many, often idiosyn-
cratic legal requirements for business start-up, change of activity and closure [42].

It is now recognized that leaner administrative procedures are the categorical
imperative for new business development and economic growth. Indeed, admin-
istrative simplification remains a key priority for many countries in both the
developed and the developing world [43] and is usually achieved by streamlining

4 W. Castelnovo et al.



procedures and the setting up of One-Stop Shops, either physical or online (or a
combination of both) [44].

This qualitative paper investigates the approaches taken by both a developed
country, Italy, and a developing country, Lebanon, to implement the One-Stop
Shop model. However, the two countries differ vastly not only in terms of gov-
ernment and economic systems, but also in terms of e-government development
status (the 2014 UN E-Government Survey ranks Italy at 23 and Lebanon at 89).

The approach of Italy to the One-Stop Business Shop (in Italian, Sportello Unico
per le Attività Produttive or ‘SUAP’) began with the enactment of Law 447 in 1998,
better known as the SUAP law, the specific aim of which was to simplify the
authorization process for the start-up, change of activity and closure of a business.
Law 447 mandated that each municipality set up a SUAP to deal with the tasks
therein defined and to put in place the relative technological and organizational
innovation processes. However, the lacklustre response to Law 447, mainly due to
many municipalities lack of resources and skills, meant the Italian government had
to intervene several times to impose increasingly tougher rules in order to get them
fully on board the SUAP programme. In fact, it took as much as 12 years of
law-making, ending with Law 160/2010, to get the municipalities to deliver a full
menu of online business services as typical e-Government services.

The Lebanese government embarked on its One-Stop Shop (OSS) programme in
2002 with a two-point agenda: (i) to assist investors in obtaining the permits
required for industrial, tourism and real estate projects and to assist people in
obtaining their residence and work permits, as well as to fulfil other similar for-
malities; and (ii) to inform and guide investors through the legal and administrative
framework, the financing options and choice of location.

However, in 2005, the Lebanese citizens lost a certain degree of control when
Lebanon was caught up in regional instability and political unrest, mainly as a result
of the crisis that hit its Middle Eastern neighbours, the effect of which has stalled
the approval and/or implementation of many policy programmes and the relative
legislation, especially those related to administrative simplification and reform. This
had consequences also on the implementation process of the Lebanese OSS that
slowed down significantly.

The article maps the diverse challenges faced by both Italy and Lebanon in
setting up their One-Stop Business Shops and offers a timely reflection on their
current state of play. The Italian SUAP programme and the Lebanese OSS pro-
gramme share the same goal, that of reducing the administrative burdens on
enterprises by simplifying procedures and establishing a Single Point of Contact
(SPC), i.e., one sole platform from which the enterprises can conduct all their
government business. In Italy, the SUAP is now up and running as a typical
e-government service, enabling enterprises to communicate with the authorities
through exclusively the online channel. On the other hand, the Lebanese OSS is still
struggling to hit target. Therefore, while the current divergence in the status of the
SUAP and the OSS prevents us from making a full comparison of the two
approaches, we believe the insights and weaknesses highlighted by the Italian case
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analysis can usefully guide the Lebanese OSS implementers through the rocky
terrain that leads to the virtualization of the OSS.

Now that the SPCs are effectively on stream in Italy, the paper can attempt an
ex-post assessment in order to understand whether the diverse SUAP interventions
have succeeded, which, to the best of our knowledge, has not yet been done. Given
the aim of the paper, the scope of the analysis will be delineated by the factors that
can help us respond to three interrelated research questions:

1. Has the SUAP programme lightened the administrative millstone that crushes
Italy’s businesses, thus helping the country to reboot the economy and increase
its competitive status?

2. Is the exclusively legislative approach a true driver of innovation?
3. What can be learned from the Italian case that could be useful for Lebanon?

The Introduction is followed by Sect. 2, which first sets out the approaches taken
by the Italian and the Lebanese governments to implement the One-stop Shop
model and then outlines a reference framework against which to gauge the
development of both the Italian SUAP and the Lebanese OSS. Section 3 discusses
the outcome of the now fully operational SUAP programme, using secondary data
sources to assess whether it has reduced the administrative burdens on businesses
and, if so, whether it has thus achieved its mission to reboot the growth and
competitiveness of the Italian economy. This same section also discusses the SUAP
programme’s “innovation by law” approach, which we believe is the main reason
for the lacklustre results. Section 4 presents the study’s conclusions and discusses
how the lessons learned from the Italian case can help to guide OSS implementation
in Lebanon.

2 One-Stop Shops: Background

2.1 One-Stop Shop in Italy and Lebanon

In Italy the SUAP programme was launched in 1998 with Law 447/98 as part of the
policy to spur the country-wide adoption of e-government and to simplify relations
between government and business. The Law gave each municipality the option of
setting up a SUAP either independently or jointly with other municipalities
(through inter-municipal cooperation) provided that only one single organization
was responsible for handling the relevant administrative procedures from start to
finish.

Prior to Law 447/98, the Italian municipalities were free to apply the procedures,
forms and tariffs of their choice. This legacy system meant that those business
owners operating in complex and/or sensitive sectors had to plough through an
obstacle course where the barriers were the different public offices and their
idiosyncratic procedures, and which translated into yet more red tape and even
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higher costs. The SUAP thus was tasked with streamlining the entire business
authorization/licensing/permit process by coordinating all the public agencies
involved (e.g., local healthcare authorities, fire brigade, provincial and regional
governments, regional environment authorities) and ensuring the entrepreneurs a
single point of contact (SPC) from which to start the process of compliance and
permits needed to start-up, change the activity or close a business.

Since 1998, the SUAP programme has undergone a continuous adjustment
process, mainly determined by issuing new laws that mainly aimed at making the
SUAP more technology driven and to transform it, ultimately, into a virtual service
centre, i.e., a computerized and connected unit that delivers government informa-
tion and services to business users via the new digital technologies, internet and
new media.

From 1998 to 2012, the Lebanese Government has made several attempts to
introduce a One-stop Shop programme as part of its Public Administration reform
package. The municipal one-stop shop programme was initially adopted by the
Minister of State for Administrative Reform (OMSAR) in September 2001 as part
of the ‘Strategy for the Reform and Development of Public Administration in
Lebanon’ with the goal of simplifying citizen administrative procedures [45]. The
e-government strategy document was approved by the Ministerial ICT Committee
in December 2002 but not by the Council of Ministers.

The first milestone the Lebanese one-stop shop programme wanted to achieve
was to reduce bureaucracy and modernize service delivery, while the ultimate
objective is to deliver more streamlined e-government services that both lighten the
red tape for citizens and make the country more attractive to investors. The
Lebanese government wanted to make the municipalities responsible for kicking off
its digital agenda and facilitating relations with the citizenry. A full review of first
the e-government strategy and then the Strategy for the Reform and Development
of Public Administration in Lebanon was made in 2008 and 2011, respectively, but
again it failed to receive the blessing of the Council of Ministers [46, 47]. In
addition, as part of both those strategic review processes the OSS programme also
was reassessed and its importance highlighted.

The Lebanese OSS programme was designed to create a standard model with
standard procedures accessible from a single platform that enables the govern-
mental agencies to deal with the requests of a large number of citizens. The main
role of each ministry’s OSS is to put their human resources to effective use to
facilitate the processing of specific government transactions and thus reduce the
overall timeframe and the waiting lists. Despite these good intentions, the several
pitfalls (mostly administrative and technical) encountered by the various ministries
mean that by 2012 only the Ministry of Tourism had managed to implement its
OSS, mainly delivering services to exclusively business users but without having
managed to simplify the procedures.

Overall, Lebanon is having trouble getting over its digital agenda teething
problems, mainly due to the long delays in enacting the much-needed ICT [47].
Nonetheless, the lack of appropriate legislation has not stopped the OSS and similar
projects from getting off the ground.
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Figure 1 summarizes the main steps of the Italian legislative journey to the
SUAP from 1998 to 2010, comparing it with the development along time of the
Lebanese OSS programme.

2.2 A Reference Framework for One-Stop Shop
Development

As explained above, the Italian SUAP and the Lebanese OSS are at quite different
development a stage, which makes it hard to fully compare the two cases. However,
if we use the One-Stop E-Government reference framework defined in [24], it is
possible to gauge their progress according to the different stages identified by the
model (Fig. 2).

The first major challenge addressed by the One-Stop Business Shops in both
Italy and in Lebanon was to bundle the different services provided by the public
agencies (Step 1 of Fig. 1). The programmes implemented by the governments of
each country in the past few years then took the One-stop Shop to Step 2 of the
development path, when it became a service center.

The top quadrants shown in Fig. 1, outline the two successive stages in which
the public agencies proceed to “virtualize” their service delivery activities. In Italy,

Fig. 1 The timeline of the Italian SUAP and the Lebanese OSS programmes
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the issue of digital inter-agency communications and workflows was not addressed
until the launch of the 2003–2008 Italian National Action Plan for E-Government,
which provided the municipalities with the funding and support needed to transform
the SUAPs into virtual portals. To transform the SUAP into a virtual service centre
(Step 2 of Fig. 1), most of the funded projects had the objective of laying the
technological foundations needed for electronic inter-agency communications and
workflows, even when these did not explicitly include the implementation of
business e-services. In fact, that particular goal was only achieved after Law
160/2010 made the electronic submission of all business authorization applications
mandatory, signaling the end of the lengthy process of change that called for Italy’s
municipalities to set up a virtualized SUAP.

Unlike the Italian SUAP, the Lebanese OSS has remained at Step 1 (Quadrant 2)
of Fig. 1, achieving that preliminary status only after surpassing many challenges.
In fact, the inter-agency agreement between, principally, the Ministry of Tourism
and the Municipality of Beirut has not yet been signed.

3 Assessing the Italian SUAP Programme

Given that more than four years have passed since the last SUAP law was enacted
(Law 160/2010), it should be possible to assess whether the programme and the
chosen implementation methods have effectively achieved the desired innovation
benefits. Accordingly, this section investigates the impact of the SUAP programme
on the Italian municipalities; above all, it analyzes whether they have been able to
comply with all the requirements laid down by the various laws issued from 1998 to
2010. We then seek to respond to the paper’s first research question by assessing

Fig. 2 One-stop e-government reference framework [24]
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whether it has achieved its goal to reduce the administrative burdens on enterprises
and, thus, whether it has created the conditions needed to reboot economic growth
and competitiveness in Italy.

3.1 Method

The analysis method chosen is based on a ‘whole-of-system’ approach to evaluation
and on the use of secondary data sources in the evaluation [48–53].

The ‘whole-of-system’ approach to the ex-post evaluation of an innovation
programme takes account of whether and to what extent it has helped to generate
appreciable benefits for the entire system that implemented it, and not only at the
level of the system components (subsystems) directly involved in its implementa-
tion. The ‘whole-of-system’ approach is usually adopted when the strategic goals of
government’s innovation initiatives are seen to “go beyond efficiency, effectiveness
and economy, and include political and social objectives such as trust in govern-
ment, social inclusion, community regeneration, community wellbeing and sus-
tainability” [50, p. 134]. This approach calls for shifting the focus of the evaluation
from inputs and outputs to outcomes and impacts that are not normally indicated as
the direct objectives of an initiative, but rather as societal objectives to which a
successful initiative should contribute, such as economic growth, jobs, democracy,
inclusion, quality of life, etc. [54].

From that perspective a ‘whole-of-system’ evaluation can be likened to an
assessment of impact, seeing that both approaches use ‘information on the overall
impact of a program, as opposed to specific case studies or anecdotes, which can
give only partial information and may not be representative of overall program
impacts’ [55, p. 4].

System-level evaluation usually is resource and data-intensive, requiring
time-series data that are not always available and that would cost too much to gather
directly [56]. The use of secondary data sources for the ex-post evaluation of gov-
ernment’s innovation initiatives can sensibly reduce the evaluation costs since it can
use already available data. As well as reducing the costs for data collection, there are
other advantages to using secondary data sources, such as ease of reproducibility,
ability to generalize the results arising from larger datasets, reliability of the data
deriving from their having been compiled by trustworthy organizations, taking into
account suitable procedures for ensuring reliability and validity [51, 57].

3.2 Impact of the SUAP Programme on the Italian
Municipalities

There is no question that the diverse laws enacted by the Italian Government in the
12 years from 1998 to 2010 have increased the number of municipal SUAPs,
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although Law 160/2010 was the key turning point, propelling approximately
94.5 % of Italian municipalities to implement a SUAP by June 2013, whether
managed by the municipality itself, through inter-municipal cooperation agree-
ments, or by the local Chamber of Commerce. In fact, Law 160 provided the vital
catalyst by requiring the SUAP to obtain national SPC accreditation and legally
forcing the municipality to transfer the management (but not the cost) of the SUAP
to the local Chamber of Commerce if it failed to meet the 1 January 2011 deadline.

Indeed, the boost in performance was clearly thanks to this latter obligation,
given that a good 2951 (75 % micro municipalities with 5000 residents or less) of
Italy’s 8092 municipalities had delegated SUAP management to the Chambers of
Commerce by June 2013. On the other hand, 4698 municipalities gained
SPC-accreditation for their SUAP, while 443 had still not set one up [58].

Paradoxically, however, although 5718 municipalities had set up a SUAP by
October 2007, the number of SPC-accredited SUAPs at June 2013 was lower than
before Law 160/2010 came into force, which means that about 18 % of the SUAPs
set up prior to 2010 lacked the basic technological requisites needed for SPC
accreditation. That and the fact that 443 municipalities (5.5 % of the total) had not
yet managed to comply with the law and actually set up a SUAP is a clear sign of
the hurdles faced by even the most willing councils. But it is the micro munici-
palities that face the biggest obstacles to implementing and running the SUAP,
whether directly or through inter-municipal cooperation. Indeed, 44 % of Italy’s
5693 micro municipalities have either failed to set up a SUAP or have had to
delegate it to the local Chamber of Commerce [59].

So what is stopping the small municipalities from setting up self-managed
SUAPs? Firstly, the smaller municipalities rarely have either the resources or the
skills needed to set up and run this kind of services unit, an issue that was evident
from the outset of the SUAP programme but which has worsened over the years
with the major spending cuts decreed by the Italian government as part of its crisis
recovery package. Secondly, the law has made the SUAP responsible for coordi-
nating multiple governmental agencies over which it has no authority, hence, to
comply with its legal obligations the SUAP has no choice but to rely solely on the
good will and cooperation of these agencies. In the words of Lanzara [60, p. 34],
legal procedures must be able to travel across administrative bodies and ICT
infrastructures ‘without raising exceptions of sorts or problems of recognition,
legitimacy, accountability or validity’.

Further, the smaller municipalities do not have the negotiating power needed to
implement third-party agreements for sharing the inter-organizational workflow,
even though these are essential to its proper functioning [69]. This perceived dif-
ficulty, and the fact that the penalties for non-compliance were only introduced in
2010 with Law 160, has further discouraged the smaller municipalities from setting
up a SUAP.
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3.3 Impact on Businesses

The main objective of the SUAP programme was to reduce the administrative
burdens on enterprises, thus creating the conditions to reboot economic growth and
competitiveness in Italy [61]. After a journey lasting more than 13 years, it is now
time to investigate whether the SUAP programme has achieved this objective.
Figures 3 and 4, show Italy’s ranking in two well-known international surveys in
the period in which the SUAP programme was expected to start generating benefits:

• World Bank Ease of Doing Business Index—EDBI (www.doingbusiness.org/
rankings), which measures a country’s capability to create a business-friendly
environment with better, usually simpler, regulations for businesses;

• World Economic Forum Global Competitiveness Index—GCI (www.weforum.
org/issues/global-competitiveness?), which ranks the institutions, policies, and
factors that enable a country to sustain current and medium-term levels of
economic prosperity.

Fig. 4 The ranking of Italy in the GCI

Fig. 3 The ranking of Italy in the EDBI
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The low rankings recorded by the two indices shown in Figs. 3 and 4, are a clear
indication that the SUAP programme has not yet enabled Italy’s local governments
to provide more effective services to support competitiveness and economic growth.
Indeed, the trend tracked by both indices suggests more of a decline as opposed to
an improvement in the municipal indicators (i.e., the “institutions pillar” in GCI,
and “starting a business” and “dealing with construction permits” in EDBI).

In fact, the SUAP programme alone has done nothing to help matters as far as
Italy’s competitive deficit is concerned, given that, as reported in [62] it has failed
to both cut the cost of dealing with the public administration for businesses
(especially SMMEs), which on average spent 23.9 man-days on bureaucratic
requirements in 2007 rising to 30.2 in 2013, and raise the business users’ level of
overall satisfaction with the public administration (on a scale 1–10, 4.9 in 2007 vs.
4.0 in 2013).

Denting that performance even more, the Italian SMMEs continue to rate the
weight of bureaucracy and administrative burdens a major risk factor to survival,
ranking it 8.5 on a scale of 1–10 [62], suggesting that the SUAP programme has
been a total flop in detangling the red tape process.

4 Lessons Learned from the Italian Case and How They
Can Be Useful for Lebanon

As mentioned earlier, the implementation delays suffered by the Lebanese OSS
programme mean that it is yet too early to make even a preliminary assessment of
whether it has succeeded in delivering the expected benefits. It is therefore
impossible to directly compare the outcomes and impacts of the respective
administrative simplification programmes on the economic systems of Italy and
Lebanon. Nevertheless, since the Lebanese OSS seems to be pursuing the same
development path as the Italian SUAP, we believe the Lebanese implementers can
use the insights and weaknesses highlighted by the Italian case analysis offered here
to chart a smoother path to the virtualization of the OSS in Lebanon. To this end, in
this section we draw some lessons from the Italian case that could be useful for
Lebanon.

As observed by Rebora [63], any attempt by Italy to reform its Public
Administration has erred heavily on the regulatory side, ignoring the most funda-
mental question of all: whether the public organizations are actually equipped with
the capabilities and/or the funds needed to comply effectively with the new legis-
lation and, if not, how to first address this aspect. In fact, because policy makers
assume that the collective interest’s chief concern is the decision-making process,
they tend to dismiss the policy implementation process as a given, seeing it as a
‘technical’ phase and, thus, as neutral and devoid of discretionary power, which, of
course, is not the case at all [64].
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Instead of using legislation to create the conditions for innovation and, thus, as
an enabler, the single-minded approach to reform taken by all the Italian govern-
ments for the past 20–25 years has been ‘innovation by law’. This use of a specific
legislative framework to impose change explains the snowball effect triggered by
the failure of the first SUAP policy intervention. In fact, the belief that the law alone
would generate the desired results and benefits was sorely tried when the govern-
ment was forced to enact not one, all-encompassing law but several laws, which
served only to further tighten the rules and, in the event of non-compliance, sub-
jected the already financially pressed municipalities to higher and higher penalties.
The SUAP programme also shows how the ‘innovation by law’ approach can spark
the path dependency syndrome, given the cultural and institutional attitudes that
dominate the Italian administrative landscape [65, 66].

As seen in Sects. 3.2 and 3.3, above, the SUAP programme has yet to produce
the expected benefits. That translates into a negative response to our first research
question, ‘Has the SUAP programme lightened the administrative millstone that
crushes Italy’s businesses, thus helping the country to reboot the economy and
increase its competitive status?’ which leads us to ask why it has failed, and what is
the lesson to be learned?

Implementation of the SUAP programme suffered all the start-up problems
common to ICT-based innovation processes [67]. However, the aim here is not to
analyze the critical success/fail factors of innovation processes, which are already
well known and well covered in the literature, but to analyze two of the SUAP
programme’s most critical aspects, which we believe are the main culprits of the
poor results achieved so far: (i) Italy’s exclusively “innovation by law” approach to
PA reform; and (ii) the risk of over-estimating the effectiveness of delivering the
services online.

By making it mandatory for the municipalities to establish a One-Stop Business
Shop, Law 447/1998 paved the way for its transition from Administrative
Organization (AO) (Quadrant 1, Fig. 1) to Service Center (SC) (Quadrant 2, Fig. 1),
while Laws 133/2008 and 160/2010 required the SUAP to advance to the Virtual
Service Center (VSC) stage (Quadrant 4). However, only a user-centred approach
can ensure the effective transition from AO to SC, a stage in which it is essential to
closely integrate/coordinate the bundling of services at both the intra-organizational
level, i.e., among all the offices involved in the delivery of a service, and at the
inter-organizational level, i.e., among all the local agencies involved in the business
authorization process. Nevertheless, although Law 447/1998 had already issued a
clear set of requirements for intra- and inter-organizational integration/coordination,
according to the SMME rankings, the functioning of the Italian PA never fully
complied with even the basic organizational prerequisites of the SC model. Law
133/2008 and Law 160/2010 then called for the SUAP to advance from SC to VSC
status, making it compulsory for the One-Stop Business Shop to provide its services
online and for the relative public agencies to use ICT to manage information flows.
Even so, these additional laws made little positive difference to the overall situation.

Italy then wrote European Directive 2006/123/EC into law as part of Law
160/2010, launching the national www.impresainungiorno.gov website and
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standardizing the SUAP front-office but failing to define how the back-office
activities, including the inter-organizational workflows, should be organized or
which technological solutions to use to manage the intra- and inter-organizational
information flows. This has significantly undermined the efficiency and efficacy of
the municipalities’ effort to transform the SUAP into a fully connected digital
business service provider.

The fatal flaw of taking an exclusively ‘innovation by law’ approach is that it
glosses over the major organizational criticalities of setting up one-stop govern-
ment, such as the fact that the smaller municipalities lack the resources needed, in
primis, the skills to not only implement the model’s standardized procedures, but
also to manage relations with the relevant PA actors and stakeholders. By tight-
ening the regulatory screw and expecting the practical side of implementation to
sort itself out on its own, the various governments have charted a course that could
only lead to an unhappy ending. Indeed, the findings of the Italian case study teach
us that unless reform is tackled from the grass-roots perspective (addressing the
problems of resources and competences from the bottom up to help the municipal
organizations provide an effective response to business needs) it will never have the
desired effect. Giving the municipalities the much-needed organizational support to
set up their SUAP would have made all the difference. Instead, Italy continues to
chase the elusive ghost of simplified administrative processes and, as a result, has
made no headway in improving the Italian economy’s competitive edge.

And so to our second research question, ‘Is the exclusively legislative approach a
true driver of innovation?’ The belief that the law alone can drive innovation is
disproved by the impact of the SUAP programme on the users. In fact, on a scale of
1–10, the 2013 PromoPa Italian SMME survey ranked the SUAP as a means of
simplification at a lowly 4.3. Moreover, even though the various laws issued in
1998–2010 eventually pushed 94.5 % of Italian municipalities into setting up a fully
operational SUAP by 2013, most of them did not even bother to inform the
potential users either about the new service or the relative opportunities to simplify
and ease the administrative burdens; in fact, only 37.6 % of the SMMEs said they
knew about the latest SUAP requirements introduced in 2010. Hence, the munic-
ipalities seem to have set up their One-Stop Business Shops in name only, pro-
viding yet further evidence that more than regulatory compliance is needed to
generate the desired benefits of innovation.

The second critical aspect revealed by the SUAP case study is the risk of
over-estimating the effectiveness of delivering the services in online format. Despite
the fact that Law 160/2010 called for the full virtualization of the One-Stop
Business Shop, making the online channel mandatory for the delivery of its busi-
ness services, the PromoPa 2013 survey shows that the SMMEs rank the online
delivery of services as less important than debureaucratization, the synergic orga-
nization of the offices, the competence of staff [68], and even the opening hours of
the public offices. That the SMMEs do not consider the virtualization of the
One-Stop Business Shop a strategic priority is confirmed also by the efficacy rating
of the latest SUAP interventions (especially those aimed at transition to full VSC)
designed to simplify government-business relations. In fact, the high 2011 rating
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(6.2 on a scale of 1–10) had already retreated to 5.5 in 2012 before sinking even
further, to 4.3 in 2013. Hence, it appears that the hurdles encountered by the SUAP
programme were at least in part created by getting the priorities wrong and mis-
judging the demand for online services.

Naturally, the potential of a virtualized SUAP to deliver more efficient and
effective services should not be underestimated solely because the priorities of the
SMMEs diverge from those identified by the SUAP programme (for the transition
from SC to VSC). Rather, what the SUAP case underscores is the risk shared by
many e-government programmes that the delivery of services online is expected to
happen as if by magic, i.e., without doing the appropriate ground work, or at least
making a simultaneous effort to deal with basic problems such as organizational
structure. Indeed, the simple act of virtualization actually risks emphasizing instead
of resolving this issue.

A final observation on the case of the Italian SUAP is that the policymakers’
focus on the law has swept aside other primary considerations. For example, not
only the implementation factor, but also the behaviour of the civil servants, the
responses and reactions of the regulated subjects and interference from pressure
groups. In addition, the Italian public system is an idiosyncratic organism that has a
bad habit of neglecting other, interrelated aspects. In the SUAP case, the spate of
regulations was not issued in a vacuum but loaded onto an already complex
framework made up not only of other legislation, but also habits, behaviour models
[68] and beliefs. Second, ICT itself yields regulatory effects; in consequence, the
design and use of artefacts depends not only on considerations of technical feasi-
bility and usability, but also on interpretation, power relationships and adminis-
trative procedures [60].

5 Conclusion

The paper has followed the empirical trail left by the e-government programme
dynamics of Italy and Lebanon since 1998, drawing on the framework developed
by Hogrebe et al. [24] to map the routes taken to implement their online One-stop
Business Shops. Moreover, although the aim of the study was not, initially, to make
an original contribution to the evaluation literature, it is hard to ignore the important
implications that have emerged from our analysis of the SUAP case.

The macro-level assessment suggests a negative response to the first research
question: ‘Has the SUAP programme lightened the administrative millstone that
crushes Italy’s businesses, thus helping the country to reboot the economy and
increase its competitive status?’

The current status of the SUAP programme indicates that the Italian govern-
ment’s strategic mission of simplification with its expected benefits continues to
dance out of reach. As observed above, many institutional, organizational and
technological problems have hindered the development of the virtual One-stop
Business Shop in Italy. The need of providing appropriate solutions for these
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problems before evolving the One-stop Business Shop toward the virtualization
stage is the main lesson for Lebanon that can be drawn from the Italian case.

In Italy, the local governments have had to deal with the major issue of how to
incorporate the SUAP into the municipality’s organizational boundaries, its degree
of autonomy in the given context and how to find the resources needed to make it
function. Another key aspect to consider is whether the businesses themselves have
the technology needed to access the online services, given that the Italian business
landscape is made up chiefly of small and very small firms not all of which are
computerized.

The response deduced from the analysis to the second research question ‘Is the
exclusively legislative approach a true driver of innovation?’ leaves no room for
doubt that while administrative simplification by law is necessary, it is far from
sufficient. In other words, the legislative intervention is only one of several inputs.
Compared to the earlier measures, the latest SUAP law not only opens up new
scenarios of discontinuity, but also introduces elements of uncertainty and com-
plexity that weigh on the decisional processes, with the smaller municipalities
penalized by contextual factors, not least the traditional attitudes of Italian
administration.

Lebanon does not seem to suffer from the problems related to the ‘innovation by
law’ approach that affected the SUAP programme in Italy. On the contrary, in the
Lebanese case it is precisely the lack of legislation that is the stumbling block to
OSS implementation. The four main pillars of Lebanon’s Public Administration
Reform (PAR) of 2002 were technical, service, capacity building and legal.
However, the fact that the review and modernization of the country’s laws and
regulations is still a work in progress has hindered any advances in the first three
areas. The PAR relies heavily on equipping the ministries and the public institutions
with ICT infrastructure and applications in order to upgrade the public adminis-
tration. However, any attempts at reform in Lebanon are blocked by the country’s
political situation and the government’s lack of interest in the appropriate follow
up. In addition, most ministerial decisions are taken by consensus so imposing a
legal framework on the ministries or the institutions is already a lost cause. The
challenge is to introduce an approved legal framework into the governance of the
public administrations, making them an integral part of the public sector modern-
ization effort. From that perspective, Lebanon might find the “innovation by law”
approach more advantageous, on condition, however, that it learns from the Italian
case to use legislation to enable instead of to coerce innovation. The Lebanese
legislator has already created the conditions for the adoption of a user-centered
approach, but both the legal and the technical frameworks need to become firmly
embedded in the mainstream modernization policies and service design.

This shift to a technological and legal framework would seem the most workable
path to reorganizing Lebanon’s public administration but demands the coherent and
strategic planning of PAR policies across all areas and levels. In this respect, the
situations of Lebanon and Italy are very similar. In Italy, the failure to address
the municipalities’ basic organizational requirements led to the overestimation of
the effectiveness of the online delivery of services. Therefore, the ensuing

One-Stop Government in Italy and the Lebanon … 17



implication for the Lebanon case is the need to work on mainly transforming the
organization, the structure and the processes of government (i.e., administrative
reform) while encouraging the active participation of citizens.

The selective assessment exercise presented here is limited to the current status of
Italy’s SUAP and Lebanon’s OSS and their respective contextual effects. A more
in-depth assessment of the one-stop government programme that covers a broader
platform of stakeholders (e.g., other public agencies, business intermediaries) would
require further knowledge gains and an interdisciplinary analysis. Nevertheless, the
authors firmly believe that the approach to increase our understanding of how the
reform processes develop, as proposed by the paper, needs to go further than just
analyzing the regulations and the policy tools in order to encompass the multiple
contextual factors and their dynamics.
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CloudComputing:Risks andOpportunities
for Corporate Social Responsibility

Norberto Patrignani, Marco De Marco, Rania Fakhoury
and Maurizio Cavallari

Abstract This paper studies the impact of the information and communication
technologies (ICT) used by organizations in their Corporate Social Responsibility
(CSR) strategy. In particular, it analyses the impact of the most recent technological
development, Cloud Computing, on the corporate users that adopt this service.
What key issues need to be addressed by companies that use Cloud Computing?
What is the impact of these choices on their CSR strategy? What strategic
approaches best marry the company’s ICT decisions with its CSR reputation?

Keywords Cloud computing � Corporate social responsibility � IT services �
Centralised architectures � Information security � Organization

1 Introduction

The subject of this article concerns the impact of choices relating to information
technology on strategies for Corporate Social Responsibility (i.e. CSR).

The first part is devoted to the most recent revolution in the field of information
technology—Cloud Computing—then follows a brief description of CSR.
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The third part of this study examines the relationships that can link these two
areas of primary importance for the life of businesses in the twenty-first century.

The context of the article is that businesses and organizations face complicated
choices related to the migration of some or all of their information services and
communications into the cloud [1]. This implies many technological and organi-
zational changes, so it is necessary to assess their impact, especially for an orga-
nization with a solid strategy [2].

Information technology indeed offers many opportunities for businesses, but
there are also multiple risks. This article aims not only to provide an overview of
the most controversial aspects but also proposes some guidelines to face them.

2 Cloud Computing: An Overview

Cloud Computing is a classic example of a socio-technical system in which tech-
nology also includes organizational social values. For many businesses, it is
advantageous to transfer the ICT capital expenditure (CAPEX) to operational
expenditure (OPEX) and this is what cloud computing can offer [3].

Capital expenditure includes amortisation of investments in infrastructure, space
for equipment, specialised personnel, etc. Operational expenditure enables con-
sideration of the computer as a service on demand set against the basis of a payment
based on consumption by eliminating the investment and depreciation thereof.

On the other hand, cloud computing is a step backwards towards a centralised
structure where the only entities able to provide ICT services (both for processing
and for data storage) are those with huge data centres.

The approach of more recent developments in the history of computing, known
as Cloud Computing, is to make available a global infrastructure with the following
characteristics [4]:

– Based on broadband networks available in many countries;
– Based on servers and pooled multi-tenant platforms;
– Can be easily scaled and flexible;
– Measurable (providing services based on consumption requires them to be

quantified);
– Available on-demand and as self-service.

For many small businesses this concept represents a real opportunity. They can
have access to all possible software and applications without having to install them
on their computers [5]: the software becomes a service (SaaS, Software as a
Service). They also have the ability to access any form of application development
environment (PaaS, Platform as a Service) and virtualised ICT resources (IaaS,
Infrastructure as a Service). All of these services allow them to reduce or eliminate
space for ICT equipment, the acquisition and maintenance of server systems and
staff for ICT operations which enables them to focus primarily on their business [6].
For this purpose, it is sufficient to have a broadband network and a series of access
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devices for users (PCs, smartphones, tablets), thereby using these devices as a
simple interface to access the “cloud”.

Regarding costs, the operation is advantageous because the ICT sector becomes
a service paid according to consumption, moving from CAPEX to OPEX. For
example, for a small business (such as a start-up in a university incubator), a Public
Cloud offers the possibility to make computing power and storage space virtually
unlimited, fast and on demand [7]. On the other hand, this system is a significant
shift towards a highly centralised computer architecture. Dependence on large
datacentres is becoming more and more evident. In the seventies, ICT abandoned
the mainframe for the PC, yet today in the twenty-first century, it is doing the
reverse by turning once more to highly centralised structures. Of the five core
computer functions, only the input, output and communication via the Internet
remain in the users’ domain, while storage and processing are now in the cloud (see
Fig. 1).

The new model is quite different from the peer-to-peer architecture of Internet
history [8]. We are returning to a one-to-many architecture very close to centralised
distribution (broadcasting). It happens more and more that users surf the net and use
software in the cloud through a simple touch screen [2]. The centre of the cloud is
even able to turn off machines and operational systems in the hands of users, using a

Fig. 1 Cloud computing: back to the future

Cloud Computing: Risks and Opportunities for Corporate … 25



device called a “kill switch” [9]. The risk of losing the status of digital citizenship to
become a mere digital consumer is growing [10–12].

3 Corporate Social Responsibility: A Brief Overview

The realization of profits was for many years considered the sole purpose of
businesses. Yet much research has been devoted to business ethics: “… the dis-
cipline of applied ethics that focuses on the moral aspects of the business” [13].
This form of applied ethics seeks to answer the question, “how, and in whose
interests, ought the corporation to be governed?”. For a long time and in many
contexts, a single response was considered based on the Milton Friedman’s Theory
of Shareholders which says that the company’s task is to maximize profits in the
interests of shareholders [14]. However, more recently, other positions have
emerged such as that held by Edward R. Freeman to whom we owe the Theory of
Stakeholders that affirms that the company must be managed so as to take into
account the interests of all stakeholders with whom it is in relationships [15].

The debate that ensued was not only academic in nature, but it has spread within
the companies themselves. Often, this management model is assimilated to CSR
which is a form of self-regulation that the company requires and includes among its
management processes. It gives rise to a series of guidelines, mechanisms that
self-commit the company to respect certain international ethical standards [16]. It is
undeniable that CSR is more in concordance with the Theory of Stakeholders, in
particular because it takes into account all the actors involved in the activity; the
company is not tied solely to shareholders. CSR involves a consideration of
everything and everyone that can contribute to the achievement of the company’s
profits, whether in environment, consumers or employees. Its essential purpose is to
ensure the existence of the company in the long-term even, in some cases, by
decreasing short-term profits. For this purpose, the European Commission has
recently published an important document to redefine the concept of CSR “as the
responsibility vis-à-vis the companies they exert effects on society … [To do this]
should be that companies have engaged in close collaboration with their stake-
holders, a process to integrate social concerns, environmental, ethics, human rights
and consumer organizations in their commercial activities and basic strategy” [17].
Similar recommendations are included in major voluntary lines of the ISO
(International Organization for Standardization) published under the title of
“ISO 26000”. They describe principles of social responsibility which include
human rights, respect for the rights of workers, the environment and community
involvement [18, 19].

While observing these precepts is voluntary, we see that this mandate is trying to
attract the attention of many organizations, especially in recent years as information
technology (the web) now demands greater transparency and awareness for all
business operations, and consumers are becoming increasingly sensitive.
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4 Relationship Between Cloud Computing and Corporate
Social Responsibility

The connections between the ICT tools used by organizations and their effective-
ness with respect to customers and users has now been studied for some years to the
point that cultural institutions such as museums have not escaped the analysis [20].
In the particular case of Cloud Computing, technology choices have far greater
consequences at the organizational level in terms of customer service and corporate
reputation.

This could also affect CSR strategies. In fact, organizations with a well-defined
CSR strategy prefer to monitor closely the “borders” of the company and the
behavior of their suppliers [21]. In general, they access ICT services that are outside
their firewall only for some specific, non-mission critical applications.

As regards to cloud computing, the temptation to extend the acquisition of ICT
services from outside is very strong. It can certainly be an opportunity for busi-
nesses, but it also raises several important issues which we examine here.

Governance. In IaaS and PaaS models, the company still has control of the final
applications (IT levels on software application and services). It “rents” only basic
computing resources (computing levels for servers, storage and network) from an
outside vendor. With the SaaS model, the company entrusts the entire ICT protocol
stack (applications, services, servers, storage and networks) [22, 23] to the cloud
provider. For a socially responsible organization, governance of IT infrastructure is
fundamental because nowadays they have become critical to any form of activity
[24]. This outward movement of the control of ICT infrastructures related to the
Cloud implies a radical revolution in organizational terms. Those responsible for
ICT, as one of the main stakeholders of the company, may find their jobs in
jeopardy. The problem of “shutdown” of the computer room and the loss of all the
ICT skills of the people who work there, cannot be dismissed lightly by a company
with a strong CSR.

The perimeter of the company. For many organizations the firewall, the security
device that separates the corporate network (intranet) from the public network
(Internet) is the main organization border. With the adoption of information tech-
nology services by the public cloud, this separation has decayed. The storage and
processing of data takes place outside the corporate boundaries. The devices used
by employees of the company are reduced to simple input and output interfaces.
This puts socially responsible companies in a position to rethink their borders in
line with those who are among the major stakeholders: customers [1].

Contractual obligations. If anyone can easily acquire computing resources in the
cloud, then there will be organizations that buy resources simply to sell them. The
risk for a socially responsible company is to entrust their data and processing to a
simple “broker” and not to true computer professionals. The risk is to rely on a
cloud provider who is not the real owner of the resources but merely an interme-
diary [25]. All research on the RSI confirms that the length of the chain of suppliers
(“supply-chain”) is one of the most critical aspects to be monitored [26].
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System administrators. When there are too many people with system adminis-
trator privileges, there is the so-called “problem of many-hands” [27] in critical
resources. For example, what if a cloud provider system administrator decides, for
maintenance reasons, to stop a server? Will the related service just be interrupted?
Will the company that has entrusted its ICT services to its cloud provider be
warned? How will the cloud provider reconcile the need for maintenance with the
need for continuity of service enterprise (cloud user) towards its customers?

Risk management. Although it is not admitted so explicitly in public, computer
scientists know very well that software and complex systems are by definition
unreliable (exhaustive testing is impossible, being subject to the so-called combi-
natorial “explosion” typical of finite state machines) and only the main functions
are tested in the laboratory. What happens when you have a failure in the chain of
user—network—cloud user—network—cloud provider? In fact, in a Cloud
Computing scenario, responsibility of computer professionals in the design of
complex systems becomes even more important [28, 29]. The reliability of systems
and all matters related to software (from the limits of the reliability of the software
to the responsibility of the software designers) are still present. They have simply
moved from within the company to the “centre” of the cloud.

Legal issues. Many companies need to know, sometimes for legal reasons, the
physical location of the data: the country and the relevant jurisdiction where the
data is managed by the cloud provider. For example, it is essential for financial
organizations or governments to know exactly where their data is located.

Open and free market. Often, companies must change providers for many dif-
ferent reasons (reliability, organizational change, business models, etc.) [30]. Will it
be easier to change providers of ICT services in the cloud (cloud provider)? How
can one avoid getting stuck with a provider (“lock-in”) that has proven to be
unreliable? Or with a supplier with a CSR strategy that is not consistent with the
one that buys the services? In what formats are the data stored? Will they be open
formats? These issues of standard formats of data and the risk of “lock-in” are the
most critical issues associated with the adoption of Cloud Computing for an
organization with a strong CSR strategy [1, 31]. In the ICT industry, Cloud
Computing services are undergoing a process of consolidation that further worsens
these aspects. The risk of having technologies that work with a supplier but that do
not interface with any competitors is very high. The interoperability of open
standards of the Web is seriously challenged by the titans of the network (for
example, Microsoft, Apple, Google, Amazon, Facebook).

How to deal with the main issues. How can a company with a strong CSR
approach equip itself to face the risks of Cloud Computing? Are the benefits of
moving to ICT as a service, which does not require large investments, compatible
with a policy of respect for all stakeholders of the company? For example, how will
it change ICT governance? Is it realistic that there will be no more need for
computer experts in a socially responsible business that adopts Cloud Computing?
Is it realistic that the CIO (Chief Information Officer) is destined to disappear? It
would not be the first time in the history of computing that organizations that
manage technology have to undergo radical changes. Yet the trend towards the
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automation of many business processes and the growing importance of data (“Big
Data”) requires socially responsible organizations to design very carefully the
process of migration to the cloud to maintain skills within them. One can turn off
the computer room, but not the skills on the data, their security, their analysis and
visualisation. Competent people able to “extract value” from the data will still be
necessary for any business. The risk of lack of transparency in the supply chain (one
of the most controversial aspects of CSR) can be faced by taking specific measures.
For example, a company can ask the cloud provider to prove that they are actually
the owner and controller of the infrastructure and not just a “broker”. This is
possible, for example, by including specific clauses in the contract. The same
applies to the issue of too many hands on the systems; for some maintenance
operations by the cloud provider, cloud users may require that directors from both
sides agree (“four-hands authorisation”).

An aspect not to be overlooked in the drafting of a Cloud Computing contract is
the traceability of events. If a “computer crash” (data loss, software malfunction
etc.) occurs, it must be possible to find out what happened (“cloud traceability”). It
will be necessary to store the events log in a safe place, accessible only to the
involved company (with the exact date of the events, all protected by “electronic
signatures” and encryption). At the very least, the risk management plan of the
company should be revised, taking into account the plan of the cloud provider. This
will avoid the risk of having two plans either not in synch or even in conflict. It is
not a coincidence that some have started to consider “cyber-insurance” to cover
technology risks [32]. Many organizations require the cloud provider to provide
explicitly the place of data storage or even demand that they be stored only in
specific countries with adequate legal systems. The risk of “dependency”
(“lock-in”) still has much to mitigate in the world of cloud computing, and the
spread of open standards is still a very difficult issue. Yet this aspect for CSR is
fundamental. For example, many consumers are asking companies to be transparent
about their environmental impact [33].

A company with a strong CSR may, for example, ask the cloud provider to
explain the sources of energy used to power its huge datacentres. How many of
these are sources of renewable energy? [34]. The company may have to change
cloud providers if this does not fully meet its strategy of environmental sustain-
ability, but changing providers without open standards may turn out to be very
difficult, if not impossible.

5 Conclusions

The whole Theory of Stakeholders in the field of “business ethics” is based on
balancing the interests of all the stakeholders. CSR translates this theory into
practice. A company with a strong CSR strategy must be able to identify all the
nodes in the network of stakeholders around it.
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Cloud computing, on the one hand, simplifies the use of computer services
(transition from CAPEX to OPEX), on the other hand, however, this simplification
is done at the cost of greater complexity of the supply-chain in the ICT market. For
a company, it becomes more difficult to design its network of stakeholders: not
everything is under the strict control of corporate ICT and the ICT supply-chain
becomes even more extended. A company may find itself managing a business
providing products or services to its customers using a cloud computing infras-
tructure that is not consistent with the company’s ethical principles, and this
requires close attention in many aspects [35].

The Theory of Stakeholders (stakeholders) is not sufficient to prepare a solid
CSR strategy; however, its definition helps to design precisely the stakeholders’
networks around the company and this helps to make the right management of links
between CSR and ICT. Cloud computing makes this task much more complex, but
the most advanced companies in CSR and in ICT strategy are aware that the choices
in these fields are becoming increasingly aligned. This article has analysed, from a
company point of view, some of the most critical issues related to the adoption of
cloud computing: the loss of control of the governance of IT, the loss of the very
meaning of corporate boundaries, the assignment of services to simple “brokers”
(which would lengthen further the supply-chain), the difficulty in ensuring conti-
nuity of services to its clients when the critical infrastructure is managed by an
outside vendor, the further worsening of IT risks, the need for the company to
revise its risk management plans to make them consistent with those of the cloud
provider, the loss of control over data, the difficulty in changing supplier.

Cloud Computing exposes a company with a strong social responsibility to risks
that must be addressed on time. This article aims to provide a contribution to
companies that want to mitigate these risks, helping to define a strategy for
migration to Cloud Computing consistent with their CSR strategy.
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The Electronic Health Record:
A Comparison of Some European
Countries

Sabrina Bonomi

Abstract The paper presents an overview of the Electronic Health Record
(EHR) used in some European countries such as Italy, Great Britain (England,
Scotland and Northern Ireland), Norway, Finland, Denmark and Sweden (called
“Northern Europe”). An EHR is a patient’s digital health data collection, to which
physicians, nurses, health workers and the patients themselves add the patient’s data
progressively. It improves health care by using information and communication
technology that can be different in various countries. The aim of the European
Union is to establish a health system network with standardized guidelines. The
paper describes the situation in the various European countries in order to compare
dissimilar scenarios. It starts from the institutional and regulatory framework and its
historic evolution and then describes the present situation and attempts to foresee
future trends. It also tries to define the progress of the EHR process, by analysing
the common characteristics, its advantages and limitations. It shows how historic
paths, elements, procedures and future trends can highlight the strengths and
weakness of national systems, as well as the similarities and differences among
legislative, political and entrepreneurial activities. In the future it may be interesting
to include other countries or carry out a longitudinal research on them.

Keywords Electronic health record � European countries � Standardized
guidelines

1 Introduction

The Electronic Health record is a digital format for keeping an account of health
information and consequently improves the quality of health care. Therefore, EHR
can be defined as a set of electronic data and information concerning a patient’s
health, which is collected during his/her lifetime.
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The information can be shared across the continuum of healthcare services and
the patient’s progress can be followed in the various care settings [1]. The EHR is
continuously updated by the patients themselves and the various health profes-
sionals who treat National or Regional Health Service patients. This shared elec-
tronic medical record enables citizens to obtain information concerning their state
of health and monitor their current and complete clinical record; they can add
information regarding their state of health, or access the data entered by their
healthcare workers.

An EHR must satisfy three principal requirements [2]:

• Data collection and processing; clinical, financial, administrative data are
obtained from various information sources, i.e. hospitals, private hospitals,
health care facilities, with the aim of facilitating the extraction of medical data in
order to determine the disorder promptly and reduce waiting times;

• Support clinical procedures and decision making;
• Reduce administrative mistakes: risk of loss of documentation, reduction of

paperwork thus simplifying the work.1

It was created through contributions from different Health System authorities
that have intervened during the care path [3].

The EHR enables the numerous healthcare systems deployed across a nation to
communicate, to share and transfer data collected in various healthcare facilities and
to gather them together in a single file. The success of EHR is due to the accuracy
and synthesis of the data, especially in Northern European countries.

The research question is: “How are electronic instruments, especially the
Electronic Health Record, used in some European countries?”

There are too many differences concerning the introduction of the Electronic
Health Record and its implementation across the various countries such as time-
table, mode of operations and procedures that require standardization and the aim of
the European program is to establish common guidelines for implementing specific
systems for administrative information [3].

2 The History of the Electronic Health Record

The digitisation process of hospitals and healthcare services has been introduced in
the European countries under study during the last ten years and it is still underway;
it has already reached excellent levels in some countries [3], especially in Northern
Europe which are those that first took advantage of the opportunity and promptly
developed their own national model. The European Board included a specific

1“The Electronic Health Record: national guidelines”, Health Ministry, November 2012.
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activity called “ICT for health, ageing well, inclusion and governance” in the FP7.2

The purpose is to use specific ICT instruments to improve health care and to
promote the development of new services that can assure customized healthcare to
patients [4, 5].

The various information systems must have common semantics and activities to
change and to share information [6]. Health Level Seven (HL7) is the major
intraoperative system, introduced in the USA in 1987 and used today in 55
countries to change, share, complete and recover electronic health information [7].

HL7 is a useful tool for facilitating the transmission of Electronic Medical
Records or Electronic Health Records; it establishes specific guidelines, especially
for the EHR:

• it is possible to access and extract information regarding a patient’s health in real
time in order to complete the medical record;

• the EHR is the main reference and supports a patient’s medical care;
• improvement of medical teams due to the opportunity of accessing previous

medical data;
• it is possible to define and redefine the use of resources and to plan health

services;
• it is possible to carry out research on the state of health and implement and

promote public health initiatives [7].

2.1 The Italian Context

Introducing EHR in Italy is one of the objectives of the “Italian digital programme”,
which originated from one of the EU strategic directives called “the action plan for
Europe 2020”. In 2010 the Italian Ministry of Health established the EHR guide-
lines aimed at implementing their use and aligning the Italian context with the
international scenario.

The purpose of thee-health information strategy is to develop a harmonious,
coherent and sustainable local information system to support the care of patients by
increasing the levels of cooperation.

In Italy, there are three levels in the health system: national, regional and local;
the EHR is used effectively in only five Regions (Lombardy, Emilia Romagna,
Tuscany, Sardinia and the autonomous province of Trento) while it is still under
experimentation and in the planning or implementation phase in the other regions
(Piedmont, Liguria, Marche, Veneto, Abruzzo, Campania e Basilicata [8]).

2FP7 is the acronym of the seventh framework programme, the main EU financial tool to
incentivize research and development activities.
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EHR is useful for ten million people and the laws must support the introduction
of an integrated digital health system and safeguard the health of Italian citizens at
the same time.

2.2 The UK Context

EHR was introduced in the UK in different phases and periods of time.
In 1997 the British government began transforming the National Health Service

(NHS) in England with the aim of creating a “person-based” health care system.
The citizen is at the heart of the public health system and becomes the main health

care player; physicians invite him/her to take part in relevant discussions and to
assume a decision-maker role. For this reason EHR becomes a fundamental
instrument; it favours communication, increases the amount of information con-
cerning the patient’s state of health and involves him/her in the collection of data [9].

In 2002, the National Programme for Information Technology (NPfIT) was
initiated which established the NHS Care Record Service, that is the creation of an
electronic medical record for secondary treatment.

In 2010, numerous difficulties arose due to the overambitious objectives of the
project; many problems with software, the lack of deadlines and other mistakes and
issues (i.e. the analysts, who studied the project, were not health-care professionals
and therefore were not aware of hospital issues and procedures), which brought the
e-health, program to a halt.

In 2011 the Prime Minister went out of business, but in order to save a part of the
money invested, which amounted to over ten billion pounds, the Summary Care
Record and the Electronic Prescription Services were maintained in order to
improve the security and efficiency of health care [10] and used by approximately
24 million people in 2013. The Ministry of Health negotiated a new agreement with
the software suppliers Computer Science Corporation (CSC). In August 2012, a
new agreement established the deadline of July 2016 for allowing major flexibility
and the possibility of new solutions for providing health care records [11].

Wales is also introducing information systems (NHS Wales Informatics
Service—NWIS). It wants to improve the quality of health care quality and
maintain technology and information systems updated. In fact rapid and continual
changes are being made at present. Since 2010, patients have been able to use
online booking services; they can book appointments, request hospital admissions
and radiology examinations.

The EHR is only useful at local health unit level; therefore physicians cannot
gain access to the electronic record if a patient uses a hospital service out of his/her
area of residence. General practitioners can send their information to the hospital by
“e-referral” in a safe and standard way.

In Scotland, the introduction of Emergency Care Summary started in 2004; a
national information system records the main communications made by general
practitioners: personal data, medicines prescribed, allergies etc. Health organizations
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can communicate and exchange information by means of the National Information
Systems Group known as the Scottish Care Information Gateway (SCI Gateway).

In 2012, the Key Information Summary was introduced to allow information to
be shared among health workers, doctors, ambulance crews, off-duty doctors,
hospitals, pharmacies and treatment centres. In October 2013, Scotland won the
“Excellence in Major Healthcare IT Development” at the Health Insider Awards
20133 used by over 60 % of clinics [12].

Northern Ireland has the Emergency Care Summary Record, which is a system
with the same characteristics and functions as the Scottish and the Northern Ireland
Electronic Care Record (NIECR). After various pilot projects, the latter was
completed with success in 2009 and in use at Belfast City Hospital, Ulster Hospital
and all over Northern Ireland in 2010.4

2.3 The Northern European Context

In Denmark, Finland and Sweden, the state system was fundamental for the
information systems. The public model equalized the investments made for infor-
mation technologies, in contrast with what occurred in other countries with a mixed
contribution system [13]. These countries have promoted EHR strategies and plans
of action ever since the beginning of the 1990s; they are experts in Health ICT and
the first to use these technologies in health services and the first in the
cost-of-health/PIL ratio.

In Denmark, the main support came from the state government; since the 1990s,
it has defined four standards to digitalize the health service [14]. The aim of the
“Danish Action Plan for EHR” was to support the application of EHR and define
some guidelines regarding regulations, information, safety, organization and
implementation. In the 2000s the Health Ministry continued the Plan with the
“National Strategy for IT in the Hospital sector”, in order to prioritise the actions in
IT for the health plan. The SDSD5 was created to establish some common guide-
lines for the development of her, which became part of the national project called
BEHR, Basic Electronic Health Record [15] which defines the reference model of
EHR. At the end of 2010 there were five systems of EHR, one for every Danish
region; a cross consultation of data was not sufficient.

In Finland, there was no centralized health service therefore it was necessary to
connect the various territorial frameworks. In order to secure the future of health-
care, the National Health Care program attempted to conciliate financial problems
and the increasing demand of health services which together with the National

3www.alliance-scotland.org.uk.
4www.healthcareitnews.com.
5SDSD is the acronym of “Sammenhængende DigitalSundhed i Danmark”; it is Connecting
Digital Health.
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strategy was aimed at assuring health care and implementing EHR within 2007
[16]. In order to solve the patients’ problems in terms of autonomy, privacy, par-
ticipation and access to personal information and provide physicians with complete
and accessible data, the eHealth Architecture project [17, 18] was implemented,
which reduced the huge heterogeneity of hospital information systems and the
EHR, and tried to compensate for the lack of the EHR in pharmacy [19]. The
county councils are responsible for the development of EHR [13]. In 2008, the
National Patient Summary (NPO) was established, which is a system that enables
health workers, to gain access to health information everywhere with the consent of
the patients [20].

A historical comparison is reported in Table 1, which shows the main key words.

3 The Different Applications of Electronic Health Record

The EHR experience shows that the introduction of a new information system
requires some common actions at organizational, human and technological level.
They must satisfy the patients’ new needs. The organizational intervention has

Table 1 The different stories of electronic health record

Historical
characteristic

Italy UK Northern Europe

1. Promoter
of introduction
of EHR

Health Ministry Government Health Ministry

2. Period of the
first guidelines

2010 2002 1990/2000

3. Purpose To develop a
harmonious, coherent
and sustainable local
information system in
order to improve
patients’ healthcare

To give citizens the
main role of the public
health system; to
make patients the
main healthcare
players

To give patients
autonomy, privacy,
participation and
access to personal
information while
providing physicians
with complete,
secure and accessible
information at the
same time

4. Diffusion
(place)

5 completed regions;
7 in experimentation

According to each
single nation (e.g.
over 60 % of scottish
clinics, 100 % of Irish
clinics)

According to each
single nation

5. Diffusion
(people)

Approximately
10 million

Approximately
24 million (England
2013)

Unavailable
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brought some benefits: reduction of waiting time, simplification of procedures,
qualitative improvement [4].

At the beginning, the EHR did not have a flexible cataloguing system and the
method of research (chronological for subject or procedure) had to be selected in
advance.

At present, the three categories are all together in one thus making consultation
more simple [21] and therefore both patients and doctors can easily gain access to
the information they need.

3.1 The Italian Context

The EHR is the first step and the reference point during the health care process for
realizing the e-health project, since it provides a clear picture of a patient’s state of
health from birth onwards. It consists in a clinical document, digitally stored in
repositories with cumulative indexing systems obtained from a full electronic
medical record with access to authorized people. The digital information must be
available, easily accessible and transferable and conserved yet it must also comply
with the legislations concerning patient privacy rights [22]. In fact EHR enables
patients to consult and manage their health data online by means of a web page.

This can be done in compliance with the current privacy and safety regulations
concerning personal data. If the patient consents to the processing of personal
information, both the reading and entering of data and documents that can add to
the EHR, he/she can benefit from a better quality of treatment. In fact the com-
pleteness and availability of information helps to increase the quality of services
and reduce human and clerical errors, waiting times and possible duplications.

Therefore, EHR improves medical and organisational efficiency and the effec-
tiveness of healthcare procedures while reducing the costs deriving from the
bureaucratic procedures and disorganisation related to them. One of the most
problematic aspects is to make behavioural changes in healthcare operators; the
personnel who are involved in this process should modify their work organisation
in order to obtain a patient-oriented vision [23, 24].

3.2 The UK Context

The Electronic Health Record is a longitudinal record that describes the patient’s
complete healthcare history in various clinics, hospitals and centres. It contains the
patient’s information regarding sporadic or continuous health care entered by
physicians, hospitals and other centres.

The EHR is a database application that memorizes and gathers patients’ medical
records. Its principal purpose is to gather and store patients’ health data and
information, to process the results and dispatch orders (for example e-prescribing)
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and to support the decision-making process involving patients and establish the
administrative and reporting procedures [25].

In England there are two levels in the EHR system: the Summary Care Record
(SCR) in all countries and the Detailed Care Record (DCR) in particular areas such
as Greater London [25]. The principal infrastructure is the New National
Networking service (N3), which has three national components: electronical
booking, electronic prescription transfer and medical record access. Clinical
information is always readily available regardless of area of origin [26].

The EHR is a complex database that allows for the integration and online access
of data from heterogeneous clinical applications and therefore harmonization at
national or regional level is required [26]. It consists in a list of medicines, physical
evaluation, lifestyle, clinical history, discharge, diagnosis, test results etc.

Several research studies state that the use of information systems in health care
has encouraged a more complete and accurate documentation by health workers
[22]. EHR is extremely useful to patients suffering from acute illnesses who need to
monitor their disease and treatments, communicate with medical professionals and
obtain information easily. In fact EHR improves communication and helps to create
a relationship of trust between patient and doctor [27].

One of the most difficult obstacles is the need for structural changes at organi-
zational level since EHR calls for the modification of hospital infrastructures.

The introduction of electronic health records promotes communication and
provides patients with more information concerning their state of health in order to
involve them in their treatment [9]. Another obstacle arises from the lack of time
and the human resources required for patient care; some physicians are against this
approach as they believe it to be time consuming.

Younger doctors accept EHR better than older doctors who are more resistant to
change and have a different perception of the benefits of the new tool [28] and
consequently they do not directly use the EHR system [29]. People’s characteris-
tics, approaches and attitudes are fundamental for the success or the failure of the
EHR, which can be terribly opposed at times [28].

3.3 The Northern European Context

The success of the Danish health care system probably originates from decentral-
ization and multi level architecture. At the moment, it is important to coordinate
physicians and hospital workers at various levels.

There are a lot of differences regarding the respect of the organizational and
distributional parameters and the characteristics of the EHR model. In Denmark,
there are 60 EHR models; on one hand they show the commitment made to develop
and implement this system, but on the other hand it allows for the huge hetero-
geneity of their content and therefore shows the need for a common framework
[15].
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The “National IT strategy for the Danish health care service” provides shared
guidelines especially regarding the data collection and information system. The
patient’s privacy is therefore one of the key factors; the information system must
share information safely and ensure that it reaches the right people.

In Denmark, the Sundhed portal provides access to health information and uses a
system of engineering controls, such as encryption, electronic identification and
control registers, in order to ensure privacy and the security of personal medical
information. Patients can check who visited their profiles, and can limit access or
reading settings to specific data and people.

The excessive regulation to accessibility represents an obstacle for EHR. In fact
legislation has frequently changed the criteria for accessing sensitive health infor-
mation by patients and medical staff in order to make sure that the interventions
were shared with the previous regulations.

A research study carried out in 2012 declared Finland to be the leading OECD
member in the management of the health system as it achieved the highest values
for all parameters analyzed [30]. The Finnish health care system is too diversified; it
uses inputs from several sources to support services and medical care.

In Finland, the EHR are obtained from the various systems of local health
records, which are not able to communicate with one another; at times the software
used is semantically incompatible or not interoperable and limits communication
between patients and doctors. Finnish legislation stipulates that it is the responsi-
bility of every public and/or private healthcare organization to store all health
information in a single archive by the year 2014 and to maintain parallel man-
agement systems within the local EHR.

The introduction of the e-Archive lowers health care costs, allows for the
interorganizational consultation of past and present health records, eliminates
unnecessary procedures and saves resources, improves the efficiency of services,
completeness, integrity and confidentiality of health data accessible to a group of
users over an identified period of time [31, 32]. HL7, CDA, R2 and semantically
interoperable infrastructures enable users to send, access and use the data contained
in the national archive, through EHR systems, pharmaceutical or online portals.

Finland has gone from a localized approach toward a shared national approach in
order to maximize the benefits of local ownership and flexibility; on the other hand,
Finland operates within a universal structure by sharing and standardizing infor-
mation. The government is able to systematically monitor its work in real time, with
the aim of perceiving the characteristics of current trends and identifying possible
scenarios for future development. The main issues are the costs of the information
system and the protection of privacy and security of the stored data, considering the
ever-growing demand for data.

Sweden uses a decentralized health system; both central and local government
authorities are responsible for most of the costs incurred at national level [33].
Regulatory changes promoted the construction of user-friendly systems, to support
decision-making by supplying and sharing the required documents with other
systems (used by municipalities, regions or individuals). The measures included
EHR systems, the prescription systems and the national patient summary [20].
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Twelve county councils use a shared EHR system; four are planning a common
solution; the last five are integrating existing EHR systems [34].

The Swedish e-health strategy was implemented to create a common information
structure; the state implemented many initiatives for the development of ICT
healthcare applications and made significant progress in the standardization of EHR
[13]. A comparison is reported in Table 2, which shows the main key words.

Table 2 The various applications of electronic health record

Application Italy Great Britain Northern Europe

1. Role of EHR To realize the e-health
project

To gather and
memorize patients’
health data and
information, to process
the results, dispatch
orders and to support
the decision making
process, to involve
patients, to set up the
administrative
procedures and
reporting

To coordinate doctors
and hospital workers at
various levels

2. The base of
EHR

A clinical document
digitally stored in
repositorie, cumulative
indexing systems and
secure access by
authorized people

Summary card record,
electronical booking,
electronic prescription
transfer and medical
record access

Multiple systems of
local health records
(over 60 in Denmark
alone)

3. Characteristics
of EHR
information

Available, easily
accessible, transfer and
conservation; it must
respect the legislation
concerning patient
privacy

Complex database;
integrates online
access, to data from
heterogeneous clinical
applications

Uses a system of
engineering controls,
to ensure privacy and
security of personal
medical information

4. Advantage
coming from
EHR use (patients
and organization)

Patients are aware of
their updated health
history since birth;
they can consult and
manage their health
data online by means
of a web page in
compliance with
current privacy and
safety regulations. It
reduces human and
clerical errors, waiting
times, duplications;
contributes to achieve

Patients can check
their disease and its
treatment and have
more information and
communication;
improves trust and
communication
between patients and
physicians

Patients can check
who visited their
profiles, can restrict
access settings or
reading to specific
people or to specific
data; lowers health
care costs, allows for
the interorganizational
consultation of past
and present health
records, eliminates
unnecessary
procedures and saves

(continued)
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4 The Different Future Developments

The HL7 is nowadays the most commonly used standard, the International
Standards Organisation (ISO) and the European Committee for Standardization
(CEN) developed their own regulatory standard, the CEN/ISO EN13606. The
standard, originally developed by the European Committee for Standardization
(CEN), received approval as an international standard ISO by expanding its pool of
users [35]. Currently HL7 and CEN are trying to harmonize the two standards in
order to bring unity to the respective regulatory actions, which, at present, are
characterized by large overlapping areas.

4.1 The Italian Context

Italy is one of the countries, which invests less in healthcare; a recent OECD
research shows that the Italian health expenditure is below the average of the other
countries belonging to the organization [36].

Table 2 (continued)

Application Italy Great Britain Northern Europe

clinical and
organisational efficacy
and the efficiency of
healthcare processes;
reduces the health
costs deriving from
bureaucratic
procedures and
disorganisation

resources, improves
the efficiency of
services,
completeness, integrity
and confidentiality of
health data accessible

5. Obstacles
hindering the use
of EHR

Difficulty in changing
the cultural attitude of
operators; the people
involved in this
process should modify
their work organisation
to have a
patient-oriented vision

Structural changes of
hospital infrastructures
at organizational level;
lack of time, issues
concerning the human
resources required for
patient care

Excessive accessibility
regulations and too
many changes
concerning the criteria
required for the
accessing of sensitive
health information by
patients and medical
staff. The costs of the
information system
and the protection of
privacy and security of
the stored data,
considering the
ever-growing demand
for data
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The reduction of health care ICT expenditure reflects the lack of a shared vision
of digital innovation, as well as the lack of a systematic approach to investments
[37–39]; this situation contributes to the explosion of a lot of isolated investment,
which is not integrated in a national system and is not sufficient to guide devel-
opment [39]. Italy “lacks an overall plan, a shared vision of e-Health”.

Indeed, “there are rules but there is no clear division of roles played by the state,
regions and individual health authorities and hospitals. We need a real digital
healthcare plan, implemented according to a digital health law” [40].

The decree passed on 21th of June 2013 provides some measures to support the
complete fulfilment of the law by 31th of December 2014. It provides the regions
with a centralized EHR infrastructure in cloud computing.

4.2 The UK Context

Information technology allows for costs saving, improves data exchange and
consequently improves the quality and safety of healthcare [28] due to fewer
mistakes and faster results; it also reduces waiting times. Another benefit of EHR
concerns clinical research; EHR could enhance coordination between healthcare
and research environments, thus leading to great improvement.

Patients are worried about the security and confidentiality of electronic records
especially with regard to personal data relating to mental and sexual health. Another
complication arises when data relating to a patient should be placed in a health
folder since a coding system is required in order to standardize the content.

SnoMed is the clinical translation provided by the EHR system and encodes
techniques, diseases, treatments, allergies in clinical terminology. Doctors have
stated that the system is not always efficient and requires revision and correction
and that there are some problems of terminology. The connectivity and usability of
the program is a challenge as continuous training is required for users; another issue
is system downtime, which causes delays and difficulties in managing work.
Another negative consequence of this model is the additional work for physicians,
changes in working practices and impact models of professional work [28].

The National Programme for Information Technology in England aims at
computerizing the medical records of NHS patients or care providers across the
country. The project is characterized by highly complex, extremely demanding
deadlines and affects a large number of doctors, managers and administrative staff,
therefore people with different needs and expectations [29].

The implementation and development of the system failed, therefore the gov-
ernment drastically reduced its program. One of the biggest mistakes was the
project itself; it was too large and too ambitious: it intended to scan the health
documents for the entire population over a four-year period.

The program could not live up to these expectations and achieve all the
objectives which delayed the project by a few years. Despite all the money allocated
to the system, most UK hospitals in 2010 had not yet integrated electronic medical
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records and it was never developed in the south of England [41]. The main issues
that caused the project to be abandoned were the slowdown in software imple-
mentation, the lack of deadlines, extra costs and contractual changes.

The National IT Programme also experienced technical barriers and disputes
with suppliers. The contract was renewed because cancelling it would have been
more expensive than completing the project. The new contract offered an oppor-
tunity to combine clinical modules with additional functionalities.

In Scotland, the EHR contains general practitioners’ and other doctors’ data; the
e-Health strategy wants to complete the Emergency Care Summary and the Key
Information Summary before the end of 2014.

4.3 The Northern European Context

The EHR was not able to support daily medical procedures due to the excessive
restrictiveness of its requirements, the severity required by health workers, the
fragmentation of data and the rigidity of the model.

This experience taught us how to develop the following steps: institutions,
physicians, health workers and organizations combined their expertise to promote
new EHR activities; EHR was actually able to respond to national priorities: con-
tinuity of healthcare, information exchange and coordination among medical centres.

The institutional answer was the creation of the National Patient Index, NPI,
which is an infrastructure that can aggregate all medical data relating to a specific
patient, regardless of origin. The information is taken from heterogeneous databases
at national level, even if it is not interoperable, thanks to a single common format
[42].

The current strategy, “Making eHealth work”, intends to promote more inno-
vative solutions to ensure interoperability, accessibility and security of EHR sys-
tems, thanks to the collaboration of multi-level municipalities, regions and
government institutions. The plan of action proved to be useful for defining addi-
tional targets to be reached between 2013 and 2017 [43]: new methods for pro-
viding services, computerization of flows and procedures, better use of data.

In Finland, one of the national eHealth program activities requires that local
EHRs, which are located in first and second level structures, collect available
information and send them to the eArchive system. The same issue was the subject
of a specific legislation, the National EHR project, which defined the main file
requirements so that they can be shared by the entire system [30].

The project followed a prototype developed at international level and identified
the principal EHR information. The structure, organization and competences of
local authorities are currently being redefined to ensure that individual municipal-
ities are capable of ensuring the highest quality of services to citizens. Legislative
and organizational actions are the backbone of the Finnish eHealth program; the
next strategy will be the creation of the national EHR archive, a complex operation
that will require significant changes in technology, organization and legislation.
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The Scandinavian model of welfare does not allow for many forms of private
insurance, which continues to play an integrative role. However in Denmark,
Finland and Sweden, the national institutions are working to promote the devel-
opment of a type of private health care, professionals and hospitals to complete the
existing public organizations [44]. EHR systems are also improved by people’s
technological capabilities and their positive approach to change.

5 Conclusions

The adoption rate of Electronic Health Record systems is an important indicator of
the degree of national e-health [38]. For example, Jha et al. [45] stated that health
information technology in general and EHRs in particular, are tools for improving
the quality, safety and efficiency of health systems. They observed that UK,
Netherlands, Australia, and New Zealand generally used EHRs among general
practitioners (each country >90 %); Germany was far behind (40–80 %); and there
was a small minority of doctors in the U.S. and Canada who used EHRs (10–30 %).
They also explained that it is difficult for hospitals to obtain quality data and that
only a small fraction of hospitals (<10 %), of the countries analysed had the key
components required by an EHR.

There are some criticalities of an EHR, since it is a basic component of many
advanced medical applications and an essential part of any health information
system [45].

Countries such as Denmark, Finland and Sweden took the potential of a struc-
tured EHR system. They used it as the cornerstone of their own national healthcare
model. In fact, the three states paved the way for EHR systems a long time ago even
if their development is still underway. The Scandinavian countries are also trying to
promote the use of additional computer applications, such as reservation systems,
telemedicine solutions, electronic prescriptions and health portals, in order to
facilitate the electronic exchange of data.

However, the benefits of EHR are numerous and generally recognized by all
European countries since it allows for:

• Better access to medical records with detailed past and present clinical infor-
mation regardless of space or time in order to support more informed
decision-making;

• Improvement of safety: EHR reduces the number of possible medical errors and
prevents the loss of documents or the misreading of the entered data;

• Improvement of healthcare quality and access to past and present information
therefore reference to a larger number of data which facilitates decision-making
and promotes the quality of services;

• Improvement of health care: it optimizes treatments, consolidates and stan-
dardizes information, and links together the various areas of the health system
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and reduces administrative and management costs. The information is auto-
matically updated and can be promptly obtained by authorized personnel [46].

The most important aspect concerns quality. It allows for the diffusion of EHR,
thanks to the improved completeness and precision of information and the safety
and the accessibility of data. The success of the EHR depends on the quality of the
information collected obtained from documentation.

In general, the success of the instrument and the information system depend on
expectations, ease of use, flexibility of connection and communication and the
degree of satisfaction perceived by the user.

Despite the many benefits, EHR is not uniformly used for national and inter-
national healthcare. In Great Britain, it underwent many changes according to the
theories of the various governments. In Italy, IT improvements are delayed due to
the lack of a shared vision of digital information.

For various reasons there are obstacles that hinder the implementation of EHR:

• Lack of universal standards or guidelines;
• Difficulty economic return;
• Operational problems (i.e., data input);
• Reluctance to change.

For the system to be successful it is necessary to implement training programs
for specialists. Indeed the Electronic health record is one of the most structured
paradigms of information systems with potential development. The organizational
reluctance to using the system can be changed if management promote it. It is
essential to create a culture and an organizational environment to change that is
capable of promoting its use [47].

One of the reasons why Denmark, Finland and Sweden have high rates regarding
the use of EHR systems may be that health facilities are owned by the government,
which is directly responsible for the service and therefore interested in giving the
right priority and attention to the investment. The autonomy of local authorities, as
in the Finnish case, is one of the reasons that has led to the adoption of inter
regional EHR systems over the years, which are often incompatible with one
another.

In the future, for the success of the HER, it is important to develop interna-
tionally interoperable systems and provide access infrastructures driven by the need
to provide value added healthcare services. It should be a priority to have a com-
petitive healthcare system.

This paper is a summary and represents a first step of the study on this topic. In
the future, it would be interesting to support this study, mostly based on literature
review, with some data that we are collecting in some of the countries under
investigation; or it may also be interesting to study and compare other European
countries (German, France, Spain and Portugal…) or to carry out a comparison
between Europe and United States.
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The Value of ICT Applications:
Linking Performance, Accountability
and Transparency in Public
Administrations

Danila Scarozza, Alessandro Hinna, Stefano Scravaglieri
and Marta Trotta

Abstract Beginning in 2009, the Italian legislation proposed a convergent action
of “programming” “evaluation” and “transparency” to be applied to the adminis-
trative processes. Within this framework, the ICT emerges as a key element in order
to put the Reform into practice supporting administrations both in measuring and
evaluating performance, and in increasing transparency and accountability. In order
to understand the expected effects of ICT use on these relevant aspects of the
administrative activities and, more in general, to give an interpretation of the role of
the ICT in the reform process, the paper presents the results of a content analysis
of 198 documents produced by public organizations for whom the Reform was of
immediate application.

Keywords ICT � Performance � Accountability � Transparency

1 Introduction

In the last twenty years Public Administrations (PA) have been involved in a
process of change which concerns not only their relationship with the environment
but also their internal operative systems [1]. In this frame, New Public Management
(NPM) [2, 3] and Public Governance (PG) [4, 5] propositions, aiming to achieve a
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certain level of stability of the internal operative systems (NPM) and looking for the
participation of different stakeholders and institutions to public sector policy and
management (PG), have favoured a systematic application of effectiveness, effi-
ciency, consistency and transparency as main principles in public politics. Based on
this background and for the first time in its history, the Italian legislation (Decree
150/2009) has proposed a convergent action of “programming” “evaluation” and
“transparency” to be applied to the administrative processes. Theoretically an
explosive mixture, which means PA would be under “goal pressure” as happens in
private sector organizations, creating conditions whereby it is more difficult for
them to “elude” external pressure regarding results. Note that Decree 150/2009 has
an international perspective and is in the stream of national intervention based on
NPM principles. In this context the paper aims to verify the application of ICT
(Information Communication Technology) to the reform process, investigating “if”
and “how” ICT could impact on the Italian reform process, especially in connection
with performance, accountability and transparency. In particular, the paper aims to
investigate the following research questions:

1. How much attention has been paid to ICT in Italian Policy documents?
2. What is the expected effect of ICT use on the performance of public

organizations?
3. What is the expected effect of ICT use on transparency and accountability?

To reply to the research questions, a content analysis was carried out on the
following documents already produced by Italian PA for whom the Decree was of
immediate application1:

• the Monitoring and Evaluation System Plan (MESP) i.e. the document defining
the elements and the technical choices available to control the progress of the
organization in achieving its targets and, to evaluate results.

• the Performance Plan (PP), that is the document defining the elements on which
each administration will base its program (beginning this year) of measuring and
evaluating the process of accountability of the organization and the individual;

• the Triennial Plan for Transparency (TP) in which the administrations must
specify the method, the time schedule, the resources to be dedicated and the
instruments to be adopted to ensure the effectiveness of the initiative and to
guarantee access to the community at large of all “public information”, a kind of
open government.

The rest of the paper is organized as follows. First of all, we briefly present the
Italian reform. Then we introduce the conceptual framework and the propositions.
In the third section the research methodology is described. Finally, the mains results
of the research are presented and discussed.

1The results (but not the specific contents) of such activities have been presented in First Annual
Report (March 2011), by the Commission for evaluation, transparency and integrity in Public
Administrations (CIVIT) to the Ministry for the implementation of government programs.
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2 Public Administrations Reforms and ICT

Since the 1980s public organizations have been attacked for their inefficiency and
for the impossibility of measuring performance and holding public officials to
account. Following NPM and PG movements, several public reform policies have
been drafted in different European countries as a response to new ideas about the
organization and the management of PA as well as a reaction to cut-back operations
due to public finance issues [6]. Looking at the assumptions behind the public
innovations programs which have been formulated in several European countries it
is possible to note that both the nature of the societal problems which governments
should address and the specific actions and tools that should be implemented in
order to meet the desired modernization goals are different from country to country.
Particularly, in many policy documents produced in the last decade we see that the
use of ICT is very often seen as an important vehicle for modernizations and public
innovation. In 2009 the European Commission (Work Programme ICT 2009–2010)
maintains that using the tools and systems made possible by ICT help to provide
better public services to citizens: an effective introduction of ICT in PA also
involves rethinking organisations and processes, and changing behaviour so that
public services are delivered more efficiently to the people who need to use them. In
this context, it is possible to affirm that technology can stimulate public innovation,
especially if we realize that ICT has rapidly penetrated the primary processes of PA.
According to Bekkers et al. [6] it could play an important role in the formulation
and implementation of public policy processes, in the delivery of public services, in
law enforcement, in the redesign of working processes and, moreover, in budgeting
and accounting processes, in the relationship within and outside PA. However,
research shows that the effects of ICT are limited and context-driven because its
introduction in PA is not neutral but an intervention in a specific policy and
organizational context. For this reason, this paper aims to investigate the potential
role of ICT in the Italian Reform process.

2.1 Italian Reform Process and ICT: Connection
with Performance and Transparency

Among the various reforms carried out in Italian PA the Decree 150/2009 reveals
elements of noteworthy connection between the structures of public management
and public governance theories [1–5] which ask for the introduction both of a
system to evaluate and measure organizational and individual performance and of
new regulations which guarantee the transparency and accountability of “each
aspect of the organization, of the indicators regarding managerial progress, the use
of resources for the accomplishment of the institutional functions, the results of the
activity of measuring and evaluating […], with the aim of favouring the diffusion of
forms of social control […]”. The analysis of the Italian policy documents reveals
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that the major aim of reform is to direct PA toward “total transparency”, concerning
not only performance, but also possible risks, activities for prevention of corruption,
and several other topics. The modernization goal of transparency can be considered
as a way to guarantee the external and the internal accountability in public orga-
nizations [7, 8]. In the legislative document (Decree 150/2009), transparency is
mainly associated with the possibility of access to any relevant information for
stakeholders, while accessibility is important not only as the right to information but
also to support the stakeholders’ external control (“social control”). From another
perspective, transparency and information on performance results must generate a
course of continuous improvement of the said performance.

Starting from these premises and looking to the Decree and the CiVIT’s reso-
lutions, it is undeniable that ICT is considered a key element in order to put the
reform into practice. First of all, ICT is necessary to the good running of the mon-
itoring and evaluation system. ICT has been defined as a pivotal point of this system.
However the theme of ICT is only ever referred to indirectly never explicitly. So,
even if the impact of ICT on the reform processes is quite broad and concerns
different perspectives, we need to analyse these perspectives through the two
dimensions of transparency and performance. The impact of ICT on transparency
has a strong relation with the theme of external and internal communication since
ICT can guarantee better communication within the organisation [6, 9]: in the
Decree, transparency is intended as “total access” to all information concerning the
action of the organization, as well as by publishing such information on the insti-
tutional web sites. From this emphasis both on data accessibility and the commu-
nication of performance results the necessity of paying attention to privacy and
personal information security arises. Therefore, Decree 150/2009 and CiVIT’s
resolutions regulated these features and required that Italian PA should be vigilant
regarding privacy issues, particularly concerning personal information disclosure.
Another goal of Italian reform is to improve the performance of public organizations.
On this issue, ICT is linked mainly to managerial and stakeholders’ perspectives.
From a managerial perspective, ICT has a fundamental impact on the different
features of “quality”, which is one of the dimensions of organizational performance.
This concern, that accessibility to PA services, must be understood in an extended
manner. ICT also has an effect on the timeliness of providing product and services.
Moreover, ICT should facilitate the integration of all the control functions and all the
informative systems already existing. The integration must lead to the convergence
of all the financial and accounting systems, management control systems, personnel
administration systems, protocol systems, and so on. From this point of view, large
PA could probably increase efficiency by establishing ERP systems. From a
stakeholders’ perspective, finally, ICT has basically the task to ensure compliance,
equal opportunities and reliability. In particular, compliance and equal opportunities
are related to the continual comparison of the results achieved. Reliability concerns
the necessity of maintaining the same level of consistency of products and services
and of data and information. ICT is also the main instrument that allows the par-
ticipation of stakeholders in the phase of planning in the performance cycle and in
the phase of control, after the communication of performance results.
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3 ICT, Performance, Transparency and Accountability:
Conceptual Framework and Propositions

In a nutshell it can be said that Decree 150/2009, as well as all public acts based
on NPM and PG principles, aims to increase performance, accountability and
transparency of the Italian Public Administration, following a coherent policy
based on the international debate on public sector development and innovation.
Furthermore, while literature showed that some elements of New Public
Management are outdated, the interest in performance, accountability and trans-
parency is still relevant [10].

ICT has a critical role in this framework. Scholars and practitioners agree with
the transformative effects of ICT both on reform processes and on the way public
organizations operate [11, 12]. Furthermore, ICT supports the promotion and the
integration of performance, accountability and transparency [11]. Public sector ICT
initiatives and projects represent an essential and critical part for all public sector
reform initiatives [12]. Consistently with the mentioned Italian reform, in the more
general debate about the potential contribution of ICT to public sector reform [12],
some scholars [12] suggest that many governments envision the use of ICT as a
vehicle to: (a) promote efficiency (ICT can reduce the cost and/or time required for
activities and therefore increase process productivity); (b) encourage decentraliza-
tion (ICT can support decision making at decentralized location and create new
information); (c) increase accountability and transparency at the same time (ICT can
deliver new accountability information to different stakeholders providing);
(d) improve resource management (ICT can create new performance information
and deliver it to decision makers providing more managerial control over gov-
ernment resources); (e) support customer orientation (ICT can encourage the
delivery of new forms of public services). According to Madon [13] each type of
ICT application addresses different aspects of government reform. The imple-
mentation of in-house government applications such as the planning and admin-
istrative systems is based on the rationale of improving performance. Similarly, the
implementation of government-citizen interactions (such as e-government) is based
on a rationale of improving the transparency of public organizations over the short
term.

3.1 Public Administration Performance and ICT Use:
Main Propositions

The attention on performance over the past two decades, since Osborne and Gaebler
[1], suggested that public sector organisations must be “performance driven” and
not “rule-bound”, due to social changes [14] and the general decline in the avail-
ability of financial resources [15]. However, some scholars underlined that per-
formance in public management has multidimensional objectives [16], which can
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be pursued through the improvement of planning and control systems both at
organizational and individual level [15, 17], and through the introduction of pay for
performance systems [18]. Therefore the implementation of Performance
Management Systems in a PA would lead to increased efficiency and effectiveness
[5, 17] and, consequently, to a better and faster accomplishment of its mission.
Technological systems provide support to organizations in measuring and evalu-
ating performance, promoting productivity and greater profitability, developing
work relations and promoting an efficient use of resources [19–21]. Moreover, ICT
can also improve the provision of more timely, consistent and formal information
and data about performance. According to Heeks [12] only those technologies that
provide monitoring, comparison and control mechanisms can be said to truly
support organizational performance. Different comparative analysis, in fact, showed
that the application of performance systems presents wide diversity, at least in
Europe [22]. Several scholars noted that performance systems do not consider
sufficiently the difficulty of measuring and evaluating certain kinds of public results.
From this perspective, several studies did not find any relationship between ICT and
performance [23–26]. Lucas [27] found that the use of ICT did not explain a great
deal of variance in performance. Furthermore, as Brynjolfsson and Hitt [28] pointed
out, the true cost of such investments in ICT may be underestimated because they
do not consider indirect costs (such as labour, training, process reengineering and
services) necessary to an effective implementation in daily work within public
organizations. If these costs are included, the impact on organizational performance
could be modest. It is possible that ICT investment does not have a higher impact
on performance.

Accordingly, we propose:

Proposition 1(a) ICT use in PA is expected to improve the performance of services
and programs.

Proposition 1(b) ICT use in PA is not expected to improve the performance of
services and programs.

3.2 Public Administration Accountability, Transparency
and ICT Use: Main Propositions

ICT is designed to collect and disseminate information, can easily support such
processes, can help track behaviour of all types of entities [29] and can also make
more transparent the public actions and the decision making processes [30]. In the
NPM context, ICT provides support for controlling decision performance, and is
intended to assist in the control of that performance [30]. On the other hand,
following the PG framework, every democratic government should be accountable
to its stakeholders. This is one more reason to search for means of creating
accountability and ICT can be one. For the purpose of this paper it is important to
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distinguish transparency from accountability. Some scholars distinguish between
external and internal accountability [7, 8]: the former indicates the account which is
given to some other person/body outside the person/body being held accountable,
the latter refers to the responsibility of public agents towards citizens. In summary,
accountability and transparency are closely linked with performance but refer to
different audiences: accountability, taking into account both internal and external
dimensions, refers to whole stakeholders, on the other hand, transparency refers to
external ones [31, 32].2 Of course, ICT can support both accountability and
transparency, because it can be used, at the same time, to mirror movements of
resources, to publish information that allows the citizens to scrutinize the public use
of funds, allowing the linking of movements of money to individual actions and
thereby identifying good policy [33, 34]. ICT is therefore an instrument with the
potential to improve trust in governments through government accountability and to
empower citizens and other stakeholders [35, 36]. Asking for new responsibility
ascriptions, ICT can become a “contentious” problem for accountability [37]. ICT,
in fact, has the potential to undermine the process of accountability and therefore
transparency: the advent of technology produces a loss of paper records however, at
the same time, it has little effect on data quality [12]. A frequent problem is that
technology is used for the express purpose of deflecting accountability and thus
responsibility for PA [37]. Barata and Cain [33] discuss this problem with regards
to public sector accountability and they state that the relationship between
accountability and ICT is often oversimplified, which, in turn, may lead to a
decrease of accountability rather than an increase. At the same time, Bannister [38]
identifies a number of phenomena which are likely to delimit the usefulness of
technology-enabled transparency and, in particular, the risks arising from blame and
hassle avoidance strategies; the problems of conformity connected with the political
consensus and potential problems of misinterpretation and misunderstanding of
information [38]. Finally, concerning the difference between accountability and
transparency, a non-correct use of ICT may lead to a shift in focus from the needs of
internal stakeholders to only those of the external ones [39]. Internal information
needs may be forgotten or be satisfied only in the case of overlapping with the
provisions of these external information systems [30]. Moreover, there would be
pressures to control the design and implementation of ICT systems. Power in
bureaucratic organizations is closely linked to the possibility of controlling areas of
uncertainty [40]. Information technology may contribute to reduce that uncertainty
and this explains why politicians and top managers want to control the process of
planning and implementation of ICT [41]. On this topic, in fact, Heeks [30],
identified political infighting as one of the most relevant factors that lead to failure
of information system implementation. So, in order to create a virtuous circle

2For example, in UN Public Administration programs, transparency refers to unfettered access by
the public to timely and reliable information on decisions and performance in the public sector.
Accountability refers to the obligation on the part of public officials to report on the usage of public
resources and answerability for failing to meet stated performance objectives.
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between accountability, transparency and ICT, the PA need to identify the better
use of ICT in the single public organization and between the different stakeholders.
Accordingly, we propose:

Proposition 2(a) ICT should be adopted by PA for the purpose of increasing
accountability.

Proposition 2(b) ICT should not be adopted by PA for the purpose of increasing
accountability.

Proposition 3(a) ICT should be adopted by PA to achieve transparency.

Proposition 3(b) ICT should not be adopted by PA to achieve transparency.

4 Research Design and Method

To reply to the research questions, a content analysis was carried out on the doc-
uments (MESP, PP and TP), already produced by the PA in the first year of reform
application. Content analysis uses the scientific process to identify messages rele-
vant to a defined or evolving theoretical framework, recode the messages into a
quantifiable form using explicit and objective processes, and analyse the messages
to draw conclusions that further the understanding of the theory [42–45].
Management research has utilized the content analysis to draw valid inferences
from the textual communications [46]. Content analysis in fact is useful, and may
be the only research strategy that could be reasonably employed, when there are a
large number of messages to analyse. In particular, beginning with the research
questions, we first identified a set of categories for analysis (or questions to be
asked to text), secondly we read the documents highlighting all text that on first
impression appeared to explain the role of ICT, and finally we coded all highlighted
passages using predetermined codes. Concerning the sample of our analysis, on a
cross section of a total of “131” Administrations involved since 2010 in the reform
project, the sample “663” of the Administrations are in a certain sense, the most
commendable, having published and sent to CIVIT, at the 14th of December 2011,
all three documents. This criterion of selection (the three documents prepared and
published) is justified by the need to gather the best practices on the subject and by
the structure of these documents edited in a coherent and integrated form, each one
defining the parts of the complex system of measuring, controlling and trans-
parency. Using the contents analysis methodology we analysed a total of 198
documents. Based on their “nature”, the PA included in the sample may be clas-
sified as follow: Research Institute (22,7 %), Park Authorities (18,2 %), Provident

3Actually the Public Administrations with all three documents I on the CiVIT website are 67 but
one of them (the University of Florence) had not produced an MESP but a newsletter recalling an
older system of evaluation of individual performance so we decided to exclude the University from
the analysis.
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and social security institutions (6,1 %), Public Authorities (18,2 %), Ministries
(15,2 %) and University (19,7 %).

From the explorative analysis of the policy documents concerning the reform
process (the legislative Decree and the CiVIT’s resolutions), we have identified the
cognitive goals of our analysis: these are the goals of the content analysis as well.
Then, we began to form a table of analysis, paying particular attention to the logical
sequence of the questions. While in a traditional survey the sequence of the
questions could be identified to obtain truthful responses, in content analysis the
order of the questions is designed to facilitate the task of the analysts [47]. We
divided the analysis table into 4 different areas. The first one contains general
information of the PA, while the other three areas are dedicated to an in-depth
analysis of the three documents. The table for the analysis was subjected to a
pre-test in order to identify missing points (to be added) and/or superfluous points
(to be deleted), to identify errors or inaccuracies in the formulation and in the
sequence of the points and, for each point, to supply alternative answers and give
indications for the eventual “closure” of “open” points. The gathering of the sta-
tistical data was carried out jointly. The analysts completed an initial individual
analysis, each one compiling his/her own analysis sheet, after which they carried
out an analysis to discuss and resolve any differences. This enabled the study of a
reliability index for each operation in order to ensure the maximum correspondence
between different test results taken by the individual analysts using the same
instruments on the same test cases. At the end of the survey, the completed forms
were controlled in order to number the valid replies and to examine the “other”
replies for an eventual classification, calculate the ratings (in the case of variables
constructed with more than one indicator), close the “open” items. And last, we
proceeded to structure the coding plan of the variables and then to construct the
analysis sheet. We used the informatics support INSERT to extract the statistical
data for analysis. In order to have a coherent vision, we analysed the gathered data
with programs for statistical analysis used in social science (SPSS). We followed
these steps [48]: descriptive analysis of single questions and, when relevant,
bivariate descriptive analysis.

5 Results

5.1 Presence of ICT Theme in the Documents

As shown in the following table, the theme of ICT is almost always present: 65 of
the 66 administrations tackle it. Looking at each document separately, we observe
the same results both for PP and the TP (Fig. 1) while, referring to the MESP, the
ICT theme is present in fewer administrations (47 on 66). This result is really
unexpected because the MESP should contain the design of the adopted tools to
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manage performance and transparency, among which ICT should be one of the
most important tools. We also analysed the documents, with three mutually
exclusive responses, looking to the kind of innovation connected with ICT, with a
distinction between incremental, radical and fully innovative. In respect of this
topic, ICT is associated to the incremental innovation in 93.8 % of cases, radical
innovation in 31.3 % of cases, and fully innovative with the creation of ICT
infrastructure in 57.8 % of the cases.

In order to obtain a measure of the “centrality” of ICT, we considered the
presence of ICT both in a quantitative perspective (how many words are dedicated
to the ICT theme) and in a qualitative one (through which keywords). From the
number of administrations which consider ICT in their documents, we gathered the
number of words dedicated to this issue: the collected data gave us a measure of
“how many times it is mentioned”. The PP and the TP are the two documents in
which ICT is more common. In particular, during the survey, we found that an
administration has a whole document attached to the PP, which contains more than
17.000 words, dedicated to the ICT theme. The average number of words focused
on the ICT theme is 6.435 for the MESP, 43.708 for the PP and 12.053 for the
TP. These values are all above the average for all three documents for adminis-
trations that belong to the Provident and social security institutions’ category (the
average value of numbers words is: 121 in MESP, 4.261 in PP; 161 in TP). In
addition, with specific reference to the MESP and TP, and also for the Ministries,
the number of words dedicated to the ICT theme is higher than the average (110
words for MESP and 1.869 for TP on average). Moreover, ICT is more often
present and connected with the theme of transparency and accountability in the
documents of Ministries, Public Authorities and Provident and social security
institutions than in Research Institutes, Park Authorities and Universities. To
investigate the use and the implications of ICT in the PA’ documents, we analysed
the main keywords associated with the topic, using a pre-defined set of graphic

Fig. 1 The presence of ICT theme in the documents (numbers of administration)
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forms associated with the ICT theme.4 Starting from these words, we selected from
the documents the number of linguistic roots (primary lexical unit of a word
associated to a word family) in order to identify the content associated with the
semantic content (for ex.: singular and plural name, adjective, etc.).5

Figure 2 shows the percentage of cases in which the keywords have been used at
least once in the documents and refers to 66 valid cases. In particular, the linguistic
root “informat” (that is connected with words as “information”, “informatization”,
“informatics”, etc.) and the keywords “web” are used in most parts of the docu-
ments we analysed. Furthermore the words related with the linguistic root “tech-
nology” (for example: technological, technology, etc.) and “Information System”
and “digital” have an high percentage, while the keyword “web portal” in the
60,6 % of cases. However, “ICT” and “IT” are the less common keywords with,
respectively, 31,8 and 18,2 % of cases in which these keywords have been used in
the three documents analysed. In a nutshell the ICT theme is considerably present in
the three types of documents: 65 administrations on 66 tackle the ICT theme, but
with different forms and dimensions. ICT is mentioned more in the PP and TP than
in the MESP. The ministries, the public authorities and the provident and social
security institutions mentioned ICT in connection with performance and trans-
parency, while it happens less in the case of Research Institutes, Park Authorities
and University documents.

5.2 ICT Role: Tools, Phase, Actors and Goals

The texts analysis provided an interpretation of both the role and the functions of
ICT, in connection with the implementation of the Italian reform. Particularly,

Fig. 2 Percentage of cases in which the keywords have been used at least once in the documents

4The selected graphic forms identify the common words as “Information System”, “technology”,
“intranet”, “web”, “web-portal”, “information”, “ICT”, “IT” and “digital”.
5All the documents analyzed are in the Italian language and therefore, in the research, we have
considered the Italian linguistic root associated with the selected words.
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following the questions illustrated in the method section, in this section we present
the results of the research concerning goals, phases, actors and objects related to
ICT as declared in the analysed documents. Investigating the main goals associated
with the use of ICT we observed that they are not specified in 34 documents. In all
the other cases (Table 1) the analysis reveals that PA use ICT in order to promote
accountability (91,8 % of cases) and to facilitate the achievement of strategic and/or
operational goals (68,9 % of cases). These results are confirmed for all types of PA,
with the exception of Ministries and Provident and Social Security Institutions.
100 % of the organizations in the latter group, in particular, declare that they would
use ICT in order to promote accountability, to obtain a more efficient monitoring
system and to facilitate integration with existing systems. In the document pub-
lished by the Ministries, however, ICT is more often mentioned in reference to the
monitoring system, and to the promotion of accountability (80 % of the Ministries
declare these two goals) and to the achievement of strategic and operational goals
(60 % of the Ministries). Probably, in this case, the different results can be
explained by taking into account the previous reforms which involved separately
the different types of administrations. It could be a problem of different PA’
“starting points”. A previous Decree (n. 286/1999, art. 1–2), in fact, obliged only
the Ministries to reorganize and to strengthen all the existing mechanisms and tools
in order to: (a) ensure legitimacy, regularity and fairness of the administrative
action; (b) verify effectiveness, efficiency and economy of the administrative
actions; (c) evaluate the public management’s performance; (d) verify the con-
gruence between achieved results and defined objectives during the implementation
of plans and programs. This implies that the Ministries, unlike the other PA, have
already worked on these areas and, consequently, on issues related to ICT, for about
a decade. The Research Institutes, however, more than the others declare the use of
ICT in order to facilitate integration with existing systems (50 % of cases). Within
this percentage of cases we found PA6 offering particular and more technical ser-
vices. The research activities and the services adopted by these organizations are
characterized by technology-based work processes. Consequently we suppose that
their ICT knowledge allows them to take advantage of an integrated technology
system. At large, this first section of results seems to confirm that PA’ choices
follow the direction of the Italian Legislation which proposed the application of an
action of “programming”, “evaluation” and “transparency” to the administrative
processes and activities. The different issues emerging in the “other” sector confirm
this idea. In the analysed documents the administrations also affirm the use of ICT
in order to ensure customer/citizen satisfaction (6 % of the sample) and to reduce
public spending (3 % the sample): these are also, in fact, key drivers of performance
in public sector organizations.

6For example: ASI stands for Italian Space Agency; ENEA stands for Italian National Agency for
New Technologies, Energy and Sustainable Economic Development; INGV stands for National
Institute in Geophysics and Volcanology; INRIM stands for National Institute for Metrology
Research; ISTAT stands for Italian National Institute of Statistics.
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In order to understand the relationship between ICT and the performance cycle,
we made a more detailed analysis of the mentioned phases of the performance
cycle, within the document. In 62 documents there is no information about the
specific phase of a more “intensive” use of ICT. However, from the other cases
(Table 2) it appears that ICT use is more often referred to in the “Reporting” phase
(82,5 % of case), to the “Organizational performances’ measurement and evalua-
tion” phase (47,4 %), “Monitoring” and “Planning” (respectively in 45,6 % and in
43,9 % of cases).

Despite this general trend, the phases most commonly related to ICT are different
across the different administrations. For example, the Ministries declare the use of
ICT in the “Programming” phase (100 % of the Ministries), in the “Monitoring”
phase (80 %) in the “Planning” phase (70 %) and in 50 % of cases in the
“Reporting” phase. Public Authorities affirm the use of ICT more in “Reporting”
(100 % of cases) and in the “Monitoring” phase (90 % of cases), than in the
“Organizational Performance Measurement and Evaluation” phase (only in 50 % of
the cases). Finally, in addition to the “Reporting” phase, Park Authorities announce
the use of ICT in “Planning” and “Budgeting” phases (respectively, 75 and 50 % of
cases). Of course, in comparison with other administrations, Park Authorities
provide different services to the community and their work activities, probably,
require a more careful planning and budgeting phase.

Taking into consideration the two phases in which administrations declare the
use of more ICT, it seems that the link between performance and transparency is
confirmed, because of the use of ICT in both phases. However, the results do not
support the strong relationship between organizational performance and individual

Table 1 ICT goals

Goal Percentage

To promote accountability 91,8

To facilitate the achievement of strategic and/or operational goals 68,9

To facilitate integration with existing systems 45,9

To obtain a more efficient monitoring systems 44,3

Other 18

Table 2 ICT and performance cycles’s phases

Phase of performance cycle Percentage

Reporting 82,5

Organizational performance’s measurement evaluation 47,4

Monitoring 45,6

Planning 43,9

Programming 38,6

Budgeting 35,1

Individual performance’s measurement evaluation 29,8
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performance. Probably, if the former influences the latter, PA should use ICT to
measure and to evaluate both the organizational and individual performances. Yet
this seems to happen only for the Universities: they declare the use of ICT for both
levels of performance in the same percentage of cases (27,3 %). As we know,
Universities use an evaluation system based more on quantitative targets (i.e.
number of publication, impact factor, etc.) than behavioural ones. Therefore, a link
between organizational and individual performance may be easier than in other
kinds of PA. Using content analysis the “objective” of ICT has been analysed in the
plans produced by public organizations. Our interest was in understanding which
tools had been considered by administrations in implementing the Reform fol-
lowing CIVIT’s suggestions. The documents reveal that Italian public organizations
declare the use of more front-end applications such as “Web Portal” (98,5 % of
cases) than in-house governments applications such as “Intranet Portal” (41,5 % of
cases), “Information protocol” (40 % of cases), “Information System for Planning
and Control” (36,9 % of cases) and the “Document Management System” (30,8 %
of cases). It is important to point-out that not all the 66 administrations declare in
their documents the use of all the tools that CiVIT identified as the most common
tools used in the organizations. For example, from the documents it appears that
Data System is not used by Research Institutes nor by Provident Institutions and
Social Security Institutions; the Universities declare that they do not use ERP
System, E-procurement system and Integrated system for Human Resources
Management; E-procurement System seems to be used only by Research Institutes,
Public Authorities, Provident Institutions and social Security Institutions. Even if in
31 documents there is no information about ICT technology used in public orga-
nizations, the analysis reveals that in 13,8 % of cases PA declare the use of tools
that we have not identified as common tools such as Technological Platforms,
Cloud Computing. Concerning the actors connected to ICT, we investigated both
“who are people related to ICT” and “what is the role of involved people”. Both in
establishing and using ICT different actors can perform different roles according to
their abilities and skills. On the first point, the analysis shows (Table 3) that the
most cited actors in relation to ICT are: “External Stakeholders” (85,7 % of cases),
“Civil Servants” (58,7 % of cases), “Public Management” (44,4 % of cases) and
Internal Stakeholder (25,4 % of cases) even if the Ministries declare the involve-
ment of “Public Management” more than the Civil Servants.

However, not all the 66 administrations declare the involvement of all the cat-
egories of actors in projecting or using ICT: Boards of directors are not related to

Table 3 ICT and actors Actors Percentage

External stakeholders 85,7

Civil servants 58,7

Public management 44,4

Internal stakeholder 25,4

OIV 20,6

Board of directors 14,3
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ICT in “park authorities”; “Internal Stakeholders” are not related to ICT in
“provident and Social Security institutions”. In 64 documents it has been impos-
sible to obtain information about the type of actors involved.

By studying the actors’ role, we analysed the documents to identify the actors
involved as designers and administrators of ICT infrastructure and tools, on the one
hand, and the actors involved as users of ICT, on the other. The analysis shows
(Fig. 3) that “Public Management” (55,3 % of cases), “Civil Servants” (40,4 %),
“Internal Stakeholder” (34 %), “OIV” (23,4 %) and “Boards of Directors” (14,9 %)
are the actors more involved in ICT design, implementation and management. The
Italian administrations prefer to involve only in a few cases (4,3 %) also the
“External Stakeholders” in this process. Taking into account the different categories
of actors involved as ICT administrators for the different types of public organi-
zations we conduct a deeper analysis. Regarding ICT users (Fig. 3—on the right),
the most common actors are: “External Stakeholders” (90 % of cases), “Civil
Servants” (60 % of cases) and Public Management (20 % of cases). It is important
to note that, in the documents, administrations do not mention the “Internal
Stakeholder” as an ICT user: on the one hand, this result stresses that public
organizations want to be accountable to the external community; on the other hand,
the non-involvement of the internal actors (i.e. HR Office, Information Systems
Unit, etc.) could undermine the goal of internal accountability.

A more in deep analysis reveals also the categories of actors involved in each
type of PA. These results allow us to better specify and verify the results obtained
by the ICT tools used in public organizations. Even if the web portal is the most
used tool evidencing a probable stakeholders-oriented approach, Fig. 3 reveals that
ICT is created and managed within the organizations, and rarely involves external
stakeholders. Moreover, our analysis shows that only the Ministries (11,5 % of the
Ministries) and the Universities (12,5 % of the Universities) involve “External
Actors” in ICT implementation and management. We can observe that while the
Decree invoked the improvement of transparency and participation of different
actors in the life of public bodies, Italian administrations seem to prefer a one-way

Fig. 3 ICT administrator and users
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relationship with their stakeholders, assuming a strategy of accountability more
than a strategy of transparency. According to the OECD, this type of interaction can
be defined as “Information”: the PA disseminates information on policy making on
its own initiative—or citizens access information upon their demand; in both cases,
information flows essentially in one direction, from the government to the citizens.
However, even if the theme of ICT is present in the documents produced by PA,
ICT is rarely used as a support for policy and decision making. In fact, boards of
directors are involved in the role of users only by Universities and Public
Authorities (both in 1.7 % of the cases).

6 Discussion

Referring to the first research question (How much attention has been paid to ICT
in Italian Policy documents?), all the analysed documents demonstrate that ICT
could have, (potentially), a strong impact on the reform process: 36 administrations
(on 37) tackle the ICT theme even if in different forms and dimensions; a great part
of the administrations involved in the research, stated the need to change their ICT
systems, pointing out the relevant role that ICT is expected to play in putting into
practice the regulatory requirements. Concerning the second research question
(What is the expected effect of ICT use on public organizations performance?),
several results confirm the intention of PA to use ICT in order to improve per-
formance. PP, in fact, is the document in which terms related to ICT are mainly
quoted. Italian PA declare that one of the most important goals associated with ICT
use is the facilitation of the achievement of strategic and operational objectives. We
have also noted some differences in goals depending on the nature of the PA. The
analysis of Ministries’ documents, for example, shows that ICT is more often
mentioned in reference not only to the achievement of strategic and operational
goals but also to the monitoring system with great emphasis on the performance
theme. The research institutes, instead, declared the use of ICT to facilitate inte-
gration with existing systems. Generally we can say that performance and ICT are
closely related, but we noted some differences among administrations concerning
the use of ICT in achieving performance. All the phases of the performance cycle
forecast ICT use: in particular, almost half of the administrations declare the use of
ICT in “organizational performance measurement and evaluation”, stressing the
ICT-performance linkage. This confirms the importance of ICT for the entire cycle
and for the performance in itself. Performance, in fact, is not an output of a specific
phase but is the result of the whole cycle. Different performance “levels” also need
to be considered. Except for the universities, it seems that ICT bears more upon
organizational than individual performance. It is possible that PA decided to
measure and to evaluate performance without using or without declaring the use of
ICT systems. But it may require a more in-depth analysis. The most important

66 D. Scarozza et al.



categories of ICT administrators declared in the documents are public management,
civil servants and internal stakeholders. Probably, the involvement of these cate-
gories of actors, more than the others, could offer some benefits in the different
phases of the performance cycle (such as setting goals, monitoring, etc.), thus
improving its effectiveness. Summarizing the results of this part of the analysis, we
can state that the use of ICT can improve performance even if ICT is used in
different ways and for different tasks. The results and the discussion allow us to
confirm the Proposition 1(a), (ICT use in PA is expected to improve the perfor-
mance of services and programs).

To respond to the third research question we have analysed the potential effect
of ICT use on public organizations’ transparency and accountability. At first sight,
ICT seems to have a strong relationship with accountability and transparency. From
a quantitative point of view, the average use of terms related to ICT in the TP is
very high, while from a qualitative point of view, ICT is associated with several
instruments used to favour the correct flow of information from one place to
another: such as web, web portal, intranet and informative systems. The goal of
promoting accountability is the most cited topic in the documents (almost 92 % of
cases). We stated before that ICT is related to all phases of the performance cycle.
We showed in the results that the more cited phase is the reporting one. This is
coupled with the idea of ICT as a support for transmitting information to relevant
internal and external stakeholders. To follow up the discussion, in our conceptual
frame we distinguished between transparency and accountability issues and,
therefore, we need the same distinction for the rest of the discussions. Indeed the
results allow us to think that ICT is a support both to internal accountability and to
transparency, but in a different way. In fact, the actors more cited as ICT admin-
istrators are all the internal ones: there is a very low percentage of involvement
(without any exception in the type of PA) of external players, such as customers.
On the contrary, if we consider the ICT users, the most cited are the external
stakeholders with a landslide of cases (90 %). The most cited ICT tools are
front-end application rather than in-house governments systems. This is particularly
related to the goal of promoting the flow of information. We noticed also some
differences based on the type of PA, concerning mainly the kind of ICT tool used,
the kind of actors involved and some percentages of declaration of use. Anyway,
we think that these differences must be coupled with the need to adapt and cus-
tomize ICT to each PA. Consequently, we can say that ICT, at least at an intentional
level, plays an influential role in increasing transparency and accountability. So we
can confirm proposition 2(a) (ICT should be adopted by PA for the purpose of
increasing accountability), at least for what concerns internal stakeholders, while
we have no evidence to confirm it for external stakeholders. On the contrary, we
cannot confirm proposition 3(a) (ICT should be adopted by PA to achieve trans-
parency) although we cannot refute it. Summarizing, PA should adopt ICT in
response to the needs of the reform. The different use of ICT depends on the
perspective of analysis. From the performance perspective, ICT potentially
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promotes the accomplishment of objectives and facilitates the administration in
monitoring and evaluating it, although from a more organizational perspective.
From the accountability/transparency perspective, ICT may be used to promote a
flow of information towards internal stakeholders, with a goal of internal
accountability, and external stakeholders, with a goal of transparency.

7 Conclusion

The encounter between ICT and public organizations generates many questions,
inviting both scholars and practitioners to better understand this “relationship”. The
aim of our research is to explore the intentional use and implications of ICT in
supporting the Italian PA reform process. For this reason, we carried out a content
analysis on the documents that Administrations have produced in the first year of
reform application, to identify “if” and “how” the ICT theme recurs in these doc-
uments. Our research confirms the hypothesis of an important role of ICT in PA
reforms. This can be intended from two different points of view: to facilitate the
accomplishment of results and to promote the processes of accountability and
transparency. These are, at least, the declared intentions of Italian PA. We recognise
that effective actions could be different from declared intentions, so we need to
verify ex post the eventual gap between these intentions and the real action. We
may find, for example, that something that is declared in relation with ICT is
pursued without ICT support. Our research, however, concerns primarily the ICT
perspective, aiming to understand both what effects Italian PA would realize
through the use of ICT and if ICT is among the instruments that should be
implemented to meet the desired modernization goals. In this regard, the research
revealed some small but significant differences, considering the different types of
PA. Several sources contributed to create and to reinforce these differences, such as
different starting points (for Ministries in particular), distinct difficulties in mea-
suring and evaluating performance and different “distances” from customers. This
demonstrates that the approach to the change can be only situational and not
standardized. ICT comprises several actors—political authorities, regulatory bodies,
research centres, and for this reason is always ad hoc and changes all the time,
thereby needing constant re-conceptualization. Consequently, in order to better
understand the roles and the potential of ICT, it is necessary to focus the attention
on the context in which ICT is adopted. Moreover, the ambivalent nature of ICT is
at the root of the dynamic tension between innovation and conservation that
characterizes the organizational culture of public organizations. Any innovation,
technical, organizational and socio-cultural, brings about a change in the set of
possibilities that defines what can be done and how. All processes of innovation,
such as ICT implementation, involve transformations of artefacts, practices and
cognitive frameworks. Moving from these considerations, the research in this paper
focuses the attention on the use of ICT as a vehicle to support Italian PA reform.
This research took place just one year after the implementation of the reform. In
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order to better understand what really happens “inside” the administrations and not
only what they declared, the next step will be to investigate the development in
terms of ICT choices and which variables influence these choices.
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An Integrated Drugs Logistics
Management System: A Case Study
in the Healthcare Sector

Roberta Pinna, Pier Paolo Carrus and Fabiana Marras

Abstract The purpose of this work is to analyse the benefits that the healthcare
system may enjoy with the adoption of the latest innovations in drug logistics
management. In particular the analysis concerns the adoption of the automated
cabinet system, ICT solution implemented by an Italian region, and the main
organisational implications connected to the use of such a system. The research
questions are: Does the automated cabinet system allow the healthcare system to
improve the quality of patient care and reduce costs? If so, what are the most
important processes and actors in pharmaceutical logistics innovation, and what is
their role? The peculiarities detected by this study confirmed that the drug distri-
bution and consumption system solution adopted by the healthcare company has
allowed for large savings in terms of cost containment and the traceability of drugs.

Keywords Healthcare logistics management � Healthcare innovation � Logistics
management information system

1 Introduction

The aim of this study is to investigate the emerging trends in the pharmaceuticals
management and logistics flow redesign. Logistics and supply chain innovation are
becoming a highly topical issue in the international research agenda, as well as in
practice [1, 2]. The reason is that economic and political factors are raising attention
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towards healthcare issues, mainly because of the rapid growth of healthcare costs:
the process of local health corporatisation, which involves the introduction of
control mechanisms into the National Health System that are similar to competitive
market models; the aging of the population; the increasing demand for healthcare
services; the rising cost of inpatient and outpatient care; new technologies and new
drugs will continue to drive up the total cost of healthcare. Indeed, the limited
resources and a steady growth in spending, hence, the need for a public health
rationalisation, especially to meet increasingly high quality demands [3–5]. All of
this requires a profound transformation that affects not only the processes of
diagnosis and treatment, but also those of support; especially logistics, which is
essential for the processes of service differentiation, efficiency, quality and safety
processes improvement [6].

However, the logistics process of pharmaceutical products in the healthcare
sector records a relevant gap compared to other sectors: hospital companies tend to
behave like “individual agents” with their own purchasing offices, a pharmacy and
an internal distribution system based on an order-delivery process [7]. Additionally,
they have to manage very different kinds of goods, taking care of the impact in the
process of patient care. Consequently, a large number of transactions sent to dif-
ferent vendors and purchases of large quantities of drugs from individual depart-
ments with the resulting generation of high inventory and storage costs. As a natural
consequence of this diversity of assets to manage, the organisational responsibility
of the logistics function is often fragmented and dispersed across multiple organ-
isational units with clear coordination and integration problems [8].

In order to optimize inventory control and reduce the material handling costs of
pharmaceutical products, it is necessary to manage the supply chain in order to
obtain an integrated vision that is capable of overcoming the boundaries between
professional specialisations and the organisations involved in the implementation of
the course of materials from the warehouses to the wards. All of this appeared to be
even more important for the Italian National Health Service, where all of the
discussions have been concentrated on the fact that the hospitals’ costs should be
decreased even if the materials managers’ duties still have not been defined. Indeed,
the state of the art shows that hospital companies, especially in Italy, are in a
backward condition from the point of view of materials management from which
they have only recently been trying to get out, analyse and rationalize their supply
chain processes [4]. Due to the critical role that the supply chain plays in the
healthcare sector, cost control and the optimisation of the material flows of the
drugs have been the subject of numerous studies, and different approaches and
methods have been suggested in the literature [6, 9–11]. However, there is little
research on cost containment by applying new management models that are capable
of ensuring the maximum efficiency of the care offered by the health system while
minimizing the cost of purchasing and management in the Italian healthcare sector.
Concerning reengineering the supply chain, the Italian’s National Health Plan was
developed in 1992 to find solutions that would improve their health services and
contain the increase of long-term costs.
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In this paper, we explore the possibilities of optimizing the logistics flows in the
Italian healthcare sector through the implementation of process reengineering in
their supply chain management. The literature review and an in-depth analysis of an
Italian healthcare innovation case study help us to explain how changes in the
pharmaceutical logistics flow improve efficiency and reduce costs.

The paper is structured as follows: the second paragraph analyses the pharma-
ceutical logistics process, followed by a description of a Logistics Management
Information System; in the third paragraph, the Italian case study is presented; and a
final conclusion paragraph identifies the main management implications and an
indication of the possible developments.

2 The Pharmaceutical Logistics Process

In healthcare, the term logistics encompasses the set of techniques, methodologies,
tools and infrastructure that are used in the management of the physicals flows
(such as drugs and surgical medical products), and the associated information flows
from the acquisition in the market to the distribution to wards (Fig. 1). The pro-
posed definition allows us to make some important specifications with regards to
the purposes and contents.

With reference to the first aspect, pharmaceutical logistics is the task of placing
the right drugs and medical supplies in the right quantities, in the right conditions,
at the right health service delivery points, at the right time, for the right
patients/users and for the right cost [12]. In other words, logistics seeks to pursue
simultaneous efficiency—economical use of resources—effectiveness—service
level maximization—and cost-effectiveness—long term capacity to achieve the
economic equilibrium. Referring to the content on the other hand, the logistics
system is a set of activities (procurement, storage, physical distribution and disposal
of expired drugs) that must be managed in an integrated manner.

Fig. 1 The pharmaceutical
logistics process
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As some authors point out [13], the mains objectives of a good logistics system
include:

• Improve information systems for the accurate collection and reporting of data
when and where it is needed.

• Improve forecasting/procurement.
• Improve distribution activities.
• Obtain clean, secure and organised storage.

The increased complexity that characterises the management of logistics flows
within the healthcare companies is linked to different aspects:

1. The healthcare companies manage at least three broad categories of goods
(drugs, surgical medical products and economic goods) characterised by
markedly different physical, logical and managerial requirements with important
problems of storage space.

2. Logistics organisational responsibility is often fragmented and dispersed among
several organisational units with the obvious problems of coordination and
integration.

3. The healthcare companies treat patients, and this introduces elements of natural
variability.

4. Last but not least, logistics has an important impact on the processes of care that
is on the quality and safety of the care provided to patients. When healthcare
actors communicate and share information, they are more likely to improve the
quality in terms of patient safety, cycle time reduction and operational efficiency
[14–17]. The safety of the patients is the top priority in healthcare, and phar-
maceutical managers play a crucial role in protecting their interest: their biggest
responsibility is to ensure that the products purchased for clinical use are good
quality ones. This can be achieved by developing a product evaluation system
that consists of well-defined parameters to guarantee that only approved prod-
ucts can enter a hospital’s stockroom. Additionally, a timely placement factor is
probably not as crucial in any other field as it is in healthcare delivery, where a
delay of a few seconds can cost a life.

Healthcare organisations should consider at least four dimensions of analysis to
assess the logistics system consequences: (1) management costs; (2) economic and
financial benefits; (3) quality of service; and (4) safety. At the same cost, a logistics
system is better if it leads to economic-financial savings and ensures the highest
standards of quality and safety. With regard to the measurable benefits, there are at
least three areas of possible recovery: (i) the value of inventories, (ii) the value of
ward stocks and (iii) the value of expired products.

Above all, technological innovation in the near future will enable significant
improvements in efficiency, quality and safety in healthcare logistics; but it is
necessary to emphasize that technology is only one component of a logistics system
[18], and in order to achieve the expected results, it must be consistent with the
other components of the logistics system and with the overall corporate strategic
plan.
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2.1 Pharmaceutical Logistics and Information Systems

The main problems related to the traditional system of drug management are related
to: the high value of a ward’s fixed deposits; difficulties in controlling the drug
consumption at the ward level; the high risk of product obsolescence; the staff time
devoted to administrative and pharmaceuticals management; the wards stocks
location; the unpredictability of requests from wards and the frequency of urgent
requests; the risk of failure in the early stages of patient care; preparation, admin-
istration and the manual prescriptions transcription from paper medical records to the
nursing register paper [19]. These problems create inefficiencies that result, directly
or indirectly, in a lower level of service and higher costs for the hospital [4]. These
key logistical activities are required to be integrated because managers operating in
the pharmaceutical logistics process face many problems related to data quality:
there are various products and they are constantly changing, and this results in
product data that is often inaccurate and obsolete; furthermore, product identification
codes may not be consistent between hospitals in the same network or even between
the floors of the same hospital. The effects of poor data quality are widespread
throughout the healthcare supply chain: incorrect product data leads to increased
costs due to pricing errors, and this results in wasted time and work for managers as
they try to resolve rebate, return and credit issues with suppliers. In addition, the
quality of healthcare can be adversely impacted, because data problems can result in
healthcare procedure delays due to necessary products not being on hand [20].

Central to collaboration is the exchange of large amounts of information along
the logistics process including planning and operational data, real time information
and communication. Numerous researchers have found that when the actors com-
municate and share information they are more likely to improve the quality of their
services; cycle time reduction; reduce the costs of protecting against opportunistic
behavior and improve cost savings through greater product design and operational
efficiencies [14–17, 21].

The optimisation of information storage and its use requires that the organisation
and storage of data throughout the supply chain is consistent, so that all of the data
is accessible to multiple entities at different levels. The results are well coordinated
movements of inventories, products that are delivered quickly and reliably when
and where they are needed, as well as a high responsiveness to short lead times
[21]. A solution is given by implementing a Logistics Management Information
System (LMIS): managers gather information about each activity in the system and
analyse that information to coordinate future actions. The LMIS provides a method
of feedback for [22]:

• Tracking the storage and movement of goods at every level within the supply
system in order to obtain stocks ready for use in healthcare structures.

• Ensuring proper stock rotation so that items of the earliest expiry dates are used
first.

• Enabling managers to know the total amounts of commodities that are within the
supply and where they are located.
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The purpose of LMIS is to collect, organise and report the logistics data in order
to improve customer service by improving the quality of the management decisions
[23]. A well-functioning LMIS provides decision makers with accurate, timely and
appropriate data for managing and monitoring the flow of supplies, accounting for
products, reducing supply imbalances and improving cost-effectiveness. There are
four essential data items in any LMIS (Table 1).

This data must be available for every product, at every level and at all times. The
additional data item is known as service statistics, and it may be added depending
on the needs of the users. It helps logistics managers to evaluate the success of
health programmes. Essential data can be recorded through three different recording
systems:

1. The stock keeping records, which keep the quantity of stock to hand, and the
quantity of losses information about products. They are completed by anyone
who receives or issues stocks from storage, or who takes a physical inventory of
stock.

2. The transaction records, which keep information about the movement of stock
from one storage facility to another and are prepared by the warehouse per-
sonnel or nurses at both the issuing and receiving facilities when a facility issues
or requests supplies [19].

3. The consumption records, which keep information about the quantity of each
item that is dispensed to the customer (dispensed-to-user data). They are com-
pleted by the service personnel at the service delivery point whenever supplies
are dispensed to the customers. Only the transaction records move from one
facility level to another with the product, while both stock keeping and con-
sumption records remain where they are prepared.

At the end of a certain period, particularly monthly or quarterly, reports should
be prepared and sent to the higher levels in the logistics systems for decision
making, policy making and planning. Reports are used to move the essential data to
the logistics decision makers and the data should be available to the managers in a
form suitable for decision making. For this reason, the literature suggests six
“rights” for LMIS data: the managers must receive the right data (essential data), in
the right time (in time to take action), at the right place (where decisions are made),
in the right quantity (having all of the essential data from all of the facilities), in the

Table 1 Types of LMIS data items

Stock on hand Quantities of usable stock available at all levels of the system

Rate of
consumption

An average of the stock that is dispensed to users during a particular period
of time

Losses Including the quantity of stock that was removed for any reason other than
consumption

Adjustments They are created when quantities are issued to, or received from, other
facilities at the same level
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right quality (correct or accurate) and for the right cost (not spending more to collect
information than spending on supplies).

Additionally, the summary report contains all of the essential data items for a
specific facility and for a specific time period (usually monthly or quarterly) in the
form of a simple report, aggregate summary report and request report. The feedback
report informs the lower levels about their performance and even informs the higher
level managers about how the system is performing.

3 Research Method

The case study [24] of this contribution regards the introduction of the automated
cabinet system solution in the Sardinian Healthcare System, which was one of the
first Italian Regions to adopt this innovative system. As [25] states: “data about the
innovation process are obtained by synthesizing the recallable perceptions of key
actors in the innovation process, written records of the organization adopting, and
other data sources”. The data mainly consists of primary data collected through
qualitative explorative and semi-structured interviews. Secondary, we analysed
official documentation, regional laws, archives, historical data and organisational
plans provided directly by the organisation, scientific journals and local
newspapers.

Face to face qualitative interviews were conducted. The interviews lasted about
2 h; all of the interviews were recorded and fully transcribed. The respondents had
to be involved in the automated cabinet system implementation at a top manage-
ment level. The interview questions were open-ended. Although the number of
interviews may be considered small, they were related to the key role that the
respondents had in the planning and development of this innovation, which gives a
higher level of reliability and validity to the research findings. In order to increase
the validity, the article was presented and discussed with a manager of a Sardinian
healthcare company.

3.1 Case Study: The Application of the Automated Cabinet
System in Healthcare

In recent years, the Italian government has conducted numerous investigations into
the Sardinian healthcare system, as well as in other Italian regions. This took into
consideration the relevance of the expenditure required for drug-health goods and
its significant impact in the regional budget: the need is to monitor its trend to
favour the progressive rationalisation and containment/reduction. In particular, with
regard to the process of distribution and consumption of drugs in the Sardinian
healthcare system, in 2011 the following criticalities were highlighted:
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• The absence of adequate procedures of paper or computerised data collection
that allow information on a ward’s inventories to be obtained.

• Inventories were detected by the management of the hospital pharmacies
warehouses.

• Within the Local Healthcare Company (ASL) 8, a computerised drug request
was operative, but this flow of information only indicated the amount of drugs
distributed to wards by the pharmacy.

• The requests for personalised drugs were not computerised and the traceability
of the information flows of health goods were not provided.

• The procedures for the financial flows of data collection were limited to the the
flow of drugs that were dispensed by pharmacies to hospital wards and operative
structures.

In order to overcome the above criticalities, the Sardinian Region started a
project for the implementation of an Integrated Healthcare Information System
(SISaR) in 2008 with the following objective: to provide a uniform system for the
administrative management of healthcare companies; to support the control of
healthcare expenditure; to provide data to the health information system to be
forwarded to the Ministries in charge; to allow the health activities dematerialisation
process; and to facilitate the citizens’ access to healthcare services. Based on these
objectives, the Sardinian Region has implemented the automated cabinet system,
which supports all of the distribution and the consumption process of drugs within
hospitals. In particular, the management information flow covers the monitoring of
handling in medicinal products delivered by hospital pharmacies to business units
and departments. This e-solution allows the following:

• Automated management and control of the movement of drugs in loading and
unloading.

• Obtain reports about the consumption of wards and stocks.
• Automated management of the drug stocks in the wards.
• Efficient and integrated management of the entire procurement process of

pharmaceutical goods.

3.2 Analysis and Results

The SISaR application automated cabinet was gradually installed and made oper-
ative in almost all of the wards of the Regional Healthcare System Companies.
According to the data (Table 2), there were 839 automated cabinet applications
activated within the 11 Local Healthcare Companies of Sardinia during the month
of January 2013. The number of automated cabinets actually used was very low
compared to the number of automated cabinets that was activated. On average,
about a quarter (24.08 %) of activated automated cabinets within the hospitals were
not operative. The incidence of non-operating automated cabinets appeared
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particularly critical for the Hospital University Company (AOU) of Sassari
(89.66 %), for the Hospital University Company (AOU) of Cagliari (55.38 %), for
the Local Healthcare Company 6 of Sanluri (40.00 %), as well as for the Local
Healthcare Company 5 of Oristano (38.78 %). The situation appears to be in an
overall improvement during 2013: in the month of December 2013 (Table 3), the
number of automated cabinets installed was 889. The number and the incidence of
automated cabinets not used decreases (from 24 to 11.4 %); on the other hand, the
number of applications used not only for the loading, but also for the unloading of
the ward’s actual consumption increased (from 46.5 to 79.6 %).

The incidence of automated cabinets never used either for the loading or the
unloading is significantly reduced in almost all of the companies, going from 202 to
101 automated cabinets (loading) and from 449 to 181 automated cabinets (un-
loading). In all of the Regional Healthcare Companies the impact of the automated
cabinets actually operating both in the loading and in the unloading phases
increases (loading: from 75.92 to 88.64 % from the Pharmacy to wards; unloading:
from 46.48 to 79.64 % with respect to ward consumption/structure). During 2013,
the percentage of automated cabinets operating in the loading process is equal to
95.9 %; the proportion of those operating in loading and unloading is approxi-
mately equal to 88 %. The degree of utilisation improves significantly compared to
the data of the beginning of the year: the overall incidence of non-operating
automated cabinets (or never used in the entire year) is equal to 4.14 %.

The described tools above allow the enjoyment of several benefits, some of which
aremore difficult to be assessed in terms ofmoney, although equally relevant [26, 27].
Based on the interviews with healthcare managers and on the reports, the two
main benefits have emerged as:

Table 3 Report December 2013

No. activated
cabinets

No. cabinets
that have not
made
loadings

No. cabinets
that have not
made
unloadings

Incidence
of cabinets
operating
only in
loading (%)

Incidence of
cabinets
actually
operating in
loading and
unloading (%)

Incidence
of cabinets
not operating
(%)

ASL 1 122 9 13 92.62 89.34 7.38

ASL 2 71 6 19 91.55 73.24 8.45

ASL 3 129 16 23 87.60 82.17 12.40

ASL 4 28 5 5 82.14 82.14 17.86

ASL 5 91 16 22 82.42 75.82 17.58

ASL 6 22 1 8 95.45 63.64 4.55

ASL 7 59 3 3 94.92 94.92 5.08

ASL 8 127 13 32 89.76 74.80 10.24

AO Brotzu 102 12 15 88.24 85.29 11.76

AOU Sassari 66 13 25 80.30 62.12 19.70

AOU Cagliari 72 7 16 90.28 77.78 9.72

SARDINIA 889 101 181 88.64 79.64 11.36

Source Court of auditors elaboration—Sardinia control section on Sardegna IT data
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• An Increased process efficiency, as a consequence of the reduced time needed to
communicate and interact with all of the actors of the logistics process.

• A greater transparency, traceability and expenditure control, as a consequence
of:

• Complete information about the drugs distributed by the ward’s pharmacy, the
ward’s consumption, stocks, expired and returns.

• The information stored in the e-distribution and consumption platform has also
allowed for the improvement of budgeting and control tools.

• A reduction of medication sanitary goods distributed, consumed and in stock in
hospital wards.

Thanks to the diffusion and implementation of the automated cabinet, it was
possible to reduce the hospital’s expenditure by about 15.66 % (Table 4).

4 Discussion, Conclusions and Limitations

This paper has presented the preliminary results of a case study about an e-solution
healthcare system. To summarise, we found that the analysis of the distribution and
consumption processes is preliminary to any monitoring initiative for healthcare
expenditure for a possible rationalisation and reduction. The most important actors
in this project are the Sardinian Region, healthcare companies and ward staff. The
Sardinian Region has played an essential role in the promotion of actions favouring
the installation of the necessary computerised procedures. In this perspective, the
application of the automated cabinet system has been progressively installed and
operationalised in the departments of the various companies.

Within the pharmaceutical department and wards, major organisational change
has also been observed. In terms of human resource, it has been found that the
introduction of the automated cabinet system required, on the one hand, the training
and assistance of the personnel both in hospitals and in the pharmacies of the
individual departments in the innovative process, on the other hand, the use of this
e-distribution and consumption solution has led to a new configuration of the
process and the activation of reports for the monitoring of the processes of distri-
bution and consumption of the pharmaceutical goods.

Furthermore, the utilisation in the treatment of such computerised procedures
will help to facilitate the implementation of policies to control and contain regional
health expenditures. In fact, there are obvious benefits that can be insured due to the
use of automated cabinet in the direction of adequate information on the distribution
flows and consumption that are allowed to govern the evolution of the consumption
of health goods over time. To contain and reduce the costs of health goods, it is
essential to know, with precision, the actual consumption, monitor inventories and
the volume of expired goods. In other words, achieve a significant degree of cer-
tainty about the fact that everything that is bought is administered to patients and
not forgotten about in some warehouse until the inevitable deadline.
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This research represents a first attempt to explore the latest innovation in favor of
healthcare rationalization and optimization. Literature and practice show many
important experiences that can offer interesting ideas to be explored in order to
improve an area as fundamental as health. It is therefore desirable that future
research will address more and more attention to this important issue, focusing on
the various possibilities offered by the Information and Communication
Technology in favor of patient quality care.
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Smart City and ICT. Shaping Urban
Space for Better Quality of Life

Renata Paola Dameri

Abstract Smart City is a recent topic, but it is spreading very fast, as it is perceived
as a winning strategy to cope with some severe urban problems such as traffic,
pollution, energy consumption, waste treatment. Smart city ideas are the merge of
some other more ancient urban policies such as digital city, green city, knowledge
city. A smart city is therefore a complex, long-term vision of a better urban area,
aiming at reducing its environmental footprint and at creating better quality of life
for citizens. Mobility is one of the most difficult topic to face in metropolitan large
areas. It involves both environmental and economic aspects, and needs both high
technologies and virtuous people behaviours. Smart mobility is largely permeated
by ICT, used in both backward and forward applications, to support the opti-
mization of traffic fluxes, but also to collect citizens’ opinions about likeability in
cities or quality of local public transport services. The aim of this paper is to analyse
the Smart Mobility initiatives as part of a larger smart city initiative portfolio, and to
investigate about the role of ICT in supporting smart mobility actions, influencing
their impact on the citizens’ quality of life and on the public value created for the
city as a whole.

Keywords Smart city � Digital city � Quality of life � Smart city performance

1 Smart City: A Strategy for Better Quality of Life
in Urban Areas

Smart city is a topic that increased its importance all over the world during the latest
ten years [1]. The main reasons are to be found in the urbanization interesting all the
countries and continents, and the continuous increasing of the number of people
living in urban areas. The urban population in 2014 accounted for 54 % of the total
global population, up from 34 % in 1960, and continues to grow. It is estimated that
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by 2017, even in less developed countries, a majority of people will be living in
urban areas (Global Health Observatory). Projections show that urbanization
combined with the overall growth of the world’s population could add another
2.5 billion people to urban populations by 2050, with close to 90 % of the increase
concentrated in Asia and Africa (UN World Urbanization prospects).

Managing urban areas has become one of the most important development
challenges of the 21st century. Success or failure in building sustainable cities will
be a major factor in the well being of people all over the world. If well managed,
cities offer important opportunities for economic development and for expanding
access to basic services, including health care and education, for large numbers of
people. Providing public transportation, as well as housing, electricity, water and
sanitation for a densely settled urban population is a need to be accomplished,
but taking concurrently into account the impact of human activities on the
environment [2].

Figure 1 shows the present distribution of people living in cities and the larger
cities in the five continents.

Cities are therefore places where economic development and cultural richness,
but also traffic, congestion, difficulty to access to public services and pollution
coexist, impacting both positively and negatively on the quality daily life of citizens.

Smart city is considered as a crucial urban strategy to face these problems,
preventing pollution and congestion and supporting innovation, economic devel-
opment and inclusion in the meantime [3]. Even if till now a shared and consoli-
dated definition of smart city doesn’t exist, we can describe a smart city using its
components, which are: urban area, environment, technology, and people. Indeed, a

Fig. 1 % People living in cities and the larger cities in the five continents
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smart city is a city that uses innovative technologies and especially ICT to prevent
and reduce pollution, preserving the environment, and to enhance the quality of life
of all its citizens, aiming at economic development and social inclusion. City is the
subject, high technologies are the instruments and people and the environment are
the addressers of strategy acting with a very large scope, including mobility, urban
infrastructure, social policies, culture, economic development and so on [4].

Even if the roots of smart city are faraway in the time, only from 2010 the topic
had a boom [5]. We can find the reason of this explosion of interest in several
causes, such as: the increasing urbanization, the diffusion of smart phones and other
smart devices that support a wired city, the EU funding for research and pilot
projects aiming at using the most innovative technologies to reduce the urban
footprint on the environment and the CO2 gases emission.

This high interest regards both the theoretical studies and the real implementa-
tion of smart cities all over the world. A survey about scientific papers indexed on
Scopus shows that:

– papers with the words “smart city/ies” in the title in 2014 accounted for 280, up
from 1 in 1994 when we found the first paper about this topic, but also up from
15 in 2010: it means that the number about this topic has been increasing of 18
times in only five years;

– papers with the words “smart city/ies” in the abstract in 2014 accounted for 464,
up from 33 in 2010.

The survey shows also that papers about smart cities are published in academic
and scientific journals of all the human field of knowledge [6]: Life sciences, Health
sciences, Physical sciences, Social sciences (as classified by Scopus); it is because
smart city is a cross topic regarding not only one subject, but almost all the aspects
of the human life.

Also the number of implemented smart cities is continuously increasing. Even if
we haven’t a complete survey about the smart cities all over the world, we can find
some figures supporting this fact. For example, the ICF—Intelligent Community
Forum names each year the Intelligent Community of the Year, selected amongst
21 nominated cities or metropolitan areas. The ICF nomination is awarded to
communities or regions with a documented strategy for creating a local prosperity
and inclusion using broadband and information technology to attract leading-edge
businesses, stimulate job creation, build skills, generate economic growth, and
improve the delivery of government services. The ICF web site lists all the cities
nominated from 2006 till now. Figure 2 shows the world map with these cities: it
clearly appears that are spread all over the world, with a higher density in Europe,
North America and Far East.

The EU Parliament has recently published a detailed report studying the smart
city phenomenon in Europe [7]. The researchers examined all the 468 EU cities
with population over 100,000 inhabitants within the EU28. Applying the EU def-
inition of the smart city, they found 240 smart cities, that is, 51 % of the sample. It
means that more than half cities in Europe are somewhat smart. Even if the report
outlines that often these cities are simply implementing one or more smart
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initiatives, lacking of a veritable strategic plan for becoming smart in all the aspects
of the urban life, this percentage reveals that smart cities are a pervasive trend
regarding all Europe. EU funding are certainly strongly supporting the imple-
mentation of smart initiatives, especially during the economic crisis that prevent
local bodies to invest high amount of money in smart projects from their poor
budgets. But the EU support has not only a financial role: supporting smart ini-
tiatives, EU Commission is also spreading all over the European countries, regions
and cities the awareness of better metropolitan areas, based on the three pillars of
inclusion, economic development and environment preservation.

Even if the technology is the core component of a smart city, a strategic vision of
the city of future including environment preservation, social inclusion, citizens’
democratic participation is the critical success factor for improving the quality of
life in ever larger and complex cities [8]. Smart cities are therefore not only a
technological project, but also a cultural program for livable cities all over the
world.

2 Smart City and Digital City: Two Faces of the Same
Coin

As already said, even if smart cities are spreading all over the world, a shared smart
city definition has not been written till now [9]. However, it is possible to look at
the most cited scientific paper about smart city to investigate about this concept and
its constitutive components. This survey permits also to investigate about the role

Fig. 2 Awarded intelligent cities. Source ICF
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and influence of ICT in building a smarter city. Table 1 shows the most cited smart
city definitions used by the author to build a present vision of the smart city
concept.

As previously noted, smart city is a recent topic with ancient roots. In 2000 Hall
[10] studied the smart city especially focusing on two aspects: city infrastructures
and services for citizens. In this work by Hall, the city is seen like a body that
should monitor all the physical and environmental resources to improve and pre-
serve them, aiming at satisfying the citizens supplying them the best services, both
in quality and in quantity. At that time, Hall already settled the basis of the smart
city phenomenon: a crossing of material conditions and citizenship. Differently
think other cited authors, such as Hollands [11] focusing more on cultural aspects of
a smart city such as entrepreneurship, innovation and intelligence; or Bowerman
et al. [12] focusing on the green aspect of a smart city, careful towards the envi-
ronment and its preservation.

In 2009 Caragliu et al. [4] wrote a very interesting paper analysing smart cities in
Europe. Their aim was not to individuate all the smart cities, nor to rank them, but to
understand their roots and their characteristics. Also in this work the authors focus
on the two core components of a smart city, infrastructures and people. But in this
definition several aspects are clearer and better defined. Infrastructures explicitly
refer to both traditional, physical artefacts and innovative technology, and the
authors recalls ICT like one of the fundamental components of a smart city. People
are not simply citizens, but their knowledge potential, that if well managed could
create a veritable human and social capital. Smart city aims are multidimensional and

Table 1 Most cited smart city definitions

Smart city definition Author Year

A city that monitors and integrates conditions of all of its critical
infrastructures, including roads, bridges, tunnels, rails, subways,
airports, seaports, communications, water, power, even major
buildings, can better optimize its resources, plan its preventive
maintenance activities, and monitor security aspects while maximizing
services to its citizens

Hall 2000

A city to be smart when investments in human and social capital and
traditional (transport) and modern (ICT) communication infrastructure
fuel sustainable economic growth and a high quality of life, with a wise
management of natural resources, through participatory governance

Caragliu 2009

Smart City is a city in which it can combine technologies as diverse as
water recycling, advanced energy grids and mobile communications in
order to reduce environmental impact and to offer its citizens better
lives

EU-SETIS 2012

A smart city is a well-defined geographical area, in which high
technologies such as ICT, logistic, energy production, and so on,
cooperate to create benefits for citizens in terms of well-being,
inclusion and participation, environmental quality, intelligent
development; it is governed by a well-defined pool of subjects, able to
state the rules and policy for the city government and development

Dameri 2013
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include economic development, social inclusion, environment preservation and
democratic government. Similarly think also other most cited authors: Nam and
Pardo [13] outline the crucial components of a smart city, that are technology, people
and institutions; also Giffinger et al. [14] describe a smart city like the interrela-
tionship between multidimensional factors such as economy, people, mobility,
government; Paskaleva [15] links the smart city effectiveness to the progress of
e-government best practices; Chourabi et al. [16] evidence that the smart city is the
synergy between various disciplinary areas and identify eight critical factors of smart
city initiatives: management and organization, technology, governance, policy
context, people and communities, economy, built infrastructure, and natural envi-
ronment; Lombardo et al. [17] offer a profound analysis of the interrelations between
smart city components connecting the cornerstones of the triple helix, involving
firms, public administration and universities or research bodies.

Along with the deep and extensive academic research about the topic, also
several international political institutions have been studying this phenomenon.
Especially the EU Commission concentrates its funding on the smart city program:
EU sees a smart city like an instrument to reduce the environment footprint of large
industrialised cities in Europe, through very specific initiatives regarding green
mobility, building efficiency, renewable energy sources and low emission cooling
and heating. In supporting this vision of a smart city, EU Commission has also
contributed to shape a different idea of a smart city, most focused on technology
than on people.

However, a smart city is something more than a sum of innovative technologies:
it is a large urban strategy interesting a well defined territory, all the infrastructures
lying on this territory, citizens and the government and governance of all the city
components [18]. A strong strategic vision should support a long term smart pro-
gram, aiming not only at preserving the environment or at increasing technological
innovation, but concretely aiming at improving the citizens’ quality of daily life.

In this comprehensive vision of a smarter city, ICT plays a central role. Not only
the smart city has its root in the digital city, but also the digital city has becoming
the core part of the smart city; ICT is somewhat innerving a smart city in all its
aspects. Table 2 shows the most cited definitions of Digital city.

Three are the aspects to be considered.
For the first, several aspects of the Digital city are the same in the Smart city: the

territory to be linked, the role of people and government, the aim to improve the
quality of life offering public and private services to citizens, as it emerges from the
definitions listed in Table 2 [19–23]. Second, the number of studies regarding the
digital city has not being increasing from 2010, as it appears absorbed in the smart
city field of studies [5]. Third, a deep analysis of most cited papers about smart city
reveals that the ICT component is often at the centre of smart projects or of the
comprehensive smart strategy for the urban area. For example, Nam and Pardo [13]
referring to technology implicitly recalls ICT; Karnouskos and De Hollanda [24]
focus their idea of smart city on software components; Su et al. [25] refer to a smart
city based on the digital city; Schaffers et al. [26] link the smart city success to the
Internet; and the list could continue.
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Therefore, a smart city is strongly based on ICT and the aim to improve the
citizens’ quality of life is mainly pursued by using ICT in all the multidimensional
aspects of a smarter city.

Figure 3 explains how ICT is not a separated dimension of a smart city, but a
pervasive element of all the smart city dimensions, regarding transport and
mobility, energy, buildings. New research questions therefore emerge from this
framework: how and how much ICT contributes to improve the citizens’ quality of
life in smart city programs? How is it possible to assess and measure this
contribution?

Table 2 Most cited digital city definitions

Digital city definition Author Year

A digital city is substantively an open, complex and adaptive system
based on computer network and urban information resources, which
forms a virtual digital space for a city. It creates an information service
marketplace and information resource deployment center

Oi and
Shaofu

2001

The concept of Digital City is to build an arena in which people in
regional communities can interact and share knowledge, experiences,
and mutual interests. Digital City integrates urban information (both
achievable and real time) and create public spaces in the Internet for
people living/visiting the city

Ishida 2002

A Digital City has at least two plausible meanings: (1) a city that is
being transformed or re-oriented through digital technology and (2) a
digital representation or reflection of some aspects of an actual or
imagined city

Schuler 2007

Digital city denotes an area that combines broadband communication
infrastructure with flexible, service-oriented computing systems. These
new digital infrastructures seek to ensure better services for citizens,
consumers and business in a specific area

Komninos 2008

Fig. 3 Digital city pervades smart city
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ICT impact evaluation and measurement of ICT contribution in smart projects
are central not only to understand the relationship between smart aims and digital
components, but also to support political and business decisions in choosing, pri-
oritizing and better planning smart initiatives [27].

3 Evaluating ICT Role and Impact in Smart City
Initiatives

Given the pivotal role of ICT in realizing smart city projects and initiatives, a
deeper analysis should understand how and how much ICT contributes in differ-
ently shaping citizens’ daily life in cities, improving their well being. These
arguments need to be studied separately. Indeed, one thing is to speak about the role
of ICT in defining a smarter city, and how and how much ICT is the leading
technology in smart projects rather then the pervasive and supporting technology in
projects regarding different aspects of a smart city: such as a smart mobility pro-
gram using ICT to govern public transport networks, or a smart energy projects
using ICT to govern energy smart grid.

Another thing is to speak about how and how much ICT plays its role in
generating public and private instruments, artefacts or services able to change the
daily life of people living in cities, generating benefits and finally a higher well
being.

3.1 Understanding and Assessing the ICT Role
and Pervasiveness in Smart City Initiatives

The most of authors studying smart city agree in involving several aspects of the
urban life in this large topic [4, 13, 14]. Smart city is a cross urban strategy,
regarding both physical components of a city and human and political aspects
[15, 16, 28]. Till now, almost all the European smart cities have been implementing
their own smart initiatives without a comprehensive strategic plan, but simply
putting in their agenda some projects with a smart content especially responding to
EU requirements and obtaining EU funding. Also solutions vendors and consultants
have been supporting the smart city wave, driving urban innovation especially
focused on some topics such and e-government, public administration digitaliza-
tion, green energy. The result is a strong bottom-up movement producing a plethora
of projects often incoherent each other and collected in non-formalised project
portfolio. The analysis of these smart city portfolios, when realised and available, is
very useful to understand what a smart city includes into its scope and how many
projects are pervaded by ICT.
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To analyse smart city portfolios, a framework has been defined; it supports the
analysis aiming at discovering the role and weight of ICT in smart city. Figure 4
explains the criteria adopted for this survey.

All the projects have been classified as:

– smart projects, when aim that at some typical smart goals such as reducing
greenhouse gases, improving building energy efficiency, improving the use of
renewal energy sources; smart projects are further classified in using or not
using ICT: for example, a solar energy smart grid can use ICT to govern the best
energy production and delivery, planning a new park in the city centre positively
impact on the environment without using ICT;

– digital projects, aiming at the digitalization of the city; digital projects are further
classified in projects impacting or not impacting on smart goals: for example, an
app on smart phone informing trucks about the traffic around the city centre
impacts on smart goals, the digitalizazion of internal processes of the
Municipality doesn’t impact on the smart goals of the city.

This framework has been applied on the smart city project portfolio on two
amongst the most relevant smart cities in Europe: Amsterdam and Genova.
Amsterdam is universally recognised as the first smart and digital city in the world.
Genova is the city winning the highest number of EU calls about smart city
programs.

In Fig. 5 we can see the results of our portfolio analysis.
It emerges that ICT is an important technology embedded in smart projects or at

the core of smart projects, but also that cities are implementing smart projects based
on other technologies or without technology at all, only based on changing the
behaviour of people [29] or acting on the environmental aspects of the city [30].

The same facts emerge also from the analysis of the international ranking,
evaluating the smartness of a city in an international benchmark, applying several
smart indicators counting the city equipment in terms of smart artefacts or intan-
gible resources. Three are the main ranking to be considered:

1. the Giffinger ranking of European medium cities [14];
2. the Smart City Wheel [31];
3. The EU Parliament survey on smart cities in EU28 [7].

Fig. 4 Smart and digital
projects taxonomy
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Each of these rankings considers a different set of indicators; therefore the
obtained results are relative, as they depend on the selected indicators, but also the
affordability of collected data or their updating. But it is interesting to outline that
ICT indicators count only for a partial part of the ranking. For example, Fig. 6
shows the Smart City Wheel model. The red circles evidence the indicators mea-
suring digital equipments in a smart city. It is evident that they are only a small part
about all the measured aspects.

Fig. 5 The portfolio composition of Smart city Amsterdam and Smart city Genova

Fig. 6 The smart city wheel model
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Therefore we can conclude that:

– the role of ICT in smart cities is important, but not exclusive;
– ICT is assessed both for itself and as a technology supporting smart aspects such

as mobility, government and so on;
– ICT weight in smart city depends on the ranking system selected,;
– ICT role in a smart city implementation depend on specific choices of each city

and its strategic vision about which type of smart city it wants to implement:
digital, green, cultural, or a mix of all of them, and which mix exactly.

3.2 Evaluating the ICT Role and Weight in Improving
the Citizens’ Quality of Life in Smart Cities

The final aim of a smart city strategy is to pursue the citizens well being and to
improve their quality of daily life. But what is well being? And is it possible to
measure it?

Several models have been studied to measure people well-being all over the
world. A lot of them are specific of one country or geographical area and are
therefore not suitable to measure the quality of life in smart city in different
countries.

In 2014 OECD designed a framework called Better Life Index, aiming at
measuring the citizens’ well-being in all OECD countries. This model considers
both material and immaterial life conditions, both short term horizon and the future
long term horizon of time.

This model could be used to find cause-effect relationships between smart city
projects—and also their ICT content—and the impact they exercise on the material
and immaterial life conditions. For example, an app informing users of waiting time
for a train could improve the quality of life, saving time not wasted in wait but used
for doing somewhat else (also having a coffee). The value is then influenced by
some dimensions such as:

– readiness of the city, depending on the infrastructure supporting the service and
the areas in which the service is available;

– intensity, that is, the number of users capable to access at the service (for
example the number of users having a smart phone);

– impact, that is, how much the service is able to influence the daily life of the
citizens.

This evaluation is very useful especially a priori. Indeed, when choosing if or
what project to implement in a complex smart city program, to be able to estimate
the public value it creates is crucial to choice the best projects for the citizens, and
not the most innovative but not really impacting on people daily life. For example,
to implement bike sharing could be a smart ideas if available bikes are numerous
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(readiness), people in city are especially students and tourists (intensity of use) and
the city is flat, permitting an easy use of bikes for going to work or school (impact
on the daily life).

4 Conclusions

Smart city and digital city are not the same thing, even if smart city has its roots in
digital city and digital city is finally a core component of a smart city. However, to
simply consider ICT an essential facility of smart strategies is not enough for
understanding the role and weight of ICT in shaping a better life for citizens in
urban areas. On the contrary, the real capacity of ICT to produce public value when
implemented in a large smart initiative depends on a well conceived strategic plan
connecting the ICT implementation with a smart vision that links each project with
the citizens’ well being.

To estimate the awaited value from ICT-based smart projects, it is necessary to
take into consideration the city readiness, the intensity of IT use by citizens, and the
impact of ICT on citizens’ daily life. Without this a priori evaluation, it may be
impossible to implement smart projects that will really produce better quality of life
in urban spaces, as smart city strategies are expected to.
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Part II
ICT, Innovation and Organizational

Change



A Framework of Mechanisms
for Integrating Emerging Technology
Innovations in IT Services Companies

Nabil Georges Badr

Abstract This paper focuses on a systemic issue in IT organizations of companies
in the sector of IT services. These organizations are often asked to be both the IT
providers for the internal customers (i.e. employees) and the solutions and service
providers for the firm’s external clients. In order to innovate their business models,
these companies often rely on emerging technologies in IT (EIT). The disruption
introduced by EIT affects the stability of IT services and the ability of IT organi-
zations to sustain continuity of services required by the business. Therefore, IT
organizations are reluctant to act quickly to integrate EIT. Through in-depth case
studies in IT services companies, field interviews and focus group discussions, the
study brings forth mechanisms that may serve as guidance to develop organiza-
tional capabilities for IT-based business model innovation projects.

Keywords IT organizational capability � IT innovation capability � IT governance �
IT strategy � Emerging technology integration

1 Introduction

Innovations based on IT depend greatly on the combination of the technology, the
organization’s technical expertise, and the organization’s ability to make effective
use of the new capabilities [1]. IT organizations must be able to identify the
applications required to support the business strategy and search for innovative uses
of technology to transform the business model [2–6]. Challenges of disruption,
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displacing existing technologies [7] raise an uncertainty and emphasize the ensuing
operational risks on IT services.1

The resistance to take risks in a fast decision making environment [8] impacts
the firm’s ability to implement technological innovation [9]. The speed in adopting
new technologies is compounded by the rapid change in emerging technologies in
IT (EIT) which hinders the capabilities of IT organizations [10]. Chief Information
Officers (CIO) are challenged to maintain the necessary balance between technol-
ogy innovation effectiveness and operational effectiveness [11]. Hence, in the
practitioner circles, IT organizations are perceived as a hindrance rather than an
enabler to innovation.2 This study examines practices used in removing barriers to
integration of emerging technologies. The observations and learning from this study
are expected to provide guidance for IT organizations in the integration of EIT.
A framework of mechanisms for integrating emerging technologies innovations in
IT services companies is proposed.

2 Theoretical Background

2.1 Capabilities of IT Organizations

Generally, IS research on resource-based view (RBV) delineates resources as
physical capital (e.g. property, plant, etc.), human capital (e.g. people, experience,
relationships, etc.), and organizational capital (e.g. organizational structure and
processes, etc.) [12]. Competencies are built by combining such resources [13]
leading to the ability “to conceive, implement, and exploit valuable IT applications”
[14, p. 491]). In a dynamic environment, organizational capabilities encompass a
set of interrelated operational and administrative routines that evolve based on
feedback from organizational performance [15, 16]. These dynamic capabilities
[17] yield adjustments to the strategy and resources in order to sustain competitive
advantage [18]. Recent empirical studies [19, 20] showed that firms or business
units with stronger exploration and exploitation capabilities outperform others.
Though both capabilities could be conceived as theories for learning [20], explo-
ration capabilities are aimed at discovering new possibilities for innovation while
capabilities of exploitation are intended to invest old knowledge [21] to realize
operational effectiveness.

1The top 10 risks and opportunities in the light of the current economic environment Ernst and
Young|EYG no. AU1132.
2Global Innovation Survey, Cap Gemini Consulting, December 2010.
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2.2 Consequences of Technology Adoption, Diffusion
and Integration

Research on innovation supports innovative characteristics of EIT [22–25] and the
associated disruption introduced into the IS operation [26, 27]. The competence of
IT leadership and organization is challenged [28]. Research has found that concerns
of technical compatibility, technical complexity, and relative advantage (perceived
need) are important antecedents to the adoption of innovations [29]. In more recent
publications, data privacy was a major concern for Bradford and Florin [30] in their
study of accounting software implementation. Some theories support practices
adapted to particular adoption contexts such as propagating institutions that may
have an effect on lowering the knowledge barriers of adoption [31].

In an advanced stage of the adoption process, diffusion theory deals with how an
innovation is assimilated [32]. Academics have thoroughly studied diffusion the-
ories [33]. They identified organizational factors affecting innovation diffusion [34]
and disruption impacts on organizations [35], processes [36], and projects [37].

Shin and Edington [38] presented a comprehensive framework for contextual
factors affecting IT implementation: those spanned project and resources related
factors, end user participation, organizational structure and commitment, IT and
CIO competency, and complementary investments.

Taylor and Helfat [39] focused on organizational issues related to changes in the
transition in their core technologies. Benamati and Lederer [40] discussed mech-
anisms for organizations to cope with the ensuing change. Mechanisms that foster
an innovative culture in organizations were found likely to facilitate the introduc-
tion, adoption and diffusion of innovations with a resulting effect on firm perfor-
mance [41].

At the strategic level, Luftman et al. [42] and practitioners agree that IT relia-
bility and efficiency as a top management concern. The continuous need for IT
assessment and introduction practices [43], due to the uncertainty in the technology,
changes the implementation strategy roadmaps [44]. Lu and Ramamurthy [45]
suggest that firms that aim to cope with rapid and uncertain changes in order to
thrive in a competitive environment need to “develop superior firm-wide IT
capability to successfully manage and leverage their IT resources” [45, p. 931].

2.3 Research Question

The review of the MIS literature evidenced that IS research has neglected to relate
potential implications in form of organizational willingness to implement risky IT
innovations (Fig. 1).
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Q: What mechanisms could be employed to reduce the reluctance of IT orga-
nizations to integrate EIT, thus transforming the IT organization to a lever rather
than a barrier to integrating innovation based on emerging technologies in IT?

3 Conceptual Framework

3.1 Exploitation Capability in Managing Uncertain IT
Investments

Historically, practitioners encouraged IT managers to plan for uncertainty.3 In the
midst of a rapidly changing environment, the investments required to motivate IT
organizations to lessen the reluctance to integrate EIT are complicated by the risks
of EIT integration [46].

Key Resources and Partnerships. Key resources such as applications, infor-
mation, infrastructure, tools and people are needed to execute on the operational
objectives and IT innovation strategies. Gatignon et al. [47] have explained how
competence-destroying innovation obsolesces and overturns existing competencies,
skills, and know-how which may require the retraining and retooling of IT
resources. Research illustrates dynamic resource models to represent the infusion of
intellectual capital [48] putting the required resources at the right levels in order to
address operational and innovation integration initiatives [49]. Additionally, key
partnerships with external resources contributed to the success of the innovation
effort. External resources such as consultants, suppliers and propagating institutions
for capability augmentation [31, 49].

Key Activities. Through suggested key activities of assessments and experi-
mentation [50], IT organizations invested initial trials to generate interest with a
testing and phased deployment necessary to validate the technology prior to
complete rollout testing [29]. IT development and acquisition projects focus on

Business Model Innovation
based on EIT

IT Organization a lever 
rather than a barrier to 
Integrating Innovation

 IT organization 
reluctant to 

integrate 
emerging IT

Mechanisms ?

Fig. 1 Research question

3Kaplan, J. (2002). Success strategies for 2003. Network World, 19(50), 47.
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costs and firm level risks excluding the relationship between uncertain investment
and the abilities exhibited by the resources in IT [51]. MacMillan et al. [52] sug-
gested mechanisms of “feeling out” the value added technology through three pilot
projects in order to make the informed decisions. In contrast, “Discovery-driven
plans”4 were recommended in order to progress uncertain investments in IT into
implementation in a step by step approach.

Thus, for the framework, exploitation capabilities are operational level capa-
bilities that reflect an ability to perform routine and required activities [53] within
the IT function. Such activities would include the review of potential business
impact of changes to IT services in order to maintain the platform for business
continuity [54].

3.2 Exploration Capability of Learning and Innovation

Exploration capabilities are centered on (1) learning capability, including the
notion of absorptive capacity [50], and (2) innovation capability [10].

Learning capabilities facilitate the creation and modification of dynamic
capabilities [55] relying on repetition and experimentation [56]. These exploration
capabilities rely on information acquisition and transformation to collective
knowledge assets [44, 57]. The absorptive capacity of IT organizations [50] con-
stitutes a foundation for innovation integration [58]. Organizational units operating
in a dynamic setting were found to improve their performance by increasing their
skills, expertise, and potential absorptive capacity [50]. This dynamic capability
provides these organizational units with strategic advantages [17], such as greater
flexibility in reconfiguring resources, and effective timing of knowledge deploy-
ment at lower costs. Ko et al. [59] assert that antecedents of communication and
motivation are important for the transfer of knowledge. The internal collaboration
of distributed innovation groups [60]; technology gatekeepers [61], and
cross-functional teams [62], facilitate the participative decision making [62], thus
increasing IT-business knowledge. The interaction with the external environment
[63] was shown to positively associate with the introduction of novel product
innovations in firms. Researchers position knowledge as a “baseline for the ser-
viceability and the maintainability” [64] of the components and systems involved in
providing IT services in line with the current and planned business requirements.
COBIT5 advocates capabilities related to the organizational understanding of the

4McGrath, R.G. (2009). A Better Way to Plan Your Next IT Innovation. Ivey Business Journal
Online, 1.
5COBIT (Control Objectives for IT) is an IT governance framework and toolset that allows man-
agers to bridge the gap between control requirements, technical issues and business risks. “COBIT
emphasizes regulatory compliance, helps organizations to increase the value attained from IT,
enables alignment and simplifies implementation of the enterprises’ IT governance and control
framework.” Source http://www.isaca.org/Knowledge-Center/COBIT/Pages/Overview.aspx.
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requirements, the level of use of best practices and standards and the use of inte-
grated tools for detecting and controlling exceptions.6 This knowledge is important
to reinforce implementation success of an IT innovation [65] and fundamental in
ensuring the availability of the services in line with the current and planned busi-
ness requirements [64].

Innovation Capabilities. Harnessing the competence base, capabilities for
innovation [10] leverage an organizational intelligence [66] useful to manipulate
information and reduce the inherent uncertainty and ambiguity of innovation [9].
Organizations leverage their innovation capability through their IT team’s
involvement in decision making [10]. This involvement contributed to the trans-
formation of new knowledge [63] through the sharing of new insights and ideas.

Hence, the conceptual framework incorporates essential components of IT
capabilities of exploration. These capabilities are indicated by learning capabilities
to build the organizational knowledge competency and innovation capabilities to
participate in generating new ideas for the business. Sustained by funding channels,
firms appoint innovation champions [61] and devise a reward system to drive inno-
vative behavior and encourage creativity [9].

3.3 Strategic Planning and IT-Business Alignment

The conceptual framework depicts strategic planning mechanisms as enablers to
business model innovation based on innovations in IT. Strategic goals for IT should
highlight the importance of both exploration and exploitation capabilities of the
organization; define roles that specifically focus on exploration, exploitation and the
coordination between the two capabilities; in the same way implement technologies
that support both exploration and exploitation; and reward on performance for both
capabilities [67]. IT leadership participates in the business setting in order to
communicate infrastructure requirements for the availability, continuity and
recovery specifications ensuring alignment of key IT services with the business
strategy [68]. With an awareness of the required service levels from the IT strategy
related to business continuity plans [54], the business and IT therefore participate in
building the organizational awareness for adoption [69]. Inputs from innovation
strategy to fulfill business model innovation objectives are expected from IT
architecture on technology policies and specifications [60]. The framework incor-
porates concepts of IT architecture that pave the way for the next stage of inte-
gration and define inputs for IT service continuity with resiliency principles
embedded by design [70].

IT Governance. Previous studies considered change management as a com-
plementary investment likely to increase the success of implementation [71].
Concerned with organizational or technical change [72], input from the change

6COBIT 4.1—the “Work”, 2007—DS4 Ensure Continuous Service.
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management strategy maintains business requirement for IT in alignment with the
business strategy, in an effort of reducing solution and service delivery defects and
rework. Sometimes referred to as a capability of IT organizations [73], governance
(i.e. IT governance) is conceived as a higher level construct for the framework
underscoring an enabler role in reducing the risk of integration. Issues of security
and governance [74], reliability of the technology, support for current and future
business processes and operations are perceived as important with respect to inte-
grating EIT into the corporate strategy. The integration of innovation into an
environment, presents a risk on existing infrastructure [75]. Attention to gover-
nance, change leadership and program management ensures that complex initiatives
are coordinated in objectives, resources, and interdependencies [60]. Xue et al. [76]
reinforced governance in IT investment decision processes. Business continuity

Strategic Planning Governance

Risk Management
IT – Business Alignment
IT Architecture

Mechanisms for Emerging IT Integration (Conceptual)

(Context: Business model Innovation & IT Service continuity)  

Exploration

IT Organizational Capabilities

Exploitation
Exploration

Key Resources

Key Partnerships 

Key Activities

Learning Capabilities

Innovation Capabilities

Fig. 2 Conceptual framework
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plans outline the level of organizational understanding of the risks [77], vulnera-
bilities and threats to IT operations or the impact of loss of IT services to the
business [78, 79]. Thus, governance reviews are required: namely, an assessment of
the responsibilities, and reporting and a review of operational processes [80].
Structural and relational mechanisms were studied as antecedents to IT governance
in a high-velocity environment riddled with technological turbulence [81].

These theories bring together a basis for the conceptual framework (Fig. 2).
The proposed framework delineates mechanisms for an ambidextrous IT orga-

nization [82] that could balance between exploration capabilities to learn and
innovate and exploitation capabilities to implement and execute [83, 84] with a
keen interest in maintaining IT Service Continuity.

4 Research Methodology

This research explores the major challenges to IT organizations and the mechanisms
these organizations employ to reduce their reluctance to integrate EIT in the context
of business model innovation. In order to answer the question of “how” IT organi-
zations reduce their reluctance to integrate EIT, this exploratory research into practice
takes the form of qualitative case studies [85, 86]. Through in-depth case studies in IT
services companies, field interviews and focus group discussions with practitioners
who underwent business model innovations based on IT, the research attempts to
learn what mechanisms are required motivate IT organizations to innovate.

4.1 Site Selection

The two in-depth case explorations were conducted on location with IT organiza-
tions in Telecom Company A, and in application hosting services Company B,
selected purposefully [87] for this research (Table 1). The firms chosen investigated

Table 1 Overview summary for the two sites in the case study

Company background IT organization

Company A Leading internet services provider
and hosting solutions, established in
1995 with 130+ employees

15 members managing security
credentials, moves and changes of the
internal users; planning of new
technology deployment; internal and
external customers

Company B Hosting and cloud services,
re-established in 2006 with 42
employees

12 employees for planning,
implementation and support of the
internal infrastructure with a service
desk attending to escalated customer
calls
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IT is not just a tool to support business processes or to enable business model
innovation, but for both. In these two companies, IT is the product of the business
processes, and this influences all the decision variables (from the skills of the
employees to be hired to the choice of IT vendors). This is still of value as a
research as it treats a systemic issue in IT organizations of companies in the IT
industry: These organizations are often asked to be the internal IT provider for the
internal customers (i.e. employees) and external solutions and service providers for
IT clients (i.e. customers).

The similarities in the sites selected reinforce the findings by adding depth into
the discovery; similarities to note are of industry context [58], culture [88], inter-
national presence [89], with a centralized management model [90] for IT and a
collective decision making [91]. These sites also present complementarities that
may shed a light on some cross case observations further enriching the empirical
study. The sites differ in organization size [92] and maturity [34], employed dif-
ferent mitigation measures in their scope of integration of EIT [93].

4.2 Data Collection and Analysis

The data collection activity combined interviews and brainstorming sessions [94].
Focus group workshops [95] were conducted due to the nature of the topic that
requires stimulation and interaction. The specific goals of these focus group dis-
cussions were to gather collective knowledge on the topic and stimulate the
organizational memory of the specific concepts involved then develop, in detail, the
surrounding thoughts with a distance from potential individual bias [96]. Secondary
data was collected from organizational charts, process maps, available company
reports, and PowerPoint presentations, review the company’s and IT organizational
structure, roles and responsibilities and identify stakeholders for the data collection
stages. Workshop participants were chosen to constitute a homogeneous manage-
ment team with line managers and participants contributing application ideas to the
strategy objectives. These workshops recorded all the participants’ input while
probing for details; where possible, using illustrative examples [87] to help
establish neutrality in the process. In total data collection involved 15 informants
chosen from the two companies.

Case summaries and cross-case comparison were compiled in a tabular summary
[97], in the form of interview transcripts, field notes from observations, and relevant
exhibits (e.g. organizational structures). The data analysis investigated the data
correlation through a predefined coding system [98] in order to organize the data
and provide a means to introduce the interpretations [99]. A step by step ‘Key
Point’ coding technique [100] was applied to the interview transcripts [101], and
relevant concepts are identified. The coding exercise allowed the emergence of a

A Framework of Mechanisms for … 109



new key concept [100] useful as a refinement of the conceptual framework. These
concepts were categorized as “Key Concepts” represented by the conceptual
framework components. A summary table of key concepts is offered in the
Appendix (Table 2).

Table 2 Key concepts or codes used for the data analysis

Seed concept Key concepts or codes—separated by “;”

Strategic planning Awareness and communication & management
commitment [68]; Budgeting [114, 115]; Timing of
introduction-decision [116]

IT—business alignment IT—Business Alignment [60]
IT and business leadership involvement [68]

Architecture Architectural review [60]; redundancy (resilience) by
design [70]

Governance Change reviewsa; Business and uptime requirement
definition [72]; Compatibility with current systems [78],
[79]; review of operational processes [77]; Create and
maintain documentation [80]; Risk management [75]

Key activities Change managementa; continual maintenanceb,c

Compatibility and impact assessments [23, 78, 79]
Project managementd

Release management <emergent concept>

Key partnerships Supplier relationships and joint R&D with key partners
[31, 49, 116]

Key resources Infusion of intellectual capital [48]
Human resource allocation [49]
Toolse

Collaboration with
Customers <emergent concept>

Customer involved in testing; involve employees in
projects; include the customer in the assessment of risk;
learning workshops at customers; customer involved in
planning and implementation

Knowledge acquisition Training; knowledge sharing; seek external knowledge;
or acquire knowledge internally [108]
Knowledge transfer [57]
Participation in decision-making [76]

Testing and R&D Implementation roadmaps [44]
Testing environment; testing; joint R&D with
suppliers; <emergent concept>
research activities and feasibility of technology [29, 50, 52]

IT skills and competence Consultancy skills of engineers [10, 28]
IT leads technology evolution/IT leads business process
innovation [60]

Incentives and rewards Incentives and rewards programs [10]
aCOBIT 4.1—the “Work”, 2007—AI6 Manage Changes
bCOBIT 4.1—the “Work”, 2007—AI3.3 Infrastructure Maintenance
cCOBIT 4.1—the “Work”, 2007—AI2.10 Application Software Maintenance
dCOBIT 4.1—the “Work”, 2007—PO10 Manage Projects
eCOBIT 4.1—the “Work”, 2007—DS4 Ensure Continuous Service
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5 Empirically Refined Framework

The empirical study was successful in enriching the conceptual framework. The
resulting empirically refined framework (Fig. 3) conceptualizes these findings into
mechanisms for enabling IT capability and mechanisms for developing IT
organizational capabilities.

5.1 Mechanisms for Enabling IT Capability

Mechanisms for enabling IT capability were identified by the study as mechanisms
of strategic planning and governance: strategic planning with IT-business alignment
mechanisms and the leadership role in maintaining the connection between IT and

IT Governance
Business and uptime requirement definition
Compatibility with current systems
Risk management

IT - Business Alignment
Build organizational awareness for adoption
IT and business leadership involvement

IT Architecture
Architectural review sessions

Capability Enablers

Strategic Planning
(IT – Business Alignment)

Mechanisms for Emerging IT Integration
(Context: Business model Innovation & IT Service continuity)   
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(Risk Management)

Redundancy (resilience) by design

IT Organizational Capabilities

Customer collaboration 
Customer participation in testing, planning, 
implementation and assessment of risk
Employees involvement in projects

Key resources
Human resource allocation
Tools (reporting, integration, support)

Key partnerships
Knowledge acquisition
Seek external knowledge
Knowledge Transfer

IT skills and competence
Consultancy Skills of engineers

Incentives and reward programs

Key partnerships
Joint R&D with key partners and suppliers

Key Activities
Change management 
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g

Fig. 3 Empirically refined framework
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the business were stated to enable IT organizations. In addition to IT governance
mechanisms (e.g. risk management) that prepare IT organizations to integrate EIT,
hence reducing the reluctance of IT organizations to integrate “risky” emerging
technologies.

5.2 Strategic Planning with a Resilient IT Architecture

Strategic planning was key for integrating and aligning IT resources, otherwise
they are likely to end up with fragmented, ineffective and dysfunctional systems
[102]. Strategic planning empowered IT organizations and narrowed the
IT-business relationship gap. In both companies, IT leadership had a clear role in
the business initiatives of the company. IT organizations previewed the benefits of
applying a new technology. They participated in the choice of technology for the
business, established a proper planning for technology and the best way to
implement it.

Findings from this research endorse a well-integrated IT-Business strategy [103]
enriched by the collaboration of IT leadership with the business executives. This
concept is echoed by Bergeron et al. [104] who suggested that, in time of change in
the business environment, the redesign of the IT structure and strategy is eminent.
Though a documented strategy for IT was not provided, both companies leveraged
cross-organization collaboration for collective planning [105]. The business par-
ticipated in a collective IT activity planning exercise [106]. Reciprocally, the IT
organization was aware of the business direction and business plans in order to
participate in the business strategy definition and prepare the business for emerging
technologies. “Our IT organization participated in building the business strategy
including advantages of emerging technology to influence the business strategy
makers … The member of the IT organization, engineers and managers felt part of
the strategic trend setting capacity of the organization which encouraged them to
embrace the new deployment (A—Director of IT)”.

A resilient IT architecture helped to reduce the risks of emerging technology
integration. In the study, IT organizations emphasized architectural review sessions
[60], aimed to establish redundancy (resilience) in systems architecture and in
implementation [70]. This prepared the IT organization by developing “the correct
IT architecture, with a fit in the needs and a flexibility in the features (A—General
Manager)”. These architectures were developed with the assistance of external
consultants as key resources in order to insource the required knowledge [59].

Governance mechanisms keep the focus on service continuity [79]. In the
context of IT services companies, findings also show governance in IT as a fun-
damental mechanism in avoiding the obstacles and in preparing the IT organization
to integrate “risky” emerging technologies. The required governance mechanisms,
of change reviews, business and uptime requirement definition [72] participated in
reducing the reluctance. An “accurate definition of the potential risks in the
implementation” performed by the project manager at Company B was echoed by
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“a process of continuous review of the requirements and of the specifications of the
emerging technology” was revealed by the director of IT in Company A.

5.3 Developing IT Organizational Capabilities
of Exploration

The Confluence of Knowledge. Identified as a key exploration capability [21],
knowledge acquisition and knowledge transfer provided IT organizations with
greater flexibility in reconfiguring resources and effective timing of knowledge
deployment [107]. This was accomplished namely through training, and seeking
external knowledge [108]. Knowledge was acquired, shared and transferred:
(1) within the IT organization, (2) internally between the business and the IT
organization, and (3) between the IT organization and the customer of the IT
services (internal and external).

Essential to preparing IT organizations, knowledge acquisition was achieved
through extensive training and knowledge building programs. Integration working
groups made up of cross organizational members and representations of IT in the
business facilitated the knowledge transfer. “The IT support team meets with the IT
infrastructure team regularly to review the customer issues, build the knowledge
base and solicit the collaboration of ideas across the technical team internal and
external (B—Deputy GM/Operations Director)”. External knowledge was sought
through “the engagement of consultants to provide workshops for requirements
definition and draft an initial plan to implement these requirements (Company A)”,
“joint R&D activities with key providers and partners, and peer organizations
(Company B)”. These testing and R&D activities, individual skills of the
employees, and their accumulated experience increased organizational knowledge.

Knowledge transfer to internal customers was assured through user training
sessions and users’ manuals. “This helped the organization overcome users’
resistance” (Company B). IT members “shared the lessons learned from solving
customer issues with the business. This worked as a feedback into the business of
the issues facing IT which may in turn drive a business solution or potentially a new
service” (B—General Manager). Company B included “knowledge management
systems in their toolset as part of their knowledge sharing strategy”. Thus, in
addition to establishing ties with external sources of new knowledge,
cross-functional teams and internal collaboration motivated the IT teams to interact
and share knowledge [109]. Company B were able to assimilate new external
knowledge, transform it and exploit it successfully in order to create value from
their absorptive capacity [50].

Customer Collaboration. This study sanctions the potential added value of the
organizations that collaborates with the customer of the services, thus exploiting
the tacit knowledge of the customer into the delivery of the new services. The
empirical data supports the concept of “IT-Customer collaboration in project
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execution, in testing and in the assessment of risk in order to gain the customer
perspective on the required continuity parameters” (Company B). A clear sug-
gestion that collaboration would likely ease the adoption obstacles of the new
service (especially for the internal customer of the IT organization), and prepare IT
organizations for the potential risk induced by the emerging technologies to the
external customer. The director of IT of Company A “had to iteratively align the
implementation of the project to their (Customer) expectations”, and “… conduct
workshops at their customers”. On the other hand, the Deputy GM/Operations
Director also in charge of IT for Company B observed specified that their “IT team
scouts for opportunities at the customers’ base and brings forth recommendation to
drive more business out of the market share”: and added that “… [customers] drive
us to provide ancillary services in our data centers to either secure them, backup
the data, report on the performance”. Through this collaboration, IT organizations
are hence empowered to deliver a better quality product bringing forth a value
proposition to the company (internally) and a greater competitive value (exter-
nally); an acquired organizational ambidexterity that focuses on the “customer
intimacy, operational excellence and product leadership as the fundamental value
disciplines” [105].

Skills, Competence Building Practices and Incentives. Skills, competence
building practices and incentives were necessary to establish IT as a lever to
innovation. In order to lead the innovation initiatives in their respective companies,
both IT organizations increased their focus on knowledge acquisition practices,
building the skills and competence of their human resources and aligning IT with
the business. For Company A the IT organization was “able to introduce process
automation initiatives and be a leader in the company’s business process inno-
vation (A—General Manager).” The IT team of Company B engages in the sales
process from the presales activities and close the loop in the post-sales support with
the customers” in order to “provide consultancy services that drive business rev-
enue (B—General Manager)”.

Business savvy IT leaders collaborated with IT aware business leaders in order
to steer the company towards successful business innovation based on IT. With a
strong initiative to embrace new technology, the leadership of the IT organization of
Company B provided IT team members with a suitable working environment,
education and incentive programs. Encouraging the participation of the IT orga-
nization in the innovation of the business [110]. “A reward program is in place to
encourage the participation of the IT organization (B—General Manager)”.
Additionally, “team building activities (events, etc.) were effective incentives in
building personal bridges between the business members and the technical IT staff.
This facilitated the collaboration and the information sharing (B—General
Manager)”.

Project performance indicators [111], financial and non-financial incentives were
introduced. Key competencies of the team in the technology verticals (specific
applications with a specific objective) were linked to the revenue from each vertical.
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5.4 Developing IT Organizational Capabilities
of Exploitation

The exploitation capabilities of IT organizations define the ability of the organi-
zations to deliver the services required for effectively executing on the IT strategy
[21] and maintain the required level of services to the customer of those services
(internal or external).

Key Resources. Mechanisms associated with key resources support the
exploitation capabilities of IT organizations. The required financial resources were
secured through “costing and budget reallocation in order to enable the IT function
in the strategic planning process. Through our staff augmentation practices we
recruited eager human resources into the IT organization (A—MIS/IT Manager)”.
Some were dedicated to R&D to drive the risk out of the emerging technology and
promote the innovation capability of the organization [10], “subject matter experts
(technology champions) participated in professional services functions, facing the
customer”, and acquiring external knowledge the disseminating it back as new
knowledge [107] internally. For these IT organizations tooling was primary
investment to prepare the organization. This included tools for learning, reporting
and integration, and tools for support. Company A provided their IT organization
with tools for “monitoring and troubleshooting, to gain visibility into the customer
experience and measure the service health (A—Director of IT) and Company B
“needed to retool the team to adapt the knowledge and develop it forward, so they
“implemented knowledge management systems in their toolset (B—Deputy
GM/Operations Director)”.

Key Partnerships. Company B collaborated with their customers and both
companies formed key partnerships with their suppliers in order to avoid the
obstacles and to motivate IT organizations to integrate EIT. Company A often
outsourced some functions to a “supplier resource in order to implement the
technology. Then this subject matter expert was asked to transfer the knowledge to
the team internally” (A—Director of IT). Similarly, Company B “setup R&D
efforts with peer organizations, key partners and suppliers, that helped them
acquire the knowledge internally and reduce the reliance on suppliers”. They built
connections with multiple suppliers in order to reduce the risk of reliance on one
supplier for the implementation and support of EIT.

Key Activities. The study uncovered adjustments required to rapid implemen-
tations in order to reduce the potential risk to the delivery and support of IT
services. At the top of the list, rigorous change management activities were sug-
gested by both organizations, with “roll back plans developed with the customer
(A—Customer Support Manager and B—IT Project Manager and Team Leader)”
then complemented by “required actions in release management (A), trying
alternative configurations (A) and dividing projects into phases (B—Customer
Support Manager) especially in order to reduce the obstacles to integrating
emerging technologies”. “On new deployments, a feasibility study is a must (B—
Deputy GM/Operations Director)” for the IT organization of Company B.
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Agreeing, the IT director of Company A asserted that “… at a certain time even a
proof of concept is required in order to place the technology contextually in our
environment”. In addition to testing and R&D activities, IT organizations engaged
in other key activities of “compatibility and impact assessments (A—Director of
IT)” with “effective change management, definition of change, establish change
review boards, implement change and document results (B)” as they transitioned
the IT services based on EIT into operation.7 The formalization of activities with
project management tactics, “continual maintenance (A)” tasks and were also
specified. The focus on key activities such as release, change, and project man-
agement evolved both IT organizations’ capabilities of exploitation and prepared IT
organizations to confidently integrate of emerging technologies.

6 Managerial Implications

The findings of this research have the potential of transforming the IT organizations
in IT services companies. These IT organizations would have the prospect to reduce
their reluctance to integrate EIT following the guidance from this study. They
would need to become ambidextrous organizations, leading internally and exter-
nally as a lever of IT innovations, reconfiguring key activities and resources, and
exploiting the tacit knowledge of their customers (internal and external). Their
leadership would focus on fostering IT-Business alignment, building the IT skills
and competence of IT organizations and raising the “confidence” of the IT orga-
nization and the business in capabilities of the IT organization.

As such, this study offers guidance in the form of mechanisms and best practices
which could empower IT organizations to confidently integrate innovation. These
mechanisms emphasize four approaches:

• IT strategy with a resilient architectural foundation: Confident IT organi-
zations implement IT innovations through an IT strategy with a resilient
architectural foundation. They collaborate with the business to align objective of
IT and the business (both ways).

• IT Governance to manage and avoid risks: They also apply effective IT
governance to manage and avoid risk. They develop well-defined expectation of
SLAs with the business and the customer base. Risk evaluations are performed
continually and include assessment of critical operational systems and the
impact of the potential innovation on these systems.

• Dynamic organizational capabilities: IT leadership of confident organizations
develop dynamic organizational capabilities of exploration and exploitation,
emphasizing the confluence of knowledge. They apply the investments required
to build IT skills and competence, muster key resources, and formalize key
activities. They motivate their IT organizational learning capabilities, and

7ITIL 3.1—Service Transition.
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reinforce their analytical capabilities. IT leadership of confident organizations
demonstrate leadership competence, encourage the adoption of standards and
networking with peers. Furthermore, innovative IT organizations develop key
partnership with suppliers and peers, and exploit the tacit knowledge of the
customer.

• Rewards and incentive supported by effective metrics: They implements
rewards and incentives tied to metrics to motivate the organization. These
metrics monitor the success of the mechanisms and report the value of the IT
function to the business.

7 Academic Contribution

The empirical study was successful in enriching the conceptual framework
expounding its concepts into mechanisms for IT capability enablement and
mechanisms for developing IT organizational capabilities. From in depth case
studies, this study combines the new knowledge acquired from the research in a
form of a framework of mechanisms that empower IT organizations in innovations
based on emerging technologies. Thus this framework goes further extending such
studies with an answer to the question of “How IT organizations reduce the
reluctance of IT organizations to integrate emerging technologies in order to
successfully innovate the business model based on emerging technologies in IT”.
This new knowledge may be a seed for a new stream of literature focused on
producing theories for the empowerment of IT organization to drive innovation.

7.1 Limitations and Opportunity for Further Research

The principles outlined herein are collected from peer IT organizations in IT ser-
vices industry who successfully motivated their IT organization’s resources to
maintain the level of capabilities required to confidently integrate EIT. Although the
research has reached its aim, some unavoidable limitations can be noted.
Limitations related to case study research the research and other contexts such as
culture, organizational context and industry can be recognized. Thereby, the out-
come of the study is expected to be centered on companies within IT services.

Thus, the indicated limitations of this study could offer opportunities for follow
on research. The proposed conceptual framework could be examined through
further in-depth case studies in different company models and industries in order to
establish potential variations to the framework based on a certain industry context
[58] i.e. whether IT is the core business (internal supplier of IT Products and
services) or IT as a supporting function in an organization of users of IT products
and services. Additional field work possibly in the form of wider focus groups, with
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CIOs, IS professionals and consultants [112] would test the applicability of the
framework at other cultural, organizational and other contexts and in order to
strengthen the practice implications of the framework introduced by this research
[113]. Clearly, this will require further research to validate the proposed mecha-
nisms in different context.

8 Conclusion

In conclusion, the conceptual framework is supported by the empirical study. The
paper exhibits a broad context ranging from IT governance and strategy to customer
collaboration and risk management, however it focuses on IT capabilities within
this context. This study produced a set of capability enabling mechanisms in the
strategic planning process connecting IT-business alignment elements with IT
architecture and governance guidelines, in order to reduce the present obstacles and
prepare IT organizations. For practitioners, this study has brought forth concepts of
implementation that may serve as guidance to develop organizational capabilities
for IT based business model innovation projects. Capabilities enabled an alignment
with business and innovation strategies, collaboration with the intended customers,
with proper governance practices to reduce the ensuing risk. With a focus on
exploration and exploitation capabilities, key activities, key resources and key
partnerships these mechanisms are recommended by the empirical study to establish
the IT organization as an internal and external leader in business model innovation
based on IT.

Appendix

See Table 2.
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Relating ICT to Organizational Change
in Research and Practice

Moufida Sadok and Peter Bednar

Abstract The topic of ICT-enabled organizational change has been a focus of
attention in information systems (IS) research for decades. Besson and Rowe
(J Strateg Inf Syst 21:103–124, 2012 [17]), however, have identified a lack of
description and conceptualization of the transformation process in the main stream
of IS research. This paper discusses key IS paradigms in some of the content of
commonly and available well established IS academic text books and research so
that it can then be more obvious in how they address the transformation process.
We therefore highlight original differences between two dominant IS paradigms and
we consider that the distinction between IS as a data processing system and IS as a
human activity system provides a frame of reference to explain the reasons why the
gaps in understanding the transformation process continue to be relevant issues to
explore in IS research. We also extend the debate as to how IS as a discipline
should provide guidance on the process and practice of organizational change in
order to prepare students to keep up with the complexity and requirements of real
world businesses.
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1 Introduction

The topic of ICT-enabled organizational change has been a focus of attention in
information systems (IS) research for decades. Numerous and diverse concepts,
theories, methods and designs have addressed the relationships nature between the
two variables. Besson and Rowe [17], however, have identified a lack of description
and conceptualization of the transformation process in the main stream of IS
research. This paper discusses key IS paradigms in some of the content of com-
monly and available well established IS academic text books and research so that it
can then be more obvious in how they address the transformation process. We
therefore highlight original differences between two dominant IS paradigms and we
consider that the distinction between IS as a data processing system and IS as a
human activity system provides a frame of reference to explain the reasons why the
gaps in understanding the transformation process continue to be relevant issues to
explore in IS research.

In view of IS as a data processing system, efforts for developing IS have been
oriented to the design of effective artefacts and a number of structured and formal
methods in IS methodologies have been developed. Hard systems approaches have
been applied with a focus on the efficacy and internal consistency of systems
specifications and their development. In this perspective, the development and
implementation of an IS are considered as a driven and results of organizational
change. This stream of IS research is pervasive and prevalent in the higher education
of future practitioners and academics as well as in the highly ranked IS journals.

Considering IS as human organized activity, the transformation process is
described as an emergent learning process based on the exploration and under-
standing of contextual dependencies and supported by a number of methods and
techniques. The socio-technical (ST) systems design literature put forward evidence
of the relevance of contextual analysis within which emphasis is placed on human
and technical dependencies in the context of an evolving organizational environ-
ment. This stream of IS research continue to be poorly referenced and ignored even
though the pioneers of this stream have been active and contrarian researchers since
the early era of IS history.

The two alternatives paradigms are essential to a discussion about the trans-
formational effect of IS. Reflection upon the impact of each of these paradigms in
relation to organizational change led to identify two perspectives within which
IS-enabled organizational change is debated through two lenses: deterministic and
dialectic views. The former view is underpinning the ICT driven change approach.
The later is focusing on the process enabling the change through exploration,
development of contextual understanding and problem solving activities.

The “technological imperative perspective” considers technology use as a result
of technology determining behavior. By regarding implementation as an isolated
achievement, the focus is on implementing technological solutions and infrastruc-
tures as a result of change. Adopting such a perspective means that people will
by default use technology for intended purposes once it is available to them.
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This perspective is widely claimed in available IS references. In this paper, it is
explored and applied throughout the particular cases of ERP implementation and IS
security policies.

A further perspective rejects the deterministic link between technology and
organization (e.g., [28]). By considering the human activity systems as a point of
reference rather than a variable IS development design is regarded as an emergent
learning process of organizational change. From a socio-technical perspective, it is
claimed that a viable system would be more user‐centric by accommodating and
balancing human processes rather than entertaining an expectation of a one sided
change of behavior of the end user. Thereby, the “dialectic perspective” considers
the use and adoption of technology as an emergent result of socio‐cultural pro-
cesses, availability of technology and individual contextual dependencies. We
argue in this paper that this perspective has attempted to describe and conceptualize
the organization transformation process and has dealt with the “routinization” of
practices after change. Examples from ST literature will be used for illustration.

Consequently, the objectives of this paper are twofold. Firstly, we explore the
key questions emerging from the dialectic relationship between IS and organiza-
tional change and put forward several examples to compare and contrast two
alternative perspectives that may be applied in forming ICT-enabled organizational
change views. Secondly, we highlight and extend the debate as to how IS as a
discipline should provide guidance on the process and practice of organizational
change in order to prepare students to keep up with the complexity and require-
ments of real world businesses.

The remainder of the paper is organized in three sections. The first section
describes a stream of IS research which have viewed ICT as the core of IS as a
discipline and as a practice. We also provide in the same section examples
addressing organizational change according to a deterministic approach. The sec-
ond section illustrates the contribution of ICT to organizational change according to
an emergent approach. Finally, concluding remarks are presented in the third sec-
tion discussing challenges facing academia to revise and adapt curricula design and
IS research methodologies.

2 ICT-Enabled Organizational Change: A Deterministic
View

The conceptualizations of IT artefact in IS research has been dominated by a
computational view which underpins the assertion that once the computational
capabilities of the technology have been properly programmed and modelled the
usefulness and usability of the technology would necessarily be guaranteed [54].
This view is associated to the computer science approach with an inherent focus on
artefact development and presupposes deterministic relationships between tech-
nologies and organizations.
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2.1 IS as a Data Processing System

The definition of an IS as a system in which data is processed to achieve efficiently
organizational goals is commonly accepted. Table 1 presents a selection of IS
definitions from the widely used books in higher education for future practitioners
in the area of IS design and management. Efforts for developing IS have been
oriented to the design of effective artefacts that meet the information needs and
requirements of top management. Waterfall, prototyping and prescriptive approa-
ches for IS design (e.g. [62]) as well as a number of structured and formal methods
in IS methodologies such as SSADM (Structured Systems Analysis and Design
Method and Business Development Method) have been proposed and applied.

Hard systems approaches have been harnessed based on the hypothesis that
systems exist in the real world and can be identified and “engineered”.

Table 1 IS definitions and concepts in widely used academic text books

Reference IS definition/concepts/components

[6] “An IS in an organization provides processes and information useful to its
members and clients. These should help it operate more effectively”

[37] “IS are developed for different purposes, depending of the business”; “Process:
The activities that transform or change data in an IS”; “System: a collection of
subsystems that are interrelated and interdependent, working together to
accomplish predetermined goals and objectives. All systems have input,
processes, output and feedback”

[55] “A computer-based set of hardware, software and telecommunication
components, supported by people and procedures, to process data and turn it into
useful information”

[44] “Computer-based IS use computer technology to process raw data into
meaningful information”…“An IS can be defined technically as a set of
interrelated components that collect (or retrieve), process, store and distribute
information to support decision making and control in an organization”…“By
information we mean data that have been shaped into a form that is meaningful
and useful to human beings”

[40] “A group of components that interact to produce information… computer,
hardware, software, data, procedures and people. These five components are
present in every IS, from the simplest to the most complex”

[66] “Any IS consists of three parts: an external shell through which users interact
with the system; an internal or physical design from whose presence users are
shielded; and a conceptual model which represents the business requirements, and
upon which the internal design is based”

[61] “Within the system boundary, information is transmitted, stored and transformed
in electronic form. At the system boundary are the interfaces between the
computer and its environment—the human world, in which information is stored
in words, numbers and pictures, and transformed orally and visually”

[57] “A collection of interrelated components that collect, process, store, and provide
as output the information needed to complete a business task”
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Consequently, the system objectives can be defined in advance and alternative
means of achieving them can be modeled. Considering only one point of view as
objective and correct (e.g. software developer perspective), the focus is more on
how to do things in certain and precise situations.

Alter [4] however emphasizes a need for IS field to address the whole context
within which IT-reliant work system is designed, developed, implemented and
maintained. He states that the use of IT to support IS activities does not require IT
artefact to be the primary subject focus of IS field. Furthermore, although systems
development can be conceived as an integrated process, in practice attempts to
standardize the steps and techniques involved have led to less, rather than more,
comprehension among the various communities of practice seeking to establish the
meanings of these aspects. For example, within an overall context of ‘Application
Lifecycle Management’ different providers have generated a range of different
interpretations of what is supposed to be a standardized process [7]. In the discipline
of IS, this can be observed in the many efforts to create standardized languages,
methods and techniques intended to support complex communication and interac-
tion between different stakeholders in a systems development project. Markus et al.
[48] argued that existing IS development methodologies focus on structured or
semi-structured decision processes.

Another aspect comes out from Table 1 is the confusing use of data and
information as interchangeable terms in most of the references. Reflecting on the
nature of IS, Langefors [42, 43] suggests that those people who are to interpret data
in order to inform themselves must be viewed as part of the system. He demon-
strates this using the infological equation I = i (D, S, t) where “I” is the information
(knowledge) produced by a person from data “D” in conjunction with
pre-knowledge “S”, by an interpretation process “i”, during time interval “t”.
Meaning (information or knowledge) is thus created by each individual.
Pre-knowledge “S”, here, is considered to be created through the entire lived
experience of the individual concerned.

2.2 Organizational Change as a Consequence of ICT
Implementation

In this perspective, a deeply taken-for-granted assumption that the IS implemen-
tation is intended to has a significant impact on the shape of an organization and its
job definitions. Some methodological approaches to systems development discuss
‘implementation’ as a late stage in the total process, linked to effective change
management (e.g. [16]). The implementation of application software packages
requires adaptation in terms of revision and development of organizational proce-
dures, business practices and users training both in the new procedures and in the
new IT application [25, 29, 45]. The use of technology is assumed to be a “natural”
consequence. The IS implementation is expected to produce a change in
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organizational practices and users need to be educated. The terminology used to
describe the technological perspective in IS research often includes adoption,
adaptation, acceptance, training and intention to use in order to facilitate software
implementation.

In the literature of ERP system use for example, the adoption and implemen-
tation issues have remarkably received much attention. A number of models,
frameworks and guidelines have been proposed in order to identify critical success
factors in the implementation of ERP system. It is noticeable that there is a dif-
ference in interests between companies who ask for personalized business appli-
cations and ERP providers who design a generic commercial offer. Researchers
have recommended that organizations change business processes to match the
standardized business processes embedded in the ERP software [15, 30, 32]. In
effect, Aloini et al. [3] argue that a key risk factor contributing to high failure rate of
ERP project implementation is an inadequate change management. As the ERP
implementation involves business process change and organizational adaptation to
the package, it’s crucial to understand the attitudes toward change [41], to assess the
organizational fit of the target ERP system before its adoption [32] and to consider
the fit between organizational structure and ERP package characteristics [50].

If such view is taken, then consideration of personal views of users might be
postponed to an extent which would be disadvantageous [12]. To develop models
of human behavior based on description of organizational activity and without
understanding the consequences of a potential misfit between the design of the
system and the organized activity will have little real world significance as can be
seen through the history of IS development failures.

Continuing this discussion in IS security (ISS) area, the implementation of a
security policy is also expected to change organizational procedures and practices
as well as to shape and monitor the behavior of employees, through education and
training, to ensure compliance with security requirements. However, the specific
security methods and standards are generally speaking structured, descriptive and
often fail to provide practical guidelines to plan, apply, and maintain security
processes [58]. Various studies have argued for practice-based organizational
frameworks of security policies and controls. The issues explored in this stream of
studies cover the influence of the contextual factors such as national culture [68],
organizational structure and culture, management support, training and awareness,
users’ participation in the formulation process, business objectives, legal and reg-
ulatory requirements [35, 38]. Another focus of attention of ISS researches has been
the compliance of employees to security procedures and guidelines viewed from
behavioral perspective and applying socio-cognitive theories [31, 34, 65]. Although
understanding how organizational and environmental factors as well as compliance
behavior may affect the efficient use of security controls questions about the rele-
vance of security policies and measures are not addressed. The proposed models
and frameworks focus more on the application of security policies, consider the
need to change the behavior of employees to ensure compliance with security
procedures. The data centric focus in ISS frameworks influences work practices and
creates unintended consequences and changes in a human activity design instead of
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being a part of its design. A conceptual approach focusing on rational and formal
descriptions leads work intended to cater for ISS in practice to almost solely focus
upon data systems security.

Misleading assumptions about rational and irrational behavior of users may
explain many security measures failure. If security policy was developed as an
add-on to the real world business practices it is quite possibly the case that breach of
security policy may in some instances be necessary as in practice it might be the
only way for an employee to do a good job. To request people to change behavior is
to try to change organizational practices without understanding the effective
behavior of the involved stakeholders in the first place. This leads to a lack of
compatibility between the real behavior of professional stakeholders and any
requested formal changes are likely to lead to security failures in context. In the
case study conducted by Kolkowska and Dhillon [39], the workers noted that “The
checks and balances that have been built into the system are not necessarily the way
in which any of the case-workers operate”. Albrechtsen [1] has furthermore iden-
tified that an increased security workload might create difficulties for work func-
tionality and efficiency. The author also noticed a trivial effect of documented
requirements of expected information security behavior and general awareness
campaigns on user behavior and awareness. Albrechtsen and Hovden [2] discussed
ways in which security awareness and behavior may be improved and changed
through dialogue, participation and collective reflection.

The weakest link is not necessarily in the (technical) system itself but the dif-
ference between the formal model of usage and real usage of system content (data)
as such in a human activity system. This realization leads Tryfonas et al. [63] to
propose an interpretive framework for expanding and incorporating the security
functions in the whole IS development. A systemic and value-focused view of
security would result in a better understanding of organizational stakeholders of the
role and application of security functions in situated practices and an achievement
of contextually relevant risk analysis [13, 27, 56]. The study of Spears and Barki
[59] provides a particular application of this view in the context of regulatory
compliance and confirms the conclusion that the engagement of users in ISS risk
management process contributes to more effective security measures and better
alignment of security controls with business objectives.

3 ICT-Enabled Organizational Change: A Dialectic View

Langefors [43] discussed the role of organizational IS and considered that, in order
to manage an organization, it would be necessary to know something about the
current state and behavior of its different parts and also the environment within
which it is interacting. These parts would need to be coordinated and inter-related,
i.e. to form a system. Thus, means to obtain information from the different parts of a
business would be essential and these means (information units) would also need to
be inter-related. Since the effectiveness of the organization would depend upon the
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effectiveness of the information units, an organization could be seen as crucially
‘tied-together’ by information. For Langefors, therefore, the organization and its
information system could be viewed as one and the same.

3.1 Considering Human Activity in IS Design
and Implementation

In the IS academic field ever since its official inception as a specific area of interest
at the IFIP (International Federation for Information Processing) conference in New
York in 1965, questions in multidisciplinary contexts—such as systems thinking,
structuring uncertainty, defining and managing wicked problem spaces,
socio-technical systems, human activity systems and inquiry systems have been
addressed. Based on the review of literature by Hirschheim and Klein [33], Table 2
presents the pioneers of this stream of IS research in the first era (mid-1960s to
mid-1970s) of IS history. Despite the considerable number of publications from the
sixties to currently, the ST and soft systems approaches continue to be marginalized
and underestimated in the higher education of future IS practitioners and academics.

Holistic IS methodologies such as Effective Technical and Human
Implementation of Computer supported Systems (ETHICS) by Mumford [52], Soft
Systems Methodology (SSM) by Checkland [19], Client-Led Design by Stowell
and West [60], Object Oriented Analysis and Design (OOAD) by Mathiassen et al.
[49] and approaches such as the Strategic Systemic Thinking (SST) framework by
Bednar [11] support analysis into any relevant aspect of IS analysis and develop-
ment and deal with complex organizational issues.

Recently, Baxter and Sommerville [9] propose a framework for ST systems
engineering that combine ST systems design approaches to systems engineering
and improve the communication and interaction between system development and
organizational change teams by means of two types of activities: the sensitization
and awareness and the constructive engagement. The former activities aim to
enhance the awareness of system stakeholders about ST issues that have the
potential to significantly influence the design and use of the system. The later
activity deals with the use of ST system design methods to problem definition,
solution construction and evaluation of the deployed system.

Table 2 The ST and soft
systems design, adapted from
Hirschheim and Klein [33]

Original schools of thought Concept of IS

[42] Infological equation

[22] Inquiry systems

[28, 51, 53] Socio-technical systems

[19, 20] Human activity systems
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The SSM supported by a multitude of concepts and techniques (such as
CATWOE technique Customers, Actors, Transformation process, Worldview,
Owners, Environmental constraints) is used for modelling purposeful human
activity system through exploration, sense making, and definition of multiple views
of problem situations. In Mathiassens et al.’s OOAD several techniques from
methodologies such as ETHICS and SSM are transformed, changed and incorpo-
rated with an object oriented focus (with tools such as the FACTOR analysis for
example). The SST framework includes several techniques and modelling support
for analysis especially aimed at inquiries into uncertain and complex problems
spaces (incorporating para‐consistent logic, techniques for structuring uncertainty
from multiple systemic perspectives and including techniques for modelling
diversity networks). Additionally these methodologies include critically informed
discussions supporting “problematization” of analytical process and enquiry.

3.2 Organizational Change as an Emergent Process

According to this school of thought, the consequences of any IT-reliant IS devel-
opment efforts are very contextually dependent (e.g. discussions in [10, 43]). In
fact, the IS universe is more and more characterized by the growth in number of
stakeholders, the quality and the quantity of the different users influencing the
design and implementation of IS projects as well as the successes and failures of
such projects [26]. IS development process as an ongoing contextual inquiry [11] is
characterized as an emergent socio-technical change process conducted through
sense making and negotiations among stakeholders [46, 47]. As Checkland and
Holwell point out [18], organizational change is only likely to result in success if
the individual actors are engaged with that change. It is thus likely that any change
imposed from above is likely to result in failure.

The key underpinning to this perspective is that rational model for organizational
problem resolution practice is unsatisfactory ever since the foundation for any
assumption of complete analytical knowledge of future developments was refuted
by the acknowledgement of open systems thinking; the works of Langefors
[42, 43], Bateson [8], Churchman [23], Argyris [5], Weick [67] and Ciborra [24]
are representative of this paradigm. As such any problem space is unequivocally
intertwined with the unique problem solving activity of the specific professional
stakeholder working in the organisational context in focus. As pointed out by Ulrich
[64] in his discussion of boundary critique perception of a system varies with the
stance of the observer, i.e. this differentiates between an observer’s and an actor’s
picture of reality, which means that anyone wishing to inquire into IS use must
continually align themselves with actor perspectives.

By way of a narrative and storytelling that draws on the author’s own experi-
ences applying ETHICS in many companies in Europe and the United States,
Mumford [52] discussed how her research perspective in relation to socio-technical
philosophy can be applied in managing change with the introduction of a new work
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systems or a new technology as a part of the change process. The case studies
described in her book offer examples of organizational design activities and
assessments to illustrate how the suggested method, based on a participative design,
can provide support to problem solving and change process management. One case
study for example addresses the design and implementation of an expert system to
assist the sales force of a large American enterprise. The sales force are skilled in
sales and business knowledge but they had low computer confidence. The new
project manager for the development of the expert system, who also will play the
role of a facilitator, decided to use the ETHICS methodology to involve the future
users in the design process of the software. He created a design group from the
technical project team and from the sales staff to integrate organizational, human,
technical and task-related factors into the development process. The sales force
identify their needs and requirements and the technical group translate these needs
in a working system. It is for example necessary to understand according to a sale
force perspective the meaning of a helpful and/or useful system. Mumford describes
the stress and anxiety of the project manager before the start of design process,
because he had doubts about the adhesion of the sales force to the use of the new
system since it might be in dissonance with the principle of “selling”. He also had
concerns about the use of ETHICS methodology as it might be perceived as
complicated. Mumford also provides details about the whole experience of the
project development including the multiple meetings of the design group, the
enthusiastic and difficult steps of a participative design experience and the suc-
cessful implementation of the new expert system. She describes how during the
different meetings the involved team discusses the problems of existing system,
future needs and potential benefits of a new system. Questions about the reasons of
change, system sustainability and boundaries are also addressed. The “routiniza-
tion” meetings cover the implementation diagnosis, the realization of benefit
management analysis and the evaluation and self-reflective element in terms of
improved efficiency and job satisfaction.

In Checkland and Scholes [21], the authors use creation rather than design to
describe the process of information system development. Such process requires a
deep understanding of how a particular actors attribute meanings to their perceived
world and how the purposes assigned to the IS are perceived to be “truly” relevant
within this world. It follows that a dialogue in which management can explore the
values, goals and preferences of individuals during the process of IS development
must be desired. The application of SSM in the UK’s National Health Service
(NHS) is a particular case study where techniques such as CATWOE analysis and
rich pictures are deployed to support the participation of all stakeholders in complex
problem situations. One of the main features of this organization is the absence of
unitary power structure because the provision of health care in the UK is based on a
complicated network of autonomous and semi-autonomous groups. This leads to
consideration of further key problems in NHS projects: identification of relation-
ships in the network subject of change, exploration of the impact of change on
existing relationships according to multiple perspectives.
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In Client led Information System Design, Stowell and West [60] put the client(s)
in control of the whole Information System Development process and apply a set of
techniques to support the appreciation process of a problem situation and to enable
communication between information system professional and client(s). A case
study of a medium sized manufacturing company is given to display the practical
use of the aforementioned framework. To cope with increasingly competitive
dynamics the reappraisal of the commercial activities has been achieved to consider
how the use of IT could help to improve the operating efficiency. The board of this
company decided to employ a consultant with multidisciplinary background
(combination of business and IT) capable to deal with transversal problems within
the Commercial Department uttered by the managing group. A number of tech-
niques and diagrams such as spray diagrams, system map, decision tree, Black box
diagrams, Rich pictures, and activity models have been used to consider and rep-
resent the information systems processes and activities in the clients’ perspectives.
These techniques used as a mean of communications support a learning process
through which the involved group develops a contextual understanding and
awareness of the potential changes and related problems in working practices
implied by the developing information system. In this case study, such discussion
has revealed the use of a parallel and personal information system by some sales
staff to process orders bypassing the formal working procedures. The involvement
and commitment of clients is also pursued in the technical specification and
implementation phases of the new information system. From a “routinization”
perspective, the clients agree about the implementation of the changes arising from
the incorporation of IT into the information system which might induce new needs
in training and skills development as well as the setup of new working practices.

4 Conclusion

This paper aimed to shed light on key IS paradigms in relation to the contribution of
ICT in organizational change. The deterministic or dialectic perspectives offer
alternatives descriptions for the design, implementation and use of ICT supporting
organizational IS. However, the continuous lack of description of organizational
transformation issues requires consideration of ways of teaching and research in IS
area. This would include discussions about the content and ways of teaching IS
units as the education of the future practitioners and academics is influencing their
view and understanding of IS as a discipline and IS as a practice. Kawalek [36] for
example pointed out a gulf between IS as a discipline and IS as a practice and
argued that IS as a discipline should help students critically reflect on how they
develop organizational problem solving skills for holistic understanding of the link
between ICT and organizational change. Beyond technological determinism or a
dialectic relationship students should be aware of the consequences including
human and organizational strategies of each account. It is equally relevant to
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explore issues and address critical problems that have arisen in companies’ prac-
tices acting in their immediate environment.

In this perspective, Bednar et al. [14] introduced a teaching experience of IS
analysis and design unit based on a ST toolbox that has been developed and used in
practice by students in many different types of organizations over a period of
approximately ten years. Drawing upon and extending methods and techniques
from a collection of a number of contemporary ST methodologies, the toolbox deals
with 8 themes supporting the application of ST tools for systems analysis in practice
and organized in a particular order for pedagogical purposes. They are: change
analysis, system structure definition, system purpose, system perspectives, system
priorities, desirable system, system action and system for evaluation and engage-
ment. Every student applies ST toolbox in a real life business in the setting of the
realization of a final year project. Mainly the involved organizations are small and
local businesses but at times they can also be smaller departments or sections within
large organizations (not necessarily always local). These projects give students real
world experience of real world business practices, issues, processes and provide
opportunities to create a stimulating learning environment. At the same time the
projects help involved businesses to develop new insights and understandings of
key features of their own work practices, in support of their business development.
Given the complexity of business analysis, students require analytical and
problem-solving techniques for identifying and evaluating organizational and
technical consequences of design and implementation of the proposed system. The
work can be described as a form of action research. The analyst
(investigator/researcher) engages with a real world problem situation in a business.
The project would normally involve three employees per case organization, typi-
cally representing three different jobs in the same section or department. The
engagement is based on reflection and the methods used include observation,
participatory observation, interviews and questionnaires. Typically for dialogue and
reflection purposes techniques such as Mind-Mapping and Rich Pictures would be
used regularly by the analyst both to support a dialogue about understanding the
problem situation between the analyst and the interviewee and as a tool for
reflection by the analyst. The typical inquiry would consist of at least six main
interviews per employee, regular observation of work activities (typically twice a
month) and questionnaires (initially one ST questionnaire with sixty questions per
employee). Additionally to this there would also be a small number (usually four or
five) of open ended conversations and meetings with relevant line managers. The
analyst would normally keep a research journal from which excerpts were used to
support the analyst description and documentation of conclusions of the inquiry
itself. The main aspects of the analysis and inquiry practice were documented in
specific templates which are part of the ST Toolbox.
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e-Business Assimilation Levels in Lebanon

Mary Ann B. El Rassi and Antoine Harfouche

Abstract Developing countries are a potential growth site for e-business expansion
and adoption. But despite this promising opportunity, Lebanon has been slow to
adopt e-business and the gap between initial and advanced adopters (routinizers) is
significant. This paper investigates the factors that explain the differences in
e-business assimilation levels. The Perceived e-Readiness Model was adopted and
then adapted to fit the Lebanese context. Quantitative data were collected from a
large sample of 171 executives from three different industries: banking, retailing,
and tourism. While comparing initial adopters to routinizers, our results have shown
that routinizers choice to adopt e-Business was based on strategic planning, while
initial adopters were mimetic followers.

Keywords e-Business assimilation � IDT � Perceived e-Readiness � Initial
adopters � Advanced adopters

1 Introduction

E-business can bring positive potentials to developing countries in addition to
making businesses more competitive by offering new opportunities and possibilities
for development [1, 2]. According to [3], “by reducing information asymmetry, the
Web can increase market efficiency. By lowering intermediation costs, it increases
transactional and operational effectiveness. By delinking the storage, processing
and ferrying of information from location, it makes distance largely irrelevant,
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thereby multiplying the scope and scale of services delivery. Lastly, it is an
enabling tool which people can use for increasing productivity.”

By using the Web, firms in developing countries have an equal opportunity to
access the global markets easily, operate more efficiently, and compete fairly [4].
There has been increased interest recently in online startups that hold promise for
different industries, including banking, tourism, retail, education and government.
Despite many efforts to capitalize on this growing field, e-business activities in
Lebanon do not offer much to the economy.1 This is due to many reasons that
hamper its growth including the weak presence of governmental programs to
promote the benefits of e-business [5, 6] and the lack of regulatory supports [7].

However, despite the importance of this topic, there has been very little sys-
tematic investigation in Lebanon about why some firms succeed in assimilating
e-business while others do not. By assimilation we mean, “to which extent the
information and communication technology (ICT) diffuses along the organization’s
processes and to which extent it becomes integrated in the related activities within
the organization” [8].

This paper aims at identifying the factors that affect e-business assimilation in
Lebanon. The Perceived e-Readiness Model (PERM model), developed by Molla
and Licker [9], was used and then adapted to fit the Lebanese context.

The research methodology was based on a survey conducted to collect.
Quantitative data from a large sample of 171 executives. The sample was randomly
selected from three specific industries: banking, retailing, and tourism. The data
collected were Analyzed using the techniques of Structural Equation Modeling
(SEM).

This research reflects our concern ro investigate the factors that can help in
attaining the different stages of e-business assimilation in developing countries
(DC). Why and how do firms implement ICT have always been the researchers
interest in Information System. Therefore, we will discuss the major theories
concerning e-business assimilation, then we will present our research model,
methodology and results.

2 e-Business Assimilation Theory

Assimilation is a vital construct that can be observed starting from the firm’s
adoption of ICT till its impact on the organizations’ business performance. Purvis
et al. [10] define the assimilation processes as “the extent to which the use of
technology diffuses across the organizational work processes and becomes rou-
tinized in the activities of those processes”.

Furthermore, in the literature, most of the studies were based on Rogers’ model
in conceptualizing innovation adoption as a process through which individuals and

1http://www.wamda.com/2013/02/overview-of-the-e-commerce-scene-in-lebanon.
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other decision makers would pass from first knowledge of a certain innovation to
another phase. According to Rogers, the first phase starts by forming a certain
attitude towards innovation, then taking the decision whether to adopt or reject the
implementation of a new idea and then confirmation of such a decision. Rogers
clearly argues that innovation’s characteristics are a result of the adopters’ per-
ceptiveness of such an innovation. He states that “subjective evaluation of an
innovation, derived from individuals’ personal experience and perception and
conveyed by interpersonal networks, drives the diffusion process” [11].

Furthermore, the theory of Innovation Assimilation also distinguishes between
the adoption and assimilation processes. While the adoption process refers to
spreading the technology across the organization and among its population, Zhu
et al. [12] define e-business assimilation as a series of stages from a firm’s initial
evaluation of e-business at the pre-adoption stage (initiation), to its formal adoption
and finally to its full- scale deployment at the post-adoption stage. During the
routinization stage, the e-business becomes an integrated part of the value chain
activities.

In this paper, we adopt Zhu et al.’s definition of e-business assimilation that
consists of three stages: initiation, adoption, and routinization. The second and third
stages of assimilation (adoption and routinization), that describe different levels of
e-Business, have particular relevance to our study.

2.1 The Initiation Phase

The first phase “amounts both to identifying and prioritizing needs and problems on
one hand and to searching the organization’s environment to locate potential
solutions that can meet the organization’s problems” [11]. Kwon and Zmud [13]
argue that the pressure to adopt innovation can derive either from the organizational
pressure and needs (pull), or from the technological innovations (push), and/or
sometimes from both. This first phase is similar to stages 1–3 in Rogers’ model
(Figs. 1, 2).

2.2 The Adoption Phase

After making the decision to adopt the new technology, its acceptance or rejection
within the organization becomes crucial. This stage is represented by Stages 4 and 5
in Rogers’ model (Fig. 1). After initial adoption, the firm and its members usually
do not have sufficient knowledge to leverage the system, and often misalignments
occur between the new technology adoption and the user’s environment [12].
Therefore, the use of resource allocation in this phase can help spreading e-business
assimilation in the advanced phase [8].
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2.3 The Routinization Phase

The e-business routinization is identified as the phase where e-business is broadly
used as an essential part of the organization’s value chain [12]. At this level, the
innovation becomes integrated within the company’s business activities.

For the purpose of our research, we omit the initiation phase and only consider
the last two phases: adoption and routinization. Indeed, our decision is based on the
fact that we aim at investigating e-business assimilation among firms that have
already decided and started to adopt e-business and identifying the factors that
might hinder the assimilation phase in adopting e-business and reaching a full
routinization.

I-Knowledge/
Awareness 

II -Persuasion/ 
Interest  

III -Decision/
Evaluation 

IV-
Implementati
on/Trial 

V-
Confirmation/ 
Adoption  

Adoption

Rejection
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Previous Practice
Felt needs/ Problems
Innovativeness
Norms of the Social 
Systems

Reversal
(Possible of end stage)

Discon tinuance
(Possible of end 
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Fig. 1 Rogers’ five stages model of adoption

E-Business 
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Fig. 2 e-Business assimilation process
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Our definition focuses on the firm’s relative success in integrating the web
technologies in e-business strategies. e-Business assimilation is considered as the
result of a set of structures and human behaviors that adopt Web technologies to
enhance their business strategies and improve their customer relationship
management.

3 Antecedents of e-Business Assimilation

Many theoretical frameworks were developed to investigate the factors that influence
the e-business assimilation. Amongst the most widely cited, we may state: (1) the
Diffusion of Innovation Theory, (2) the Technology-Organizational-Environmental
Framework, and (3) the Institutional Theory, and (4) the Perceived e-Readiness
Model. For the context of our research, we will review these four theoretical models
and compare them accordingly as they explain the e-business assimilation in
organizations.

3.1 The Diffusion of Innovation Theory (DOI)

Rogers [11], in his 1995 research study, builds up a new model called
Organizational Innovation Diffusion Theory. In this model, he identifies the vari-
ables related to the firms’ innovation adoption decisions. He argues that the inno-
vation diffusion process in an organization is influenced by individual’s
characteristics, as well as external and internal factors. Indeed, he states that the
leader’s attitude towards change weighs heavily on the overall decision. In addition
to this, he considers the centralization of the decision, the complexity that refers to
the employees level of expertise and knowledge, the formalization that refers to
which extent the organization would push their employees to follow regulations and
procedures within the system, the interconnectedness that refers to the extent to
which the departments are connected within each other inside the organization, and
last, the firms’ size. Rogers also takes into consideration the system openness as an
important antecedent of the innovation assimilation.

3.2 The Technology–Organization Environment Theory
(TOE)

Tornatzky and Fleisher’s [14] TOE model considers three different organizational
characteristics that may have an impact on the way the company adopts e-business:
Technological, organizational and environmental. The technological framework
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takes into consideration the external and internal factors that are relevant to the
organization, such as availability of equipments and technologies. The organiza-
tional framework takes into consideration the size, structure and capacity of an
organization. While the environmental framework depends on the environment
where the organization conducts its business such as the competition, the industry
type and the existing governmental support and rules etc…

3.3 The Institutional Theory (IT)

The Institutional theory accentuates the fact that the external environment has a
very strong effect on the organization’s behavior. It has been adopted in the is
research to study antecedents of ICT assimilation in organizations. According to
this theory, organizational goals are not always driven by efficiency but can
sometimes be influenced by external environmental factors [15]. Research results
on IT assimilation [10, 16, 17] show that organization’s predisposition for assim-
ilation is influenced by three major factors: Mimetic, coercive and normative
institutional pressures. The mimetic pressures are detected when the organization
imitates other organizations in its environment [18]. The coercive pressures are the
informal or formal pressures that are being exerted on the company by other
organizations [15]. The normative pressures are the result of dyadic relationships
between organizations. When the organization shares direct or indirect bounds
(rules, norms and information) with other organizations, it will learn from the
other’s experience.

The main limitation of the IT is that it only considers the influence of external
factors.

3.4 The Perceived e-Readiness Model (PERM)

The previous listed theories have had much empirical support in the literature, and
based on them, many models have been developed to study different angles and
perspectives of e-business adoption and assimilation (see Table 1). While some
models have only examined the external environmental factors [16], some others
have considered only the technological factors [19].

Furthermore, most of these studies were built up for the case of developed
countries. But developed countries differ from developing countries in terms of
environmental factors, such as the delivery and payment systems. Therefore, we
will adopt a model developed specifically for developing countries: The Perceived
e-Readiness Model (PERM) that was proposed by Molla and Licker [9]. This model
recognizes numerous organizational and contextual factors that might influence
e-Business assimilation in developing countries. It includes two major constructs
that assess endogenous and exogenous factors: Perceived Organizational
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e-Readiness (POER) and Perceived External e-Readiness (PEER). Both of these
constructs take into consideration managers’ perception of internal and external
factors affecting the e-Business assimilation level. The POER describes managers’
perception of the extent to which they believe that their firm is aware of the
potential benefits, has the adequate resources and commitment, and the organiza-
tion’s governance to implement e-Business [9]. While the PEER construct describes
managers’ perception as well as their assessment of the extent to which they believe
that external market forces, government e-readiness, and other supporting industries
could encourage their organization to assimilate the e-Business activities (Fig. 3).

4 Research Methodology

The goal of our research is to investigate the factors affecting assimilation of
e-business in Lebanon by comparing the initial adopters with the advanced adopters
in order to understand further the assimilation process and how these factors may
have differential effects in different industries. Indeed, our research methodology

Table 1 Major studies based on previous stated theories

Theoretical
model

IT Adoption Authors

DOI Material requirements planning (MRP) [8]

DOI e-Business [12]

TOE e-Business initiation, adoption and routinization [12]

TOE e-Business Usage [7]

TOE Deployment of B2B e-Commerce firms versus non B2B
firms

[17]

TOE and IT Electronic procurement systems (EPSs) [18]

Fig. 3 The PERM model [9]
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was based on a survey conducted to collect quantitative data from a large sample of
executives that were chosen from click and mortar organizations operating physi-
cally in the Lebanese local market and we have targeted key position people such as
GMs, CEOs and marketing managers in these companies. The sample of firms was
randomly selected from three different industries: banking, retailing and tourism. To
identify our sample, we have used the Five Index2 registered data and conducted
our empirical investigation through Survey Monkey Software. The survey was
carried out for a period of three months and a half,3 as mentioned before, during
which the panel consisted of 1044 managers from the targeted industries.

We reached almost 90 % of the managers through this software and the
remaining 10 % were carried out by providing a hard copy directly to the contact in
charge.

181 questionnaires were returned back, among which 10 were biased as they
were answered by people who did not hold a managerial position and therefore did
not have enough experience in the field. The remaining 171 questionnaires were
useful and the response rates are presented in Table 2. These companies are divided
into two groups: initial adopters and routinizers according to their level of
e-Business assimilation.

Data collected were analyzed using the techniques of structural equation mod-
eling (SEM). These methods are widely accepted in IS especially when it comes to
testing complex causal models with many latent variables. The estimation proce-
dure we adopted was the Partial Least Squares Path Modeling (PLS). Data was
processed using the software SmartPLS [20].

Table 2 The response rate distributed over the three sectors

Industry type Response rates

Sample Response group Response rate (%)

Banking 249 45 18

Retailing 530 80 15

Tourism 265 46 17.35

Total biased responses 10 0.95

Total number of responses 1044 181 17.33

2The 5 index is a comprehensive database consisting of an electronic search engine that includes
fundamental information about businesses operating in the Lebanese market.
3Giving the fact that most our respondents are busy professional people with a very tight schedule,
the choice of the survey and the circumstances was limited to 47 questions that took an average of
27 min to be filled out over the internet. This had allowed us to avoid offending busy executives
with long questionnaires and face to face interviews.
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5 Research Model

We adopted the Perceived e-Readiness Model in Developing Countries (PERM).
This model proposes the “e-Business Adoption Level” as a dependent variable that
is composed of two different levels: (1) Initial adoption of e-business and (2) in-
stitutionalization of e-Business in addition to two major constructs: perceived
organizational e-readiness (POER) and perceived external e-readiness (PEER).

POER is defined as managers’ perception to which they believe that their
organization has the awareness, commitment, governance and resources to adopt
e-Business. For example, Awareness refers to the organization’s ability to perceive
and comprehend any potential benefits, opportunities, and threats of adopting
e-business.

Resources refer to the human, technological and business resources level in the
firm. Commitment refers to the management’s support, especially from the upper
management, in an effort to champion e-business projects.

Governance refers to the tactical, strategic and operational model that identifies
the way the organizations structure their operations to set up objectives, search up
for resources and make decisions.

While the PEER is defined as managers’ perception to which they believe that
market forces e-readiness, government e-readiness, and supporting industries
e-readiness are ready to support organization’s e-Business implementation.

Government e-Readiness refers to the important role that government can play in
encouraging the adoption of e-business in DC [21]. Market Forces e-Readiness
refers to the market environment. Indeed, organizations are mostly influenced by
their market environment, such as: competitors, suppliers, and clients [15].
Supporting Industries e-Readiness refers to the development of support to
e-Business in a given industry such as having the right e-payment systems available
and at an affordable cost.

The model and its constructs reasonably cover several characteristics and con-
texts that previous studies had identified as important determinants of innovation
adoption.

Furthermore, as we have adopted the PERM original scales, it was important to
measure the quality of the selected scales in our research specific context. We did it
in two steps: (1) Exploratory factor analysis and (2) Confirmatory factor analysis.

5.1 Exploratory Factor Analysis

The exploratory factor analysis has been done through a principal component
analysis (PCA). We did one PCA for the external variables and another one for the
internal variables. We started the verification process by validating the Kaiser–
Meyer–Olkin’s measure and the Bartlett’s test. Both internal and external factors
show a very good test of Kaiser–Meyer–Olkin measure (with 0.827 and 0.941 much
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higher than the minimum of 0.40 requested) and a significant Bartlett’s test (sig <
0.05).

Then, we checked the variables’ commonality that estimates the percentage of
each item that will be covered by their factors. None of the items showed any
communality less than 0.50, so none of the items was eliminated.

To determine the number of factors to be retained, we adopted the Kaiser’s
method that proposes to keep only factors with eigenvalues greater than 1. In the
case of external factors, only the first three factors or components had an eigenvalue
>1. In our model we also have three latent variables that resume the external forces
(Government e-Readiness, Supporting Industries e-Readiness, and Market Forces
e-Readiness). In the internal factors, only the first four factors had an eigenvalue >1.
But in our model, we have seven latent variables (Awareness, Commitment,
Governance, Human Resources, Business Resources, Technological Resources, and
Level of e-Business adoption). Therefore, a new construct called e-Business
Assimilation Level (e-BAL) was created by combining the four variables related to
the firm’s resources (Human, Business, and Technological) with the level of
e-Business adoption.

5.2 Confirmatory Factor Analysis

The reliability test was conducted with a confirmatory factor analysis (CFA). The
validation was done through two elements: (1) the convergent validity, and (2) the
internal validity.

Thus, we first verified that all items actually converge to their respective vari-
able. As shown in Table 3, the CFA confirms the results of the exploratory factor
analysis for the latent variables: Government e-Readiness, Supporting Industries
e-Readiness, Market Forces e-Readiness, Awareness, Commitment and
Governance. Indeed, all their items show a loading greater than 0.7 (λ > 0.7).
Nevertheless, the new construct that we have called Level of e-Business
Assimilation has some items that do not fully converge to the construct. Indeed,
the CFA showed that we need to eliminate HR2 (λ = 0.46), TR4 (λ = 0.57), BR1
(λ = 0.68), BR3 (λ = 0.67), and BR5 (λ = 0.58) as their respective loadings do not
meet the minimum value required (λ > 0.7).

After conducting a bootstrap, we found that all the items have a t >|1.96| and a
p < 0.05 except BR2 that has a t = 1.955 and p = 0.051; Therefore we will also
eliminate this item. The convergent validity per latent variable was then measured
using the Average Variance Extracted (AVE) where, as shown in Table 4, AVE are
all greater than 0.5 (AVE > 0.5).

Then, we verified the internal validity or consistency of each latent variable. The
internal validity confirms that the chosen items capture the essence of the variable.
The Cronbach’s alpha is used as an indicator to measure the reliability and to ensure
that all the variable’s items are compatible.
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Table 3 Item to construct correlation

GeR MFR SIeR A C G e-Business
assimilation

GeR1 0.80 0.21 0.31 −0.04 0.10 0.14 0.03

GeR2 0.92 0.11 0.40 −0.06 0.12 0.13 −0.04

GeR3 0.90 0.19 0.41 −0.08 0.16 0.14 0.00

GeR4 0.84 0.13 0.42 −0.07 0.10 0.08 −0.03

MFR1 0.18 0.92 0.28 0.22 0.15 0.19 0.04

MFR2 0.15 0.90 0.31 0.25 0.14 0.13 0.16

SIeR1 0.25 0.26 0.72 0.09 0.16 0.22 0.18

SIeR2 0.32 0.32 0.78 0.22 0.25 0.31 0.20

SIeR3 0.27 0.39 0.74 0.12 0.24 0.19 0.15

SIeR4 0.19 0.25 0.76 0.07 0.16 0.19 0.11

SIeR5 0.28 0.29 0.70 0.13 0.33 0.32 0.25

SIeR6 0.26 0.34 0.75 0.23 0.32 0.37 0.32

A1 −0.04 0.38 0.20 0.84 0.18 0.19 0.32

A2 −0.07 0.38 0.20 0.89 0.16 0.18 0.28

A3 −0.05 0.37 0.12 0.84 0.07 0.30 0.29

A4 −0.07 0.37 0.15 0.84 0.27 0.13 0.19

A5 −0.03 0.37 0.17 0.86 0.19 0.21 0.20

A6 −0.07 0.25 0.09 0.82 0.02 0.22 0.36

A7 −0.13 0.34 0.15 0.75 0.19 0.06 0.27

C1 0.11 0.41 0.27 0.26 0.85 0.16 0.16

C2 0.03 0.43 0.23 0.26 0.82 0.19 0.17

C3 0.13 0.43 0.25 0.27 0.89 0.14 0.17

C4 0.21 0.36 0.33 0.14 0.74 0.17 0.15

C5 0.11 0.33 0.26 0.17 0.84 0.20 0.16

G1 0.04 0.34 0.29 0.16 0.12 0.83 0.16

G2 0.11 0.34 0.36 0.26 0.17 0.85 0.17

G3 0.20 0.25 0.35 0.36 0.17 0.84 0.17

G4 0.08 0.34 0.30 0.16 0.17 0.87 0.17

G5 0.09 0.34 0.28 0.16 0.17 0.86 0.16

G6 0.12 0.24 0.31 0.15 0.17 0.81 0.16

G7 0.20 0.33 0.26 0.14 0.16 0.79 0.16

G8 0.07 0.24 0.15 0.25 0.16 0.73 0.26

HR1 −0.04 0.14 0.10 0.15 0.15 0.15 0.73
HR2 −0.24 0.20 −0.08 0.23 0.25 0.22 0.46
TR1 0.05 0.32 0.24 0.15 0.16 0.26 0.70
TR2 0.05 0.28 0.26 0.16 0.16 0.16 0.75
TR3 −0.08 0.33 0.18 0.16 0.15 0.25 0.72
TR4 0.05 0.25 0.14 0.14 0.14 0.14 0.57
TR5 0.06 0.26 0.21 0.14 0.15 0.25 0.75

(continued)
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As shown in Table 4, all the latent variables have a Cronbach’s alpha greater
than 0.7. The index of Composite Reliability of Dillon and Goldstein will also be
used to validate the reliability of the latent variables by checking the internal
consistency of each block of indicators. Based on Nunnally and Bernstein [22], we
will adopt 0.70 as an acceptable level of Dillon and Goldstein’s Rho. As shown in
Table 4, all latent variables have a great Composite Reliability higher than 0.88.

6 Research Results

The research model (Fig. 4) consists of three levels: (1) The external variables level:
Government e-Readiness, Supporting Industries e-Readiness and Market Forces
e-Readiness; (2) the managerial and strategic level: Awareness, Commitment,
Governance; and (3) the e-Business Assimilation level.

This model will be estimated for two segments: initial adopters and routinizers.

Table 3 (continued)

GeR MFR SIeR A C G e-Business
assimilation

TR6 0.00 0.38 0.23 0.16 0.16 0.26 0.80
Adoption Level 0.09 0.38 0.24 0.14 0.15 0.25 0.70
BR1 −0.15 0.29 0.11 0.15 0.14 0.15 0.68
BR2 −0.06 0.26 0.10 0.15 0.15 0.15 0.71
BR3 0.05 0.26 0.17 0.15 0.15 0.15 0.67
BR4 −0.05 0.43 0.29 0.16 0.17 0.27 0.72
BR5 −0.24 −0.02 −0.05 0.09 0.02 0.03 0.58
BR6 0.03 0.32 0.25 0.15 0.16 0.26 0.76
The bold is due to standards in the representation of statistical results

Table 4 Convergent and discriminate validity

AVE Composite
reliability

R
square

Cronbachs
alpha

Convergent
validity

Discriminant
validity

A 0.70 0.94 0.18 0.93 VC VC

C 0.69 0.92 0.48 0.89 VC VC

e-Business-assimilation 0.57 0.92 0.69 0.90 VC VC

G 0.68 0.94 0.73 0.93 VC VC

GeR 0.75 0.92 0.00 0.89 VC VC

MFeR 0.83 0.90 0.17 0.79 VC VC

SIeR 0.55 0.88 0.20 0.84 VC VC

VC Validity is confirmed
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6.1 Comparison Between Initial-Adopters and Routinizers

6.1.1 Initial Adopters: Mimetic Behavior

In the initial adoption stage, the e-Business Assimilation process starts with the
external forces with a negative but significant impact from the Government
e-Readiness towards Awareness, Commitment and Market Force e-Readiness (GeR
-> MFeR path value = , t = −0272, t = 3.9746; GeR -> C path value = 0.4778,
t = 4.8946; GeR -> A path value = −0.4105, t = 5.03).

We also notice that e-Business Assimilation is the direct result of four latent
variables among them three show a statistically strong and direct relationship with
e-Business Assimilation (MFeR -> e-BAL path value = 0.3655, t = 5.65; C -> e-BAL
path value = 0.3542, t = 3.345; and SIeR -> eBAL path value = 0.6792, t = 5.0649)
while Governance shows a negative but significant direct relationship with
e-Business Assimilation Level (G -> e-BAL path value = −0.4479, t = 3.8398).
Thus, e-Business Assimilation Level is 78.3 % explained by those four latent
variables (R2 = 0.783).

Another interesting point is the lack of support and relationship from Awareness
towards Governance and e-Business Assimilation Level (Fig. 5).

At this point, the results of the structural model show that there is a positive
relation between the External Forces (SIeR and MFeR), Awareness and
Commitment, but the decision to adopt the right Governance is a direct result of the
Commitment only (R2 = 0.48) rather than the Awareness (no link between
Awareness and Governance). Those results lead us to conclude that initial adopters
are adopting e-business due to External Pressure with no strategic vision to reach a

Fig. 4 The research model
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higher Assimilation Level. Organizations lack a strong commitment and absence of
Awareness which is reflected in a weak Governance to support a high level of
e-Business assimilation. Thus, the low Assimilation Level can be due to imitation
factors as the investment in e-Business is not based on Awareness of the potential
benefits. This refers us back to the mimetic isomorphism of IT where DiMaggio and
Powell [15] state: “when goals are ambiguous, or when the environment creates
symbolic uncertainty, organizations may model themselves on other organizations
as a method for dealing with uncertainty”.

6.1.2 Advanced Adopters: Strategic Adoption

The external pressure starts form GeR with two relationships that show to be
negative but significant (GeR -> MFeR path value = −0.2722, t = 4.0672; GeR -> C
path value = −0.1425, t = 2.6071), while Market Force e-Readiness has a positive
and significant influence on the organizations’ strategies (MFeR -> A path value =

Fig. 5 The initial adopters model estimated with path coefficient values and t values (see
Appendix A)
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0.2415, t = 2.6227; MFeR -> C path value = 0.2342, t = 4.0881; MFeR -> G path
value of 0.22, t = 3.9161).

E-Business Assimilation is the direct result of all three latent variables:
Awareness, Commitment and Governance with an R squared value of 0.632 (A ->
e-BAL path value = 0.2306, t = 2.981; C -> e-BAL path value = 0.3578, t = 3.2138;
G -> eBAL path value = 0.3143, t = 3.7826) (Fig. 6).

This model is different from the initial adopters’ model by having only the
organizational strategies such as Awareness, Commitment and Governance
explaining 63.2 % of the e-Business Assimilation Level. The role of the
Governmental Support towards Market Force e-Readiness and Commitment differs
also shows a negative but significant relationship. This can be explained by the fact
that advanced adopters are aware of the potential benefits and therefore strongly
committed to adopt e-Business and look forward for having a stronger
Governmental Support, such as laws and regulations, that would encourage them to
be more committed and therefore pressure the market environment to positively
influence their commitment.

The high assimilation level is the result of a strong organizational strategy that is
influenced by their market environment and those organizations expect a stronger
support from the government as well.

Fig. 6 The routinizers model estimated with path coefficient values and t values (see Appendix B)
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7 Conclusion

Comparing initial adopter with routinizers (advanced adopters), the results seem
to be consistent with Tolbert and Zucker [23] who argue that while some orga-
nizations adopt innovations to improve efficiency, others adopt to maintain
legitimacy.

An interesting point seems to be in common in both segments: despite the fact
that initial adopters and routinizers have different motives, priorities and needs,
both of their activities are related to Market Force e-Readiness, to Supporting
Industries e-Readiness and to Government e-Readiness in terms of source of
pressure. In both segments, Perceived External Forces have a strong impact on
Commitment.

In the initial adopters segment, the external forces impact on Assimilation is
high but it partially stops at this level. Thus, we identify a lack of strong
strategies in place which leads us to conclude that the Assimilation in this seg-
ment is mimetic.

In the routinizers segment, the external forces influence Awareness. Awareness
is translated in a strong and significant relationship with the Commitment and
with the Assimilation Level. Therefore, assimilation is the result of a strategic
behavior.

This research is particular somehow in its content and results. Indeed, we
adopted a model that was already tested before in Developing Countries and we
adapted it to our current context. However, we propose future tests and refinement
for our proposed models that would seem to be useful and helpful in advancing
knowledge in this field.

Some of the limitations that are present in this research are related to the data
while others are related to the study by itself. Given the fact that our study was
based in a country that counts less than 53 % of Web users [24] and given that the
study covered the three major industries, the number of respondents would have
been recommended to be larger. Indeed, if the size of the sample of initial adopters
fell within the accepted margins, it was nevertheless inadequate to produce the ideal
statistical results when it comes to analyzing each industry by itself and comparing
initial to advanced adopters per industry.

An interesting further research in this area would be to develop a larger sample
that includes not only the stated three industries but to also include all related
industries in Lebanon to obtain a robust result for this model if possible.
Furthermore, and because our research was a Cross-sectional study, a further
Longitude study is recommended to observe the same variables over a longer period
of time.
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Appendix A

Hypotheses Path
coefficient

Value t
(≥2.02)

Results

Hypothesis 1
GeR -> SIeR

Government e-Readiness →
supporting industries e-Readiness

0.3793 2.6354 H1 validated

Hypothesis 2
GeR -> MFeR

Government e-Readiness → market
Force e-Readiness

−0272 3.9746 H2 non
validated
but
significant

Hypothesis 3
GeR -> A

Government e-Readiness has a
positive impact on organization’s
awareness

−0.4105 503 H3 non
validated
but
significant

Hypothesis 4
GeR -> C

Government e-Readiness has a
positive impact on organization’s
commitment

−0.4778 4.8946 H4 non
validated
but
significant

Hypothesis 5
GeR -> G

Government e-Readiness has a
positive impact on organization’s
governance

0.0137 0.0849 H5 non
validated

Hypothesis 6
GeR -> e-Business
assimilation level

Government e-Readiness has a
positive impact on the level of
e-business assimilation

−0.1606 1.6602 H6 non
validated

Hypothesis 7
SIeR -> MFeR

Supporting Industries e-Readiness is
positively related to market force
e-Readiness

0.3197 5.3834 H7 validated

Hypothesis 8
SIeR -> A

Supporting Industries e-Readiness has
a positive impact on Awareness

0.6817 7.4025 H8 validated

Hypothesis 9
SIeR -> C

Supporting industries e-Readiness has
a positive impact on commitment

0.8426 7.5093 H9 validated

Hypothesis 10
SIeR -> G

Supporting Industries e-Readiness has
appositive impact on governance

0284 0.81 H10 non
validated

Hypothesis 11
SIeR -> e-Business
Assimilation Level

Supporting Industries e-Readiness has
a positive impact on the level of
e-business assimilation

0.6792 5.0649 H11
validated

Hypothesis 12
MFeR -> A

Market Force e-Readiness has a
positive impact on awareness

0.1934 4172 H12 non
validated
but
significant

Hypothesis 13
MFeR -> C

Market Force e-Readiness has a
positive impact on commitment

0.3974 7.1084 H13
validated

Hypothesis 14
MFeR -> G

Market Force e-Readiness has a
positive impact on governance

0.0185 0.1782 H14 non
validated

Hypothesis 15
MFeR -> e-Business
assimilation level

Market Force e-Readiness has a
positive impact on the level of
e-business assimilation

0.3655 5.65 H15
validated

Hypothesis 16
A -> C

Awareness is positively related to
commitment

−0.2249 186 H16 non
validated
(continued)
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Appendix B

(continued)

Hypotheses Path
coefficient

Value t
(≥2.02)

Results

Hypothesis 17
A -> G

Awareness is positively related to
governance

0.0913 0.4801 H17 non
validated

Hypothesis 18
A -> e-Business
assimilation level

Awareness has a positive impact on
the level of e-Business assimilation

0.0051 0.0504 H18 non
validated

Hypothesis 19
C -> G

Commitment is positively related to
governance

0.4087 2.1214 H19
validated

Hypothesis 20
C -> E-business
assimilation

Commitment has a positive impact on
the level of e-business Assimilation

0.3542 3345 H20
validated

Hypothesis 21
G -> E-business
assimilation level

Governance has a positive impact on
the level of e-business assimilation

−0.4479 3.8398 H21 non
validated
but
significant

Path
coefficient

Value t
(≥2.02)

Results

Hypothesis 1
GeR -> SIeR

Government e-Readiness
→ supporting industries
e-Readiness

0.4959 7.8888 H1
validated

Hypothesis 2
GeR -> MFeR

Government e-Readiness
→ market Force
e-Readiness

−0.2722 4.0672 H2 non
validated
but
significant

Hypothesis 3
GeR -> A

Government e-Readiness
has a positive impact on
organization’s awareness

−0.0558 0.6571 H3 non
validated

Hypothesis 4
GeR -> C

Government e-Readiness
has a positive impact on
organization’s commitment

−0.1425 2.6071 H4 non
validated
but
significant

Hypothesis 5
GeR -> G

Government e-Readiness
has a positive impact on
organization’s governance

0.0789 1.7504 H5 non
validated

Hypothesis 6
GeR -> e-Business
assimilation level

Government e-Readiness
has a positive impact on the
level of e-business
assimilation

−0.0969 1.7665 H6 non
validated

(continued)
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(continued)

Path
coefficient

Value t
(≥2.02)

Results

Hypothesis 7
SIeR -> MFeR

Supporting industries
e-Readiness is positively
related to Market Force
e-Readiness

0.6147 10.3406 H7
Validated

Hypothesis 8
SIeR -> A

Supporting industries
e-Readiness has a positive
impact on awareness

0.0865 0.0931 H8 non
validated

Hypothesis 9
SIeR -> C

Supporting Industries
e-Readiness has a positive
impact on Commitment

0.2887 4.9171 H9
Validated

Hypothesis 10
SIeR -> G

Supporting industries
e-Readiness has appositive
impact on governance

−0.0356 0.6001 H10 non
validated

Hypothesis 11
SIeR -> e-Business
assimilation level

Supporting industries
e-Readiness has a positive
impact on the level of
e-business assimilation

0.0026 0.3806 H11 non
validated

Hypothesis 12
MFeR -> A

Market force e-Readiness
has a positive impact on
awareness

0.2415 2.6227 H12
Validated

Hypothesis 13
MFeR -> C

Market force e-Readiness
has a positive impact on
commitment

0.2342 4.0881 H13
Validated

Hypothesis 14
MFeR -> G

Market Force e-Readiness
has a positive impact on
Governance

0.22 3.9161 H14
Validated

Hypothesis 15
MFeR -> e-Business
Assimilation Level

Market Force e-Readiness
has a positive impact on the
level of e-business
Assimilation

−0.0475 0.7641 H15 non
validated

Hypothesis 16
A -> C

Awareness is positively
related to commitment

0.0527 12.5844 H16
Validated

Hypothesis 17
A -> G

Awareness is positively
related to governance

0.1299 1.6326 H17 non
validated

Hypothesis 18
A -> e-Business
assimilation level

Awareness has a positive
impact on the level of
e-business assimilation

0.2306 0.2981 H18
validated

Hypothesis 19
C -> G

Commitment is positively
related to Governance

0.0619 10.383 H19
validated

Hypothesis 20
C -> e-Business
assimilation level

Commitment has a positive
impact on the level of
e-business assimilation

0.3578 3.2138 H20
validated

Hypothesis 21
G -> e-Business
assimilation level

Governance has a positive
impact on the level of
e-business assimilation

0.3143 3.7826 H21
validated
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Supply Chain Management and the Role
of ICT: DART-SCM Perspective

Lucia Aiello, Iana Dulskaia and Maria Menshikova

Abstract Information technology infrastructure has a crucial role in improving
Supply Chain Management (SCM) capability and in supply chain strategy. The
increase in the use of Information Communication Technologies (ICT) reduce
interaction and transaction costs and has an influence on logistics, procurement,
vendor relationship management, and customer relationship management. In this
perspective, the e-tools have stimulated and changed the supply chain. The paper in
a first phase analyses the main literature on Service Dominant Logic and
Dialogue-Access-Risk Benefits-Transparency (DART) framework in order to
investigate how the academics and practitioners put this framework in action in the
international scenario in Supply Chain Management. The last phase discloses a case
study where the ICT are pervasive, the approach of the procurement process has
changed. Through a case study focalized on e-procurement in a multinational
enterprise that operates in the chemical-pharmaceutical sector, the research aims to
highlight the coherence of e-tools with DART perspective.
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1 Introduction

There has been a great rise in interest in supply chain management (SCM) because of
its innovative approach to business and competitive advantage [1]. The field of SCM
has evolved rapidly. Formerly focused on internal integration [2] and then con-
centrated on supplier [1] and customer [3] to achieve optimal levels of performance.
A Closer relationship with the customer provides higher SCM performance for the
company [4]. Information system capability and advanced information technology
infrastructure can be crucial tools in improving SCM capability [5, 6]. Information
system (IS) capability is arising as an important characteristic of supply chain
strategy. The use of IS significantly reduces interaction and transaction costs and has
an influence on logistics, procurement, vendor relationship management, and cus-
tomer relationship management [6, 7]. Application of information systems in SCM is
referred to the use of inter-organizational systems for information sharing and/or
processing across organizational boundaries [8]. The possibility that modern
information and communication technologies provide, give an idea of the entire
supply chain and how to redesign and manage it in order to satisfy an increasingly
cost- and value-conscious customer who is demanding more, varied, often indi-
vidualized value from the supply chain [9]. The great demand variety, uncertainty,
costs, distances, and time lags on a global scale require all these chain processes to be
realized more efficiently and effectively. Therefore, the focus shifted from the firms’
competitive advantage to competitive advantages of the entire supply chains.
According to [10] many researches demonstrate that ICT has a positive effect on
performance either directly or indirectly via SCM. Progressive use of Information
Communication System (ICT) can crucially change the supply chain’s cost and
value equation and can also provide the modern supply chain with the ability to
respond to a greater uncertainty of demand and variety of the service and product,
and give the supply chain the possibility to have much shorter response times or
cycle times at the lowest possible cost.

In this study we concentrate our attention on the chemical-pharmaceutical sector,
where the role of suppliers and relationships with them are crucial. Thus, the need
for further research and understanding of the impact of ICT from the supply chain
perspective become vital. This paper adapts the Dialogue-Access-Risk Benefits-
Transparency (DART) framework proposed by Prahalad and Ramaswamy [11] to
conceptualize one of the supply chain practices that is the procurement process.

The research questions of this study are (1) to analyze the automation devel-
opment of procurement function by means of ICT, (2) to verify if the procurement
automation and the e-tools are coherent with the spread of DART practices.

The structure of this paper is organized in the following way. Firstly, the SCM
concept was observed and the relevant literature in this scientific area was reviewed.
Secondly, the previous findings on the service dominant logic in SCM were ana-
lyzed. Thirdly, the DART concept in supply chain management and its
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implementation in ICT were described. Fourthly, a case study about the procure-
ment process change in the chemical-pharmaceutical sector was studied in order to
verify how the ICT is integrated in the supply chain from the DART point of view.
Finally, the managerial implications of the findings and the possibilities for future
studies were discussed.

2 DART-SCM Perspective

2.1 Theoretical Background

In spite of the widespread popularity of the term supply chain management, both
practitioners and scholars have noticed the considerable confusion of its meaning.
Some scholars define SCM in operational terms considering the flow of materials
and products, others regard it as a management philosophy, and some consider it in
terms of a management process [12]. Other authors identify the supply chain as a
network of organizations. Supply chain management has been defined as «the
systemic, strategic coordination of the traditional business functions and the tactics
across these business functions within a particular company and across businesses
within the supply chain (that consists of multiple firms), for the purposes of
improving the long-term performance of the individual companies and the supply
chain as a whole» [13]. SCM is known as a holistic approach to demand, sourcing
and procurement, production and logistics process management [14]. It is a network
that consists of different parties involved directly or indirectly which include
manufacturer, supplier, retailer, customer and so forth, in producing and delivering
products or services to ultimate customers both upstream and downstream [12]
through physical distribution, flow of information and finances [15]. As SCM is
undergoing a major transformation [16] and evolving rapidly; modern SCM con-
cept in the new economy incorporates strategic differentiation, value enhancement,
operational efficiency improvement, cost reduction [17], supply chain integration
and collaboration, operational excellence and virtual supply chains [14]. The future
and success of SCM as a system depends on how the companies can develop
certain capabilities and competitiveness such as the ability to create a trusting
relationship with its suppliers, look for total supply chain coordination, increase
communication to reduce uncertainty and inventory levels, ensure on-time delivery
of high quality goods and services at a reasonable cost, and the involvement of the
right business partners [2, 18]. Lambert [19] identified supply chain management as
the integration of key business from end user to original suppliers that provide
products, services, and information that add value for customers and other stake-
holders. Recently, managers have attempted to implement business processes and
integrate them with various key members of the supply chain [20–22]. Integrated
value in supply chain management relies on the usage of information about and by
all business functions to facilitate the flow of goods and services through the supply
chain [23].
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Figure 1 demonstrates the supply chain network structure of a manufacturer with
two tiers of suppliers, the information and product flows, and the supply chain
management processes that should be implemented within organizations across the
supply chain. All the processes are cross-functional and cross-firm. Each organi-
zation in the supply chain requires being included in the implementation of the
same eight processes, but corporate silos and functional silos within companies are
barriers to this integration. Successful management of the supply chain requires the
involvement of all the corporate business functions. However, an “industry stan-
dard” does not exist that deals with business process in the context of supply chain
management, all the members of the supply chain decide for themselves how to
carry out the business process. The supply chain management processes are iden-
tified by Global Supply Chain Forum and as shown in Fig. 1 are as follows:

• Customer Relationship Management
• Supplier Relationship Management
• Customer Service Management
• Demand Management
• Order Fulfilment
• Manufacturing Flow Management
• Product Development and Commercialization
• Returns Management

Each supply chain management process has both strategic and operational
sub-processes. As shown on Fig. 1, information flow has a great influence on all the

Fig. 1 Supply chain management: integrating and managing business processes across the supply
chain (Source Adopted from [19])
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processes of the supply chain. The complexity of SCM has forced companies to go
for online communication systems. Supply chain management emphasizes the
long-term benefit of all parties of the chain through cooperation and information
sharing that confirm the importance of IT in SCM [24] and making them a crucial
part of a successful business performance.

According to [9] «on the supply side, the availability of modern information and
communication technologies (ICT) makes it possible to obtain an overview of the
entire supply chain and to redesign and manage it in order to meet this
demand» [9: p. 59]. The value chain is amply integrated through the ICT, the
managers can obtain a better overview, thus they can redesign and manage the
process of value co-creation in order to involve all stakeholders (suppliers, cus-
tomers, others). In the following paragraphs, after the introduction of the S-D logic,
the DART-SCM will be studied considering the fact that ICT have a huge impact
on SCM. This practice, in our opinion, is more afferent to analyze the supply chain
management and the role of ICT.

2.2 Service Dominant Logic as a Reference Point

There is a shift towards a service-oriented perspective and the understanding of
value-creation [25]. This shift is focused on the identification and development of
main competences in order to achieve a competitive advantage which is directed at
enhancing relationships with key actors who can derive benefits from each other’s
value propositions and competences [26]. Benefits that derived from the specialized
competences can be used by suppliers and customers in the value-creation pro-
cesses, thus, positioning these actors as co-producers of value and thereby assuming
an active role in the “relational exchanges and coproduction” [27]. This arising
consideration is referred to as a service dominant logic and it is thought to have
strong potential in explaining purchasing and supply chain phenomenon [28, 29].
Within the marketing literature a rapidly developing and integrated body of thought
centered on service-dominant logic (S-D logic) has particular relevance to SCM as
it seeks a more transcending perspective [27, 30–33]. S-D logic argues that service
is the basis of economic activity. This logic focuses on the process of service versus
a goods-dominant or manufacturing logic that focalizes on the production and
provision of outputs. S-D logic replaces the concept of a supply chain with a
network concept that is referred to as a service ecosystem. A service ecosystem is a
spontaneously sensing and responding spatial and temporal structure of largely
coupled value proposing social and economic actors interacting through institutions
and technology, to: (1) co-produce service offerings, (2) exchange service offerings
and (3) co-create value. A supply chain is oriented on the service ecosystem [34]. In
order to develop and maintaining relationships in the supply chain the managers
need to focus on helping customers to achieve their objectives, which require a
service dominant logic [35]. The relationship marketing is focused on the cus-
tomers, looking downstream in the supply chain. Nevertheless, the development
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and maintenance of relationships with key suppliers should be based on the same
principles, in order to allow suppliers to be profitable. In other words, organiza-
tional success is based on relationship management with both suppliers and cus-
tomers in the lens of S-D logic.

2.3 DART Framework

In order to have a better understanding in a set of SCM practices that may be useful
in value co-creation, we would like to pay attention to the work of [11]. These
scholars point out that there has been an emergence of “connected, informed,
empowered, and active…” network partners challenging the traditional perspective
and participating into increased value co-creation. Prahalad and Ramaswamy [11]
used the term “consumers” to indicate the buyers in the market who rapidly showed
interest in interacting with the supplying firm and hence co-creating value in course
of their transactions; thus, redefining the very nature of the buyer-supplier interaction
and redefining the new worship of value “co-creation” instead of regular “creation”
and the processes associated with it. These scholars demonstrated a framework
referred to as the DART framework (D-A-R-T stands for dialogue, access, trans-
parency, and understanding of risk-benefits), which enables the co-creation and
co-extraction of value [36]. As can be seen in Fig. 2, value co-creation (VCC) is
located at the center of the S-D logic principle.

The first measurement of DART stands for dialogue, which is significant for any
exchange of information in order to be successful and to establish fruitful rela-
tionships. The latest studies conducted by [37, 38] demonstrated the necessity of a
more detailed attention to the need for a managerial dialogue, performed as a
discourse between two or more network partners, that can lead to mutual learning,
deep understanding and consensus for a better collaborative consciousness and
action. Moreover, [39] highlight that “dialogue is more than listening… It entails
empathic understanding built around experiencing… and recognizing the emo-
tional, social and cultural context of experience” [39: 23]. Research conducted by
Levine et al. [40] conceptualized the network environment (i.e. the market) as “sets
of conversation” between the buyer and the supplier. This conceptualization can be
also applied to B-2-B business between a buying firm and its suppliers.

The access dimension of DART framework represents a critically important
practice in the supply chain. Access signifies the availability and reach of infor-
mation and knowledge existing in the network and the following transactions
between the network actors in order to achieve better understanding of the asso-
ciated risk and benefits of actor exchanged decisions [11]. Moreover, these scholars
showed conceptualization of “access” centered primarily on a downstream per-
spective (with the customer base), but the literature in SCM illustrates that access is
also an important measurement in upstream practices. In a recent study it is argued
that “the goal of consumers is access to desirable experience (…)” [39: 25] through
on-demand tools and resources such as computing.
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The third DART argument is analysis of risk and benefit as the parameter with
which network actors are able to assess the consequences of their decisions to
cooperate [11, 41–43]. According to [41] this kind of interaction decision could
also include their decision to take a part in any purchasing group alliance and most
importantly to impact on the type of relationship practices, in order to involve the
upstream supply partners and downstream customers. Some researches have
demonstrated concerns that deal with the risk associated with the sharing of pro-
curement of information with such alliances taking into consideration the loss of
confidentiality with competing firms as well as proportion of gain, perceived by
different sizes of the firms at different stages of the purchasing group [44]. The
ultimate dimension of the DART framework is transparency [11]. A primary aim of
the procurement function is interaction transparency, this is the extent to which
network actors demonstrate trust, and reveal their true motivations, goals, and
agenda gain importance and this has been the basis of the concentralization of SC
transparency [45–47]. The study of [48] empirically proved the key role that
transparency plays in enhancing supply chain partnerships. S-D logic gives the
ability of the creation of a purchasing platform where clarity takes place and the
goals of all the actors are equal [49]. This relationship helps to achieve a globally
optimized supply chain and network-wide trust among all the actors. Global
thinking affects business processes, thus, transactional and relational approaches
allow to implement benefits for SCM. Transactional efficiency requires information
technology (IT). IT has changed the way companies do business and adapt their
organizations to new environments. IT provides up-to-date information to geo-
graphically dispersed managers working in different functions. IT facilitates the
implementation of cross-functional teams and can be used to support relationships
with key members of the supply chain. The management of inter-organizational
relationships with members of the supply chain involves people, organizations, and
processes [8, 50–52]. The ability to manage inter-organizational relationships «may
define the core competence of some organizations as links between their vendors
and customers in the value chain» [50: 152].

Fig. 2 Enablers of value co-creation (Source Adopted from [54])
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3 Case Study: An Analysis of the Procurement Process

3.1 Methodology

The objective of this paper, according to the main literature on supply chain
management, is the revision of DART-SCM practice in supply chain management.
This practice is performed when ICT has a strategic role. Information and com-
munication technologies in supply chain management are self-evident today. The
implementation of ICT along all the supply chain processes requires a shift towards
a new perspective that gives the opportunity to put the DART-SCM practice into
action. The design of the case study is divided in the following steps that were
proposed by Yin [53]: the research questions, the study propositions, the unit of the
case analysis, the linking data to propositions, the criteria for the interpretation of
the results. The case study describes the DART-SCM practice in one of the supply
chain parts, that is procurement, in an enterprise of the chemical-pharmaceutical
sector.

The questions that were identified inside the case study are: In which way is the
automation of procurement function actually developing? Is the diffusion of e-tools
coherent with DART-SCM practice? The units of the case analysis are team
members of procurement function of the organization. The study recommends the
proposition of DART-SCM practice thanks to Information Communication
Technology. The linking data to propositions is DART-SCM practice application to
the case study. The criteria for the results interpretation is the vision of e-tools
inside the procurement process through the DART-SCM lens.

The company, that has been chosen as the object of the present study is a
multinational operator of the chemical-pharmaceutical sector, which produces and
enters to the market products in various therapeutic areas: anesthesia, diabetes,
neonatal care, diagnostic tools etc. The name of this company was not mentioned in
accordance with the rules of the privacy policy.

3.2 Description and Objectives

In the present case study we focus on the analysis of a part of the Lambert model
that was proposed in the literature review (Fig. 3). We attempt to investigate the
role of the inclusion of some ICT tools in the process of supply and creation of
relationships with suppliers. Hence, we concentrate on the study of competitive
advantage development that has been defined by Vargo [50] also as core compe-
tence creation, thanks to the effective management of inter-organizational rela-
tionships, in this case between the purchasing department and its direct and indirect
suppliers. Furthermore, in this part of the paper we seek to determine the relevance
and appropriateness of ICT tools to the main concepts of the DART.
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The present paper describes the application of new technologies and their role
for the purchasing department, which turns out to be quite complex in the case of
company under analysis. This department controls extremely critical supplies, both
to ensure compliance with the rules of the Quality Assurance of all the Countries in
which the product is marketed, and to ensure the continuity of production, including
the need for efficient performance, even on the side of indirect purchases—in other
words, all purchases that are not directly related to the pharmaceutical product. In
order to manage all procurement processes better, the purchasing function of the
studied company has recently initiated the road of e-procurement with a structured
program that is now emerging in a comprehensive way.

To discover the motivations of managers for this organizational change and to
detect all the peculiarities of the processes included in this electronic mode of
supply, we visited the company and observed the different stages and functions of
the e-procurement. Moreover, we conducted several interviews with managers and
employees from the department in order to gain more knowledge about these
concepts and receive more detailed information.

Within the purchasing area of this complex reality, there are two fundamental
structures: “International Purchasing” and “Strategic Sourcing”. “International
Purchasing” is responsible for all the products of global interest and it integrates the
needs of different plants. “Strategic sourcing”, instead, finds alternative sources of
supply in the global market. The purchasing department of the analyzed company is
integrated in the framework of “Supply Chain Operations”, which includes logis-
tics, operational planning, customer care, business development and control of
industrial management. Moreover, the department is divided in direct purchases
(raw materials/ingredients and packaging) and indirect ones (utilities, technical
purchasing, services, stationery and office supplies).

Fig. 3 Focus of the case study: e-tools for procurement. Source Adopted from [19]
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In the conversation with members of the department team we revealed different
reasons that have led the organization to a transition from the traditional forms of
procurement to completely managed for of procurement through new technologies.
The starting point was to analyze in depth all the processes of the function. After the
analysis, it was found that most of the activities required the intensive flow of
documents compiled by the buyer that employs a lot of resources in the operational
activities, hence, low-value-added. In addition, there was a progressive increase in
the number of orders to manage, and the need for close continuous contact with the
most strategic partners. Therefore, the primary objective of the transition to the new
forms of supply chain management was the optimization of the transactional
activity and the development of collaborative tools (internal and external) with the
goal of creating the ability to communicate with suppliers in particular and local
communities in general.

The technological choices, i.e. tools that are based on Cloud Computing,
Software as a Service have some advantages: the simplicity of use, the light-weight
impact on technological infrastructure of the company and the ability to support the
whole cycle of supply chain processes. These advantages allow the company
integration with all strategic suppliers of production, perfectly corresponding to the
DART-SCM logic, will be described in more detail below.

The system adopted by the company has permitted the creation an extranet that
is a Web space, in which the community created by the company and its supplier
effectively manages all the operations related to the supply chain. The features of
Cloud Computing have satisfied the need for constant collaboration, mutual
learning and deep understanding between the company and its main suppliers.
These have also become strategic partners with whom it is possible not only to
establish the business relationship of the transaction, but also to develop the rela-
tions of value co-creating for end-users, that require more attention and product
customization according to their particular needs. Furthermore, this technology
allows activation of the dialogue that checks the attitude of suppliers towards the
sustainability and social responsibility to which the analyzed company pays the
most attention. In this way the need for the use of Cloud Computing technologies,
in our opinion, determines the importance of the first component defined in the
perspective of the DART-SCM as “dialogue”.

3.3 Discussion

3.3.1 E-Catalogs in the Perspective of DART-SCM

One of the approaches of Application Service Providing use is the creation of
electronic catalogs (e-catalogs) that have defined the first step in the development of
the e-procurement system by the analyzed company. The stationery was the object
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of the first catalog. Both the cost of the items and the standardization of the catalog
were traded with suppliers. Obviously, it was also an opportunity to rationalize
purchases: from the overall offer of the supplier only articles that are actually
required for the performance of daily activities were selected. The availability of the
items that can be ordered is reduced from several thousand to just over 500 codes.
The most significant and very appreciated by the users aspect is the significant
reduction of the processing times of the order. In fact, thanks to easy selection of
articles directly from PC, to the approval via email and the availability of the
material within 24 h, it has shifted from two weeks to two days. From the formal
point of view the Internet process is identical to the traditional one: the approval
work-flow of purchase requests that is demanded by local and international policy
was rebuilt on the platform.

The users that have a password can make a direct request for the articles they
need; after the request follows the authorization process. The person who should
approve the new request receives a notification by e-mail and then he/she connects
to the portal to view this request in more detail (thanks to a link in the email). The
process concludes with the automatic transmission to the supplier that guarantees
delivery within 24 h. In this way, apart from the periodic revision of the catalog for
item and costs, the purchasing department intervenes only in cases when problems
occur, offering users the highest level of transparency and the possibility to access
to all the necessary information about the order and its verification.

Furthermore, the purchase system via e-Catalog has been extended to more
complex categories of products such as computing consumables; in this case the
authorization process is realized by the IT department.

The catalogue related to the laboratorial materials deserves special attention
which is an extremely critical category of commodities for two reasons: great
connection with quality control laboratories, large number of suppliers (about 40).

The first step was to single out one supplier that would be able to act as a central
player. The choice was made on the basis of skills and scientific competences of the
supplier. His/her function is not only to be able to execute the orders, but also to
monitor the market, to scout and to suggest products and sources of alternative
supply. The supplier, receiving orders, checking from time to time other offers and
providers, pointing out new opportunities. Certainly, an important actor in this
process is the function of Quality Assurance, which reviews and approves the
supplier’s recommendations. Only at the end of this process the new item is loaded
in the catalog.

Therefore, the company activates continuous dialogue with the strategic sup-
plier, giving him the utmost confidence and integrating him in the process of value
co-creation.

After the implementation of the electronic catalog, introduced as a simple tool
for the issuing of orders, the process has been further optimized by means of a tool
that allows monitoring of the status of an order moving to the direction of more
efficient information exchange with a supplier.
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In fact, the “collaboration” program was developed and introduced that offers the
possibility to have the feedback about product availability and delivery time, as well
as notifications about executed dispatch that guarantees the maximum transparency
of information and the simplicity of access to it.

3.3.2 E-Management of the Suppliers’ Qualification Process
for Risk-Benefits Understanding

The second step of e-procurement integration is the digital portal usage in the
purchasing performance in order to realize the document exchange aimed at the
qualification and the maintenance of suppliers.

We have to keep in mind that the typical qualification process in the pharma-
ceutical industry, in particular for direct materials, is extremely complex, because it
has to take into account the Quality Assurance (QA) rules in the country where the
process of production takes place and the rules of QA in all countries where the
products will be marketed. Moreover, issues related to the environment and safety
should be taken into consideration that will allow understanding of risks and
benefits that may be present in the relationship with a single supplier.

Recently, the company carried out the studies of a digital portal development in
order to create a quick and efficient exchange of the necessary information for a
supplier’s qualification/requalification, with the additional benefit that allows the
tracking of the qualification process: it is possible to control which documents were
delivered and by whom, what is missing, etc.

Another important factor is that all the files will be stored in a repository through
the Cloud technology. This virtual library can be accessed by all the users.

Additionally, the advantage was achieved by the automation of many aspects:
the responses to the questionnaires will be processed automatically for the creation
of vendor’s evaluation. This assessment will also be automatically compared with
the annual evaluations of performance in order to update the points obtained from
each supplier.

Each potential supplier will have a password to enter the portal and to respond to
the prequalification questionnaire. Obviously, the questionnaires will be different,
and the responses weighted differently depending on the product category. If the
supplier is considered suitable at the first examination, the company requests the
essential documentation and possible inspections. From that moment the qualifi-
cation is achieved with a scorecard that was created on the basis of the chosen key
performance indicator (KPI).

According to the policy of the analyzed company, all the suppliers of direct
materials need to be upgraded every two years. Thus, the new e-tool can support the
staff of the purchasing department and the QA. This allows not only to understand
the risks and the benefits from the collaboration with a certain type of supplier and
store the documentation, it also gives an opportunity to suppliers access to the
information about decisions on the choice of a supplier that can be viewed by all
users of the digital portal.
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3.3.3 The Collaborative Forecasting as an Attribute of the Maximum
Transparency

The third step towards the system of e-procurement is defined as Collaborative
Forecasting or VMI (vendor managed inventory). In this case, the production’s
needs of the company become absolutely visible to suppliers. In this way, con-
necting to the digital portal, the supplier will have access both to the data related to
the short-term needs, and to forecast needs related to its supply, with obvious
benefits for both parties; the supplier will be able to plan production in line with the
actual consumption and the needs of the prospective customer; this will reduce their
inventory through the supply line with the use.

In its more advanced version, the VMI provides the transmission of the
responsibility related to management, accounting and inventory of the material from
the customer’s location to supplier’s one, amplifying the benefits of the previous
point.

The Collaborative Forecasting consists of two phases: start-up phase, phase of
enlargement/maintenance.

The first phase includes the implementation of the model and the solution test,
which will involve 2 suppliers that are representative of mapped processes.

The second phase provides the extension of the application to all providers of
interest and the maintenance of the platform that ensures maximum integration with
the supplier and transparency towards them.

4 Conclusion and Managerial Implication

Nowadays, information and communication technologies ICT are thought to play a
key role in the coordination and integration of SCM activities. Supply chain
management in a dynamic, demand-driven environment requires ICT-enabled
connectivity, cooperation, and coordination between actors within an industry
(horizontal coordination) and across industry and firms (vertical coordination).
Global market and its high competitiveness highlight such parts of relationships
with stakeholders as a global outsourcing and partnership and these signify the
usage of ICT-integrated SCM. The supply chain managers in order to have a
successful business take into consideration a shifting focus from the traditional
tangible aspects of skills, knowledge and information power towards more coherent
intangible aspects involving interactivity, connectivity and building relationships
with up and downstream stakeholders which leads to a service dominant logic. S-D
logic concerns a concept of value co-creation, which is created within a supply
chain network. In order to provide a more profound vision on a value co-creation
aspect, the DART framework was implemented in supply chain management with
ICT perspective.

Having analyzed the current activity and e-tools used by the studied company,
we can arrive at the conclusion by considering the recent changes in the
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management of many organizational processes (in this specific case, the operation
of the entire purchasing area), caused mainly by the development of ICT that are
based on the principles of maximum interactivity and dialogue [55]. In our opinion,
it would be appropriate to consider the management of the supply chain from the
viewpoint of DART-SCM with its 4 indispensable pillars: “dialogue”, “access”,
“risk/benefit understanding” and “transparency”.

The present study evidences the necessity of paying detailed attention to con-
cepts of DART in the development of the relationships with main stakeholders by
managers of the enterprises in order to achieve the fruitful process of co-creation
value combining the basic building blocks of DART concept in different ways. The
greatest attention to these aspects should be paid by the enterprises that operate in
the virtual environment or those that seek to automate some SCM process by means
of new technologies.

The limitation of this research consists of the consideration of only one part of
the supply chain management that is the procurement process. Moreover, the col-
lected data did not allow the conduct of in-depth study of the advantages and
disadvantages of DART and comparing them with other concepts of SCM.

Future studies could focus on a comparative analysis of the DART frame with
other approaches of supply chain management in order to analyze the strengths and
weaknesses and to identify appropriate applications of each approach. Another
direction of research development could be the study of other business processes
across the supply chain and other sectors in the DART-SCM perspective.
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How Subjective Age and Age Similarity
Foster Organizational Knowledge
Sharing: A Conceptual Framework

Alessandra Lazazzara and Stefano Za

Abstract The demographic changes occurring in the workforce and the risk of
losing critical knowledge when older workers make the transition to retirement have
turned knowledge sharing into a crucial asset for companies aiming to remain
competitive. However, a failure to consider how individual or situational charac-
teristics influence knowledge sharing has led to inconclusive research outcomes and
pointed up the need for new lines of enquiry. In this paper, we review the literature
on knowledge sharing, examining the influence of subjective age (how young or old
people perceive themselves to be) and age-similarity within the work context. In
conclusion, we propose a conceptual framework that highlights how subjective age
and age similarity may affect (i) the extent to which the people in an organization
are inclined to share and (ii) the knowledge-sharing route they prefer.

Keywords Knowledge sharing � Subjective age � Age-similarity � Knowledge
management systems

1 Introduction

Knowledge is often recognized as a valuable resource for organizational growth and
sustained competitive advantage, particularly for organizations acting and compet-
ing in uncertain environments [1, 2]. In such a scenario, digital technology can play a
key role in managing and exploiting this value [3, 4]. However, the “socio-technical
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systems” perspective suggests that organizations are composed of both social and
technical elements [5, 6], which should be jointly taken into account when managing
knowledge.

According to Alavi and Leiner [3], “Knowledge management systems
(KMS) refer to a class of information systems applied to managing organizational
knowledge”, in terms of capturing, storing, sharing and using this knowledge [7].
Indeed, KMS are aimed at “creating, gathering, organizing and disseminating
organizational knowledge” [8].

The information systems literature classifies digital applications for organiza-
tional knowledge management projects into three main categories [3]: (1) the
coding and sharing of best practices, such as internal benchmarking designed to
promote the transfer of internal best practice; (2) the creation of corporate knowl-
edge directories mapping internal expertise; (3) the creation of knowledge net-
works, aimed at bringing the experts together so that key knowledge is shared and
expanded.

The focus of the current paper is the last-mentioned class of applications, that is
to say, those supporting knowledge sharing and/or transfer processes [9].
Knowledge sharing is defined here as the “willingness of individuals in an orga-
nization to share with others the knowledge they have acquired or created” [10],
and knowledge transfer is a particular knowledge sharing process in which both
source and recipient are identified [11, 12].

Following the “socio-technical systems” perspective, when developing new
systems, the social component of systems design should be taken into account in
addition to technical factors [13]. This is relevant to KMS in that knowledge man-
agement is not only technology-driven [10]. Given that knowledge sharing is a
“socially complex process that involves a variety of actors with different needs and
goals” [2], the adoption of knowledge management systems that support knowledge
sharing does not of itself guarantee that knowledge sharing will take place [8, 14].
Indeed, the interpersonal context as well as the individual characteristics influencing
knowledge sharing tend to be underestimated [15]. For example, few research con-
tributions have analysed the influence of age, a factor that is relevant to knowledge
sharing [16], or interpersonal aspects such as social network composition. Overall,
social network theories have been underutilized in knowledge sharing studies [17].

This paper seeks to conceptually analyse how two particular social/individual
characteristics, such as age and age-similarity can contribute to the occurrence of
knowledge sharing. In particular, we analyse how these two aspects affect (i) the
extent to which the people in an organization are inclined to share and (ii) the
knowledge-sharing route they prefer. The aim of this paper is twofold: (i) to provide
a theoretical contribution prompting and guiding future research on how chrono-
logical and subjective age, as well as social network structure, influence knowledge
sharing among employees (ii) to guide practice by offering a conceptual framework
to inform managerial decisions about the adoption of a KMS that draws attention to
the combined effects of these two aspects on the knowledge sharing process.

The paper is structured as follows. First, we provide an overview of knowledge
sharing and age-related constructs including subjective age. Then, we outline how
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social dynamics, namely perceived age-similarity within the work group and
age-related changes in social behaviours, influence knowledge sharing, in terms of
both “what” and “how” to share. Finally, we propose and discuss a conceptual
framework that outlines how subjective age and age-similarity within the work group
affect each other, resulting in four different attitudes towards knowledge-sharing.

2 Theoretical Background

In a context characterized by high uncertainty and dynamism, knowledge is
becoming a crucial organizational resource for gaining competitive advantage
[7, 18]. Indeed, the aging of the European workforce, coupled with a skills shortage
in some sectors (e.g. information and communication technology, engineering),
makes ensuring that knowledge and skills acquired are retained and passed on
effectively to newer workers a critical strategic issue for human resource man-
agement. Although organizational knowledge is an organizational attribute
involving the collection of knowledge and experience and their incorporation into
procedures, routines and rules [19–23], in many cases knowledge resides in specific
individuals, who are recognized as experts on particular issues or aspects. Many of
these are senior members of the baby boomer generation and are soon due to exit
the labour market. As the baby boomers retire, companies need to address the issue
of knowledge sharing in terms of intervening to retain critical knowledge [24].

Employees who are close to attaining retirement criteria and will exit the labour
market over the coming years could take with them a huge amount of knowledge
based on years of practical experience and the accumulation of know-how, espe-
cially in the area of technical-specialist knowledge that is difficult to transmit and
replace. This raises a number of uncertainties, in relation to both the management
and retention of knowledge, particularly practical knowledge, which is most at risk
in that it is often only formally documented and shared in part. This shortfall could
cause serious difficulty for companies do not take preventive measures, under-
mining their ability to innovate, their efficiency and the quality of their products and
services [24, 25].

2.1 Knowledge Sharing

Most of the research on knowledge management has originated within the fields of
information technology or information systems [26, 27]. However, given the key
importance of knowledge management skills and knowledge sharing for the transfer
of knowledge among employees, there is growing interest in the role of individuals
in knowledge management processes [28–30]. This people-centred perspective
stems from the notion that, within organizations, individuals are repositories of
knowledge [31] that needs to be moved to the levels of the group and the
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organization as a whole for the expected outcomes to be reached [32]. Nonaka and
Takeuchi [18] were among the first to recognize the role of individuals in the
knowledge creation process, arguing that when there is a low level of knowledge
sharing among employees, knowledge creation is unlikely to occur.

Knowledge sharing consists of making knowledge available to others within the
organization and it is the process by which knowledge held by individuals is shaped
in a way that can be understood, absorbed and used by other individuals. According
to Lowendhal and colleagues [33], the types of individual knowledge that have an
impact on the organizational effectiveness are: know-how, know-what and dispo-
sitional knowledge. Know-how refers to experience-based knowledge that is sub-
jective and tacit and requires interpersonal interactions in order to be shared or
transferred. Know-what includes task-related knowledge and is objective, and
easily stored and transferred. Dispositional knowledge is personal knowledge that
includes talents, aptitudes and abilities and cannot be shared. Moreover, knowledge
sharing opportunities may be both formal and informal. Formal opportunities
include training sessions, structured work teams and technology-based systems
[34, 35] that ensure the distribution of knowledge though mainly of the procedural
and task-related kind. In contrast, informal opportunities include personal rela-
tionships and social networks that can be effective in promoting socialization but
may not necessarily lead to the broader dissemination of knowledge [36].

Nevertheless, a prerequisite for successful knowledge sharing is that knowledge
owners have the willingness to share it and that knowledge receivers are inclined to
internalizing knowledge. Indeed, Hendriks [37] argued that knowledge sharing is
based on two sub-processes. First, it presumes an act of “externalization”, which
may either be conscious or unconscious, on the part of those who own knowledge
Second, it involves an act of “internationalization” by those seeking to acquire
knowledge. Unfortunately, there are barriers that can restrict or prevent this
exchange process. In particular, because knowledge only exists within a specific
organizational and interpersonal context, the context can affect the way in which
knowledge is perceived and used. If employees view knowledge as a source of
power within their organization, they may be less motivated to share it, because
they are concerned that they may lose their value and/or be exploited. They will
therefore be more reluctant to get involved in knowledge sharing activities [38, 39].
This could be the case, for example, when an employee has the perception that the
company is discriminating against him/her to benefit a younger colleague. While on
one hand, it has been claimed that diversity on work teams leads to opportunities for
synergistic knowledge and information sharing, a more pessimistic view contends
that diversity only offers advantages under certain conditions [40]. The recent
demographic changes have increased not only the degree of age diversity present in
most organizations, but also the urgent need for knowledge sharing among the
different age groups. Theoretical and research effort have not yet cleared up what
types of diversity influence knowledge sharing in work context, so the effect of age
diversity on knowledge sharing is uncertain and more research is needed to fill
this gap.
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2.2 Subjective Age

The growing focus on aging within organizations has led many researchers to
investigate the effect of age at work by focusing on chronological age. However,
they have mainly taken chronological age as a proxy for the meanings associated
with age [41], without taking into account other conceptualizations of age or the
influence of the context in which the age variable is investigated.

Age may be conceptualized in many different ways, as for example in Sterns and
Doverspike’s [42] taxonomy of chronological age, performance-based or functional
age, psychosocial age, organizational age, and life-span age (Fig. 1). This classi-
fication rests on the idea that there is an underlying continuum between, at one
extreme, age understood as an individual characteristic and, at the other, age
interpreted as a characteristic of the environment. At the mid-point of this contin-
uum, we find a conceptualization of age as a function of the interaction between
person and environment [43]. Chronological age refers to one’s calendar age and is
the primary conception of age. Functional or performance-based age is related to
variations in a worker’s performance underpinned by their level of health and by
physical decline over time. Psychosocial or subjective age is based on self- and
social perceptions of age and refers to attitudes, expectations, and norms about the
behaviours, lifestyles and characteristics appropriate to different ages.
Organizational or job age refers to job tenure and, finally, life-span age emphasizes
the influence of the life cycle on behavioural changes given the variations in family
life and economic constraints experienced at different life stages [42].

This paper focuses on the construct of subjective age, which is based on the idea
that there is often a difference between the objective and subjective experience of
age. Individuals of the same chronological age may in fact attribute different
meanings to their age, as for example in the case of two persons aged 26 years, one
still enrolled on a university course and the other employed as a group leader in a
company. Subjective age is commonly defined as how old or young individuals
experience themselves to be [44]. It is related to age group identification and
implies a feeling of solidarity with age peers [45].

Fig. 1 Possible definition of “age” (Adapted from de Lange et al. [50])
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This also occurs in the workplace, although little research has focused on the role
of subjective age in work contexts [46–49]. Workers more frequently report feeling,
looking, acting, and preferring to be younger than their chronological age, while
employees that feel older than their chronological age experience more job-related
strain [47].

More research is needed to fully understand the relationship between age and the
work attitudes of employees. Furthermore, following Shanahan and co-authors’
[51] finding that subjective age varies with social context and considering that other
researchers [41, 52–54] have indicated that studies on aging should take into
account the characteristics of the context in which a person operates, it is imperative
that social interactions within an organization be included in analyses of age in a
work context.

3 Social Dynamics of Knowledge Sharing

3.1 The Role of the Context: Age-Similarity

Workforce diversity has received considerable attention in the managerial and
organizational literature, revealing that demographic diversity can foster knowledge
sharing only if it exposes group members to unique and new sources of
work-related knowledge [55, 56]. The relational demography perspective is based
on the idea that individual demographic characteristics, as well as perceived
demographic similarity or dissimilarity within a group, have an impact on indi-
vidual work experience [57]. In particular, research has indicated that those per-
ceiving themselves as similar to the other members of their work context have more
positive work attitudes and experience better relationships at work than those who
are demographically dissimilar [56, 57]. The framework of relational demography
largely builds on ideas from social identity [58] and self-categorization theories
[59]. These theories postulate that people tend to classify themselves and others into
social groups, using personally meaningful dimensions that can include demo-
graphic categories such as gender, age, race, etc. In relation to a specific social
category, persons considered similar to the self are perceived as in-group members,
while persons dissimilar to the self are viewed as out-group members. Individuals
tend to enhance their self-esteem by exhibiting bias in favour of in-group members,
who are seen as offering high levels of trustworthiness, support and reward, and by
seeking information that reinforces identification with their group [60]. The more
diverse the context, the more salient group membership becomes [61]. According to
the studies of Tsui and O’Reilly [62], individuals respond more positively to
contexts characterized by high proportions of in-group members. More generally,
Ojha [63] showed that team members who viewed themselves as part of a minority
were less likely to share knowledge with team members. Conversely, similarity
across demographic attributes such as gender and age has a positive impact on
group processes such as communication and knowledge sharing [64].
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According to the similarity attraction paradigm [65], people like and are attracted
to others who are similar, rather than dissimilar, to themselves, especially when it
comes to sharing similar attitudes. This means that people will display high level of
interpersonal attraction to those who are demographically similar to them because
they perceive them as having the same life experience, values and beliefs [66]. With
regard to age similarity, it is expected that when coworkers’ age is perceived as
similar to one’s own, both age group identification and identification with
coworkers will be enhanced [60].

Research has also suggested the importance of visible categories as a basis for
identification and network formation, in that people tend to interact with similar
others [67]. This is known as the “homophily proposition” [68, 69]. It is important
to point out that within an organizational context people develop both informal and
formal ties. Formal ties are strictly work-related (colleagues) and provide instru-
mental resources (e.g. sponsorship, work-related advice, etc.). Informal ties
(friendship) in contrast, provide emotional resources and support. Because they are
compulsory, formal ties are characterised by a greater degree of heterophily, while
informal ties are more likely to be characterized by homophily. Studies of close
work and friendship ties consistently show that individuals tend to create bonds
with others sharing similar demographic attributes such as education, gender, age
and ethnicity [67, 70, 71]. Specifically, people tend to develop strong friendship ties
in a work context characterized by age similarity [60]. Indeed, age is the second
most important demographic driver of social network homogeneity and friendship
dyads are usually characterized by people of similar ages [72].

3.2 Motivations for Knowledge Sharing and Subjective Age

When discussing knowledge sharing, it is crucial to analyse the motives that lead
people to interact with their social partners. Furthermore, social interaction and
reasons for knowledge sharing change throughout the life-cycle [73, 74].

According to socioemotional selectivity theory—SST—[73, 74], a life-span
theory focused on the causes of age-related changes in social behaviour, two of the
primary goals of social interaction are the acquisition of information and the reg-
ulation of emotion. The acquisition of information is a primary activity throughout
life, and for young people at the beginning of their career in particular all social
interaction is likely to result in information gain. People at this life stage are
characterized by knowledge acquisition goals such as learning about new elements
of the environment, analysing information and incorporating it into their job per-
formance and career advancement activities [75]. However, as time horizons shrink,
as they typically do with age, people become increasingly selective in interacting
with social partners and invest greater resources in emotionally meaningful goals
and activities, while their interest in acquiring new knowledge diminishes [73, 74].
It is though they prefer to preserve the quality of their relationships at the expense
of the number. In other words, people at these life stages aim to find meaning in life,
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establish intimacy with others and develop a sense of belonging to their social
environment [75]. Therefore, as people get older they tend to have less contact with
those individuals previously considered as utilitarian sources of information and
tend to engage more with social partners that satisfy their emotional needs such as
friends and relatives [76].

SST suggests that behavioural goal changes are associated with shifts in per-
spectives on time, as people consciously and subconsciously monitor how much
longer they perceive will live [77]. Therefore, the origin of this goal shift is not age
itself, but rather an age-associated shift in time perspective [78]. In this sense,
because subjective age is perceptual in nature, SST seems particularly useful for
explaining the relationship between subjective age and a range of job attitudes.

4 Discussion and Preliminary Results

The above-mentioned lines of research suggest that further attention should be
directed to how individual and situational factors, in particular subjective age and
age-similarity among co-workers, can influence attitudes towards knowledge
sharing. First, it should be noted that age similarity positively affects willingness to
share and the quality of knowledge shared among employees, given that greater age
similarity enhances the likelihood that employees will engage in knowledge shar-
ing. This is due to the fact that, according to the relational demography perspective
[62], those perceiving themselves as similar to the other members of their work
context, especially in relation to outwardly evident traits such as age, have more
positive work attitudes and experience better relationships at work than those who
are demographically dissimilar [56, 57]. People respond more positively to contexts
characterized by high proportions of in-group members [62]. Conversely, the more
dissimilar the context, more salient group membership becomes [61]; it follows that
people will be less likely to share knowledge with others considered dissimilar,
resulting in poorer knowledge sharing in terms of both frequency of interaction and
kind of knowledge. This is because according to the “homophily proposition”
[68, 69], people tend to interact with similar others and establish more informal ties
with them. Informal ties provide emotional resources and support, while formal ties
are strictly work-related and provide instrumental resources that, in turn, can offer
advantages in terms of career advancement or sponsorship opportunities. Therefore,
perceived age similarity enhances the creation of informal ties that implies a higher
willingness to share knowledge, while perceived age dissimilarity leads to instru-
mental ties that limits the willingness to share knowledge. Secondly, subjective age
negatively affects willingness to share and the variety of knowledge shared among
employees. Relying on socioemotional selectivity theory [73, 74], we postulate that
individuals share because their main goal is to acquire knowledge that may be
functional to reaching professional goals. On the other hand, individuals experi-
encing themselves to be older than their chronological age are in general less prone
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to knowledge sharing and more prone to maintaining good relationships with their
affective ties, especially because they experience more job-related strain [47].

Based on our analysis to date, we propose a conceptual framework for knowl-
edge sharing processes (Fig. 2) that takes into account how subjective age and
perceived age-similarity among co-workers may affect (i) the extent to which the
people in an organization are inclined to share and (ii) the knowledge-sharing route
they prefer. The horizontal dimension represents age similarity in a work context,
which may be either high if employees perceive themselves as similar to their
co-workers in terms of age, or low if they perceive themselves as dissimilar. The
vertical dimension refers to subjective age, whereby employees can evaluate
themselves as younger or older than their actual age.

By crossing these two dimensions, we obtain a matrix with four quadrants
showing four possible scenarios resulting from different combinations of
age-similarity and subjective age on work teams. The first scenario (Q1) presents a
situation in which age similarity is low and employees perceive themselves as
younger than their real age. In this situation, according to the SST idea that the
perception of having a long time horizon characterising people who feel younger
makes them future-oriented and motivated by knowledge-related goals [73, 74],
employees will be more prone to interact with colleagues who do not necessarily
belong to their own age group in order to obtain procedural or technical knowledge
useful for improving their performance and career advancement. They will be likely
to engage in instrumental social interaction functional to attaining knowledge-
related goals and developing technical skills. On the basis of these assumptions,
they will be more inclined to internalize and less inclined to externalize knowledge
with those considered out-group members [64]. However, when employees

Fig. 2 Organizational
knowledge sharing attitudes
framework
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perceive themselves as younger than their real age and age similarity is high, they
will be more inclined both to internalize and externalize knowledge, not only
because of their focus on acquiring know-what knowledge [74, 76] but also because
of a feeling of solidarity with age peers due to age group identification [45].
Therefore, in this scenario (Q2) employees will be likely to create affective ties and
share with them both job-related knowledge and information about themselves and
their feelings, in order to receive support and advice.

When people feel older than their real age and their time horizons shrink, they
are more selective in interacting with social partners and tend to interact less with
those not considered in-group members [73, 74]. Therefore, if they perceive low
age-similarity within their work context (Q3) knowledge sharing will be less likely
to occur either formally or informally. Alternatively, if they perceive a high level of
age similarity (Q4), knowledge sharing will be likely to occur although it will not
be primarily aimed at sharing technical information or acquiring new knowledge
but mainly oriented towards satisfying emotional needs [76], for example indi-
viduals’ requirements for support, admiration, gratification and commitment.

5 Conclusion and Next Steps

According to “socio-technical systems” theory, organizations are composed of both
social and technical elements [5], hence scholars intending to study these systems
need to pay attention to both social and technical factors [6, 13]. Moreover, if
technical factors are viewed as artefacts of IT, an information system may also be
seen as a socio-technical system [79]. Indeed, in information systems disciplines,
scholars following this line of enquiry provide socio-technical principles and
research approaches for designing information systems [80–82]. Based on
socio-technical design principles, system development should “jointly optimize”
the social and technical subsystems of an organization [13], ensuring key attention
to the social side of systems design and not only to technical factors.

Following this perspective, the conceptual framework proposed and discussed in
the previous section is aimed at shedding light on specific social aspects to be
considered when adopting a KMS, particularly dynamics that could affect knowl-
edge transfer among people operating in the same context (e.g. organizational unit,
workgroup, etc.) but displaying a certain level of age diversity. Indeed this
framework represents an initial theoretical attempt to conceptualize knowledge
sharing, while taking into account two understudied dimensions, namely subjective
age and age similarity, which are especially relevant today due to the demographic
changes taking place within organizations.

Managers and policy makers involved in the design and adoption of KMSs in
organizational contexts affected by an increasing level of age diversity can use this
conceptual framework to make more reliable decisions that can foster knowledge
sharing among employees of different ages and in different contexts. By high-
lighting the influence of subjective age, one advantage of this model is that of
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reducing the influence of age-related stereotypes in decision-making processes, and
making managers aware of the existence of other relevant age-related constructs.
Nevertheless, the influence of the more general context in which this model is
applied should be also taken into account. Specifically, managers must be aware
whether the prevailing focus of their organization is technical or relational, in order
to adopt the most appropriate KMS. As a theoretical contribution, the aim of this
paper is to provide insights to guide further research on how chronological and
subjective age, as well as social network structure, influence formal and informal
knowledge sharing among employees. With this paper, we have only begun to
scratch the surface of the challenges associated with workforce aging and its
consequences and knowledge sharing. Future research developments will be to
empirically test and validate this conceptual framework by taking into account a set
of contextual and control variables. Finally, it may also be of value to investigate
what characteristics a KMS should have in order to better mitigate the effects of age
diversity and foster the knowledge sharing process.
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Information Technologies and Quality
Management. Towards a New Idea
of Quality?

Teresina Torre

Abstract Quality has become one of the most relevant challenges for enterprises
that wish to satisfy the needs and expectations of their clients. In this paper, we aim
to verify if potentialities of information technologies (ITs) could help to ensure a
better quality for enterprises and if and how they influence the concept of quality. In
order to pursue this goal, our analysis examines the relationship between technol-
ogy and quality investigating which of the many ITs, used in enterprises, affects
more directly the quality levels and underling the principal effects they produce.
Our study considers the specific case of an Italian software house, where it is
possible to clarify and understand the role of ITs with regard to our research topic.
Therefore, some considerations about the evolution of the classic idea of quality,
enabled by technologies, are proposed.

Keywords Information technologies � IT � Quality � Quality management �
Business case

1 Introduction

Quality is considered one of the most relevant challenges for enterprises that wish
to satisfy needs and expectations of their old and new clients, being—quality—by
now a key element in the definition of the enterprise’s strategic view and in the
organization of its operational programs, required in order to face increasing global
competition.

Some scholars argue that ‘more’ quality asks for a strong will on the part of the
management, oriented to focus on this aspect in every process (indeed, total quality
management represents the most relevant system supporting quality [1, 2] and top
management involvement represents one of the basic values in this field) [3]; others
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underline the point that commitment and participation of all workers are necessary
conditions (i.e. [4–8]. Again, others offer evidence of the fundamental role of the
organizational culture and of the structural change, which are able to facilitate
attention towards quality [9, 10]; while others emphasize the centrality of cost
control (the question has received a particular attention just by the fathers of the
quality movement, Juran, Feigenbaum and Crosby; [11, 12]). All these topics have
been examined and discussed in detail [13–15] both from the theoretical point of
view [16] and from the empirical one [17, 18].

The relationship between information technologies (ITs) and information system
and quality management has been studied, as well [19–21]. In this perspective,
attention has been focused on two aspects. The first topic consider the point that
many enterprises are providing better products through the introduction of ITs: so
technology becomes an enabling mechanism for quality. From another point of
view, a few contributions have considered how specific IT applications could
impact on quality and its management, which rely heavily on ITs: in this case, ITs
act as a feedback mechanism and a communicator helper [22, 23].

In this paper, we wish to deepen a specific aspect about the role of ITs with
respect to quality, that is: whether they can change the very idea of quality, as
traditionally we are used to know it. So, our interest is mainly focused on the
concept itself and not on the strategic and operational implications, being their
relevance an accepted fact.

In order to pursue our goal, the paper is organized in the following manner. First,
we will examine how quality can be attained using technology, starting from the
definition of quality according to some of the most important and famous authors,
and then examining two complementary dimensions: in brief, the quality of tech-
nology (just to remember how this aspect is unavoidable) and, more in depth, how
the various typologies of technologies work to favour quality and what kind of
changes they produce. In the next paragraph, we will consider a business case to
illustrate how the description of the different context of technological applications
can find a clear documentation in a particular example of an enterprise, the business
of which is exactly to support quality. Finally, we will discuss our question about
the evolution of the concept of quality and propose some considerations useful for
further researches.

2 Quality Through Technology

According to the definition of some of the most important scholars, quality is
essentially what client wants [24] and what he/she thinks it is [25]: Feigenbaum first
and Deming after him, they both emphasize this aspect, stressing the importance of
translating the future needs of the consumer in measurable characteristics so that the
product can be designed and realized with the best conditions to satisfy client and
guarantee, at the same time, the efficiency of the enterprise’s system. As
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Feigenbaum writes ‘the interest for quality ends when client has its product and he
is satisfied’ [25: 77].

Juran [26] clarifies that quality is fitness for use, highlighting the same point of
view, from another perspective: the product must be adapted to the expectations
even before excellent. Crosby [27] adds that quality is measured in term of con-
formance to requirements (both the product’s and the customer’s requirements that
often are not the same).

Closely related to this, there is another important element: all these authors
consider quality to depend on the integration of the efforts of the various groups of
the organization (just as Feigenbaum [25] assert that integration is a key point).
Therefore, it can be achieved only with the participation of human resources [24],
implying that people are interested in the process of improving quality [26], a
prerequisite to total quality [13, 14, 28, 29].

Starting from this point, each scholar underlines different aspects. Deming, for
example, emphasises a specialized and technical approach, where competencies are
necessary to create quality in accordance with the client’s wishes. Crosby [28]
stresses the motivational condition requested from all workers, involved in the
entire productive process. Juran’s method is a process-focused one: so, his idea is
near to that of continuous improvement, proposed by Ishikawa and developed first
by Japanese industries.

The best-known implication of the quality movement is given by the twisting of
Fordist logic, focused on quantity, and by the introduction of new organizational
models coherent with the different perspective that the attention to quality opens up
(i.e. flat organization, network), putting clients at the heart of the organization [30].

An important role is played by technology in general—that is, each process and
equipment useful in transforming an input into an output and then every art practice
that affects the organizational structure and the working procedures and practice
[31, 32]—and specifically by information technology (IT), the role of which in
minimizing uncertainty and reducing complexity is absolutely central. As Delic
[21] underline, it is showed that quality management and IT could provide a very
useful basis for improving organizational performance [33, 34]. The question is in
what way and with what implications it happens.

2.1 The Interaction Between Quality and Technology

In general, the interaction between quality and technology can be examined from
two different perspectives [35]: one is focused on the quality of technology; the
second considers technology to do quality [36, 37].

Front the first point of view, it is evident that technology—and the tools in which
it is absorbed—has a problem of intrinsic quality. In other words, the definition of
quality as suitability [26] asks for technologies ready to work with appropriate
quality levels, regardless of the type of technology and its refinement. In this
context, the evolution in technology from mechanization to automation has
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introduced a lot of changes: for example, in the work organization according to the
different process configurations, in the jobs connected with them and in the skills
involved, aligned with new competencies necessary to use new technologies.

At the same time, the requirement of suitability continues to be present like a
premise (preliminary conditions to plan the quality of the productive process) and
as a result (in term of awaited characteristics of the product). In a way, there is a
chain of quality in technology, each link of which contributes—together with
human factor, as socio-technical perspective shows [38]—with a high level of
interdependence to the quality of the final offer to the customer and with a relevant
effect on quality in the field of decision making system [39]. This is one of the key
aspects of the total quality approach.

2.2 Technologies for Quality

Even if the quality of technology is important, our interest has been previously
focused on how technology can be used for the purpose of seeking out quality and
for managing process quality. The information and communication technologies
(ICT) systems are normally used by many companies to simplify and optimize their
management, to increase their productivity, to reduce their cost levels [36, 40], to
hinder the overblown shortening of product lifecycles and extend efficiency in
distribution [41], but they are not usually considered for the specific aim to operate
‘with more quality’ [37]. It is exactly on this question that we wish to focus,
examining the different kinds of ICTs which are, by now, more and more diffused
in enterprises.

Specifically, we will first examine the topic of integrated information system,
that is enterprise resource planning (ERP). Then, we will analyse other system
applications created to meet specific information needs that are not adequately
covered by ERP; in detail: the system created for marketing interests, that is cus-
tomer relationship management (CRM); afterwards, the one for planning of prod-
ucts, namely product data management (PDM), the other for e-procurement and
finally that for production and distribution of products, known as supply chain
management (SCM).

ERP is the principal support to plan and manage in a coordinated way a lot of
information and resources present within an enterprise. It consists in ‘sets of soft-
ware modules produced from a single source and operating on a single database
properly designed’ [42: 85].

In brief, ERP systems present some important features. One concerns the extent
of the included areas—dealing with major operational support activities; another
affects the hierarchical structure, which becomes leaner as a result of more intense
exchange of information. All this makes possible:
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• a reorganization in accordance with the logic for processes, which has become
one of the principal source for competitive advantage [29, 43];

• an increase in coordination and integration between the flows of activities and
organizational units, through the possibility to develop the various activities that
make up the process in parallel, encouraging in this way the respect of the
scheduling and a greater balance in the allocation of tasks [44];

• a growth in the standardization of the different activities, which makes stable
and predictable the outputs of each unit and enlarges the possibility to guide
workers’ behaviours.

These matters are, indeed, indicated as the principal way of attaining quality.
ERP enhances the basic needs of quality, i.e. coordination, integration and
exchange of information [45]. So, ERP can be a real support in change in the short
term: it helps to map in detail the information flows in order to intervene on the
organizational structure, reducing the numbers of levels. Other advantages derive
from the possibility of building a network for the exchange of information, both
internally and externally, by encouraging knowledge creation and sharing, pro-
ducing positive effects in the long term on efficiency and effectiveness.

CRM uses technology to manage every process useful to identify, acquire and
retain as many consumers as possible, adapting the offer to their changing needs
and expectations. It is known that consumers have become more exacting thanks to
the increased number of information sources they can use, so their choices are more
aware and informed. In this context, enterprises have to face with two different
questions: to attract new prepared clients and to sustain their satisfaction during the
time, as it has being demonstrated that regaining lost clients is really expensive.
CRM applications offer support for three important processes of interaction with
clients, which are: sale forces; support and services, and marketing.

In particular, applications of sale force automation serve to make interactions
with the customer more effective and efficient, enabling sales forces to use any
available information. It is possible to offer proposal on customized products or
services, based on the automation of all the systems involved in sales activities.
Applications for customer service and support enhance the opportunities for
establishing contact with clients to maximize their satisfaction, not only when it is
necessary to solve problem with claims, but also to help them to use better the
potential of products and to do so in an interactive and continuous way.

Finally, the applications of marketing automation are aimed at improving the
planning and the execution of promotional campaigns to better identify markets and
new potential customers in a more incisive manner. The fundamental point is the
analysis and information processing. For this, new CRM systems employ data
mining capabilities, a term which commonly refers to an ‘integrated set of analysis
techniques designed to extract knowledge not known a priori from large data sets
seemingly unrelated’ [46: 78] that seems really useful to the development of CRM
strategies. In the pursuit of quality, CRM plays an absolutely central role: it helps to
put the customer at the heart of the organization, to understand “what he/she asks,”
and to do develop customization, which represents the highest possible quality
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according the most appropriate definition in our perspective. In other words, the
client can be put in the middle of the organizational system, going beyond the
traditional contrast between the classic organizational pyramid and the innovative
one, which imagine it overturned just to show the importance of the client. It allows
to gain other important goals, over customer retention, for example enlarging clients
groups and increasing sales, offering detailed and targeted proposals.

Regarding the service activities, the recent evolution towards web call centres
makes more flexible and interactive the relation with clients, extending its duration;
these activities may offer new support like page-pushing, co-browsing and
application-sharing, in order to assist client in each of his/her questions.

At the same time, it should be underlined that three fundamental aspects have to
be well considered in order for the enterprise to focus on ICTs to improve quality in
relations to clients; the interactions systems, which ask for a cultural change in the
mind of the client, who has to become more proactive; the guidance processes in the
relationships with clients; which asks for an effective integration between front
office and back office workers, and the knowledge collection, based on structured
knowledge management systems.

Briefly, the role of CRM towards quality is absolutely central, especially if we
remember Deming’s definition and its orientation to future needs.

The role of new technologies is crucial in production area, too. In particular, new
requirements for the management of technical data related to the product throughout
its life cycle have favoured the development of PDM systems, a recent and richer
evolution of CAD system. These are characterised by the ability to manage data
associated with the product at all stages, from its creation to its disposal by the
consumer: on this basis, many applications have been created. Briefly, we recall:

• the management of data and documents to guarantee the integrity of information
assets;

• the classification of the parts of a product, grouped by similarity and, therefore,
by replaceable use (with benefits on the efficiency of the production system)

• the configuration of the structure of the product, taking into account the greatest
possible number of combinations of elements (forming the basis for cus-
tomization for the client and, at the same time, allowing the management in an
economically favourable manner by the enterprise).

The most obvious consequences are: the increase of productivity of the technical
staff, the minimization of errors (in numbers and in relevance) in relation to the
number of variants and the number of steps of the completeness of the information
and controls (software does it automatically), resulting in a decrease in safety stocks
(indispensable for managing according just in time approach). All this is the con-
tribution of the PDM to the orientation towards quality (Figs. 1 and 2).

There are two kinds of implications of the different sequence in the process. The
first is on the quality of the production, which also benefits from the sharing of the
information base and its digitization—now it is a file that is available to all and
shared by all, and not a set of single drawings to coordinate each other. The other
concerns the quality of customer service, which becomes more and more tailored to
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his/her needs: this traditionally and typically handcrafted way may be now offered
in the industrial context.

Many of the efforts made with regard to the design and fulfilment of a product
would be in vain if the used inputs were not adequate (both in terms of their quality
and quantity, than in times they arrive to enter the productive process): the adoption
of ICT in the area of supply allows to run more efficiently activities that binds the
enterprise to suppliers, that is e-procurement.

The link between e-procurement and quality is not as immediate as it appears
among the previously described system, but it does exist and plays an important
role in creating favourable conditions. E-procurement systems collaborate to
‘co-makership’, facilitating the evaluation of suppliers to choose them (for everyone
can be easily ready any information on costs, reliability, quality, geographical
distance and time to delivery) in order to make possible a real integration with them
through the sharing of information and the use of suppliers’ competencies to find
the best solution to obtain the sought result, indirectly facilitating the internal
organization of the supplier itself.

Some specific applications of Supply Chain Management operate in the same
direction. For example, with these systems, it is possible to improve coordination
between suppliers, productive functions and distribution; in particular, three kinds
of implementations are possible:

• supply chain configuration, usually composed of a multitude of knots that form
a network, in which the characteristics of different nodes (production units,
distribution centre, etc.) and their relationships allow to simulate the various,
then the possible, solutions to find the best one;

• supply chain planning, useful to get an effective and efficient production (i.e.
balance between what market demands and what can be produced and dis-
tributed in the requested time) and support the main processes (demand fore-
casting, order management, production planning, procurement); this is important
when the production system works in order to assemble it as make to order, but
also when the system is based on make-to-stock (where the forecast on market
evolution is really essential);

idea projet prototype test design 
transmission

production 
line

Fig. 1 The traditional sequence
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Fig. 2 The new sequence with PDM
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• supply chain execution, designed to ensure daily operations, to organize the
activities of storage and handling of materials, functional to the management of
the physical flows in inbound and in outbound logistics.

As far as e-procurement is concerned, the contribution to the quality of the SCM
is not direct, but once again it is essential because it is convenient for ensuring:

• an effective product customization, as the PDM uses information that logistics
offers;

• a high reliability and quality of support services (more predictive capabilities,
certain times).

We can therefore argued that PDM and SCM enrich and support each other,
creating a virtuous circle essential for quality, in all its dimensions, because they are
a source of competitive advantage, even if they don’t assume a primary role. In a
specific way, the possibility to have more personalized products needs of an
appropriate back system, composed by an information part and by an organizational
one, both promised by our systems.

3 The Business Case: Z-Lab Solutions

Z-Lab is an Italian software house, that has been present for thirty years in the
market of computer systems. It operates as a national leader in the development of
solutions dedicated to large manufacturing companies—with particular expertise
for those operating in the fields of rubber and fuel. Moreover, it has a particular
interest in small and medium enterprises (SMEs) [47]—that represent a really
important market in Italy and to which it offers a wide range of solutions developed
entirely in-house, alongside others realized in partnership with leading companies
in the provision of services for business, a strategy that allows to satisfy each need
of its specific target.

Its attention to quality problems goes back to the beginning of the last decade,
when its management chose this perspective to introduce a differentiation strategy
in order to develop its market perspectives.

3.1 Z-Lab Offer

Based on the conviction that the global supply of ICT contained products that were
too complex to be used by many enterprises, Z-Lab decided to focus on the
development of IT solutions that have to be accessible to those who are not
computer science friendly. Currently, its offering consists of over 20 solutions,
standard or customized by demand, which comprehensively meet the multiple

198 T. Torre



needs of different types of firms asking for its help in managing ICT. Among these,
some, in particular, enable to show how strong the link between ICT and quality is.

Z-Lab main product is composed of a homemade solution refined over the years,
which serves as platform for the other modules that can be recomposed and added
in accordance with the needs of each enterprise. It is important to underline that our
software is developing services through cloud, which has the first and relevant
effect to maintain the positive peculiarities of the applications just seen and to use
the real innovation introduced by cloud, which is the place wherein information and
modules are situated—the cloud—reducing, up to remove, any problem of capacity
and storing and of continuous upgrading.

3.2 Different Functions for Different Quality Dimensions

The principal product is represented by Z-Web; its characteristics and functional-
ities covers the field of ERP systems. The Z-Web is organized as an online mul-
tipurpose platform, usable on any device with internet access. It offers a number of
key features useful to store, manage and share, in a structured manner, lots of
information circulating within the company, so as to facilitate coordination and
integration of all employees and an optimal use of their time.

The system helps in managing data and knowledge about clients, both from the
inner side (i.e. about their preferences, about the history of the relationship and its
evolution and so on; and also by research functions that allow one to find common
criteria and elaborate the data themselves in order to plan activities and focused
strategies) than in external one towards the client him/herself (i.e. any possible
contact for any client with the complete set of means to talk with him/her, always
immediately and directly usable through simple links).

Z-Web is an efficient platform, able to favour the complete process management
and the processing of all information; so, it is possible to standardize sale and
services process and, at the same time, create the necessary base to work with
quality.

This characteristic has a good effect on quality of service provided, because it
allows to know always the situation of each relevant variable and its history
(Fig. 3).

This application is usually associated with the functions of CRM, Z-shop (for
supporting online sales), Z-view (for analysing sales data) and PDM-autodata (for
designing processes with drastically lower costs).

CRM, as known, is a powerful tool for quality: it allows one to use knowledge to
improve the relationship with the customer at every stage. Anyone who has to
interact with him/her can have useful elements to run this relation in a short time
and in a personalized way and develop it; not only that, the client’s supervisor is
able to prepare on the best the relationship itself (through improvement or inno-
vation of the product in accordance with the consumer’s tastes and his/her beha-
viour). In the same direction, the other modules work and do it in a simple way. For
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example, Z-Shop offer a simple and easy system to introduce orders by agents
working outside or directly by clients. Z-View is a more sophisticated tool to
analyse some specific indicators—about sales, purchases, accounting data and
orders—producing simple and effective representations (Fig. 4).

As Feigenbaum and others authors underscore, quality of product and service is
fundamental, but—and this is particularly true in times of increasing competition—
a strong attention to costs is necessary: here, it is exactly the value produced by
these systems, which offer contemporary support to work for the present in quality
and for the future evolution according to costumer’s tastes with a reasonable cost
level. The fundamental problem is the correct design of the infrastructure of sup-
port, wherein the role of the suppliers of services determines the quality approach
and the quality orientation. This is considered by Z-Lab the real benefit of the
investment in ITs proposed to its clients and its success on the market shows how
this strategy is appreciated.

Fig. 4 Z-Web interface

Fig. 3 Z-Web, basic script
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4 Is It Possible a New Idea of Quality?

On the basis of the arguments presented in this paper, the answer to our question—
can ITs change the idea of quality?—is positive. And now we will summarize the
most important implications of the developed analysis in order to shed light on the
concept of quality and its possible evolution. ITs not only contribute to the process
of research and quality management—as any kind of technology has done from the
beginning of quality movement; moreover, its development can also influence and
change the logic on which quality has been built since its foundation as a key point
in the definition of the enterprise strategy.

To recall, quality is based on four pillars:

• the customer, who is at the heart of all activities;
• the integration of the efforts of the various groups in the organization;
• the relationship between quality and costs;
• and, finally, the continuous improvement as a basic condition for better quality,

necessary to face with competition [48].

With regard to the first point, ITs—especially ERP and CRM—make use of any
information in an easier and faster manner, and then facilitate information trans-
lating into explicit knowledge: both these characteristics contribute to intensifying
competition among enterprises and to raise its level. Not only does, every employee
has all the information he/she needs to quickly decide on what he/she is working,
but through information sharing, information and knowledge will continue to grow
in value. In addition, technologies also promote communication, dialogue and
exchanges between inside and outside the enterprise.

The potential of ERP and CRM is increased by that coming from SCM and PDM
systems. The first allows to monitor and effectively to manage the information flow
within the supply chain, in order to reduce obstacles, that may appear when
enterprises are involved in a unique productive process, and improve the workflow.
The second promotes the exchange of data among all those who are concerned with
the design and prototyping, so errors are reduced and the time required to engineer a
product is shortened. In this way, it is possible to maximize the integration of the
efforts of various groups as suggested by Feigenbaum [49]. In addition to this, the
dialogue and the parallelism between the activities of employees, the larger and
extended coordination of the phases of the supply chain are elements that act
positively on the relationship between cost and quality. As Juran argued, it is
always necessary to support the cost estimates, in order to prevent all or part of
those resulting from excessive or unnecessary controls or by any failures.
Moreover, flexibility and adaptability of these technologies foster a real and intense
continuous improvement, more and more necessary in dynamic economic condi-
tions, as at present.

All applications allow the management to track down and solve the problems at
source, to monitor the results in real time, achieving high degrees of control and,
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consequently, driving the company towards the highest levels of quality. This is not
done in an automatic way, but through commitment for this to happen.

Changes are required in the structural organization, in order to support the flow
of information; but also in the case where such changes do not require little effort,
these are paid off by the advantages and supports offered by the use of ITs.

Process organization comes out significantly improved, thanks to the coordi-
nation and integration of the flow of activities and organizational units, along with
the ability to standardize the most monotonous and often repetitive phases. Quality
strategy allows one to balance cost leadership and differentiation at the same time.
Indeed, through PDM, companies can offer large-scale or unique and tailored
products to specific physical and functional characteristics required by the
customer.

This imparts dynamism to the concept of quality, making it less necessary to
define, and emphasizes the role of the quality of the enterprise and, moreover, of the
entire supply network. Quality becomes, from this perspective, an ever-changing
state, that overtakes the idea of continuous improvement and strengthens its
interactive dimension, facilitating a tailor-made approach in every context [50].

This is so fascinating and so unpredictable, that it is evident that this change has
to be carefully monitored; especially, it will be useful to deepen with compared case
analysis how quality dimensions are re-configuring.
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Acquihiring: A New Process
for Innovation and Organizational
Learning

Roberta Fantasia

Abstract There’s a new process, called “acqui-hiring”, that is emerging among the
largest technology companies, aiming for innovation and a stronger competitive
position. In this process, a start-up is bought not just for its assets or patents, but
above all for its human capital. In this way, acqui-hiring is becoming an alternative
strategy that aims to recruit not just based on individual talent, but on the synergy of
entire teams with proven, successful projects. This paper aims to give an academic
contribution to a better comprehension of this strategy’s success for organizations,
in fostering innovation and consolidating a competitive position. This work pre-
sents the theoretical background at the basis of the adoption of the acqui-hiring
strategy, which includes studies on organizational learning and the dynamic
capabilities. The process of acqui-hiring is also described, focusing primarily on the
post-acquisition phase, and on some key points from research being conducted on
an Italian firm.

Keywords Acqui-hiring � Innovation � Organizational learning � Knowledge
management

1 Introduction

Recently, it has become very common to read about operations of acquisition, made
by a leading tech company (think about Google, Facebook, etc.) that buy a small
business, typically at the first stage of its life cycle. Moreover, the start-up is often
not so profitable, and runs a business that is not directly related to the buyer
company’s activity. It is clear that the purpose of the operation is not to acquire a
project or an asset [11]: thereafter, what do these companies aim to accomplish?
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To solve this puzzle, we can refer to a very interesting phenomenon that recently
has gained the attention of media and managers: it is called “acqui-hiring” and
stands between an acquisition operation and a recruiting process [23].

To explain how an “aqui-hiring” operation works, let’s think about some
well-known stories, such as the acquisition of the start-up Lala by Apple. In 2009,
when we read the news on the major newspapers/magazines on the topic, Lala was
one of the most used streaming music tool and let the users play their favourite
music directly from the web. After one year from the acquisition, Apple decided to
say “so long” to Lala, in order to let the team work on a new project “closer” to
Apple itself: iCloud.

Another more recent episode is the acquisition of Loki Studios and other
start-ups by Yahoo. They were all start-ups operating in the mobile game market,
and even if Yahoo did not buy them for their products and technologies, the
company clearly stated in a twitter message, at that time: “We recently added 22
entrepreneurs to our growing mobile team”.

These and other examples show us that “acqui-hiring” can be considered as an
alternative strategy of recruiting talents, engineers, programmers, the best and
brightest minds, typically in the ICT environment. All the major operations of
start-up acquisition made in 2014, indeed, concerned firms operating in the high
tech market: Facebook acquires WhatsApp, the famous mobile messaging app;
Google buys Nest Labs, which applies the concept of the internet of things pro-
ducing software and hardware for home automation; Disney buys Maker Studios,
producers of YouTube channels’ video. These cases suggest that the phenomenon
of acqui-hiring could be considered customary for ICT firms. The fact that in some
cases the original project of the startup is discarded, in order to employ the
acqui-hired team in a new project, is a clear sign that a company acqui-hires a
start-up aiming to the quality of the team of people, beyond the profitability of their
actual project.

At this point, we could question: why does a company not hire the single talents,
in a more traditional (and less expensive) way? Wouldn’t the hiring process be
easier without buying the assets of a whole enterprise? To date, the principal
sources of information on this topic are blogs, forums, and management magazines
specializing in technology and innovation; still, these sources focus on the con-
tractual and financial aspects of acquisitions. Academic contributions are very few
and only recently the attention has been driven towards the “acqui-hiring” phe-
nomenon. The principal academic study on the topic has been conducted by Coyle
and Polsky [6], two professors working at North Carolina University, who inves-
tigated this new process from a legal point of view.

They studied the reasons behind acqui-hiring, and considered a series of criteria
(such as reputation, self-image, etc.…) as a potential explanation for why young
talent prefers being acquired over being hired more conventionally.

A very recent contribution on the topic is from Chatterji and Patro [3] from Duke
University. They describe the acqui-hiring operation as an asset orchestration tool, a
specific dynamic capability possessed by the acquirer firm aiming for renewing and
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transforming its human capital. Their work presents some descriptive statistics on
this phenomenon, with increasing trends from 2009.

In academic literature concerning dynamic capabilities, the acquisition of a
firm is often considered as one of the principal alternatives to acquiring new
resources. In these studies, it is not excluded that human capital could be one of
the assets sought after. This way, even if it’s not defined as “acqui-hiring”, this
phenomenon could be included among the group of alternative strategies used for
acquiring external resources (e.g. alliances, joint ventures, etc.). An example of
recent contributions on the topic is presented by Di Stefano et al. [12], which
studied Cisco System’s strategy of acquisition with an “organizational drivetrain”
metaphor. The human resources configuration makes an organization benefit from
knowledge flows across and within its boundaries. Ranf and Lord [32] studied
acquisitions in high-technology industries and explained that knowledge transfer
is more effective for an acquirer company if it is able to retain the key employees
from the acquired firm.

With this research in progress we aim to explain the success of acqui-hiring in
order to give a contribution to the studies of the phenomenon from an organiza-
tional point of view. In particular, this paper describes the acqui-hiring process,
offering some conceptual discussion points about its peculiar phases.

The theoretical framework related to acqui-hiring is outlined in this next section,
along with a description of the acqui-hiring process and some key points derived
from informal discussions with managers working in an Italian firm, experts in
innovation and HR management.

2 The Theoretical Background

There are many streams in Firm theory that link the acqui-hiring process to aca-
demic organizational literature.

One of the key points within strategic studies is the sustainability of the com-
petitive advantage of a firm, which derives from the ability to put in place a strategy
that is not implemented by its competitors and whose benefits are not easily
duplicable by others [2]. This does not mean that a competitive advantage is
unlimited in time, but it is interesting to observe how in Barney’s definition the
attention is driven also towards the potential duplicability of a strategy’s benefits.

The Resource Based View paradigm is the first to confirm the central importance
of resources for a firm, and in particular concerning knowledge [1, 2, 28, 29, 33, 43].
At the roots of this theory there are two key points: the sustainability of the com-
petitive advantage, as defined before, and the heterogeneity of resources [20].

With the development of the Knowledge Theory, however, knowledge has
become the critical resource for every organization. Following this view, a com-
pany is a cognitive system who generates, elaborates and spreads knowledge and
competences with continuing learning processes [4, 15, 17, 19, 25, 31, 37, 38–42].
Knowledge and competences let the firm produce a high value output, thanks to the
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conversion and the combination of the initial mix of resources. This, however,
requires [14]: the implementation of a strategy that benefits from all the key
organizational resources and competences; a smart resources consumption and the
development of the critical resources within the society. Besides the exploitation of
resources, it is important to take into consideration how to manage the existing
skill/resource gaps and create the basis for future resources, which will then be the
source and the strength of competitive advantage.

Considering what could be the trigger of an acqui-hiring strategy, the manage-
ment, on the one hand, should be able to understand what resources and skills are
necessary for implementing its strategy, which skills and competences the firm needs
to internalize or have under its control; on the other hand, the management has to find
how to use and capitalize the same resources, with respect to the context in which
they were created, processed and metabolized. In other words, the problem is how to
turn them into core competencies [34] or strategic capabilities [18] for the organi-
zation as a whole. The core competences of a firm derives from tacit knowledge, or
skills/resources that a company builds and capitalizes over time [5, 21]. The
approach used is thus process-oriented, rather than content-oriented: the imperfect
mobility, the inimitability and the non-replaceable qualities of resources which
become “core” for the enterprise must be read as the result of the dynamic properties
of the systems of knowledge (or resources in general) accumulation [5].

At this point, knowledge and competences belong to the firm as a whole and are
part of the so called “background knowledge” of the organizational system [36]; in
other words, they become independent from the single people thanks to different
processes of communication and social learning [9] that take place throughout what
we can define as a learning organization [35]. One of the most famous way to
analyze the actual mix of competences in a firm is the chain value, presented by
Porter, but also by McKinsey; they both lead to a classification on the basis of the
activities of the organization.

Another important contribution is, in evolutionary theories of organization, the
study about practices and routines [24], at an explicit and codified level of
knowledge, but also at the level of tacit knowledge, although this is unlikely to be
formalized in a systematic way. Then there are several interesting considerations on
the dynamics of the same resources, not just depending on the variable “time”
(dynamic coherence of resources, as defined by [16]). The dynamic capabilities
framework, thus, makes the assumption that core competences should be used to
improve the short term position of the organization, which is at the roots of the
concept of the sustainability of the competitive advantage in the long run.

Also, human management literature is useful for this research, concerning the
importance of establishing a human resources program, in order to translate the
objectives in a portfolio of strategic skills with well-defined qualitative and
quantitative characteristics, and to identify policies to manage and develop these
skills [7].
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On the basis of the theoretical concepts that have been discussed in this section,
in the next paragraph are described some key points, from the study of an Italian
firm, operating in the publishing sector, which has adopted the acqui-hiring strategy
to foster innovation.

3 The “Acqui-Hiring” Process: Discussion Points

As said before, “acqui-hiring” refers to an operation where a company acquires a
small firm, aiming at the quality of its people and how the team members interact
with each other as a cohesive group, who has proven cultural fit as well as technical
prowess [22].

In this section, a conceptual analysis is presented with some discussion points
about the acqui-hiring process. This preliminary consideration emerges from the
analysis of field notes and informal discussions with managers working for one of
the major Italian multimedia publishing companies, considered experts of innova-
tion and HR management.

Below is a scheme of an acqui-hiring process, following the point of view of the
larger company that decides to acqui-hire a smaller firm, with the evidence of three
main steps: scouting and targeting, acquisition and integration process (Fig. 1).

In the first stage, the key points for scouting and targeting the start-up to
acqui-hire are:

• What skills/competences are effective to the mission of the company? Which is
the organizational skills-gap to fill to improve the competitive advantage of the
firm?

• How and where can a company find the start-up with the needed competence to
acqui-hire?

Concerning the first point, we know that even in a modern society it is not so
easy to identify the core competences (as defined in the second paragraph) that are
needed by the organization. Keeping the same job descriptions could lead an
organization to discover its needs in competences and skills only when they’re
already facing a difficult/critical situation. This way, an analysis of the organiza-
tional skill-gap will help to overcome this risk.

Concerning the second point, it is possible for the company to activate a double
channel of scouting: it can contact the start-up directly, perhaps creating a unit/a

Fig. 1 The acqui-hiring process
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professional ad hoc for this task, not necessarily in the human resources area (even
if—obviously—strictly related); the same company can also be part of a network
involving start-ups, business incubators/accelerators, business angels, universities
and all the actors that help the best start-ups to growth and strengthen their position.

Another interesting point is related to the company’s dimensions. In fact, even if
at the early stage of its lifecycle, a start-up can reach a dimension that makes itself
too expensive to acquire; in these cases, there are lots of alternative forms of
collaboration and partnership that could be used.

From the news about this kind of operations, enterprises often working in the
ICT environment are involved for both the acqui-hirer and the acqui-hired. It is not
uncommon for the transfer of high tech knowledge-based resources and soft skills is
one of the major issues related to this type of acquisitions. Recent studies [32]
confirm that obtaining critical knowledge-based technologies and capabilities from
the acquired firms is one of the most critical drivers in choosing a company to
acquire.

In the phase of transition (acquisition), the process is very similar to a “tradi-
tional” acquisition of a firm. As proved within the project management studies, this
kinds of projects are structured as follows: target definition and planning, project
execution, monitoring and control of results [9].

The third and last step of the process is probably the most significant for the
success of the whole operation. The main points emerged from our interviews are:

• How much autonomy does one grant to an aqui-hired team?
• How does this team interact with the rest of the pre-existent organization?
• What happens to the start-up’s products and projects?
• How does the culture of the new team combine with that of the bigger

organization?

As said before, the integration post acquisition of an acqui-hiring operation is
particularly interesting for the tacit dimension of knowledge; this is because, unlike
a traditional policy of recruiting, acqui-hiring has not the aim to hire the individual,
but a whole team of people, already established and operating, with its practices, its
values and, more generally, its own culture. This aspect, as already explained, is
relevant to both identify the start-up to acqui-hire and for sharing/integration of
knowledge (that is not codified and standardized) after the operation.

As defined by Polanyi [30], tacit knowledge is the set of rules that an individual
considers most correct and therefore enacts when looking for a solution to a
problem in a given context. Nonaka and Takeuchi [27], from these concepts, define
the two dimensions of tacit knowledge as “technical” and “cognitive”. While the
former refers to what is usually defined as “know-how”, the cognitive dimension
includes aspects such as beliefs, cognitive frameworks and models, perceptions of
the present and future state of the organization, and how they relate to their
environment.

That’s the reason why this variable (tacit knowledge) is of crucial importance for
the target identification phase. Regarding integration post acquisition, since
knowledge is created by individuals, the organization must support creativity and
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foster an environment that works as a facilitator of the creation and sharing of tacit
knowledge, which is the basis of the cultural heritage of the whole organization [26].

The success of an acqui-hiring operation, thereafter, depends on how well the
organization is able to define and promote a virtuous cycle of knowledge sharing
and creation. The social and organizational context, in fact, should move along
three directions [9]: (1) create the right context to promote and facilitate new
knowledge; (2) promote conditions and roles to spread implicit knowledge;
(3) stimulate debate and openness to new knowledge.

In another study, [13], in order to understand whether the knowledge sharing is
dependent from certain events or is endogenous to the same organizational context,
consider the connection between sharing context and the role of each individual. If
they’re coherent with each other, the mutual exchange of knowledge is greater,
more effective and coordinated, creating a “collective basis of knowledge”.

Regarding the context as facilitator of knowledge creation and sharing, we can
also refer to Von Krogh’s research [42] about the “care” in the process of
knowledge creation. He argues, in fact, that to fully understand this process it is
necessary to understand how the participants of an organization are related with
each other, if there is a more social than individual orientation.

Nonaka and Takeuchi [27] identify some necessary conditions that make an
organizational context able to establish and consolidate dynamically over time the
process that they themselves define as “spiral of knowledge”. These conditions are:
intentionality, autonomy, fluctuation, redundancy and, finally, a minimum required
variety. Following what has been said before, the success of an acqui-hiring
operation also depends on which among these conditions are respected and why.

4 Conclusions and Next Steps

This paper studies a new strategy that companies, especially in recent times, have
used in pursuit of their innovation policies. The acqui-hiring process, halfway
between the acquisition of enterprise and hiring human resources [8], has become
one of the most used tools by companies that want to innovate and incorporate in
their knowledge capital new skills and competences [10], and consolidate their
position as market leaders. However, is it a more effective strategy than traditional
recruiting policies? Within academic literature, the acquisition of a firm as a
strategic operation to acquire new resources is not a new concept; but there seems to
be a lack of studies about this specific phenomenon, where the human capital
becomes a primary target. Some major scientific contributions are offered by two
law professors Coyle and Polsky [6], that study the cultural characteristics and the
system of funding start-ups in the Silicon Valley area, California.

To fill the gap in the academic and organizational literature, this article presents
some discussion points concerning the acqui-hiring process, derived from research
in progress conducted with one of the leading multimedia Italian firm. This article
first presented a theoretical framework to explain the phenomenon from an
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academic point of view. Then the acqui-hiring process was analyzed and dissected
into its primary actionable steps, with emphasis on the individual sections that most
succinctly characterize the entire operation including the scouting phase, where
companies identify a target for acquisition, and the integration phase
post-acquisition. While in the first phase, the main problem is to find the right
channels to acqui-hire the missing skills for the organization, within the integration
phase the creation of a social and organizational context that can facilitate creativity
and confidence between individuals is of crucial importance, and that is also
characterized by the conditions that in the literature of knowledge management are
considered as necessary to trigger a virtuous cycle of creation, sharing and capi-
talization of organizational knowledge. At a strategic level this strongly influences
the skills and the core competencies as the basis of the competitive advantage of the
company in the long run.

This paper, as said before, illustrates the first conceptual considerations of a
research in progress on the topic. The next step of the research is to go deeper in the
study of the key points here presented, in order to verify that an acqui-hiring
process is a better alternative to the traditional recruiting policies among the ICT
environment. Another interesting point that will be investigated concerns the link
between the artifact produced by the acqui-hired start-up and the choice of a target
made by the acqui-hirer: could the fact that it is digital, for example, make the
start-up a more desirable target for an acqui-hiring operation? Further research will
be also directed to the study of organizations as platforms, above all if digital
(taking into consideration the fact that acqui-hiring has been implementing pri-
marily by the big tech companies). The feature of modularity that is typical of a
platform-based system, indeed, could make an acqui-hiring operation more suitable
for a company that is structured with a nucleus of core components on the one hand,
and a set of more variable and peripheral components on the other hand. With an
acqui-hiring strategy, in fact, a firm modifies, in a dynamic perspective, both its
organizational structure and processes, influencing the presence and effectiveness of
the characteristics of the social and organizational context, in order to facilitate and
promote a virtuous cycle of knowledge sharing and creation.
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The Optimization of the HRM
at the “LSCA” in an Economy with Delay
in Modernization of Systems

Claude Chammaa

Abstract This research aims to shed light on a subject with lack of research in a
society that seems modern and open to the world, but simultaneously suffers from
perpetual political conflict making any form of modernization impossible. The
research uses Lebanon as a context; despite a very difficult economic environment
and limited financial flexibility, Lebanese companies are realizing the need to
develop their distinctive capabilities Hoftsede (Cultural Tools, Comparison coutr in,
[14]) by developing their information resources. Our research focuses on LSCA, an
insurance company leader in the Lebanese market. This paper encompasses liter-
ature review of development and adaptation of information technology to human
resource department. Furthermore, it shows contributions that may result from
implementing a new HRIS (Human Resource Information System) in a Lebanese
company issues supporting its acquirement despite the costs related, the magnitude
of change, the use of its features, and most of all its primary role of
decision-making. Finally, it concludes that local communities modernization may
be a key factor of the implementation and development of the HRIS in companies,
especially the LSCA.

Keywords Human resource management � HRIS � Optimization � ICT �
Decision-making � Implementation

1 Introduction

The Lebanese economy has been unstable during the period of internal and external
conflicts (1975–1992). Exchanges with the outside were inexistent. Later on, with
the advent of peace, promises were launched regarding the efforts of the Lebanese
state to restructure the private sector and contribute to its development. Among
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these efforts, reforms were made in the telecommunication sector. Unfortunately,
these measures have only been in effect in the past three years, which largely
affected the private sector and contributed to a decrease of foreign investment in
Lebanon.

In a world where people live in perpetual change, fundamental challenges are
extant in the traditional techniques adopted by the state. The processes did not
evolve with the increased technological development in the world. The “status quo”
adopted by the state due to the country’s economic instability hardly encourages
private businesses to adopt new technologies in order to facilitate common trans-
actions. However, this did not prevent some companies and organizations to
modernize their processes in order to communicate with the outside, especially
those that are already international firms (LSCA). This study aims to present the
role of ICT (Information and Communication Technologies) in the transformation
of the human resources department at the LSCA and understanding challenges, and
the issues of integrating an HRSI in a firm while it does not constitute a priority in
its strategy.

Several questions regarding this issue occurs:

– What major changes and benefits HRIS would bring in formalizing and stan-
dardizing activities in LSCA?

– Did the implementation of HRIS meet expectations and HRM (Human Resource
Management) goal?

– How can HRIS be a system for decision-making support for managers within
the LSCA?

– What are the purposes that would encourage HRM to acquire an HRIS in a
country where all procedures are still obsolete?

To provide answers to these questions, we intend initially to recall the main
theoretical frameworks of ICT through a literature review. We develop in a second
step the methodological approach. Then, we propose to identify the elements that
constitute the HRIS and their application in the LSCA, present the contributions of
HRIS in terms of measuring capacity, process, and procedural changes, and discuss
the results of the study based on the extent of induced change. Finally, we present
the findings and conclusion.

2 Towards a Vision of ICTs: Evolution and Role

2.1 ICTs and Their Evolution: A Literature Review

Formerly, the work was done manually and verbal or written communication was
subject to protocols and time-consuming procedures. Globalization, with the
opening of markets, required the use of communication and information tools
that have become inevitable due to their impact on the dynamics of organizations.
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ICT is the result of the combination of IT (Information Technology), technology,
Internet, and telecommunications. Karsenti and Lorentz [18] detail the evolution of
the link between IT and organization (Table 1).

2.2 The IS: ICT Derivative

According toReix [22], an information system is a set of elements put together tomeet
a certain purpose: it is a set of resources (hardware, software, data, procedures …)
to acquire, treat, store, transmit information within and between organizations. Later,
Reix et al. [23] defined the information system on several levels: individual, group,
organizational and inter-organizational. To be effective, information systems must
be used optimally by the stakeholders of the company in order to extract maximum
performance. As part of our study, we will try to explore one part of IT and its impact
on the management of human resources in particular: HRIS.

Table 1 Evolution of the link between IT and organization

Criteria 1970s 1980s 1990s 2000+

Dominance IT
production
“Mainframe”

Personal
computing
“My
computer”

Computer
network
“Communication”

Computer
integrated
“Banalization”

Type of
organization

Linear Decentralized Matrix Virtual

Management Hierarchical Delegation Local and
functional

By project

IT image Productivity Cost centers Strategic Innovation

Goals Automate Reduce costs Linking SIC
processes

Take the
“leadership”
through SIC

Keywords Enthusiasm
ignorance

Necessary,
expensive,
heavy

End user, service
centre, usability

Competitive
advantage:
differentiation and
globalization

Great ideas
for
management

Increase
productivity

Improve
reactivity

Increase
competitiveness

Winning the
“leadership”

Great ideas
for IT

Automate
tasks with
low added
value

Downsizing
externalization

Integrated
software redesign
process

“Daily strategic
computing”

Computer
scientist

Who knows Whoever costs
the
organization

That can establish
link
organization-SIC

One that can help
to generate a
competitive
advantage
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2.3 HRIS “LINK” Between HRM and ICT

Nowadays, organizational success depends mostly on the performance of HRM
[19–32]. This performance is the result of the adopted work procedures, mainly
HRIS. Interpretations of information systems are so varied that we retain those that
describes the purpose of our work. This purpose is to better understand the con-
stituent dimensions of an HRIS. Regarding the operational dimension, Tannenbaum
[29] defines HRIS as: “a system to acquire, store, manipulate, analyze, retrieve and
distribute relevant information regarding human resources of an organization”. In
this same perspective, it should complete the technical dimension presented by
Silva [27]: “The HRIS is a computerized software package that, on one hand, a
number of tasks of the different missions of the HR function and, furthermore, their
information system”. On the other hand, Tixier [31] highlights the identification of
the function of the HRIS that is “to help the HRM to identify sites of action, assess
the relevance of certain decisions, and anticipate organizational change”.

2.3.1 History and Evolving Vision of the HRIS

According to Just [17], the story of HRIS can be followed through two evolutions:
The Evolution of Human Resource Management (HRM), and the computerization
of the Human Resources (HR) function. We will focus on the evolution of human
resources management and information systems adapted by Bencheman and
Galindo [6] (Fig. 1).

Fig. 1 Evolution of human resource management and information systems
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2.3.2 HRIS and Involving Actors

By enabling better access to parameters, HRIS can improve administrative effi-
ciency through faster data processing, improved employee communications, greater
accuracy of information, lower costs and overall improvement of the human
resources productivity [5, 9, 33]. In summary, HRIS is no longer in the heart of the
HRM, but in the heart of the business because it affects and involves all actors of
society [28].

2.3.3 … A Tool at the Service of the Employees

The implementation of HRIS in HR departments has become a necessity (since the
90s). This automatically generates cost reduction of payroll [12], decreases the risk
of error, standardization of processes and tools, and increases productivity [21].
This information system allows to decentralize the HR function with features of
standardized use, easily manipulated by HR employees.

3 Methodological Approach

Our research is built on a qualitative study in the configuration of a case study [34]
considered a “privileged access to the real strategy” [24]. Different sources were
used to collect information:

– The website of the insurance company,
– External publications,
– Some other website’s publications comparing Lebanese insurance companies,
– Two interviews with the HRM,
– Three interviews with employees of the Human Resource Department.

The collection of information was done on the basis of individual interviews and
documentation over a two month period (October–December 2014). An interview
guide with the main themes was developed for this purpose. Each interview was
approximately one hour to one hour and a half and was conducted by the author.
The number of interviews was limited. However, the research objective was based
on an in-depth description of the case. Three interview guides were built (as syn-
thesized in Table 2).

Our major goal was to analyze the reasons that encourage the HRM to make such
an investment. The first interview grid (that was completely exploratory) was carried
out with HRM and two of the employees in the human resources department.

The idea was to understand the organization of the human resources department
and the different steps of implementation. The main subject was expressed without
questions, which allowed us to locate the study and prepare the interviews that
follow.
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A second and a third grid were prepared based on first interviews. At this stage,
interviews were administered to the HRM to enrich and complete understanding of
the data.

A more detailed quantitative study will be conducted with employees of the
LSCA after final adoption of the system in order to determine the impact on the
procedures and methods of work, productivity and motivation of the personnel. Our
study goes beyond the implementation of HRIS, its functionality and its impact on
human resources management in general. It concerns not only the components
already mentioned but also their application in a new context and environment: the
LSCA insurance company.

4 Implementation of HRIS in the LSCA

4.1 The LSCA, a Pioneer in Insurance Services in Lebanon

Founded in 1959, LSCA has gradually established itself in six countries with over
30 branches. It is part of Delta Near East Holding, pioneers in insurance services in
Lebanon, the Middle East, and the Gulf region [13]. The services offered involve
individuals and companies with a wide range of products covering all types of
insurance. In December 2014, the number of employees in LSCA is esteemed at
more than 250 people, which clearly reveals the future plan of an SME (Small and
Medium-sized Enterprises) wishing to internationalize.

«The aim of LSCA to expand overseas was born of a desire to cover surfaces that can meet
the group size of LSCA».

The GM of LSCA.

4.2 Factors Facilitating the Implementation of HRIS

«Well, it was time to change … not easy to manage 250 employees … Manual methods
were becoming too complicated …»

Table 2 Summary of interview grids

Interview type Theme Questions

Grid 1 Semi-structured Description, history, and organizational
context of the LSCA

Open-ended and close-ended

Grid 2 Semi-structured Extent of change Open-ended and close-ended

Grid 3 Structured Features and advantages of HRIS Close-ended
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The Director of the HR department

«The main factor is the simplification of work processes and JIT (Just In Time) required by
obtaining the ISO 9001 certification in November 2014. The necessity for the establishment
of a quality system required the computerization process and management…»

An employee in the human resources department
The major need was to implement a payroll and time management system. Later,
other options were integrated constituting the current HRIS (succession, planning,
etc.). The implementation of the system meant rethinking processes to optimize and
adapt them to new situations.

The HRIS became functional recently, in 2015. A transition period is planned
using both systems (manual and HRIS) simultaneously in order to identify differ-
ences and flaws. This system will be installed and tested at the headquarters first
time for possible future implementation in the branches and overseas.

4.3 Feature Analysis

Several maps of HR processes have been proposed by various researchers. In order
to know the structural elements of HRIS in the LSCA, a summary made by
Exbrayat et al. [10] was chosen. Based on the survey conducted by “Business and
Careers” in 2006 with 69 publishers HR solutions, they were retained in the
analysis features of HRIS, cutting into seven thematic HR (recruitment, training,
skills and knowledge, time and activities, total compensation, payroll and balanced
scorecard) in addition to the administrative management. This map was given to the
Director of Human Resources Department of LSCA who selected the exploited
features (selected in gray). The eight themes were grouped under two headings:
functions related to the administration and payroll, and those related to career
management (Table 3).

4.3.1 Decomposing Used Features

The design of functions such as planning, recruitment, selection, evaluation and
performance management, reward management, development, health and safety,
and labor-management relations [8] is supposed to provide the HRM better
opportunity to influence strategic decisions to improve organizational performance
[7, 26]. Concerning LSCA, the results of the above table show that the optimal use
of HRIS is vested mostly in payroll, total compensation and balanced scorecard
(tasks related to administration and payroll) (Table 4).
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Table 3 HR themes

Functions related to the administration and payroll
Payroll

Countries covered (minimum Lebanon) Multi-company management

Legal assistance (online or telephone) Update and automatic update, free legal and
contractual developments

Balanced scorecard

Analysis of payroll Simulation of the evolution of the wage by
incorporating demographic mass

Statistical analysis of social indicators
(absenteeism, dismissal, resignation)

Statistical analysis of time and activity

Statistical analysis of training actions Statistical analysis of recruitment

Administration tool online opinion surveys

Administrative management

Managing employee records Installation of self-service solutions

Annual declarations Monitoring of medical visits

Managing time and activities

Clocking Entering declarative time online

Decentralized management (including
validation managers) leave and absences

Time management

Managing modulation of working time Semi-automatic planning of working times
and activities

Interim Management

Global compensation

Decentralized management of variable pay Decentralized management of individual
raises

Benefits in kind management Benefits management

Management profit sharing and participation Management individualized assessment

Career management-related function
Recruitment

AutoPlay papers CV Application form

Auto entry application forms Syntax analysis of electronic CV

Behavioral assessment tests Business assessment tests

Management scoring Matching management

Candidate relationship management
(automated responses, online calendar…)

Bonuses management

Management of internal mobility Management of the “on boarding”

Management of trainees Interim Management

Training

Management of the training plans Management of tax return

Management of the “individual right to
training”

Management of professionalization
interviews

Catalog management training Online management of trainee’s enrollment

Online training platform Courses design tool

Tool design and administration of tests
(continued)
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As emphasized Reix [22], “The observation of an organization shows that its
operation is based on making various decisions in both their level (operational or
strategic) and frequency (repetitive or exceptional).” In LSCA, missing software
features make it less reliable as an effective decision-making tool (candidate
selection, compliance with values of group culture, e-HR, training needs according
to the indicators, etc.) as “… the provisioning of data as part of an IS … allows to
define uniform criteria for making different processes: recruitment, training, skills
management and trades, mobility and career management …” [2].

4.4 Conversion Phase: Major Impediment

Data conversion was seen by employees of HRM as a major impediment.
Therefore, it was necessary to reorganize all data in order to be compatible with the
system. Data processing activities were performed in Excel. This software provided
digital calculation functions, graphing and data analysis, but its scope was limited.
Work on Excel did not guarantee the accuracy, reliability and efficiency of data.

Table 3 (continued)

Skills and knowledge

Managing individual interviews Management of self-assessments

360 feedback management Behavioral assessment tests

Business assessment test Management of succession plans

Managing a referential of skills and
knowledge

Mapping of knowledge and skills

Syntax analysis of knowledge Skills and knowledge directory
(Who’s Who)

Table 4 HRIS utilization
rate

General features % Utilization

Payroll and administration

Payroll 100

Total compensation 83

Balanced scorecard 85

Administrative management 50

Career management

Time management 42.5

Recruitment 50

Skills and knowledge 40

Training 11
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The challenge remained to convert and monitor data by ensuring reliability before
final registration in the HRIS.

4.5 The HRIS in the Heart of the LSCA: Impacts
and Effects

The implementation of the system will have no adverse effect on employee job
situation (hiring or firing), especially those working in the human resources
department, but will allow them to devote more time to analysis and that developing
their skills by making them more “experts” the social issues [30]. Indeed, as
emphasized Allen and Morton [1]: “The success of technology projects depends on
Human Resources that should allow for a flexible policy:

• Participating employee in the change processes to integrate information
technology;

• Maintaining, if possible collaborators in their jobs so they can easily experiment
new ways of working” (Fig. 2).

As shown in the diagram above, the main objective for the acquisition of an
HRIS is the need to improve procedures. Once installed, the tool will help to
manage all HR processes within the LSCA. This topic will be developed in the next
section.

Fig. 2 Mapping HRIS
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5 HRIS: Strengths, Challenges and Perspectives

5.1 A Technology to Manage Internal Flows

… Four sessions of three hours were enough to convince us to implement a new HRIS.
Despite the high cost of its acquisition, developers and consultants have not had many
difficulties to convince us of the usefulness of such an operating system … We had a lot of
propositions, much cheaper, but none met our expectations …

The Director of the HR department

• Formalizing procedures: The change initiated by the introduction of a computer
system would make managers less reluctant as they are forced to comply. Thus,
managers would be less autonomous since the work would become more
formal.

• Reducing working time: All staff requests (certificates, leave, absence, delay,
etc.) are subject to a long work routine. The reduction of working time through
HRIS would make managers more available. If administrative requests stay
without reply, they would be automatically sent to a superior after 48 h. This
automated process is expected to significantly reduce conflicts since all appli-
cations do not depend on one particular person but on a whole team.

• Transparency and information flow: The majority of the staff will be able to
access information each according to his position. However, as mentioned by
Imbert [16]: “HR and HRIS should while widely disseminating information,
maintain control data and control their privacy.” As for payroll, only the CEO
(Chief Executive Officer) and CFO (Chief Financial Officer) have access to all
information concerning salaries and remuneration of the Board, while the HRM
have only access to salaries information of managers (Fig. 3).

• Contribution to Sustainable Development: The operational system would allow
LSCA to develop an internal ecology (A new conception of public interest in
Lebanon) by reducing paperwork to gain in productivity and provide an envi-
ronment free of complications. Specifically, all reports would be easily dupli-
cated which would represent a protection against losses and material destruction.

• Control: The HRIS is expected to help promote consistency between the tra-
ditional control methods and IT tools by strengthening every step of use. The
system would be instrumental in identifying “who does what” and developing
balanced scorecards for managers to review.

• Reduced risk of conflict: by the evidence that could be brought forth with each
HRIS application on change scheduled shift or work. The slightest delay in
response to a notification of an employee would give rise to an escalation to the
immediate superior of the department head.
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• Reduced error rates by securing data: The slightest error would be easily
detectable by the centralization of the main access to interfaces. Access would
be personal, secure and strictly confidential (e-safe box).

5.2 Towards a Vulnerability of Information Systems

Like any tool, HRIS have limitations. One limitation concerns the flow of infor-
mation. Over time, they become enormous in terms of data. Another limitation
concerns the overload of features. Ultimately, HRIS would overlook cultural
complexities and psycho social aspects [4] which increases its vulnerability.

6 Nature and Extent of Change

Four employees are mainly affected by the change. However, the 250 employees will
benefit from the functions of system information. Everything that was done manu-
ally would be completed in record time by reducing administrative procedures.
(Request and calculations, leave, bonus, transportation, summer schedules, etc.)

With the implementation of HRIS, directors would access all information about
their employees, starting with the morning delays. The software would

Fig. 3 Circulation of financial information
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automatically calculate the transport allowances at the end of each month and all
declarations to the tax service and social security.

6.1 Training

Employees were informed through the intranet (by email). The project plan includes
a training by department given the number of people involved. The training is
expected to take place in stages and would be provided by the human resources
department employees assisted by a delegate of the company in order to add a
formal aspect of training and avoid possible non-participation.

6.2 Probable Resistance to Change

The main source of resistance to change lies mainly in changing the system and
procedures for the delays and absences. With manual procedures, delays (less than
30 min) were allowed on presentation of proof to the direct supervisor of the
person. With the implementation of the new system, any delay would be reported to
the corresponding department of employees and the HR department. This situation
would bring more rigidity and less flexibility to work schedules.

6.3 Diagnosis and Mapping

Generally, diagnosis and mapping exercises are undertaken in the diagnostic phase
of a project to determine the most effective forward action. We chose to conduct it
during the transition phase to understand the magnitude of change in LSCA.

To complete the mapping of change, HR manager responded to 16 questions that
deal with 16 points changes. Answers to questions are expected to explore changes
[3] and rank them according to their importance (1, very important change, 2,
moderately significant change and 3, no significant change) (Table 5).

According to the answers received, the conversion rate was calculated by adding
the responses that allow to affirm the importance of change. The total is shown in
the diagram below (12/16 = 0.75) (Fig. 4).

We clearly discern a high conversion rate that represents a significant change. In
such case of major transformation, it is strongly recommended that a change
management (communication, training) would be carried through the integration
period to moderate resistance as much as possible. This step would begin with an
analysis of impacts to build a support plan for change.
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7 Conclusion

Research contribution
Originally, this article targeted the major changes that ICT would bring in for-
malizing and standardizing activities in LSCA. Our findings confirm the need to
acquire such systems in order to ease work and procedures of the HR department.
The main contribution of such system implementation would be operational

Fig. 4 Change rate

Table 5 Mapping changes

Question Answer Score

Is the current strategy changed, deleted or replaced? Replaced 1

Must the corporate culture change significantly? Yes 1

Will new jobs be created in the company? Not 3

Does the company introduce new technology? Yes 1

Will it change the existing process? Yes 1

Does the hierarchy will sustain changes? A little 2

Is there going to be creations or deletions process? Not 3

There will be shifts in the allocation of human and financial
resources?

Yes 1

Will employees have to learn new technical skills related to their job? Yes 1

Will they have to learn new management skills? Moderately 2

Will employees need to upgrade their computer skills? Yes 1

Will Employees have to change their behavior? Yes 1

Must procedures be updated or rewritten? Yes 1

Will the change affect monitoring tools and performance assessment? Yes 1

Will it affect methods of communication between employees? Yes 1

Will it affect operational activity? Yes 1
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transparency, however, not unique. Feedback from the interviews adds further
expected contributions such as reducing the time of operations, costs and contri-
bution to sustainable development.

Consequently, we can conclude that investment in HRIS would help improve the
effectiveness of simple procedures within HRM practices by formalizing them to
meeting the expectations of the Director of Human Resources. However, despite
some studies claiming that “… over-exploitation of the international HR function
would be unproductive” [4], it remains important that integrating HRIS “Today” at
LSCA may induce concerns on major missing features that could have an impact on
the modernization of procedures and general management.

This situation leads us to conclude such impacts on business responsiveness as
well as its primary role of decision support features that are primary to the future of
the business, improving productivity and employee motivation. The delay in the
modernization of systems can lead to a shift on the optimal use of information
systems among other decision support tools. This can indirectly affect the decisions
of the HR by choosing optimization HRIS that integrates advanced features for
managing new recruits (website, intranet, online selection criteria) career (skills that
can develop human capital by attending training), talent (recruitment, training,
career mobility), objectives, changes in payroll and predictive analysis. Indeed, as
stated Hussain et al. [15], HRIS have different impacts on human resources in
organizations. In addition to their role as facilitators, they hold a contributing role in
the strategic decision-making in companies. Furthermore, the establishment of a
historical database would be essential to effective career management, as it becomes
a reference for statistical analytics that could influence managerial decisions.
(Mobility, career, competency profiling, etc.)

Research limitation
One of the major limitations is the “timing” of the study. It would have been more
interesting to revisit this study after effective and widespread use of HRIS in order
to identify strengths and weaknesses of the system. Another limitation concerns the
narrow number of Lebanese companies implementing an HRIS. Further, it may be
interesting to make a comparison between 4 and 5 different systems in order to
provide use model HRIS adapted to the country’s culture. Another limitation
concerns the number of people interviewed

Research extension
After a decade of intensive deployment of IT applications, the complications in the
integration of these tools are still numerous today: 30 % of IT projects fail to
achieve [20], 66 % exceeded the initial budget, are late or do not implement the
features planned in the early stages [11]. The lack of control of outcomes as well as
insufficient ownership of the ambition of the project by its actors induce
semi-failures that ultimately represent not only a cost but also generate a loss of
confidence and motivation of employees of the business.

Within these results, where is the HRIS project the LSCA and what will be its
future? Could we say that the implementation of an HRIS at LSCA is an asset to
improve its performance and the involvement of its employees [28]? And, if, by

The Optimization of the HRM at the “LSCA” … 229



optimizing HRIS, profile concepts and experiences could be replaced by those of
skill [25]? Since the causes of failure could be multiple, could a lack of communi-
cation, non-adherence, and non-understanding of the project be determining reasons
for project failure? In response to all these questions, it would be interesting to
analyze the post-implementation conditions by an empirical study among employees
of LSCA to better understand their behavior in relation to change (proactive or
passive opponents), adaptation, and the motivation to use new methods and tools.
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The Brand Website as a Means
of Reviving Memories and Imaginary

Imed Ben Nasr, Lisa Thomas, Jean François Trinquecoste
and Ibtissame Abaidi

Abstract The paper explores mental imagery in the consumer online website
navigation experience. We examine contributions of experienced mental images on
the consumer’s post-visit in influencing e-satisfaction and attitude. Combining
qualitative and quantitative attributes of mental imagery as influencers of con-
sumers’ e-satisfaction and brand attitude we gauge the relative importance of these
attributes and illustrate the role of website imageability and consumer familiarity
with the brand in influencing consumer mental imagery. With limited prior research
in the domain, we contribute to the literature particularly concerning the role played
by qualitative aspects of mental imagery in the consumer online experience. Our
conceptual model is validated with a quantitative survey methodology using con-
firmatory factor analysis. Results reveal the preeminent role of website imageability
and consumer website familiarity in conditioning all quantitative attributes of
mental imagery and selected qualitative attributes generated by the website-visit.
Our discussion affords implications both for research and practice.
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1 Introduction

This study explores the role of mental imagery processing for the consumer website
visit experience. It aims to respond to the following questions: Firstly, what is the
psychological process that underlies the experience of mental imagery during the
brand-website-visit? Secondly, what are the relative contributions of the experi-
enced mental images on the consumer’s post-visit in influencing e-satisfaction and
attitude? (E-satisfaction refers here to the consumer’s affective condition that results
from his global evaluation of the brand website [5], and attitude as the consumer’s
location on the affective dimension vis-à-vis the brand of the website [5]). Finally,
the study assesses the role of website imageability and consumer familiarity as
contextual constructs in influencing consumer mental imagery.

From a review of the literature in the domain of marketing, it is found that the
experiential approach (which is phenomenological in spirit and regards consump-
tion as a primarily subjective state of consciousness with a variety of symbolic
meanings, hedonic responses and aesthetic criteria [19]) criticizes the iniquitousness
and the partiality of the information processing perspective [which regards the
consumer as a logical thinker who solves problems to make purchasing decisions].
Research within the information processing perspective stresses only discursive
processing and ignores imagery processing. Consequently, many phenomena of
consumer psychology and consumption are neglected [19]. However, the experi-
ential approach emphasizes the polymorphic nature of the consumption experience
with its focus on functional and experiential dimensions. As such, this perspective
brings to the fore imagery processing as the main means of the subjective consumer
experience, for example; enjoyment, escapism, memories and imaginary.

However, the value of the experiential approach to an understanding of mental
imagery is less evident in studies in the context of consumer online experiences.
Consequently, the role of mental imagery in the consumer experience of online
navigation of e-commerce websites and branding appears insufficiently studied [27].

In an attempt to extend the literature, we explore the psychological process that
underlies the experience of mental imagery during the brand-website visit. We draw
on extant literature which emphasizes the role of mental imagery and explore this
role in the consumer online experience. We present and empirically test our con-
ceptual model within the current quantitative study. We follow with a discussion of
our results and presentation of the implications of our study for theory and practice.

2 Theoretical Background

Mental images, as a psychological phenomenon, have instigated the interest of
psychologists from the early 19th century. Researchers such as Betts [2] evidenced
this interest. The role of mental images was also emphasized with the rise of
cognitive science and the growing need to understand the dual-task processing of
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individuals. In this context, authors including Sheehan [26], Paivio [25] and
Childers and Houston [12] differentiate two approaches to information processing:
discursive processing and imagery processing.

The difference between discursive and imagery processing is based on the way a
person represents perceived stimuli in their mind. Generally, in discursive pro-
cessing, stimuli are represented by words and numbers and in imagery processing,
perceived stimuli are represented as multi-sensorial information (visual, auditory,
tactile, olfactory or even kinesthetic) commonly named mental images. Imagery
processing is defined as “a process by which sensory information is represented in
working memory” [22, p. 473].

This multisensory information processing is materialized in the consumer’s mind
through mental images that are different in their characteristics such as their
quantity, vividness, valence, elaboration, content and, sensorial modality. Within
the literature, the attribute of quantity refers to the number of mental images that a
person experiences when faced with a stimulus while vividness, valence, elabora-
tion, content and sensorial modality refer to the quality of these mental images.
Table 1 illustrates definitions and key research conducted in this respect.

The role of mental imagery in the consumption experience was first introduced
by Holbrook and Hirschman [19] who discussed the relevance of mental images as
a core component of the customer’s experience. The authors consider mental
imagery as a conscious and intuitive elaboration process, supporting the experience
of subjective cognitive and affective reactions during the consumption experience.
These reactions are represented in the consumers’ mind by mental images that refer
to the memories and the images activated by stimuli during the experience.
Holbrook and Hirschman [19] ascertain that manipulating the attributes of mental
images represents a means of enhancing the consumer experience. This position is
also shared by Bourgeon and Filser [8] who argue that mental images play a key
role in improving the consumer experience in the form of theatrical representation.
Their results evidence the role of mental imagery [and the related mental images] in
rendering the influences of for example, a plays’ scenario and related feelings on the
experienced perceived values.

Table 1 Definitions and key studies in the domain of attributes of mental images

Attributes Definition References

Quantity The number of images that comes to the consumer’s mind while
processing information

[14, 25]

Vividness The clarity with which the individual experiences an image [7, 29]

Valence The individual’s interpretation of the emotional meaning
attached to concrete memories

[9, 24]

Elaboration The extent to which information in working memory is
integrated with prior knowledge structures

[4, 27]

Modality The sensory nature—visually, auditory, gustatory, olfactory
and/or tactility—of the mental images

[24]

Content Mental representations of the mental images [17]
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Within advertising research, mental images are also widely studied [1, 6, 10, 28].
Authors suggest that mental images mediate the influences of the advertisement on
consumer cognition, affect and attitude. Babin et al. [4], Burns et al. [10] and
Helme-Guizon [17], for example, present the influences of the mental images’
attributes on the consumer reactions to the advertisements. However, their results
differ as concerns the dimensions involved in this process. For example, for print
advertisements, Babin et al. [4] and Burns et al. [10] show that the elaboration of
mental images positively influences the consumer’s attitude toward the advertise-
ment, the brand and purchase intentions. Helme-Guizon [17], however, puts for-
ward that only the valence of perceived mental images influences the consumer
attitudes. Within the context of radio advertising, Bone and Ellen [7] conclude that
only the quantity of the mental images plays a key role in impacting the consumer
attitudes toward the advertisement and the brand.

Dissimilarities within these results could be explained by the difference in the
attributes of the stimuli used in these studies, in particular their imageability and
their concreteness. This point is emphasized from the results of Bolls’ study [6]
which highlights the key role of the advertisement’s imageability in enhancing the
experience of mental images. The Bolls’ [6] results indicate that listening to
high-imagery radio advertisements engages visual cognitive resources and thus,
enhances the attributes of the perceived mental images. For Walters et al. [28],
concreteness of the pictures and the words contained in the advertisement also
conditions the experience of mental images, in particular their elaboration and
quality. These results suggest that combining instructions to imagine with concrete
pictures is the most effective advertising strategy based on mental images.

Moreover, in the context of Internet marketing, the role of mental imagery as a
core component of the consumer online experience is stressed by many authors
[16, 18, 20, 23, 27]. Hoffman and Novak [18], building on [19] study, suggest that
mental imagery represents a core attribute of recreational online behavior. This idea
is somewhat shared by Mathwick et al. [23] and Schlosser [27] who consider
imagery processing as the experiential facet of the consumer’s online experience.
Mathwick et al. [23], for example, point out that the experience of mental imagery
during the website visit enhances the sensory responses of the consumer and the
experienced hedonic values. Additionally, Schlosser [27] demonstrates that imagery
processing underlines the mental representations the consumer experiences when
manipulating virtually a product and that these mental images, through their
vividness, condition the consumer’s attitude toward the brand and subsequent
purchase intentions.

A review of the marketing literature further reveals that despite consensus
concerning the relevance of imagery processing in creating value within the con-
sumer experience, dissimilar results were found concerning the contributions of the
dimensions of mental images in this process. Indeed, studies, such as Bone and
Ellen’s [7], emphasize the relevance of the quantity of mental images in influencing
consumer satisfaction and attitude whereas others, like [3] and [10], underscore the
key role of the quality of the attributes of mental images; vividness, valence and/or
elaboration, in this process.
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Additionally, when considering the role of each of the qualitative attributes of
mental images in consumer satisfaction and attitude, studies reveal differing find-
ings. Babin and Burns [3], for example, presents valence as the unique dimension of
mental images that influences consumer reactions while [17], Schlosser [27] and
Lebel et al. [20] state that elaboration of mental images significantly conditions
consumer’s reactions.

Consequently, this study aims to explore the contribution of both the mental
images’ quantitative and qualitative attributes as part of the consumers’ website
navigation experience. This allows the analysis of the specific influences of both
quantitative and qualitative attributes in consumer e-satisfaction and attitude toward
the promoted brand.

To set our study in context in order to analyse experienced mental images we
need to underline factors that condition the process of mental imagery. The liter-
ature identifies several conditioning factors leading to experienced mental images.
These factors are: the interactivity of the picture, the concreteness and the
abstractness of the stimulus, the instruction to imagine, familiarity with the stimulus
and the imageability of the stimulus [4, 13]. For the purpose of the current study, we
focus on these two latter factors.

The imageability of the stimulus was first introduced by [25] who reveal that
stimuli vary in their capability to evoke mental images. Hence, the imageability of
the stimulus is defined as the ability of a stimulus to stimulate mental images
quickly and spontaneously in the consumers’ mind. This idea is supported in the
marketing literature by Burns et al. [10] and Babin et al. [4] who confirm that
imageability of print and radio advertisements condition the vivacity of the mental
images and the consumer attitude toward the brand. Bolls [6] further explains this
arguing that listening to high-imagery radio advertisements engages visual cogni-
tive resources suitable for the experience of mental images that in turn influence the
consumer’s attitude toward the brand.

In the context of website design, the orientation of the website to dominantly
pictorial or verbal content could impact the experience of mental images during the
website visit [21]. The results of Lee and Gretzel’s experiment, for example, put
forward the preeminent role of the websites’ pictures in impacting the quantity and
the modality of the experienced mental images and the resulting consumer attitude
toward the website.

Moreover, the role of familiarity with the stimulus in mental imagery processing
can be discussed by contending that imagery processing requires some prior
knowledge with the stimulus. Babin Burns and Biswas [4] comment that “the more
familiar one is with the stimulus object, the richer is the base from which images
will spring”. This idea was taken up by Danaher et al. [13] who argue that the
consumer experiences greater efficiency in their website browsing as experience is
gained with the website; ability to review more pages within the same time span and
reduction in the time spent per viewed page. Indeed, when the consumer is familiar
with the website, they don’t need to use discursive processing. As such, imagery
processing predominates and results in well scored mental images. We present our
conceptual model in what follows.
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3 Conceptual Model

In our quest to understand the psychological process that forms the basis of expe-
rience of mental imagery during a brand-website visit, our review of the literature
reveals that imagery processing is the means through which the stimuli of the brand
website enhance the consumer online experience and thus, impact e-satisfaction and
attitude [5, 20, 27]. More explicitly, when consumers visit a brand website, their
perception of the website execution attributes (design, colours, interactivity,
usability) and content creates mental images in their mind that are foremost very
personal and intimately related to their past experiences and imagination.
Additionally, these mental images are very specific in their quantity—indicated
through the number of perceived mental images—and their qualities—represented
by the vividness, the valence and the elaboration of these mental images.

Based on our review of the literature, we aim to assess the relative influence of
the quantitative and qualitative aspects of the online experienced mental images in
the consumers’ e-satisfaction and attitude. We then explore the role of consumers’
familiarity with the website and website imageability as contextual constructs
which have a potential influence on consumers’ mental imagery. Figure 1 represents
our conceptual model. We present our hypotheses in what follows.

3.1 Mental Imagery

Core to our conceptual model is mental imagery. Previous research suggests that the
quantity attribute of mental images has a positive influence on consumer
e-satisfaction where importantly, it is the number of mental images the consumer
experiences which leads to greater e-satisfaction (considered as the consumer’s
affective condition that results from a global evaluation of the brand website) [23].
However, simply experiencing numerous mental images doesn’t necessarily equate
with good quality mental images [4]. In addition, experience in terms of vividness,
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valence and elaboration are revealed as important [4, 7, 29]. Nevertheless, we
propose that the number of experienced mental images influences consumer
e-satisfaction, yet, in addition we propose that this is less important than the con-
tribution of quality attributes [14]. Thus:

• Hypothesis 1: Quality attributes of mental images in terms of vividness, valence
and elaboration experienced by consumers when they visit the brand website
have a stronger impact on their e-satisfaction than quantity attributes.

Concerning consumers attitude toward the brand [defined as the consumer’s
location on the affective dimension vis-à-vis the brand] resulting from a website visit,
we propose that, the qualitative aspects of the mental images represent a kind of
“fictitious experience” of the brand that provides the consumer with new knowledge
about the brand and product. This is due to the sensorial, emotional and symbolic
properties of these qualitative attributes. More explicitly, good quality mental images
(vivid, clear, elaborated and good valence) arouse in the consumers’ mind fictitious
scenario of product usage that are sources of subjective knowledge and feelings [27].
These elements would condition the consumer’s perception and attitude toward the
brand. Thus, they would be a relevant means—more than the quantitative attribute of
mental images—in influencing the consumers’ attitude toward the brand. This is in
line with MacInnis and Prices’ [22] and Holbrook and Hirschmans’ [19] argument
that the more the mental images evoked by the website visit are integrated in the
consumer’s knowledge structure, the more important they influence attitude toward
the brand. In other words, the more elaborated the experienced mental images, the
greater their impact on consumer attitude toward the brand. Hence:

• Hypothesis 2: The quality attributes of the mental images (vividness, valence
and elaboration) experienced by consumers during a brand-website-visit have a
stronger impact on the consumer’s attitude toward the brand than the quantity
attribute.

3.2 Familiarity with the Website

According to the literature review, familiarity with the website conditions the
consumers’ website visit and the related imagery processing. Therefore, from a
psychological perspective, a consumer familiar with a website is prone to immer-
sion in the website visit and adopts good quality imagery processing i.e. vivid,
elaborated and with positive valence—and quantity i.e.—numerous—mental ima-
ges. The construct of familiarity with the website therefore has a related influence
on the consumers’ mental imagery. Thus we propose:

• Hypothesis 3: Consumers familiarity with the website enhances the quantity, the
vividness, the valence and the elaboration of the mental images experienced
during website visit.
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3.3 Website Imageability

Website imageability is a further contextual construct within our conceptual model
that has the potential to influence the consumer’s mental imagery. Exploring the
role of website imageability provides the opportunity to assert the notion of it being
a reliable means of materialization and quantification of the websites’ ability to
evoke mental images in the visitors’ mind. The technical and aesthetic aspects of
the website and its content are found to play a key role in the consumer’s mental
imagery experience by conditioning the characteristics of the perceived mental
images [21]. In reference to [10] and Lee and Gretzel [21], the imageability of the
website should play a key role in the influence of the attributes of the mental images
experienced by the consumers during their website visit. Thus:

• Hypothesis 4: Website imageability has a positive influence on the quantity and
the quality—vividness, valence and elaboration—of the mental images evoked
in the consumers’ mind during the website visit.

4 Methodology

We empirically test our hypotheses by employing a quantitative research
methodology. Our respondents included one hundred and ninety-six undergraduate
business students. The study was conducted in a classroom setting where the
subjects were randomly assigned to one of two example cases of car-brand-websites
(BMW, Audi).

The choice of product category within one single industry (automotive industry)
allows the control of potential variability of influences from product category dif-
ferences—such as consumer involvement, knowledge, engagement and/or attitude
toward the product category—on consumer responses. Whilst acknowledging that a
single product category may limit the external validity and the generalizability of
the findings, it is felt that such an approach helps prevent possible moderation
effects of the product’s category and/or the brands’ characteristics on the results.

Potential limitations may be levelled at our choice of sampling frame; the student
population. However, we justify our choice by arguing that the student population
has the same attitudes and usages of the Internet as non-students and therefore
represents a homogeneous population for use in studies of Internet usage. During
the study, the subjects were first provided with a hardcopy of the questionnaire.
They were instructed to respond to questions on their familiarity with the respective
case brand. They were then asked to visit the website of their respective case brand
[for ten minutes at least]. This was followed by their completing the rest of the
questionnaire in hardcopy.

The measures used in our questionnaire to study the constructs within our
conceptual model are adapted from existing scales (Table 2 for details).
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In order to test the reliability of the measures, EFA and CFA were conducted.
The results of confirmatory analysis confirm the good fit of the factorial structures
of mental images measure scale (NNFI = 0.978; CFI = 0.992; RMSEA = 0.055),
e-satisfaction scale (NNFI = 0.989; CFI = 0.996; RMSEA = 0.055) and attitude
toward brand scale (NNFI = 1.010; CFI = 1.000; RMSEA = 0.000) to empirical
data. All the measures scale items present absolute, comparison and incremental fit
indices superior to 0.9 [11, 15] (Table 2). Moreover, the scores of SRMR and
RMSEA indicate the absence of approximation and estimation errors for the cited
structural factors. The results of the Levene test show no significant differences
between the variances of the two sub-samples according to the studied brand,
highlighting that the data can be used to analyse the causal model. Additionally,
structural equation modelling is used to examine the adjustment of the proposed
model and to test the hypothesized relationships between the constructs.

5 Results and Discussion

The goodness-of-fit indices indicate a good fit of the sample data to the research
model (Table 3). All the calculated indices respect the recommended fit criteria
[11, 15]. For example, the scores of the NNFI (0.966) and the CFI (0.973) were
consistent in suggesting that the hypothesized model represented an adequate fit to
the data. The RMSEA (0.047) (<0.05) and the related confidence interval ranging
from 0.032 to 0.061 indicates a good degree of precision of the RMSEA—and
confirm the idea that the hypothesized model fits the data well.

Table 2 References and CFA results of the measures

Measure scales References Reliability
Joreskog’s
Rho

Explained
variance (%)

CFA fit indexes

Mental images
(8 items)

[4] 0.96 92.49 NNFI = 0.978;
CFI = 0.992;
RMSEA = 0.055

Familiarity with the
website (3 items)

[24] 0.94 91.75 –

Website
imageability
(2 items)

[25] 0.94 93.99 –

E-satisfaction
(4 items)

[21, 27] 0.85 69.08 NNFI = 0.989;
CFI = 0.996;
RMSEA = 0.055

Brand attitude
(4 items)

[5, 20] 0.95 87.85 NNFI = 1.010;
CFI = 1000;
RMSEA = 0.000

–Not calculated because of the limited number of items
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The testing of the hypotheses illustrates the nature of the relationship that exist
between the characteristics of the mental images and the consumer’s e-satisfaction
(Table 3). They show that all the qualitative characteristics of the mental images
impact significantly consumer e-satisfaction and that the quantity of these mental
images doesn’t play a relevant role in this process. This result, confirming H1, is
contrary to the findings of Bone and Ellen [7] who suggest that quantity of mental
image is the most important attribute of the mental imagery process. However,
clarity of the mental images, their emotional tone and the extent to which they are
integrated with the consumer’s prior knowledge structures—represented here by
their vividness, their valence and their elaboration respectively—appear to be the
elements that play a key role in conditioning the consumer’s e-satisfaction.
Additionally, referring to the standard coefficients, valence of mental images seems
to be the attribute that contributes the most in this process (βstd = 0.599). These
findings support those of Babin and Burns [3] and Schlosser [27] who report that
the emotional tone of the mental images represents the main contributor to con-
sumer satisfaction. Furthermore, these results indicate that emotional reactions
could, to some extent, mediate the relationship between the perceived mental
images and the consumer’s e-satisfaction. This is in line with authors such as
Holbrook and Hirschman [19] and Mathwick et al. [23] for example, who
emphasize the preeminent role of imagery processing and the resulting mental
images being the key route to materializing the experiential and emotional aspects
of the consumers’ [online and offline] experiences.

Concerning the influences of the attributes of the mental images on the attitude
toward the brand, our results partially confirm H2. More specifically, the results
indicate that only the elaboration of the mental images significantly impacts the
consumer’s attitude (βstd = 0.196, t = 2.309). This suggests that the more the mental
images evoked by the website visit are elaborated, in terms of memories and
imaginary, the more important their influence on the consumer’s attitude toward the
brand. In other words, the experience of mental images, in terms of their level of
integration within the consumers’ knowledge structure, promotes a gradual influ-
ence on the consumers’ attitude toward the brand such that the more the experi-
enced mental images are integrated within consumers’ memories and imagination,
i.e. long-term memory and subconscious, the more they impact consumer attitude.
Indeed, mental images related to memories require an activation of the long term
memory and a subsequent effort in retrieving past experiences and memories.
Consequently, mental images stimulate the consumer’s subconscious and allow
fantasies and repressed desires to emerge and to materialize within imagined scenes
involving the brand. Consequently, the resulting mental images are very personal
and intimate and thus, their influences on the consumer’s attitude toward the brand
are likely to be significant. Furthermore, our results illustrate the valence of the
mental images is significantly related to consumer familiarity with the website
(βstd = 0.366, t = 2.688), albeit partially, therefore confirming hypothesis H3.
Hence, the consumer who is familiar with the website—and thus has already a
knowledge structure related to this website—experiences intense and emotionally
charged mental images compared to a consumer who is unfamiliar with the website.
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They will likely experience enjoyable, entertaining and valuable mental images.
Contrariwise, a consumer unfamiliar with the website will have more difficulty in
experiencing pleasant and attractive mental images, because of the prior cognitive
load experienced through the exploration and the processing of the website’s
stimuli and content. Indeed, a consumer who is unfamiliar with the website will
adopt discursive processing to elaborate the stimuli and the content of the website; a
mode of processing that is not opportune to the experience of mental images as
stated by MacInnis and Price [22]. Therefore, as noted by Babin et al. [4], prior
knowledge of the website could be considered as a prerequisite to experiencing
intense and emotionally charged mental images.

The results reveal that H4 is supported i.e. ‘website imageability’ is relevant to
use in materializing and quantifying how the website arouses mental imagery pro-
cessing in the consumers mind. The imageability of the website represents to a
degree, a reliable quantification of the imagery properties of the website. This finding
corroborates Paivio’s study [25] as concerns the relevancy of the general notion of
stimulus imageability to summarize the imagery abilities of a stimulus. This idea has
been successfully evidenced by marketing researchers in their attempts to quantify
the abilities of an advertisement to evoke mental images [10, 17].

6 Implications for Research and Practice

The results of this research bring to the fore the role of mental images’ attributes in
influencing the consumer’s online satisfaction and attitude toward the brand. For
website managers, such findings point to the need to distinguish between consumers
based on their website familiarity and therefore their ability to process the content
and components of the website. This underlines the relevance of developing an
online strategy which manages and displays website content according to consumer
familiarity and prior experiences with the website.

Additionally, for the brand manager, the results highlight the relevance of a
website communication strategy based on mental imagery as an alternative to
information based websites/webpages in creating value within the consumer’s
online experience and thereby improving brand perception and attitude. More
specifically, the results stress the need for such managers’ to consider the attributes
of the mental images that fit the brand’s image and positioning and to define how to
stimulate them in the consumers’ mind. From this perspective, to consider simul-
taneously the website’s characteristics (i.e. content, design, usability), its image-
ability properties and their links with the brand image’s attributes is beneficial in
establishing a coherent and valuable online communication strategy based on
mental imagery stimulation.

Our study is not without its limitations some of which have been briefly men-
tioned above. Conceptual limitations concern the need to take into consideration
variables reflecting consumer psychological characteristics and consumers’ prior
relationships with the brand and the website. However, in terms of future research
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in the domain, studies that attempt to ascertain the properties that underlie the
specific relationships between the execution and content elements of the website
could be insightful. For example, research might explore a website’s usability,
interactivity, design, text and images and their relationship with its imageability.
This will help to determine the nature of the link between the attributes of the
website and its imageability. Also, such an approach could reveal the components
of the website that may represent leverage for enhancing the mental imagery
experience of the consumer and their subsequent reactions vis a vis the website and
the brand. Furthermore, future research might be conducted so as to include
additional constructs within the conceptual model. For example, constructs which
might enhance the consumer’s experience of mental imagery might be considered,
including content characteristics of the website, aesthetics, interactivity and
usability.

Finally, these results mean that emotional reactions could, to some extent,
mediate the relationship between the perceived mental images and the consumer’s
e-satisfaction. This idea, whilst finding support in the existing marketing literature
[10], merits further study in the context of online consumer behavior.
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Location Privacy Apprehensions
in Location-Based Services Among
Literate and Semi-literate Users
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Abstract Personalized services provided by Location Based Services (LBS) are
becoming increasingly prevalent to the large population of semi-literate users living
in emerging economies due to the low costs and ubiquity. However, usage of LBS
is still threatened by location privacy threats as it keeps track of the individuals’
location. Studies typically only addressed how to mitigate location privacy appre-
hensions for the literate users and not the semi-literate users. To fill that gap and
better understand location privacy apprehensions among different communities, this
study draws upon theories of Restrict Access/Limited Control and Familiarity to
identify the antecedents of location privacy apprehensions related to personalized
services provided by LBS and user literacy. The proposed research model is
empirically tested in a laboratory experiment. The findings show that the different
types of LBS do affect the degree of location privacy apprehensions between the
literate and semi-literate users. Implications for enhancing usage intentions and
mitigating location privacy apprehensions for different types of mobile applications
are discussed.
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1 Introduction

Usage of low cost smartphone has become prevalent in the developing countries
through “technological leapfrogging” [17]. Smartphones are equipped with cellular
triangulation and Global Positioning System (GPS) technologies. Developers
leveraged on such technologies to obtain user’s location so that they can provide
personalized services [15]. These applications are known as Location Based
Services (LBS). Such applications may be very popular in developed countries
around the world but it may not be the case in developing countries, as the
semi-literate users do not wish to reveal their information to anyone else. For
example, Srinivasan [19] observed that some farmers were reluctant to use the kiosk
service because they do not want to release any personal information to the oper-
ator. The farmers required assistance from operators as they do not know how to
use the computer. Carolyn and Beth [2] has conducted another study in Uzbekistan
and found out that people generally minimize mobile phone usage in public areas
where another party can see the things that they are doing.

Such apprehensions often arise due to location privacy, which denotes the
“ability to prevent other authorized parties from learning ones’ current or past
location” [11]. While it may be important for developers to leverage on users’
location information to provide personalized information for an individual [3],
users’ might be subjected to location privacy threats [5, 6, 9, 23, 26]. According to
Ling [11], location privacy threats are “risks that an adversary can obtain unau-
thorized access to raw location data, derived or computed location information by
locating a transmitting device, hijacking the location transmission channel and
identifying the subject (person) using the device”. For example, it can be used to
stalk the whereabouts of an individual, which may lead to physical harm.

Ling [11] has identified two kinds of location privacy conceived by LBS namely
the personal subscriber privacy and the corporate-enterprise level privacy. In order
for a corporate-enterprise level privacy to take place, every employee must be
willing to reveal their information to their company which might not be a case
among the semi-literate users. Studies have shown that semi-literate users living in
the developing countries are having apprehensions over releasing their location
information [20]. Existing privacy literature typically target at the literate users to
explain the impact of control on individuals’ location privacy apprehensions.

Motivated by the differences between a literate and a semi-literate user as well as
the different kinds of LBS on apprehensions for location privacy, our study aims to
answer the following questions:

1. What are the impacts of literacy on location privacy apprehensions?
2. Are location privacy apprehensions related to usage intention?
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2 Literature Review

2.1 Literate/Semi-literate Users

Defining literacy can be very problematic as it varies from context to context. It can
be generally defined as “the ability to read, write, communicate and comprehend”.
A literate user is one who “reads and writes easily” and a semi-literate user is one
who “reads and writes with difficulty” [21]. Hence, education level is one dimen-
sion that separates a literate user from a semi-literate user. Studies have shown that
individuals with higher education level have more apprehensions over location
privacy than individuals with lower education level [18].

Literacy in the context of information communication technology (ICT) is the
“knowledge and ability to use ICT”. Knowledge and ability to use ICT is another
dimension that differentiates a literate user from a semi-literate user. Literate users
are users who can use ICT efficiently. A Semi-literate user is one who has minimal
skills with ICT [13].

The familiarity viewpoint is a useful theoretical lens for comprehending the
moderating effects of users’ expertise on the relationship between the personal
subscriber level privacy/corporate-enterprise level privacy and individuals’ appre-
hensions for location privacy. Familiarity is being defined as the individuals’
acquaintance of each other with reference to previous interactions, experience and
learning of the “what, who, how and when of what is happening” [8]. Therefore,
individuals’ familiarity with LBS comes with the direct experience of receiving
information from LBS. Familiarity eases the uncertainty of an expectation through a
better acquaintance of the individuals’ experiences with location privacy [12, 24].

Adhering to the lens of familiarity, a literate user will experience a stronger
apprehension for location privacy than a semi-literate user if he/she has been
exposed to location privacy threats while using mobile applications. On the other
hand, a literate user will have a lesser apprehension for location privacy than a
semi-literate user if he/she has never been exposed to location privacy threats [18,
25]. With greater acquaintance regarding location privacy threats, the literate users
will have a greater apprehension for location privacy. Hence, we hypothesize:

• H1: Literate users will have experience greater apprehension for location pri-
vacy as compared to the semi-literate users.

2.2 Restricted Access/Limited Control Theory

The Restricted Access/Limited Control (RALC) theory is built upon three com-
ponents namely concept of privacy, justification of privacy and management of
privacy [10, 14].
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Moor [14] has defined the concept of privacy as “An individual or group has
privacy in a situation if and only if in that situation, the individual or group or
information related to the individual or group is protected from intrusion, obser-
vation and surveillance by others.” Two categories of private situations can be:
naturally private and informatively private. Naturally private situations are situa-
tions where individuals are being protected from intrusion or information gathering
naturally. In this case, a loss of natural privacy is not an invasion of privacy.
However, in the case of informatively private situation, an individual is legally and
morally protected. This implies that intruding or gathering information about the
individual is morally or legally prohibited.

Control of information is an important aspect in the justification and manage-
ment of privacy. Justification of privacy is the capability of an individual to decide
what benefits to seek and what harms need to be avoided. The management of
privacy is done through three ways namely choice, consent and correction. Privacy
can be controlled by deciding the situation that gives an individual the desired level
of access ranging from total privacy to unabashed publicity. This implies that
privacy can be chosen. For instance, an individual can choose to minimize the
usage of their mobile phones in public areas if they do not want others to know
about their lifestyle. Privacy can also be managed by control through consent.
Individuals have the right to restrict or allow access of their location information by
third party. Consent is a way of control that manages privacy and justifies what will
be an invasion of privacy. Correction of personal information is another manner to
manage privacy. It is a means for an individual to control their personal information
and suggests a precaution against keeping unsafe inaccurate information that is
collected.

Adhering to RALC, we first have to decide if the individuals’ location should be
granted normative protection. If the individuals are conceiving the personal sub-
scriber privacy, the individuals has been given the liability to opt out of the LBS
services. Hence, such situation should be regarded as naturally private situation. In
such circumstances, an individual who prefers to have control over their informa-
tion instead of enjoying the personalized services provided by LBS, will opt out of
LBS and not use them.

On the other hand, if the individual is conceiving the corporate enterprise level
privacy, the enterprise is liable for controlling individuals’ location information.
However, if the enterprise did not incorporate good privacy protection measures,
there is still a tendency that individuals’ location will be lost. Therefore, individual
will have apprehensions over how the organization protects their location infor-
mation. The individual might not corporate with the enterprise to use the services if
the individual feels that the enterprise cannot protect their privacy.

Hence, we hypothesize:

• H2: Apprehensions for location privacy will not lead to usage than without.
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3 Methodology

3.1 Research Design

To test the hypotheses, we conducted a laboratory experiment with 250 subjects.
It was designed with a 2 (personal subscriber level privacy/corporate-enterprise
level privacy) by 2 (literate/semi-literate) factorial design. A mobile agricultural
application prototype running on the Android platform was developed for the
experiment.

3.2 Prototypes of Mobile Application

The application used to conduct this experiment was built using the native Android
platform. We simulated an environment that is similar to the actual usage by
embedding network connectivity and GPS on the device. This application works on
a client-server architecture where the mobile application takes in input from the user
and sent it back to the server. The web application that resides on the server
processed the request and stored the information into the database.

3.3 Participants

There were a total of 250 literate and semi-literate participants in this experiment.
The literate users were undergraduate students in a large university. The
semi-literate users were farmers in their home country with an education level of up
to high school. Participants were determined if they belong to the literate or
semi-literate group though a survey. The survey includes questions to check if they
show apprehensions about location privacy. Participants who did not fall into the
literate or semi-literate group were removed from the statistical analysis.
Participants who did not have any apprehensions for location privacy were also
removed. Examples of participants who were removed were farmers who had low
level of qualification but they have a high amount of experience with mobile
phones. Another example was students who indicated that they did not show any
apprehensions about location privacy and had little prior experience with mobile
phones. The final sample size included in the statistical analysis was 95 literate and
95 semi-literate users. The demographics of the participants were shown in Table 1.
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4 Procedures and Tasks

The participants were required to complete a survey at the start of each session. The
questions in this survey include questions about their demographics, apprehensions
about location privacy, experience with mobile phones and mobile applications.
Participants were asked take the role of a farmer. As a farmer, the participants
registered for an account using their phone number, password and the crop that they
grow in the farm.

Participants who belong to the group that experience a personal subscriber level
privacy was required to initiate a request for the latest alert that is being send by the
other nearby participants. Upon initiating the request, personalized advice on how to
manage their crop were given. Participants who belong to the group that experience a
corporate-enterprise level privacy will automatically receive a notification whenever
other participants in the nearby location have triggered an alert. Personalized advice
on how to manage their crop was given in that alert notification.

4.1 Measurements

Usage intention in this study was measured by asking the individuals if they were
going to use the application in the future. For example, “I will use this application

Table 1 Demographic information of subjects

Literate Semi-literate Total

Gender Female 51 47 98

Male 44 48 92

Age 20–24 68 45 113

25–29 27 22 49

30–34 0 19 19

35–39 0 8 8

40–44 0 1 1

Education Elementary 0 36 36

High school 14 59 73

Bachelor 77 0 77

Graduate 4 0 4

Prior experience with mobile
phones

Less than 1 year 0 38 38

1–2 years 0 44 44

3–4 years 40 13 53

5–6 years 25 0 25

7–8 years 20 0 20

9–10 years 10 0 10
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in the future.” We also considered the usefulness as part of usage intention. For
instance, “This application is useful for my daily tasks.” The questions were being
adopted from Angst & Agarval [1] and Venkatesh et al. [22]. Location privacy
apprehensions in this study was measured by probing if the individual was worried
that the application could track and access their personal information continuously.
An example of such question is: “I am fearful when the application keep track of
where I am.” We also questioned if the individual is worried that the application
would disclose their personal information to a third party. An example of such
question is: “I am worried over who can see what I have done with the application.”
The questions were adopted from Dinev and Hart [7] and Xu et al. [25].

4.2 Experimental Manipulation

The corporate enterprise-level privacy channel has been operationalized by
retrieving the users’ location and time implicitly. The mobile prototype will deliver
a notification of the alert that has been sent by other nearby participants at that time.
Personalized advice on how to manage the crop was also disseminated. On the other
hand, the personal subscriber level privacy has been operationalized by retrieving
the users’ location only if the individual has request for the notification explicitly.
Hence, personalized advice will only be sent to the user if the user has explicitly
requested for it. The manipulations of the literate and semi-literate users were
accessed through the pre-experiment survey which included questions related to
their experience with mobile phones and education level.

4.3 Control Variables

Prior literature have suggested that additional factors that should be incorporated
due to their potential impact on usage intention and apprehensions for location
privacy. Therefore, in this study, we have controlled the demographics of our
subjects. Demographic variance was found to have potential impact on the degree
of apprehensions for location privacy.

5 Data Analyses

5.1 Manipulation Checks

The manipulation of personal subscriber and corporate-enterprise levels privacy
were accessed based off the presentation on each screen. To evaluate success of the
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manipulations, we conducted an independent T-Test. The outcomes conclude that
the treatments were manipulated successfully. The participants understood that the
methods used to deliver the notification to them were different (F = 4.182, t = 1.010,
p < 0.05).

5.2 Factor Analysis

In this study, we conducted a principle component factor analysis to evaluate the
dependability and legitimacy of apprehensions for location privacy and usage
intention. Results are shown in Table 2. The eigenvalue for apprehensions for
location privacy is 3.90 and the percentage of the variance is 58.2 explained by this
factor.

The eigenvalue for usage intentions is 2.34, and percent of the variance is 33.20
explained by this factor. A total of 91.96 % of the variance can be explained by
these two factors (see Table 3). Cronbach’s alpha coefficients for the constructs far
exceeded the threshold introduced by [16] which is 0.70. The measurements for
location privacy apprehensions and usage intentions were highly reliable.

5.3 Hypothesis Testing

A two-way ANOVA was conducted in this study to analyze the relations between
personal subscriber level privacy/corporate-enterprise level privacy and user group
and their impact on apprehensions for location privacy and usage. The two-way

Table 2 Results of factor
analysis

Component

Apprehensions for location
privacy

Usage
intentions

PC1 0.94 0.29

PC2 0.93 0.28

PC3 0.94 0.24

PC4 0.92 0.33

PC5 0.92 0.26

PC6 0.90 0.30

U1 −0.31 0.88

U2 −0.37 0.89

U3 −0.35 0.90

U4 −0.27 0.90

U5 −0.36 0.90

U6 −0.11 0.82
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ANOVA emphasizes on testing the significance of the variations of means in
diverse conditions in a between-subject design. It has been widely adopted in
experimental studies to reveal the main and interaction effects of the categorical
independent variables on interval dependent variables. Therefore, the two-way
measure ANOVA is a suitable statistical method to examine the main and inter-
action effects of personal subscriber/corporate enterprise level privacy and user
groups on location privacy apprehensions and usage of mobile applications.
Regression was used to inspect the relationship between privacy apprehensions and
usage of mobile application.

Location Privacy Apprehensions
Data associated with location privacy apprehensions was analyzed using the
two-way ANOVA test with two between-subject factors as independent variables
personal subscriber/corporate enterprise level privacy and user group. The mean
values and standard deviations are shown in Table 4, while the results of the
two-way ANOVA test are presented in Table 5.

Figure 1 shows the interaction effect of personal subscriber level
privacy/corporate-enterprise level privacy and user group on location privacy
apprehensions. It shows that corporate enterprise level privacy channel triggers a

Table 3 Variance explained

Factor Cronbachs’
alpha

Eigenvalue Variance
explained (%)

Cumulative
variance (%)

Location privacy
apprehensions

0.70 3.90 58.2 47.39

Usage intention 0.70 2.34 33.20 90.38

Table 4 Means and standard
deviations for privacy
apprehensions

User group LBS Location privacy
apprehensions

Mean Standard
deviation

Semi-literate Corporate
enterprise

4.87 0.21

Personal
subscriber

3.43 0.39

Literate Corporate
enterprise

4.70 0.26

Personal
subscriber

3.30 0.28

Table 5 Results for two-way
ANOVA on privacy
apprehensions

F P-value Observed power

User group 3.22 0.01 1

LBS 610.76 0.00 1

Group LBS 0.161 0.10 0.068
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higher privacy apprehension in both the literate and semi-literate users. The results in
Table 5 suggest that there is no significant interaction effect between personal
subscriber/corporate-enterprise level privacy channel and user group on location
privacy apprehension. Hence, H1 is not supported.

Location Privacy Apprehensions and Usage Intention
The relationship between location privacy apprehensions and usage intention needs
to be examined to satisfy the independence assumption. Location Privacy
Apprehensions negatively influence usage intentions (B = −0.25, p < 0.05), as
presented in Table 6. Hence, H2 is supported.

6 Discussion

6.1 Key Findings

This study was conducted in a laboratory experiment to examine if a personal
subscriber level privacy or corporate-enterprise level privacy has impact on
apprehensions for location privacy among the literate and semi-literate. Our

Fig. 1 Estimated marginal
means of location privacy
apprehensions

Table 6 Results of regression

Model Unstandardized
coefficients

Standardized coefficients T Sig

B Std. error Beta

(Constant) 7.14 0.15 42.83 0

Location privacy apprehensions −0.25 0.03 −0.26 −6.53 0
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findings suggest that personal subscriber level privacy/corporate-enterprise level
privacy does have impact on both literate and semi-literate users. The
corporate-enterprise level privacy triggers a greater degree of apprehension for
location privacy than the personal subscriber level for both groups of user. This is in
line with prior research (e.g. [4]) that technologies that conducts surveillance
triggers a greater apprehension for location privacy.

The semi-literate users show no significant difference in the degree of appre-
hension for location privacy from the literate user. This is an interesting finding
because previous studies (e.g. [20]) suggests that education level does influence
apprehensions for location apprehension. One plausible explanation is that indi-
viduals are just coping with the current situation. In fact, the existing privacy
literature only carry out their study with the literate users.

6.2 Theoretical Implication

This study focuses on the impact of technological attributes on users’ apprehensions
for location privacy. RALC was used to examine factors that will affect usage of
LBS. It provides empirical evidence on the significance of literacy level and the
technological attributes in accessing individuals’ apprehensions for location privacy
and usage intentions. It is critical for researchers to consider the reasons behind
using LBS before designing each system because it will affect the apprehensions
that the individual will have which will have a negative impact on individuals’
usage behavior.

Secondly, our study examines the effects of the different types of privacies in
LBS and individuals’ literacy level on the apprehensions for location privacy. Our
results suggest that the apprehensions for location privacy have a negative impact
on usage intention. It also suggests that usage intention is higher when individuals
are given the option to adopt the personal subscriber level privacy. Hence, it is
important that developers consider about the personal subscriber level privacy when
developing new application.

Third, our study expands the knowledge about apprehensions for location pri-
vacy from individual users to user groups.

6.3 Practical Implications

Many developers are leveraging on the ability of mobile devices to obtain users’
location to develop applications that will deliver personalized information to
individuals to attract usage. Hence, the results in this study can educate these
developers on the appropriate privacy model to use such that individuals’ appre-
hension for location privacy can be reduced. A reduction in apprehension for
location privacy can increase usage intention. Since individuals have more
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apprehensions over corporate-enterprise level privacy, application developers
should work closely with the company to implement measures for privacy pro-
tection. An example of such measures could be adopting privacy enhancing tech-
nologies, which can be a kind of industrial guidelines for privacy protection. This
will increase the individuals’ confidence to cooperate with companies to use the
LBS that incorporates the corporate-enterprise level privacy.

Individuals should also be conscious of the different types of privacies in LBS to
make full use of the benefits provided by LBS. Being conscious would enable
individuals to avoid being tempted by untrusted applications. These untrusted
applications may be in a form of games, which provides hedonic values, but it may
be adopt privacies that are similar to corporate-enterprise level privacy where
individuals’ location will be monitored implicitly over time.

Regulators can help to reduce individuals’ privacy apprehensions by introducing
education programs to educate individuals on how to avoid being tempted by
untrusted applications. Developers, being the custodian of individuals’ location
information, should assist the regulators by providing regulations on the measures
that each developer should take to protect the location information that is collected.

7 Limitations and Future Work

Like many other studies, this study also has limitations. First, the experiment is
done in a laboratory setting, which does not comply, to the actual mobile usage
setting where individuals tend to multitask. This experiment can be improved by
conducting an ethnographic study where individuals’ mobile usage behavior can be
observed.

Second, the mobile application we developed for our experiment was in the
agriculture context. The participants were asked to play the role of the farmer. The
literate participants who have never done farming before might not have a clear idea
of the apprehensions that a farmer might have. Future studies may repeat this study
by including literate farmers.

Third, the participants who participated in this study were from Asian countries.
Asian countries have a very distinct set of cultures, which might not be applicable
to other cultures like the western culture. Hence, the results may not be general-
izable to other cultures. Future studies may conduct this study with participants that
are not from the Asian culture.

8 Conclusion

The growing prominence of mobile application continues to provide increasing
value to users, while at the same time creating new channels for user to be exposed
to location privacy threats. It is critical for researchers, developers and policymakers
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to understand how users perceive and weigh the resulting value and risk. Therefore,
this study has offered some empirical evidence for this predicament. It has con-
tributed to the existing literatures by spreading knowledge into group level by using
the restricted access/limited control theory and the different technological attributes.
The findings in our study have proposed that the different type of location appre-
hension does have impact on the individuals’ apprehensions. The semi-literate users
have shown similar apprehensions as compared to the literate users. Future
researchers could contribute significantly to the foundations laid in this study by
extending our theoretical understanding and practical ability to help the literate and
semi-literate users to protect their location privacy apprehensions while using
mobile applications.
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Towards an Ontology for Enterprise
Interactions

Youcef Baghdadi

Abstract Enterprise interactions allow collaborations that add value, in terms of
solutions for supporting flexible intra- and cross processes, interfacing the enter-
prise to its environment, and enabling its objects to act and react within their
environment. In addition, they enable emerging knowledge. However, there is a
lack of ontologies for interactions. Interaction ontology would share, integrate, and
manage knowledge. This paper presents a typology of enterprise interactions
towards a lightweight ontology for interactions that facilitate their engineering.
First, it distinguishes different types of interactions by their nature, their issues, and
their current realizations. Then, it conceptualizes them for the purpose of their
modeling, design, realization, evaluation, and analysis. Finally, it proposes a
lightweight ontology.

Keywords Enterprise interactions � Conceptualization of the interactions �
Lightweight ontology of interactions

1 Introduction

The concept of interactions has been given much importance in many disciplines,
including the computing related ones such as artificial intelligence, databases, and
distributed systems. An interaction involves two actors that act in re-action to each
other action [1]. In information systems, the communities considered the interac-
tions from the perspective of cooperation in different situations such as cooperation
between subsystems (e.g., databases), cooperation between people (e.g., group-
ware), and cooperation at the organization level. Cooperation is considered as
solutions, through cooperative information systems, to the distribution that results
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from the organization of work, but specifically from the widespread information
and communication technologies (ICT) [2]. These solutions are primarily integra-
tion architectures that abstract syntactic and semantic interoperability to enable
cooperation between actors (i.e., subsystems of the information systems.

In addition, we argue that enterprises need to implement interactions for different
purposes and in different situation [3]. Indeed interactions do:

– Happen at different levels, as the involved actors may be subsystems of the
enterprise information system, employees, customers, partners, suppliers,
competitors, and even things of the enterprise and its environment.

– Constitute solutions for the business changing requirements in terms of value
resulting from different types of collaborations, as they constitute solutions for
supporting flexible intra- and cross business processes (BPs), interfacing the
enterprise to its environment, and enabling its objects to act and react within
their environment.

– Enable emerging knowledge that does exist anywhere, as the knowledge
emerging from the interactions of the involved actors is greater than the sum of
their knowledge. This knowledge may be used in day-to-day operation or in the
business intelligence.

From a technology perspective, most of the integration for intra- and
inter-organizational BPs has been driven by advances in technology [4, 5] and
realized, on case-by-case basis, by using adapters, wrappers, object oriented mid-
dleware such as CORBA, DCOM, or EJB, which has resulted in the well-known
N * (N − 1) integration problem [6]. The distributed architecture SOA based that is
based on web services technology has been expected to enable integration, com-
position, flexibility, and agility [7, 8]. Indeed, web services technology is a de facto
internet integration standard. Web services technology allows interfacing, pub-
lishing, and binding loosely coupled services on the web. Applications are offered
as services both within and across the enterprise with lower development costs
[9, 10].

However, still there is a lack of a comprehensive view of the enterprise inter-
actions, within the enterprise architecture, which enables their engineering. In this
work, interactions are considered from a conceptual perspective, namely a value
added perspective of the work organization and ICT. Indeed, while work organi-
zation and ICT have widespread the distribution, they constitute solutions for
adding value, specifically in terms of: (i) architectures for integration such as supply
chain, extended enterprise, virtual enterprise and integrated enterprise, (ii) interfaces
for enterprise social interactions, and (iii) architecture for cooperating objects such
as those in the Internet of Things (IoT) paradigm.

Therefore, there is a need for comprehensive conceptualization that leads to a
shared, reusable ontology. An ontology is “a formal, explicit specification of a
shared conceptualization” [11]. We build on this definition to use conceptualization
that refers to a comprehensive, abstract model of the interactions that:
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– Constitutes a step towards an ontology for interactions.
– Guides the engineering methods of the interactions, including processes, rep-

resentation techniques, and tools.

This paper presents a typology of the enterprise interactions, as a first step
towards ontology for interactions that facilitate their engineering. First, it separates
the interaction activities from the business activities. Then, it distinguishes the
different types of interactions by their nature, their issues, and their current real-
izations with ICT. Finally, it conceptualizes them for the purpose of their modeling,
design, realization, evaluation, and analysis.

The remainder of this paper is organized as follows: Sect. 2 introduces the
foundation concepts of ontology such as methods, tools and languages to build
ontologies. Section 3 details different types of interactions, showing their com-
monalities and differences. Section 4 details the conceptualization as primordial step
towards ontology. Section 5 presents some related work. The conclusion section
shows the practical and theoretical impacts and presents further development.

2 Foundation Concepts

This section introduces the foundation concepts of ontology such as methods, tools
and languages to build ontologies.

2.1 Definitions

The term ontology comes from philosophy, where philosophers attempted to
classify things in the world. It is used to describe the existence of the beings in the
real world [12]. Specifically, an ontology is a set of concepts, relationships,
instances and axioms, where:

– A concept represents a set of class or a collection of entities, objects, or things of
the domain.

– A relationship links concepts. It may be a taxonomy (e.g., ‘is-a’, ‘has’) or an
association.

– An instance is a specific occurrence of the class/collection.
– An axiom is a kind of constraint on the concept, their relationships and their

instances.

The most quoted definition is “an ontology is a formal, explicit specification of a
shared conceptualization” by Gruber [11]. The key terms in this definition are:
‘conceptualization’, ‘shared’, ‘formal’ and ‘explicit’. Conceptualization means a
framework or an abstract model (representation) of some phenomenon in its
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environment. This abstract model should identify the relevant concepts related to
the phenomenon, the relationships between these concepts and the constraints on
the concepts and their relationships. In addition, the conceptualization should be
shared, which means that the captured knowledge is consensual and accepted by a
community. Formal means that the ontology should be machine readable to be
exchanged. Explicit means that the concepts, the relationships and the constraints
(on the concepts and their relationships) used in the ontology are explicitly defined.

The ontology community distinguishes lightweight ontologies that are tax-
onomies from heavyweight ontologies that model the domain in a deeper way and
provide more restrictions on domain semantics. In other words, heavyweight tax-
onomy is a taxonomy augmented with axioms and constraints.

2.2 Methods, Tools, and Languages

Methods concern with the process of building an ontology, where the main
activities can be summarized as identification of the purpose, development, eval-
uation, and documentation. The development activities can be further decomposed
into specification, conceptualization, formalization, and implementation. There
exist many methods such as KACTUS, METHONTOLGY, SENSUS, and
On-to-Knowledge.

Automated tools assist all the activities of the process, specifically the devel-
opment activity. Ontolingua and Protégé 2000 are examples of such tools.
Likewise, there exist many languages that aim to formalize ontologies, making
them machine-readable. For instance, in Web computing there exist a stack of
XML-based markup such as RDF, RDFS, OIL, DAML+OIL, and OWL.

2.3 Ontology for the Interactions

Nowadays, ontologies are widely used by different communities and for different
purposes. From a computing perspective, the communities of knowledge engi-
neering and artificial intelligence, databases, software engineering, web computing,
or e-commerce are using ontologies for different purposes, namely natural language
processing, knowledge management, intelligent information integration, semantic
web, or e-commerce (e.g., business to business). For instance, ontologies were first
adopted in artificial intelligence to describe what knowledge can be computationally
represented in a program. Likewise, databases and software engineering commu-
nities build ontologies as domain model by using concepts (e.g., entities, classes),
relationships (is-a, has, many-to-many), attributes and properties. In Web com-
puting, several ontologies have been developed by using methodologies, languages,
and tools [13], namely XML-based markup languages such as RDF, RDFS, OIL,
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DAML+OIL and OWL. In e-commerce standards such as UNSPSC, e-cl@ss and
RosettaNet are used as ontologies.

However, there is a lack of ontologies for interactions that would help their
engineering; and the cooperative system community should give it the right pri-
ority, mainly for the purpose of intelligent information integration and knowledge
management. Indeed, the interactions contribute in such types of systems that add
value.

The section will introduce taxonomy of the interactions starting by a typology.

3 Typology of Interactions

We characterize four types of the enterprise interactions, by: (1) the nature of the
needs: integration of private BPs, sharing of informational and computational
resources, integration of inter-organizational BPs, social interfacing of the enter-
prise, and interfacing the objects of the enterprise with those of their environment;
(2) the nature of the issues, and (3) the nature of architectural solutions.

3.1 Interactions Between Subsystems

The interactions between the subsystems (SS1, SS2,…SSn) of the enterprise support
the flexibility of local BPs and the sharing of the enterprise information (e.g.,
business objects) and computational (e.g., functions or business rules) resources.

Such a type of interactions is mainly meant to make private BPs flexible and to
also reduce the IT cost by:

– Reusing the business objects and business function.
– Integrating data and applications.

The main issue facing this type is the interoperability of the subsystems.

3.2 Interactions Between Organizations

The interactions between organizations are mainly used to integrate the enterprise
BPs with those of its customers, partners, and suppliers in a supply chain.

This type of interactions is mainly meant to achieve collaborations that adds
value such as supply chain, extended enterprise, virtual enterprise, or an integrated
enterprise [14] for common business solutions (e.g., serve customers, market
opportunities, offer new products/services, focus on professional core activities and
skills, or deal with the business changes).
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The main issues facing this type of interactions are:

– Autonomy and loose coupling of the actors
– Contract and agreements
– Security.

3.3 Enterprise Social Interactions

The social interactions of the enterprise are used to capitalize on social networks
and media of its customers, suppliers, partners, employees, and competitors.

Such a type of interactions enables emerging knowledge that can be used to
generate value and competitive advantages. These interactions can transform the
company and its relations with its employees, customers, partners, suppliers, and
even competitors [15]. Many researchers believe that these networks and social
media can facilitate and even lead to the transformation of the company [16, 17].
They see in these interactions a force driving changes such as social commerce
(which extends e-commerce) [18]. They are also used to:

– Collaboratively improve and innovate the BPs and their outputs that are prod-
ucts or services

– Create trustful communities around a context
– Help actors involved in making decision
– Trigger new customer’s needs
– High visibility and reachability
– Better satisfaction of all involved knowledgeable actors, specifically commu-

nities of consumers.

The main issues facing this type of interactions concern with the broader impact
of these technologies in various fields. In addition, the complexity of their char-
acteristics, covering various disciplines, poses new challenges for research [16].

3.4 Interactions Between Things

The interactions between things in the real world of the enterprise and its envi-
ronment (e.g., Internet of Things or IoT) are the next step in increasing the ubiquity
of the Internet. It is a new paradigm that quickly gained the ground in the context of
wireless telecommunications. The basic idea of this paradigm is the omnipresence
of a variety of things or objects such as tags, sensors, actuators, mobile phones, etc.
which, through unique addressing, are able to interact with each other and to
cooperate with their neighbors to achieve common goals [19].

These four types of interactions have commonalties and differences.
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3.5 Commonalities and Differences

The different types of interactions have some commonalities and differences in
terms of requirements, issues, and solutions. Indeed, while all of them add sub-
stantial value in terms of cost reduction and innovative business solution, they have
huge differences in terms of issues and solutions. Actually there exist several
challenges and problems related to these types of interactions. These include
standardization, naming of objects, mobility, privacy, data integrity, data, etc. [20].
Table 1 summarizes, for each type of interactions, the requirements, the issues, and
the potential technology solutions.

Most of the interaction issues traditionally handled by the community mainly
focus on the first two types of interactions. They usually focus on networks and
communication protocols, interoperability, format and semantics of the exchanged
content, integration and coordination mechanisms, standards, middleware, and
especially public BPs for supply chains.

We raise the level of abstraction to consider an interaction management per-
spective through a distributed architecture that must be able to implement inter-
actions, where actors are autonomous and loosely coupled. This architecture
(components and connectors) must promote reuse, integration, composition, and

Table 1 Characteristics of each types of interactions

Type Requirements Issues ICT solutions

Subsystems Informational and
computational resources
sharing and reuse
Internal integration

Interoperability
(syntax and
semantics)
N * (N − 1)
integration

Adapter
Wrappers
EAI
SOA

Organizations Business solution via
collaborations such as
Supply chain
Extended enterprise
Virtual enterprise
Integrated enterprise

Interoperability
(syntax and
semantic)
N * (N − 1)
integration
Autonomy
Loose coupling
Contract
Agreement
Security

Value added networks
Web service
SOA
Standards such as
RosettaNet

Social Large scale collaboration
(internal and external)
Enterprise visibility
Emerging knowledge

Privacy
Legality
Social damage
Capitalization

Extended social networks
and media knowledge
management

Things Value-added services via
the interfacing of the
objects (things)

Architectures,
protocols and
algorithms
Integration with
BPs

RFID
Tagging
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flexibility of intra- and inter-organizational BPs to make businesses agile, while
aligning with them.

The complexity of such architecture, inherent to the different types of interac-
tions, requires not only to solve the above mentioned traditional problems but also
to solve the problems related to the management of interactions, in order to create
value or use the knowledge that emerges from the interactions.

Managing interactions involves: (i) a cycle: planning-modeling-design-
implementation-evaluation, and (ii) an artifact that manages the interaction, in
this case the interaction manager (IM). This requires a conceptualization in terms of
models of reference or abstract models (theoretical frameworks).

4 Towards an Ontology for Interactions

This section presents first the components of the proposed lightweight ontology,
then the concepts of the proposed lightweight ontology of interactions.

4.1 Components of the Lightweight Ontology

The conceptualization provides concepts that are used in the proposed lightweight
ontology. To make the conceptualization process easier, we first make a taxonomy,
including the four aforementioned types of interactions.

Interactions between subsystems
The interactions between subsystems are summarized in Table 2. These are:

– Interactions between business functions (BF) of the enterprise’s functional areas
(FA).

– The interactions between the BFs of the same FA.
– The interactions between the BFs and the business objects (BO).

Interactions between organizations
The interactions between organizations involve the enterprise and its partners,
suppliers, and customers, as summarized in Table 3 [6]. These are:

Table 2 Types of interactions between subsystems

Type Relationship Description

BFs in different functional areas BF/BF (1) Support of internal BPs crossing FAs

BFs of the same FA BF/BF (2) Support of FA’s internal activities

BFs accessing BOs BF/BO Support BO’s query
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– The interactions for agreed-upon or virtual enterprises to integrate the private BP
to those of the partners or the service providers; we refer to them as B2B1.

– The interactions that integrate the private BPs to those of the suppliers; we refer
to them as B2B2.

– The interactions that integrate the private BPs to those of the customers (other
enterprises); we refer to them as B2B3.

– The interactions that involve the enterprise and the individual customers; we
refer to them as B2C.

Enterprise social interactions
The enterprise social interactions involve the enterprise, its employees, partners,
suppliers, customers, regulation authorities, and competitors. The main elements
that make enterprise social interactions possible are (i) the participants, (ii) the
community, (iii) the participant/community co-created/shared content, and (iv) the
relationships between them, as summarized in Table 4.
Interactions between the things
These involve the enterprise and things in its environment. They are expected to
provide new intelligent and value-added services available anytime, anywhere.
These services, enabled by the interactions among things provided with intelli-
gence, could be integrated with current or new BPs.

Table 3 Types of interactions between organizations

Type Relationship Description

B2B1 Enterprise/partners
Enterprise/service provider

Focuses on core business activities

B2B2 Enterprise/suppliers Focuses on agreements

B2B3 Enterprise/customer Focuses on serving customers

B2C Enterprise/consumer Focuses on serving consumers

Table 4 Types of enterprise social interactions

Type Relationship

Content-Centered Interactions
(CCI)

Interactions between the enterprise and the content

Interactions between the actors and the content

Community/content

Participant-Centered Interactions
(PCI)

Interactions between the enterprise and the actors

Interactions between the enterprise and the
communities

Interactions between the actors and the communities

Self-Centered Interactions
(SCI)

Interactions between the participant

Interactions and within the content

Interactions between the communities
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4.2 Lightweight Ontology

The proposed lightweight ontology is made up of a set of concepts and relation-
ships, as summarized in Fig. 1. The main concepts are interaction, actor, collabo-
ration, value, and protocol, whereby we assume the following:

– Content can interact, as it may be intelligent.
– Interactions are required for different types of collaborations.

Interaction

Protocol

Value

Sub System

Actor

Individual

Employee Enterprise

Content Community

Customer Partner Supplier

AuthorityProvider

Collaboration

Negotiation

Agreement

Request/
Response

Rule

State

Logic Type

Nature

Supply chain Extended 
Enterprise

Virtual
Enterprise

Integrated 
Enterprise

Contract

Concept

Property

Has Relationship

Is Relationship

Association

Legend:

Thing

Tangible

Untangible

Cooperation

Action/
Reaction

Fig. 1 A lightweight ontology
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– Interactions generate value of different natures (e.g., benefit, cost cutting, new
customer, etc.).

– Protocols support interactions. They may be specified by a set of rules and logic
(action/reaction), depending on their type (negotiation, agreement, contract, a
simple exchange).

It is worth noting that this ontology shows:

– The interaction taxonomy, where the actors are categorized into (1) subsystems,
i.e., those of the enterprise or other organizations, (2) social such as individuals,
communities and shared/generated content, and (3) things (tangible or intangi-
ble), as things can interact.

– The interaction intention, represented by the value added by the interactions
with respect to the type of collaboration.

– The interactions realization through the protocols, where each protocol has a
logic and a set of rules.

5 Related Work

There are only a few works related to conceptualization of the enterprise interac-
tions. For instance, [1] distinguishes: (i) the interactions of units and individuals for
whom they are responsible; (ii) the interactions of units with other units within the
organization; (iii) the interactions of units with other organizations [1]. In [21], the
author characterized interactions and their patterns; he developed a theory, in the
social context, that explains the interaction and the outcome of interactions between
individuals and groups, and between groups.

In [22], the authors have developed interaction protocols as abstract, modular,
publishable specification of interaction in order to develop BPs. The authors argue
that when such protocols are instantiated, they yield concrete BPs In [23], the
authors argue that protocols for inter-organizational workflow systems can be
modeled to be shared, reusable resources, which eases the design of such systems.
In [24], the authors extended business process management notation (BPMN)
diagram for interaction modeling. In [25], the authors developed enterprise inter-
action ontology that summaries the entities and relationships representing complex
systems.

In a previous work [26, 27], we have developed a framework for the enterprise
social interactions, and a Web services-based business interactions manager to
support electronic commerce applications.

In this work, we provide a comprehensive framework that captures all the types
of interactions to guide their management.
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6 Conclusion

The interactions add value to the enterprise and its employees, customers, partners,
and suppliers. They are dynamic, as they involve autonomous, loosely coupled
participants. They need to be given much attention through their rational engi-
neering and management.

We have provided a comprehensive framework that allows the necessary con-
ceptualization for such an engineering and management. In this framework, we
have first categorized the interactions into four types (1) interactions between
subsystems of the information systems, (2) interactions between the organizations,
(3) enterprise social interactions, and (4) interactions between things.

This kind of taxonomy constitutes a first step towards an interaction ontology to
share and integrate emerging knowledge.

This work limits to a description of the different types and how they build on
each other.

This work has practical and theoretical impacts. For the integration practitioners,
it helps in engineering, namely designing and developing specific artifacts that
serve each other. For the research community in cooperative information systems
and integration, it opens many issues related to each type of interactions.

This work will be further developed with (1) interaction patterns (architecture,
design, and implementation), (2) ontology specification, and (3) ontology building.
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Employer Branding and Social Media
Strategies

Eliane El Zoghbi and Karine Aoun

Abstract Employer branding has nowadays become a strategic tool used by
companies to develop the e-relationship with their partners (e-Partner Relationship
Management). This article treats the evolution of employer branding on social
media platforms, and uses a study to better understand the new facets of employer
branding created by social media. Through interviews with a number of hotel
managers in Paris, we will present the evolution of this concept as well as sum-
marize the different facets of the e-employer branding within social media.

Keywords E-employer branding � Social media � Facets of employer branding �
Strategies of usage of social networks

1 Introduction

Nowadays, companies, in order to build an image of corporate responsibility have
gone beyond direct marketing to reach social media (SM). Employer branding has
become a strategic tool used to develop the e-relationship with partners (e-Partner
Relationship Management). Using social media, employer branding evolves and
enables companies to promote their image and reputation in front of their stake-
holders: customers, employees, suppliers, partners and governmental entities.
Through its e-employer branding, a company looks towards communicating the
codes of good conduct it has adopted as well as its engagements in the field of
social responsibility. Hence employer branding exceeds its utilitarian vision that
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aimed at making the company attractive to its target employees or potential partners
to include more hedonistic and social values [1].

This drives us to ask the following questions: How has the concept of employer
branding evolved within social media? What are the different facets of this new
construct? What are employer brand strategies adopted by companies to commu-
nicate with their different stakeholders using social media?

To answer these questions, we shall start by summarizing the principal theories
that tackle employer branding; a concept situated at the crossroad between two
fields: Marketing and Human Resources. We will then associate these theories with
those related to social media. By doing so, our objective is to update this infor-
mation through the development of a holistic vision of the notion of employer
branding.

Our methodology consists firstly of conducting a qualitative study. This will be
followed in the future by the construction of a research model and a quantitative
study with a test of hypotheses. Within this paper, we will focus only on our
qualitative study. Results are constituted based on the analysis of nine interviews
with Parisian hotel managers. The objective of this phase is to restitute a large part
of the complexity that accompanies the creation of a holistic employer brand with
the help of social media.

2 From Traditional Marketing to Employer Branding

Following the end of the Second World War, the traditional 4P marketing has not
ceased to evolve with the aim of pushing products towards consumers. This type of
marketing was however accused of being responsible for some of the evils of our
modern society [2]. For example, advertising campaigns that encourage consumers
to buy fattening food and drinks can lead to obesity and other illnesses. Likewise,
companies that pollute are directly and indirectly responsible for climate change.

These misfortunate factors have led to the evolution of the concept of the
commercial brand and transformed it into what is known as a holistic brand whose
aim is to develop a durable relationship with its partners. As such, the challenge for
companies is not only to attract consumers but also to highlight their corporate
values and take an active stand in the field of social responsibility (CSR). Hence,
companies do not hesitate to communicate with their stakeholders in order to
underline the efforts they have exerted to adopt certain moral, social and envi-
ronmental requirements.

2.1 The Evolution of the Notion of Brand

A few decades ago, the word brand was defined as being «a visible, physical and
durable attribute placed on an object to distinguish it from others» [3]. Researchers
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were however, quick to differentiate between the brand and the product’s physical
attributes. Hence, Kapferer [4] defined it as «a name and a group of symbols that
guarantee the origin of a product or service, which differentiate it from competing
products and services and which influence consumer behavior by arousing mental
representations and creating an emotional link». The brand has therefore become «a
group of associations (…) that allow branded products to achieve sales volumes and
margins which are higher than those reached without mentioning the name of the
brand» [4].

It represents a value, an expertise, a story, a promise and a guarantee that helps
consumers in making a choice [5]. In addition to these definitions, Séguéla [6]
recommended a description of brands according to three facets: physical, character
and style. The physical concerns products and their performances. The character
represents the facets of the personality of the brand. The style concerns the manner
in which communication is executed. Darpy and Gomy [7] proposed three central
concepts linked to the brand: brand image, positioning and identity. The image is
the positive or negative opinion of consumers at any given time [8]. The positioning
represents the place a brand occupies in the mind of consumers [9]. The identity as
defined by Kapferer [4] is considered to be a prism formed of six facets: physical
(material characteristics and product packaging), personality (the set of personality
traits that are specific to the brand), relation (the communication between the brand
and its customers), culture (the system of values on which the brand is based),
reflection (the target chosen by the company and which is often different than the
real target), and realization (the ideal a consumer pursues when buying and using a
brand).

2.2 The Brand: Beyond the Product

With time, the will to build a brand identity quickly exceeded traditional marketing
to reach human resources [10]. The challenge for companies was not only to attract
consumers but also to attract qualified employees [11]. Therefore, they did not
hesitate to communicate with this new target which was made up of future
employees. Their aim was to make their company attractive to targeted employees
or potential human resources. This concept thus developed into what has become
known as «Employer Branding» [12].

Today, employer branding continues to evolve and aims at targeting all of a
company’s stakeholders, including the government and public entities, partners,
opinion leaders, investors, syndicates… In fact, stakeholders are nowadays more
informed and more engaged, and companies tend to look towards positioning
themselves as employers that are socially and environmentally responsible. Within
this context, employer branding can be defined as «a marketing strategy that pro-
motes the reputation and notoriety of a company as an employer with regards to its
stakeholders» [1].
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Employer branding has therefore two effects: an internal effect and an external
effect. The internal effect concerns employee’s loyalty, whereby employees adhere
to the values of a company and it becomes their preferred employer. Employer
branding, plays on the propensity of employees to show interest in the company,
stay, and be motivated to achieve corporate goals. Hence, they add value to the
company and are capable of delivering the company’s promise [13]. In this case, the
company becomes an employer of choice by highlighting the qualities that are dear
to employees.

The external effect aims at influencing: potential candidates in order to attract
them, consumers within their buying behavior to convince them of the company’s
social responsibility and sell them products and services, syndicates to show an
image of openness, public entities to communicate the company’ transparency, and
shareholders to show them growth perspectives. The external effect is therefore
mainly based on credibility, transparency and business ethics, and growth
perspectives.

2.3 The Content of the Employer Brand

In its beginning, the concept of the employer brand consisted solely of utilitarian
values such as the benefits associated with an employment and an employer [12,
13]. Therefore, the employer brand was constructed around four dimensions:
attractiveness (the capacity to attract and recruit candidates), reputation, employee
engagement (employee motivation within the company) and differentiation (the
actions that allow a company to distinguish itself from its competitors). However,
with time, the definition of the employer brand evolved to include more hedonic
and social values [1].

This new facet of hedonic and social values was first defined as the degree to
which an individual is attracted to an employer that provides a working environ-
ment that is fun, happy, and provides a supportive team atmosphere [14]. But later
the target of employer branding has become wider targeting all stakeholders (em-
ployees, customers, suppliers, partners, and governmental entities) [15]. Therefore,
the hedonistic and social values gained a strategic role in the concept of employer
branding. The new concept evolved to promote the company’s reputation by
communicating the codes of good conduct it has adopted as well as its engagements
in the field of social responsibility [16].

Within this context, a company finds itself obliged to communicate accurate and
complete information in order to avoid being accused of greenwashing [17]. Hence,
social action exceeds the communicational goal to become a ‘raison d’être’, a
managerial philosophy and a long-term vision.
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3 Social Engagement and Social Network

Communicating accurate and complete information only works when the organi-
zation purposefully employs a “strategic engagement”, ensuring that employee
actions align with the stated aspiration. Organizations are therefore, investing in
social networking because it helps them to identify key employees who are critical
to the organization’s communication flow it also offers them opportunities for
communication on strategic engagement aimed at tuning the network to better
promote organizational social engagement [18].

Hence they are using social networks in order to (1) communicate with these key
employees; and in order to (2) develop regular sources of feedback from these
employees.

Indeed, while firms have long recognized the importance of communicating with
customers, they focused mainly on three relationships (firm-to-customer,
customer-to-firm, and customer-to-customer) [19]. Employer e-branding using
social media not only intensifies these three existing relationships but also creates
new options such as firm-to-employee and employee-to-firm relationships. Indeed,
social media increases the ability of firms to interact in firm-employee dialog,
strengthening firm to-employee and employee-to-firm communications. The fun-
damental changes in the ease of contact, volume, speed, and nature of these
interactions can encourage employees to engage in a social value creation process.
Firms can respond to employee ideas quickly and increase their loyalty. For
example, rather than the classic suggestion box, firms can use social media to solicit
innovations. There is a growing body of work that suggests that employee
engagement drives organizational effectiveness [20].

4 Research Methodology

Given the objective of our research, we adopted as a first step an interpretive stance
for conducting our study [21]. Data collection took place between September 2013
and December 2013. After a period of intensive e-mail exchange, we were able to
schedule nine one-to-one semi-structured interviews with directors of nine luxury
hotels in Paris. Each interview session lasted for about 45 min. Prior to the inter-
views, we developed an exploratory interview guide. In validating our interpreta-
tions, we followed the set of principles advanced by Klein and Myers [22].

5 Research Results

The results of our qualitative research show that there are many facets of the
employer brand. Indeed, according to the nine interviews conducted with nine
managers of Parisian hotels, social networks are used by hospitality companies for
new aims, such as underlying the company’s engagement in:
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– Supporting social progress,
– Co-creating value with all stakeholders,
– Paying back to the society,
– Sharing value: the creation of economic value that also creates value for the

society,
– Solving complex social problems,
– Defending human and social values.

The usage of social networks follows the below two strategies:

1. Targeting the natural community of the company by directly targeting the
employees and all the company’s stakeholders. In this case, the logic is a “Need
to know” where the company uses SN to communicate directly with its natural
community. The main aim is to install a climate of trust and support.

2. Targeting the network of the company’s employees and stakeholders encour-
aging them to like, to share and participate in the co-creation of content. In this
case, the logic is a “Need to share” where the company transforms its com-
munity into active followers. This two-step communication aims to broadcast
content that is likely to be widely reported beyond the natural community of the
company. The aim is to promote social cohesion, innovation and productivity.

6 Conclusion

This study contributes to both theory and practice. By building the foundation of
the social facets of employer brands, we provide a theoretical framework to
understand the context of online interaction between the company and its
employees and stakeholders.

Indeed, with SN, employer brand goes beyond its utilitarian and hedonic facets
that aimed at making the company attractive to its target employees or potential
partners, to include a third dimension which is mainly social. Our findings help
extend the literature on employer brand within the context of social networks.
Indeed, our qualitative results show that the social dimension aims clearly to pro-
mote the company’s image and reputation in front of its stakeholders. The company
communicates the codes of good conduct it has adopted as well as its engagements
in the field of social responsibility. This is reflected in two strategies: the “Need to
know” and the “Need to share” strategies.

Our qualitative research has many limitations. First, it is only based on nine
interviews; and what we presented in this paper is only the first level of treatment
and analysis. A second reading of the data is necessary. Based on future analysis,
these results should be compared to the literature in order to develop an integrative
model that will be tested in a quantitative confirmatory phase.

282 E. El Zoghbi and K. Aoun



References

1. Maxwell, R., Knox, S.: Motivating employees to “live the brand”: a comparative case study of
employer brand attractiveness within the firm. J. Mark. Manag. 25(9), 893–907 (2009)

2. Kotler, P., Keller, K., & Manceau, D. (2012). Marketing Management (éd. 14e édition). Paris:
Pearson France

3. Lewi, G.: Sale temps pour les marques. Albin Michel, Paris (1996)
4. Kapferer, J.N.: Maîtriser l’Image de l’Entreprise: le Prisme d’Identité. Revue Française de

Gestion, pp. 72–82 (1988)
5. Kapferer, J.N., Thoenig, J.C.: La marque: Moteur de la compétitivité des entreprises et de la

croissance de l’économie. McGraw Hill, Paris (1989)
6. Séguéla, J.: Hollywood lave plus blanc. Paris, éd. Flammarion (1982)
7. Darpy, D., Gomy, P.: Le prisme d’identité de marque, outil pour l’analyse historique des

publicités - Cahier no. 269 (Mars) Université Paris-Dauphine (1999)
8. Aaker, D.A.: Managing Brand Equity. The Free Press, New York (1991)
9. Dubois, P.L., Nicholson, P.: Le Positionnement, Encyclopédie du Management (1992)
10. Soulez, S., Guillot-Soulez, C.: Marketing de recrutement et segmentation générationnelle:

regard critique à partir d’un sous-segment de la génération Y. Recherche et Applications en
Marketing 26(1), 39–57 (2011)

11. Wilden, R., Gudergan, S., Lings, I.: Employer branding: strategic implications for staff
recruitment. J. Mark. Manag. 26(1–2), 56–73 (2010)

12. Ambler, T., Barrow, S.: The employer brand. J. Brand Manag. 4(3), 185–206 (1996)
13. Uncles, M., Moroko, L.: Employer branding—the case for a multidisciplinary process related

empirical investigation. In: Sutar, G., Sweeney, J. (eds.) Broadening the Boundaries.
ANZMAC Conference Proceedings, Perth, Australia, pp. 52–57 (2005)

14. Biswas, M., Suar, D.: ‘Which employees’ values matter most in the creation of employer
branding?’. J. Mark. Dev. Competitiveness 93–101 (2013)

15. Das, T.V., Das, H.P.: Employer brand in India: a strategic HR tool for competitive advantage.
Adv. Manag. 5(1), 23–27 (2012)

16. Backhaus, K.B., Stone, B.A., Heiner, K.: Exploring the relationship between corporate social
performance and employer attractiveness. Bus. Soc. 41(3), 292. 27p (2002)

17. Athanasiou, T.: The age of greenwashing. Capital. Nat. Soc. 7(1), 1–37 (1996)
18. Eisenberg, E.M., Johnson, Z., Pieterson, W.: Leveraging social networks for strategic success.

Int. J. Bus. Commun. 52(1), 143–154 (2015)
19. Gallaugher, J., Ransbotham, S.: Social media and customer dialog management at Starbucks.

MIS Q. Executive 9(4), 197–212 (2010)
20. Mishra, K., Boynton, L., Mishra, A.: Driving employee engagement: the expanded role of

internal communications. J. Bus. Commun. 51(2), 183–202 (2014)
21. Walsham, G.: Interpreting Information Systems in Organizations. Wiley, Chichester (1993)
22. Klein, H.K., Myers, M.: A set of principles for conducting and evaluating interpretive field

studies in information systems. MIS Q. Spec. Issue Intensive Res. 23(1), 67–93 (1999)

Employer Branding and Social Media Strategies 283



The Business with Digital Signage
for Advertising

Christine Bauer, Natalia Kryvinska and Christine Strauss

Abstract The market for digital signage has been growing at an accelerated pace
for years. The benefits of novel approaches—such as contextualization and inter-
action functionalities—were soon recognized for achieving better advertising
effects. However, the major types of digital signage currently in use have different
requirements on the entire digital signage system. These requirements include
components such as the digital signage network, digital signage exchange,
scheduling, and pricing. The present paper discusses the differences between these
components in depth. The core contribution of this paper is a detailed analysis of
the potential of digital signage. Emphasis is placed on challenges in performance
measurement and implementation, operating and using a digital signage system,
display blindness, and negative externalities. Possible solutions, as well as best
practices are presented. At its core, this paper provides an overview of the essentials
of doing business with digital signage.

Keywords Digital signage � Contextualization � Interaction � Advertising

1 Introduction

The digital signage market has been growing rapidly for years, and the end of this
growth is not yet in sight. According to various recent studies, the growth rates in
digital signage market are expected to continuously grow until 2018. Positive
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growth rates will not only appear in digital signage hardware industries, such as
digital signage displays, media players, set-top boxes, and PCs, but also in digital
signage-related infrastructural markets, such as software and services (cf. e.g.,
[1, 2]). A major factor in the wide-spread growth of this technology was the fall in
the price of LCD screens, which are considered as the crucial hardware component
in digital signage. Electronic (i.e., digital) displays used for digital signage offer
new opportunities and advantages compared to traditional ‘static’ signage. For
instance, digital technology allows information to be displayed in the form of
dynamic multimedia presentations containing audio, video, and animated content
(cf. [3]). Additionally, remote access to the digital signs and central scheduling
within a digital signage network allows displays to adapt their contents based on
both time and location. Adding additional systems and sensors to the digital signage
network allows displays to exploit various additional information sources leveraged
to better catch the audience’s attention.

Digital signage is appropriate for various application areas. The broadest
application is the point of sale (POS); the majority of applications in Western
Europe take place in (public) transport areas, followed by leisure and gastronomy
areas. Compensating for those groups of people that are nowadays quite hard to
reach via traditional media such as newspapers and television commercials, digital
signage might provide superior opportunities to approach this audience in a
target-oriented manner. Several authors (e.g., [4]) claim that, to date, not much
attention has been paid to the phenomenon of digital signage in academic literature.
The quantity of literature elaborating on this topic might indeed be limited.
Nevertheless, several interesting approaches investigate the related dynamics
between digital signage and consumer reactions [5], interaction alternatives [4, 6],
and strategic issues [7].

This paper will explain the major types of digital signage that are based on
currently used technologies (Sect. 2). To provide an insight into the essentials
necessary for digital signage business, this paper will outline digital signage sys-
tem’s infrastructure, forms and specific aspects that have to be taken into consid-
eration; digital signage network, digital signage exchange, scheduling, and pricing
are discussed in detail (Sect. 3). The core of this paper will analyze the potential and
the challenges of digital signage (Sect. 4): challenges in implementation and per-
formance measurement, in display blindness, as well as negative externalities and
possible solutions together with best practices will be presented. The paper con-
cludes with a summary and an outlook on further research alternatives.

2 Current Types of Digital Signage

Digital signage is a promising medium that prevails over the information clutter,
because digital displays provide new opportunities and advantages over traditional
‘static’ signage [8]. For instance, digital signage displays dynamic presentations
containing audio, video, and animations [3]. In contrast to traditional physical signs,
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digital signage virtually eliminates the costs of content distribution. In addition, a
digital signage system can dynamically change content on its displays within
milliseconds. This allows displays to present various advertising messages
according to a schedule [9] or that are triggered by particular events.

The term “digital signage” describes networks of displays in public space. While
digital signage may be employed for various purposes, e.g., displaying news, tourist
information, or flight schedules, this term is most frequently mentioned when a
display network is used for advertising [8]. Still, in the context of advertising, the
term “digital signage” is quite often misplaced, as it is used to refer to any kind of
shop TV or stand-alone screens in stores. For the scope of this paper, in line with
[8, 10], we define and use the term “digital signage” for a dynamic, networked,
visual or audio-visual information system consisting of several decentralized digital
displays, which are interconnected with a central system (consisting of a content
management system and a user rights management system) that allows for a remote
control of the displays.

There are various types of digital signage solutions used on the market. Based on
the location of deployment, we distinguished indoor and outdoor digital signage
solutions. Most common examples for indoor solutions are interactive kiosks that
are deployed in subway stations, shopping malls, or at airports. In recent days, some
fast food chains have also recognized the value of the digital signage and applied
those at their point of sale (POS). Most recognized examples of outdoor digital
signage solutions are LCD screens deployed in the biggest public areas such as
Times Square in New York or Shibuya in Tokyo, stored in a secure and weather
proof TV enclosure.

Beyond placement, digital signage may be distinguished based on the applica-
tion area [11]. Most solutions are deployed at a point of sale (POS). These are
typically comprised of in-stores signs that strive for a consumer’s attention in order
to cause a conversion. At POS, the usual intended conversion is sales uplift. In these
cases, the call to action is immediate as the screens are placed directly at the place
where the consumer is making buying decisions. Another application area is rep-
resented by point of transit (POT). These advertisements are trying to grab attention
of passers-by for a short time. The main purpose of these screens lies in the
establishment of brand identity. The third application area is point of wait (POW).
At such points, consumers have sufficient time to look at the signs and therefore the
advertiser may use different tactics to engage the consumer’s attention (e.g. more
repetitions, longer advertisements with persuasive character). Examples of digital
signage at POW are typically found in healthcare, retail banking, and office
buildings [8].

2.1 Contextual Digital Signage

Providing relevant content is the key for sustainable advertising effects [12]. For
instance, on the Web, contextual keyword advertising is known for its effectiveness:
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Advertisements that are related to search keywords appear next to search results
(e.g., market leader Google’s AdWords [13]). Equipped with respective
context-capturing sensors and other technologies, digital signs can adapt instantly to
fit the situational context [9, 14]. Regarding advertising, this means that the digital
signage system selects and displays advertisements based on contextual triggers
such as time, location, weather, characteristics of beholders, etc. [15, 16].

Based on this information, in line with [8], we define contextual digital signage
as “displaying an advertisement that is relevant to an individual or to a group of
individuals in the present situation based on information about the current situation,
which is retrieved, transformed, and/or deduced from any information sources”.

In essence, contextual digital signage ensures that the advertisements are better
targeted to the consumers as well as the current situations. Hence, the advertise-
ments have a higher probability of being relevant and they gain more attention [12].

2.2 Interactive Digital Signage

Recent research emphasizes that interaction possibilities are able to increase con-
sumer value by raising consumer engagement [17] or emotional perception [18].
In addition, digital signage may be enhanced, allowing consumers to interact with
the system.

For instance, consumers may engage actively and intentionally with a digital
sign-age system by touching a touch screen. In other implementations, consumers
may interact implicitly with the system, with particular movements, for example.
Vogel and Balakrishnan [19] presented gesture-controlled displays, interacting with
passers-by according to the proximity to the screen. Müller and Krüger [20]
developed a solution that can learn from its experience and, based on this infor-
mation, can influence the advertisement scheduling and selection mechanism.

To conclude, interactive digital signage allows for greater involvement of
audience, better user experience, and more accurate targeting.

2.3 Interactive Digital Signage with Mobile Devices

The advancement of information technologies (e.g., Radio-Frequency Identification
(RFID), Bluetooth, gesture-sensing technologies) and the increased adoption of
personal mobile devices equipped with such technologies (e.g., smartphones) make
interaction an increasingly attractive option for furthering consumer engagement.

For instance, when a consumer approaches the coverage of a display, prepared
advertisements may be supplied to the connected mobile device of the respective
consumer [21]. Thereby, the connection may be accomplished via Bluetooth or
Wi-Fi, for instance. A widely known example for this kind of interaction is the
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sending of vouchers via Bluetooth or SMS to the consumer’s mobile device. An
additional popular implementation is having consumers scan a Quick Response
(QR) code on a display to receiving an advertisement or voucher on their personal
mobile devices (cf. [20]).

Other solutions for interaction include using a personal mobile device to control
the content on a nearby public display. As the short-range wireless communication
technology minimizes delays between user and sign, it may be an effective method
of low-latency interaction [1].

3 The Essentials for Digital Signage for Advertising

As outlined in Sect. 2, a digital signage system may be designed and implemented
in various ways. Accordingly, there are also different business requirements that
have to be considered when deploying a digital signage system. The following
subsections provide an overview of a digital signage system’s infrastructure, forms
and the specific aspects that have to be taken into account in order to achieve a
positive business performance.

3.1 Digital Signage Network

A digital signage network (DSN) connecting various displays significantly shortens
the conventional CDI (creation, distribution, installation) cycle of a particular
advertisement [22]. When an advertising campaign is designed, it can be directly
and quickly transferred to some or all displays in the network. Compared to con-
ventional signage, several steps, such as physical sign creation, distribution, and
installation have become obsolete in a DSN (Fig. 1). On the one hand, the
implementation of digital signage involves relatively high initial investments. On
the other hand, the flexibility in content and the promptness of changing the content
remotely leads to significant cost savings [8].

If a digital sign is located at the POS, for instance at a supermarket, the retailer’s
inventory system may be interconnected with the DSN. According to the current
availability of a product at the respective retailer, a particular advertisement may be
pushed or paused. This scenario is only one of the vast possibilities for contextual
digital signage. In addition to the information about the inventory status, contextual
data is also important when providing dynamically configurable promotion. If
further contextual cues should be considered for a contextual digital signage sys-
tem, the respective hardware and software needs to be interconnected to the DSN.
For instance, if an advertisement should be selected based on the current weather
situation, a connection to a service providing this information has to be established.
For the specific case of weather information, two solutions are viable. Access to a
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Web service providing weather information for a particular region is one solution,
while weather-eliciting hardware (e.g., thermometer, wind gauge, etc.) can also be
installed on site to provide the required information. In the event that characteristics
of an individual nearby a display should trigger a certain advertisement, additional
hardware and software solutions need to be installed on site. First, technology
recognizes the presence of an individual has to be implemented; second, personal
characteristics of the individual have to be captured (e.g., a camera may take a
picture of the individual); and third, the captured information has to be analyzed
(e.g., the individual’s hair color needs to be analyzed based on the picture) and
matched against predefined criteria (e.g., display the suitable hair coloring adver-
tisement for the detected hair color).

For interactive digital signage, respective hardware has to be installed on site
with every display on the network that should have the specific functionality. Touch
is a typical interaction modality; it certainly requires a display to have touch
functionality to enable this interaction type. Using a consumer’s posture as the
trigger for advertisement selection requires other hardware. Solutions found in
literature typically use cameras and/or (Kinect) depth-cameras for being able to
capture posture information [23, 24].

For having consumers interact with a digital signage system via their personal
mobile devices, hardware has to be available on site (e.g., RFID scanner,
Bluetooth). Care must be taken to build on technologies that are supported by
widely used mobile devices. For instance, Near-Field Communication
(NFC) solutions were implemented in Europe’s kiosk systems long before Europe’s
mobile devices were equipped with such technology. This situation resulted in a
wide-scale non-use of those solutions. In addition, consumers developed not-so-
positive attitudes towards these systems, as they were not in a position to use them.

3.2 Digital Signage Exchange

To allow for the appropriate distribution of advertising space within a digital sig-
nage network, there is a need for digital signage exchange (DSE). Harrison and
Andrusiewicz [22] describe DSE as a partially automated, supervised broker that
mediates between sellers and buyers. The seller is defined as the entity that owns
and controls digital signage solutions. More precisely, the seller may be the
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Fig. 1 Physical sign versus digital signage in the CDI cycle (based on [22, p. 166])
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platform provider or the space provider. The buyers are usually advertising com-
panies, interested in purchasing time slots for their clients.

Depending on the type of digital signage system employed, there may also be
other entities participating in the DSE part, namely an (active) consumer, a space
owner, and a context information provider [8]. The interactive feature of digital
signage may, for instance, provide consumers with the option to comment on
advertisements; these comments may be leveraged to adapt advertisements in future
advertising cycles to the specific needs and preferences of the respective consumer
or group of consumers.

Overall, DSE is an intermediary between all the involved players on the digital
signage market. It is based on schedule management or—if time slots are sold by an
auction mechanism—an auction bidding may decide which advertisement is dis-
played at what time on which display and at which price. This decision process is
called transaction management model [22].

3.3 Scheduling

Getting the right message to the right audience and at the right time is the key
element for providers of digital signage solutions. Storz et al. [25] state that the
scheduling for collaborative displays (i.e., digital signage systems that enable users
to share information) is mainly determined by an individual’s interaction. Thus, the
individual directly decides which content will be shown and there is no need for a
complex scheduling system. On the other hand, the informational signs typically
employ for scheduling looping playlists where the orders of other players/
advertisers may impact the entire selection process.

The main function of DSE is to provide accurate information about available
display time to buyer and seller. When a new order is placed, the DSE generates a
partial schedule. Based on this schedule, the system calculates how many other
orders may be accommodated. If the new or next order is placed, the system
compares the partial schedule with the proposal and either accommodates the order
as requested or proposes a counter-offer [3].

For contextual and interactive digital signage, Müller et al. [14] propose an
autonomous machine learning mechanism using a so-called Naïve Bayes classifier
that can apply scheduling strategies obtained from previous observations of the
audience. Their concept consists of feedback loops, i.e., the digital signs adapt their
content based on audience reactions. Thus, when the system recognizes that a
person reacted on a certain sign under certain circumstances, it prioritizes this
advertisement next time in a similar situation [14] (Fig. 2). Not only the buyer’s
order or contextual data, but also other factors may influence scheduling. Each
deployment of digital signage is striving for financial sustainability. Therefore,
there is a need for appropriate pricing mechanisms, which provide relevant infor-
mation for an adequate scheduling system.
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3.4 Pricing System

Assuming that the platform provider (digital signage service provider or seller) aims
to fulfill advertisers’ needs (i.e., pushing the exposure of an advertisement in the
advertising cycle and offering intended conversions), auction mechanisms seem to
be a feasible option for pricing. In such cases, auction mechanisms typically lead to
much higher conversion rates (up to 64 % as reported by [26]) than classic selection
approaches such as the Round-Robin approach or Random approach.

Contextualization and interaction add aspects that have to be considered in a
pricing system using auction mechanisms. Based on contextual information such as
video captured by an integrated camera, a Bluetooth device connected to the digital
sign, location or time, the most suitable advertisement even for lower bidding price
may be favored and viable conversion rate achieved [27]. In general, the auctioning
selection process consists of an advertising agent that is responsible for purchasing
advertising space, and an auctioning agent that saves a history of successful
advertising cycles (i.e., history of cycles in which the buyer won the auction, the
respective advertisement was shown, and conversion was achieved). Based on these
results, the system favors/disfavors an advertiser’s bid in the next auctioning cycle
[26]. This example is just one of the many used in practice. There are various
algorithms for computing bids and consequently displaying advertisements. For
example, Google has never completely revealed the bidding algorithm hidden
behind its AdWords service. In order to utilize the auctioning process, Google also
takes advantage of contextual data and applies it in the AdWords’ auctioning
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mechanism. Buyers with higher Google page rank, more keywords, or better link
quality need to bid less than those buyers with a poor rank or fewer keywords. In
conclusion, this strategy will favor relevant buyers and produce appropriate results
for the audience.

In general, the auctioning mechanism adopted in the field of digital signage in
practice currently applies a second price auction [26]. The winning advertiser will
never pay more than one bid increment above the bid amount of the advertiser in
the second position, meaning that the winning buyer gets the time slot for the price
of the bid of the second higher plus an increment, and the second buyer pays just
one bid increment above of the bid of an advertiser in the third position; the amount
of an increment bid varies between platforms but is generally about USD 0.01 [28].

4 Potential and Challenges of Digital Signage

4.1 Potential of Digital Signage

Digital signage is a promising and very attractive platform that has already gained
its fixed place among other advertising tools. Digital signage offers some special
features and benefits in comparison to the conventional, static form of campaigns.
Based on its direct connection to the provider, a digital signage solution offers
quick, effective and flexible controlling and displaying of content. The fast, flexible
and on the fly update through the DSB, without the need to interact with the signs
physically, eliminates high costs in comparison to creating and distributing print
advertisement campaigns. Moreover, the possibility of selling advertising space to
their suppliers contributes to the financial advantage of this solution screen provi-
ders too. Interactive digital signage is also more engaging, more informative, and
offers targeted content that can grab a consumer’s attention right at the POS and
positively impact sales. Based on the solution deployed, passers-by might be
enabled to interact with an advert through several technologies (e.g., Bluetooth,
Wi-Fi, motion sensors). As the attention of consumers increases, such solutions also
lead to a better Return on Investment (ROI) and lower financial expenses for CDI
[8, 22]. However, many retailers still use paper-based promotional material in
their retail outlets and are only beginning to upgrade to digital displays (‘digital
signage’) [9].

There are several major arguments supporting the business rationale for
deploying digital signage. Current trends demonstrate that the conventional way of
attracting consumers is connected with high costs of CDI in terms of labor and
material [22] and that using digital signage generates additional business value.
Major applications of digital signage and drivers determining the underlying
business rationale are selling display time (third party advertising), increasing sales,
brand messaging, entertainment, internal communication, and alerting (cf. [29, 30]).
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4.2 Challenge of Performance Measurement
and Implementation

Deploying any digital signage solution requires, from a managerial point of view,
the ability to measure the impact of these signs on the target achievement.
Currently, the majority of providers usually give only approximate numbers of
passers-by exposed to a screen [31]. However, there are also other approaches such
as, for instance, In-Store Marketing Institute and VNU partnership on measuring
the impact of digital signs in cooperation with supermarkets. In general, the mea-
surements are accomplished individually, making it impossible to draw a cohesive
conclusion on the results [32].

The lack of a unified standard represents a major challenge. The existence of
such a standard would boost the overall development in this emerging field, but
would at the same time interfere with market forces and competition. So far, several
approaches have been established as quasi-standards. These standards are POPAI,
SMIL, and HTML 5. The W3C consortium is preparing to launch a standard
platform, which will potentially result in additional cost reduction of content
acquisition and transmission in this field [33]. The initial workshop was held in
2011 where the needs and requirements of big digital signage users were consulted
[30]. Table 1 provides an overview on the two most widely used quasi-standards,
i.e. SMIL and POPAI.

4.3 Challenges of Operating and Using Digital Signage
Systems

Operating the involved technologies poses challenges to advertisers as well as to
consumers (cf. Table 2). For instance, many consumers have problems enabling
Bluetooth on their mobile devices. Therefore, the camera (which is typically heavily
used by most mobile device users) may be the better choice as the main transmitter
of information for interactive digital signage. Vogel and Balakrishnan [19] also
tested novel interactive public ambient displays that react to gestures and the

Table 1 The quasi-standards SMIL and POPAI [33, 44]

SMIL POPAI

XML-based mark-up language for
describing playlists, schedules and screen
layouts
Open standard established by the W3C
Mostly used in USA, Germany, Denmark,
France, and India
One hardware vendor may drive about
100,000 screens using SMIL-enabled digital
signage devices

Similar use like SMIL
Most commonly supported formats are: MP3,
.AAC, .PCM, A-law, U-LAW, DiviX, Xvid,
x264, .bmp, .jpg, .gif, .png, .avi, .mov, .asf,
.mp4, TS, PS
Pros: no dropped frames for video, no
noticeable distortion of audio and still images
from original
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distance of passers-by to the display. Their research showed that these techniques
are essentially easily and fast discoverable and useable. Still, it is very important to
bear in mind which target group should be addressed, because it is the younger
generation that pays attention to and interacts with interactive digital signage [20],
as they are more accommodated to the technologies involved.

Furthermore, as various new technologies may be deployed in digital signage,
such as gesture-based recognition (e.g., [6]) or body tracking systems (e.g., [34]),
many additional challenges arise. Currently, major efforts are still necessary to
bring those systems on a level that allows for easy and user-friendly interfaces for
consumers.

Besides consumers, many advertising companies also face challenges in oper-
ating digital signage systems. For instance, Müller and Krüger [20] revealed that
retailers lack the knowledge and competencies to design and configure their
potentially interactive or contextual advertisements. As a result, providers of digital
signage systems need to have comprehensive knowledge on complex issues and
system properties to offer a full-package product to the potential buyer.

4.4 Challenge of Display Blindness

“Display blindness” is a major challenge for successful digital signage. The term
was derived from a similar phrase, namely, from “banner blindness”, which is

Table 2 Challenges of operating digital signage systems for advertisers and consumers (based on
[14, 20])

Advertisers Consumers

• The most important system feature for
advertisers was measurability of advertising
success followed by optimization of
location

• Advertisers tend to rely on the proposed
scheduling by system, as scheduling effects
currently are not sufficiently explored

• Advertisers find it difficult to design their
own campaigns with respect to
contextualization and interactivity

• Advertisers expect marketing support for
digital signage solutions from advertising
agencies due to a lack of knowledge with
the technology

• Before deployment, advertisers seem
interested in controlling their campaigns
(which sign, when, how, statistics);
thereafter they tend to rely on the efforts by
digital signage providers

• Location is more important than content

• Consumers tend to prefer taking photos of
coupons rather than having to operate
Bluetooth or SMS solutions

• The location of a display is very important
in order to attract a consumer’s attention

• Younger generation/digital natives may be
targeted with highly interactive solutions,
while older generations/digital immigrants
may have difficulties operating the involved
technology

• Interaction process may be perceived to be
initially difficult for passers-by (understand
how to interact with an interactive digital
signage system) once they understand how
to interact, people state that they enjoy
using it

• When the purpose of the camera is not
explained, people tend to feel being
“securely watched”
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characterized as the phenomenon of website users who are actively ignoring web
banners [35]. Studies have confirmed that the “expectations towards what is pre-
sented on public displays can correlate with their attention towards these displays”
[36]. Such display blindness is connected with an individual’s informational
overload (cf. [37]). When the advertising space is a scarce resource, digital signage
is facing two negative externalities that can influence their deployment. Firstly, the
local authorities can regulate the amount of advertising space. For the sake of these
regulations, auction systems were recommended [12]. Auction mechanisms seem to
be viable in terms of scheduling as well, since, compared to classic selection
approaches, the conversion rate is higher [26]. Secondly, studies of [12, 20]
revealed that there are still privacy concerns when using and collecting contextual
data. Unfortunately, this data is crucial for contextual digital signage. As a result, in
some cases the service cannot be tailored to the consumer’s needs. There are several
legal regulations must be taken into account. Generally, the person has to have the
right to opt-out from collection of contextual data [38].

Furthermore, two major factors affecting a person’s glance at a display have been
identified: bottom-up effects and top-down effects (Table 3). Studies have revealed
bottom-up effects that have impact on the display blindness (i.e.,
generating/increasing or reducing display blindness). Furthermore, studies indicate
that displays at a POW receive more attention than displays deployed at a POT [14].
However, the location does not seem to have any effect as long as a person expects
interesting information to be displayed. For instance, when the display was
deployed in the school area, students expected interesting information, in contrast to

Table 3 Effects influencing display blindness (based on [14, 45])

Top-down effects

Individuals’ expectations towards the perceived content can reduce display blindness; e.g., from
public institutions people expect more relevant information than from commercial entities, which
results in people paying higher attention towards displays placed in public institutions
Location does not have any effect on display blindness if an individual expects some interesting
or relevant information

Bottom-up effects

Colourfulness and attractiveness reduces display blindness
Amount of display time; i.e., long distance visibility increases the probability that an individual
notices the display
Size of display eliminates display blindness
Placing display in forward direction captures the attraction unintentionally
Displays that show video content tend to capture the eye longer than text
Displays at eye level or positioned considerably above the head draw more attention
Closer distance to other eye-catchers increases display blindness
Small displays may encourage prolonged viewing in public spaces to a greater extent than large
displays
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the displays placed in the city center, which were considered as “just another ad”.
As a result, the displays at schools were glanced more often [14]. This underlines
the influence of contextualization on consumer perception. Overall, the factors
summarized in Table 3 should be taken into consideration when setting up a digital
signage system.

Additionally, Dennis et al. [4] examined the mediating factors on perception and
emotions in terms of digital signage. People who are in good mood before shopping
may have better perception of the products and—as a consequence—tend to buy
and spend more [39]. Dennis et al. [4] add that advertisers may enhance this process
by using sensory stimuli through the digital signage. They proved that digital
signage has significant direct influence on the perception of the mall environment
that consequently drives the consumer’s willingness to buy and spend more
(cf. [4]).

4.5 Negative Externalities and Possible Solutions

Digital signage faces the challenge of increasing effectiveness at locations engraved
by information overload [40] as people are exposed to numerous advertisements in
public space while the attention of an individual is limited. Paying attention to an
advertisement can therefore be regarded as a cost for the consumer (“attention
costs”). Only if the advertisement conveys useful information, while at the same
time decreasing the attention costs, will the consumer see a ‘net benefit’. An
overload of signage, which is present at many places that are basically suitable for
digital signage, is then simply the result of having more advertisements (causing too
much costs) than would be ‘optimal’ [27]. Advertisers, however, do not directly
calculate these costs, as they tend to focus on internal costs, such as costs for space
rental or campaign design [9]. Consumers’ attention costs are not included in
transactions between buyers and sellers of advertising space for digital signage (i.e.,
transactions between platform/space providers and the advertiser). This situation is
described as a negative externality in digital signage advertising [27].

At first thought, one might consider not having any advertisements at all to be a
suitable solution in order to deal with negative externalities. Weiser and Brown
suggest the opposite: “It seems contradictory to say, in the face of frequent com-
plaints about information overload, that more information could be encalming”
[41]. This implies that information overload is not the actual problem. Rather, the
fact that consumers become annoyed because they do not receive benefits in return
for their attention seems to be the core problem here [42]. Hence, providing suf-
ficient benefits to the consumer is the basis for not consuming attention costs
unnecessarily in digital signage advertising, eventually helping to overcome the
problem of negative externalities at the same time.

Receiving the consumers’ attention is not a matter of bottom-up effects (e.g.,
screen size, animated advertisements or noise), but rather of providing relevant
content [27]. This insight is a crucial starting point when considering solutions to
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avoid negative externalities. An analogy between the Internet and digital signage
confirms this argument: e.g., pop-up advertisements with animations and sounds
that appear prominently at the center of the computer screen are far less effective
than contextual keyword advertising. Contextual keyword advertising consists of
advertisements, which are related to search keywords and which are displayed next
to the search results (e.g., Google AdWords [13]). The reason why those adver-
tisements attract more attention is because they are context-driven and, thus, better
targeted to the consumers and their current situations and aims, and have a higher
probability of being relevant. In contrast, pop-ups appear much more prominently.
These pop-ups have many detriments, including a higher risk of unnecessarily
consuming attention from the Internet user, causing attention costs [27]. With
digital signage, too much advertising can lead to suboptimal consumption of
attention, as comparable with pop-ups. The analogy with contextual keyword
advertising, in contrast, shows that advertisers could better rethink the relevance of
the content, instead of engaging in an arms race of designing their advertisements
more attention drawing [27, 43].

Coping with negative externalities by market regulation is an additional possi-
bility. Theoretically, if negative externalities are eliminated, then the average
consumer’s benefit from giving attention to digital signage at a certain location is
maximized. If the consumption of a consumer’s attention could be monitored, for
example via dual-task performance, one could sell the exact amount of advertise-
ments until this benefit is reached. Müller and Krüger [27] discuss three options
to achieve this aim: maximum permissible values, fees, and tradable certificates
(cf. Fig. 3). The following paragraphs discuss these three options and their pros and
cons in detail.

The first option is regulation by maximum permissible values. Regulators may be
sure about the amount and style of the advertisements. However, this method seems

Maximum 
permissible values

+
Amount and style 

regulated

-
Ineffective

Fees

+
Effective

-
Practically 
impossible

Tradable certificates

+
Maximizing 

consumer benefit

+
Maximizing 

advertiser's utility

Fig. 3 Options for consumer benefit optimization in digital signage and their pros and cons

298 C. Bauer et al.



to be ineffective, because the costs caused to advertisers cannot be regulated,
whereas every advertiser can only attract the same maximum amount of attention.
The second option, charging fees for each unit of attention would solve the latter
problem by letting advertisers pay more in case that an advertisement is worth more
to them. This option would be theoretically sound, but practically hard to imple-
ment, because it is too difficult to determine how much should be charged for one
unit of attention. This value should be equal to the costs induced to society, which is
practically impossible to calculate. As a third option, one could work with tradable
certificates (according to [27] a combination of the both previously stated mech-
anisms): If one would sell certificates for a certain amount of attention in a certain
location, the average consumer benefit will be maximized. An auction can serve as
the solution by filtering out which advertiser is valuing the opportunity to advertise
at that moment and location most. The drawback of having high transactions costs
with this approach might not be too relevant in the case of digital signage, since
auctions are applied successfully in this market [26]. Automatic execution of the
auction by software agents will then help to decrease these transaction costs to
acceptable proportions [27]. This regulation of advertising market will, on the one
hand, reduce information overload for consumers, but, on the other hand, it will
support advertisers in targeting certain consumers and consumer groups, because
just the relevant ones will be able to win the auction.

5 Conclusion

Digital signage plays an increasingly important role in today’s advertising industry.
This emerging mode of advertising provides new opportunities for consumers and
for businesses due to its great array of possibilities. Along with the development of
various types of digital signage and their increased application options, the need for
diversified business approaches arises. The paper presented and discussed the dif-
ferent requirements and adaptation capabilities for the three major types of digital
signage applications that are based on currently used technologies; the three major
types are contextual digital signage, interactive digital signage, and the specific
form of interactive digital signage with mobile devices. Particularly, this paper
discussed the essentials components necessary to create business value for each of
the major types of digital signage, i.e., the digital signage network (DSN), digital
signage exchange (DSE), scheduling, and pricing. The infrastructure of a digital
signage system, its forms and specific aspects, have to be taken into consideration
by companies which intend to participate in this promising market. As a result, our
work targets both researchers as well as practitioners in the field.

The core contribution of this paper is a detailed analysis of the potential of
digital signage; emphasis is laid on challenges of performance measurement and
implementation. The lack of a unified standard represents one of the major chal-
lenges, the existence of which would boost the overall development in all the major
types of digital signage. The quasi-standards SMIL and POPAI are already a step
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into the right direction. Another emphasis of the analysis laid on challenges of
operating and using digital signage system; in this context, we discuss display
blindness and negative externalities. Possible solution paths were discussed for all
challenges and best practices were presented.

As existing studies show diverging results, future research may include empirical
studies on immediate as well as indirect effects of digital signage on sales in various
sectors. Further issues that could be examined empirically focus on content: Which
type of content should be displayed, and should the content be communicated as
information or as emotional advertising? Another thread of research will focus on
the perception of content that might depend on sequences and/or on schedules of
advertisements.

Contextual digital signage is for the time-being in an early phase, thereby facing
several drawbacks; from a societal viewpoint the use of contextual signage might
well be disapproved due to privacy concerns. Research may focus on
technically-oriented and organizational alternatives to offer contextual content that
is not only in line with privacy regulations but also meets the consumer’s expec-
tations on privacy.
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Trust, but Verify: The Role of ICTs
in the Sharing Economy

Sami Dakhlia, Andrés Davila and Barry Cumbie

Abstract Successful peer-to-peer sharing platforms open the door to new markets
by relying on feedback-driven reputation mechanisms to reduce transactions costs.
In particular, the reputation-based mechanisms go a long way towards reducing
informational asymmetries and opportunistic behavior. Nevertheless, they are not
100 % impervious to abuse. The challenge for ICTs is to further boost trust by
reducing risk while keeping transaction costs small. This can be achieved with the
help of two complementary approaches: (1) develop ID verification solutions that
link and aggregate a user’s reputation profiles from various communities and
(2) use connected monitoring devices. Both approaches raise privacy concerns that
must be taken into account. This pedagogical note offers a short primer on some of
the underlying economic concepts.

Keywords Collaborative consumption � Collaborative production � Global
village � Sharing economy � Reputation � Information technology � Internet �
Privacy

1 Introduction

“As a greater number of economic activities become mediated by computers,
sophisticated monitoring of transactions will become feasible, allowing for more
efficient contractual arrangements in rental markets” [1].
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In [2], DeLong and Froomkin cautioned that the new economy would create
more of the types of goods and services, such as mp3-encoded music files, that lack
the essential features of private goods, namely excludability and rivalry; moreover,
they argued, commerce would be hampered by a loss of transparency—what you
see online is not what you may get—so that the very foundations of Adam Smith’s
world and its efficient allocation of resources would be eroded.

With the benefit of hindsight, we can now plausibly argue that the new economy
brought about net benefits: the corporate music industry has shrunk significantly,
but thanks to innovative business models, from iTunes to Spotify, it is still alive and
kicking; more importantly, musicians aren’t starving, despite their growing ranks.
Electronic commerce, whether via eBay or Amazon, is thriving, and their online
feedback reputation mechanisms appear to be working well enough.

Our focus here is on the so-called peer-to-peer (P2P) sharing economy, in which
individuals monetize idle or underutilized resources, for instance by renting their
car, a power tool, or a room to a stranger.1 Such trades were inconceivable less than
ten years ago: friends were invited to stay for free and strangers were not let into the
house under any circumstances. In a nutshell, sharing platforms have brought us
closer to, not farther away from, an economy with low transactions costs and more
complete markets.

The term “sharing economy” has been used to designate many new services or
marketplaces. While the term may be an apt descriptor for some of these IT-driven
transactions, it can be misleading for many others. Techno-utopian theories
promising a new golden era of zero-marginal cost societies only lead to further
confusion. It therefore seems important to address, upfront, various misperceptions
about the sharing economy.

First of all, despite the utopian connotations of the words “sharing” and
“community”, the transactions are fully compatible with and generally motivated by
dollars and cents: what’s mine is indeed yours, but for a fee. Sharing platforms
facilitate a more complete market economy as reduced friction improves the effi-
ciency of free trade of goods and services. Bardhi and Eckhardt [4], for instance,
argue that the term “access economy” far better captures the fact that these are
market transactions, not reciprocal, informal exchanges within small social groups.

Second, collaborative consumption is predominantly not about providing access
to digital information goods, but to physical ones. The distinction is important:
thanks to Intenet, digital information goods could be duplicated and distributed at a
very low marginal cost so that these files became neither excludable (the original
producer can, in the worst case, only charge a price for the first copy), nor rival in
consumption (my copy of your copy does not affect your copy’s consumption
value).

1Botsman [3] proposes a definition that also includes ethical criteria, such as “transparency,
humanness, and authenticity”.
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2 The Sharing Economy Is About Club Goods

Rivalry (in consumption) and excludability are two basic criteria used to classify
goods (and services) and help determine whether they can be efficiently provided by
the private sector or whether they should potentially be provided, or at least reg-
ulated, by governments. A good is said to be rival if your use of that good reduces
my own enjoyment of it. For example, if you take my car, I cannot use it.
Conversely, a good is said to be non-rival if multiple people can use it simulta-
neously: an FM radio signal is such an example, since your signal reception does
not impede mine. A good is said to be excludable if the provider has the means of
withholding the good from specific users; he might choose to exercise that power if
the user fails to pay for the good, for instance. A gym, for instance, is excludable,
since only members in good standing will be granted access. Conversely, a good is
considered non-excludable if the provider cannot limit access, as would be the case
for a fireworks show, since anybody within a few miles would be able to enjoy it.

These two criteria define four types of goods: private goods, which are rival and
excludable; pure public goods, which are neither rival, nor excludable; commons,
which are rival, but not excludable, and club goods, which are excludable, but not
rival. The four types are shown in Fig. 1, in which we recognize that the concepts of
excludability and rivalry are not strictly binary (yes or no), but that there can be
degrees of rivalry (e.g., I can still use a road even if it is congested), and that access
control can be more or less costly.

The distinction is useful, since it helps us categorize the various services in the
new economy. Wikipedia, for example, provides a public good: millions of people
can access the service simultaneously (non-rival) and it is freely accessible
(non-excludable, or, at least, non-excluding).2 Uber, in contrast, arguably provides
access to private goods (or, rather, services), since transportation service is created
on demand, the client chooses the destination, and is the sole user of that particular
ride. A ride-sharing platform such as Blablacar, on the other hand, provides access
to a club good, since the driver is not only the producer but also the consumer of the
trip; in particular, she chooses both the trip’s destination and timing, while pas-
sengers can merely claim empty seats. Furthermore, the platform helps the driver
offset part of her variable cost (gas and tolls), but she cannot generate a profit, that
is, revenue over and above her explicit and implicit opportunity costs.

Peer-to-peer sharing platforms, then, provide access to club goods, goods that
are excludable and rival in consumption—to a degree. The degree of rivalry largely
defines a club’s optimal size (see Buchanan [5]). For instance, a sedan can com-
fortably seat at most four adults. Clubs are nothing new, of course: the treadmill in a
home gym, for example, may only see 30 min of use a day; the much higher
utilization of the same treadmill at a neighborhood fitness center may lead to a

2One might argue that Wikipedia could opt to restrict access to paying subscribers (or to those
willing to watch ads); this would, however, most likely upset its business model and negatively
affect the goodwill of its countless contributors.
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substantial reduction in cost per minute. These savings, however, can only be
realized if the number of club members is sufficiently small so that they can
coordinate sequential use and if access to the gym is sufficiently convenient; in
short, if the transactions costs are sufficiently low.

3 Reputation Is Key, but not Always Sufficient

The interesting twist is that many of the club goods and services accessible via
sharing platforms have heretofore been considered private goods: sequential use
had been impractical and the associated transaction cost prohibitive. Entrusting a
personal, valuable resource to a stranger was fraught with peril: how could one
guarantee that the good would not be damaged? What type of enforceable contract
would have to be drafted to resolve any potential claim or conflict?

For the sake of comparison and to understand the power of reputation, consider
the case of so-called micro-credits in developing countries: access to micro-loans
was limited because the transaction cost associated with verifying the borrower’s
identity, securing a collateral, and filling out the paperwork far exceeded the loan
amount. Yet, in the absence of such verifications, a bank would face a high
probability of default. Loan sharks could fill the void, but at usury rates. The
Grameen bank (see Yunus and Weber [6]) solved this dilemma by leveraging
peer-pressure and merely requiring that four of the borrower’s peers co-sign the
loan; as such the borrower’s reputation among his peers was on the line. While
reputational collateral is of no intrinsic value to the bank, it nevertheless solves the
problem of trust, because the bank knows that it is valuable to the borrower.

In much the same way, peers in the sharing economy prize their reputation, and
with it the ability to engage in future transactions. A history of positive feedback
earned in prior transactions is a bond of trust and opens the door to more potential
transactions. The ability to trust people not to engage in opportunistic behavior is
key to the continued success of platforms such as Airbnb or Zilok. Unfortunately, a
few bad apples may spoil the barrel for the rest of us.

Fig. 1 The four types of
goods
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Moral hazard is one of two fundamental problems with entrusting equipment,
say, a car, to a stranger: she may not treat it as carefully as the owner would. She
may drive it harder or park it in a risky neighborhood. When the car is returned, the
owner may generally not be able to tell how the car was treated; in the case of
mechanical failure, the owner can usually not assess if the failure is an Act of God
or the user’s fault. As a consequence, a mechanism based solely on reputation
cannot provide perfect and complete protection from negligent behavior.

Neither can it fully protect owners from adverse selection, the second funda-
mental problem, where sharing platforms attract a disproportionate number of
inherently risky users, not merely young drivers who are unable to rent from
traditional rental agencies, but rather, malicious users who prey on a trusting
community: a scammer could potentially game the system and boost his reputa-
tional score by creating multiple fake digital identities that exchange positive
feedback among themselves. Furthermore, as discussed in Friedman and Reznick
[7], online pseudonyms are disposable and replaceable so that bad reputations can
easily be shed.

The success of online sharing platforms, the ability to unlock new markets,
hinges on the platforms’ ability to limit opportunistic behavior by reducing the
informational asymmetries that underlie moral hazard and adverse selection.
Unfortunately, as pointed out by Reznick et al. [8], eliciting useful feedback is not
easy since users do not always have a strong incentive to rate their experience and
to rate it truthfully. Providing feedback is a tax on time; and providing negative
feedback can be an emotional burden and may potentially lead to further conflict.

Taking the case of an Airbnb transaction, because both parties benefit from
feedback (provided it’s positive), it suffices to merely withhold access to received
feedback until one takes the time to evaluate the other. On the other hand, in the
wake of a dispute, both parties could agree to leave neutral comments (or no
comments at all) rather than mutually damage each other’s reputation. In theory,
Airbnb’s policy of concealing feedback until both have responded does nothing to
encourage or dissuade this type of collusive behavior; in game-theoretic parlance,
there are many Nash equilibria. In practice, however, parties nevertheless often
collude. Designing robust truth-revealing mechanisms is no easy task. Jøsang et al.
[9] offer an excellent survey of online reputation systems.

Because of these issues, Airbnb or peer-to-peer car sharing platforms such as
Getaround and Relayrides have evolved from offering mere matchmaking services
to providing not only screening (identity and driving record verification) but also,
most importantly, insurance. Of course, these extra expenses increase the transac-
tion cost.

One method to counter increasing transaction costs and complexities of identity
enforcement in a sharing-economy platform is to link and aggregate reputation data
that peers accumulate in various online communities. The proposed model of
cross-community reputations (CCR) (see Grinshpoun et al. [10], for example) also
promises to effectively reduce the burden of burgeoning start-ups to fully construct
their own verification and enforcement mechanism in a sharing platform.
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Furthermore, individual platforms would also sidestep the need to attain a critical
mass of users, transactions, reviews, and ratings that are needed to establish the
reputation of the actors involved. An individual would not have to use a single
sharing platform many times over to establish their reputation but could leverage
their reputation from their goodwill accrued elsewhere. My favorable eBay seller
rating would inform and bolster my Airbnb reputation and also connect with my
Uber experiences and so forth.

Last, but not least, Facebook and Google Plus have significantly increased the
cost of pseudonym replacement. Not only does Facebook require (with varying
success) people to provide their real life name, but erasing an old and opening a
fresh account brings with it the tedious process of rebuilding one’s network.

4 The Evolving Role of ICTs

The problems of verifying identity and associated reputations that are faced by
sharing economy platforms are not without analogy to previous and ongoing
developments in other ICT-facilitated economic platforms. There is still a trade-off
between simplicity and robustness of protocols for authentication of digital identity.
Biometric techniques such as face, retina, or voice scan may help overcome the
trade-off, although they raise not only privacy concerns, but also issues of devel-
opment cost for platform providers. Nevertheless, the more valuable the shared
equipment and the higher the stakes, such as housing and vehicles, the more it may
make sense for a platform to impose robust authentication of a person’s identity and
for vehicle or apartment owners to invest in monitoring devices.

Trust in e-commerce transactions in both digital or physical goods from buyer to
seller are moderated by several controls including the technological protocols to
secure and encrypt transmitted data during the ICT-facilitated transaction. In this
regard, payment methods are more trusted and secure than ever before. Emerging
players in this market are further able to incorporate industry standards of accepting
and processing payment, not by building their own from the ground up, but by
sidestepping this onerous process and using preexisting and well-known third-party
services such as PayPal.

In the same manner, many smaller online and information services can outsource
the complex, risky, and fundamental feature of user login and authentication to
technology giants. The tasks of developing, maintaining, and securing user data and
profile become unwieldy and detracting and—with more user data collected—
expose an organization to greater risk. The solution to this are protocols such as
oAuth or OpenID that allow third-party websites, services, or applications to use
preexisting user login credentials (those from Facebook or Google, for example) to
create and access an account. Users can login to many sites using the same cre-
dentials, at greater convenience, but the sites themselves do not have to store,
protect, or maintain user passwords.
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These two cases of incorporating third-party payment or authentication services
form the backdrop of a cross-community reputation service. The crux of the
problem is ensuring persistent reputation versus transient digital profiles. Digital
profiles—the user names and associated information provided—are shaped by what
the user provides, what the platform allows, or the interaction among the user,
platform, and the network of users (Kane et al. [11]). Digital profiles provided by
users that are not linked to a network of users (e.g., Facebook) are susceptible to
being discarded and recreated and are thus not persistent in the true identity of the
user. This is not necessarily problematic for product-based transactions; a seller
may tolerate a user terminating and recreating accounts so long as the user con-
tinues to make purchases. This behavior does however become a serious issue when
trust and reputation are important factors in a transaction, as is the case for the
unique situation of the sharing economy, in which the parties are in closer contact,
if not meeting in-person, then connecting via a shared resource that is used and then
returned to the lender.

These issues do seem to point to the need for a cross-community reputation
aggregator. Online payment and user authentication are two areas that are not
without ongoing security risks but have also gained in user trust by adopting
third-party services or standards to achieve higher levels of service and security.
Reputations in a sharing economy platform also may benefit from the presence of
third-party agencies that maintain persistent reputations across many platforms,
especially when digital profiles can be discarded and recreated.

Ultimately the clearest analogue for a CCR service is that of a credit agency,
which assigns an index score (i.e., credit score) to individuals based on relevant
debt, income, and other factors. A reputation score that stays with you across all
platforms and user names would alleviate concerns in ICT-facilitated transactions.
The solution may lie in additional layers of systems and complexity that represent
an Identity or Reputation Economy of third-party agencies that verify users across
platforms and link digital profiles with a persistent reputation score.

However, until a CCR system is widely adopted, sharing platforms must con-
tinue to engage in painstaking weeding of fake accounts, if only to keep insurance
premiums and user complaints to a minimum. They may also encourage the
adoption of monitoring devices.

Housing is far less fragile than a vehicle and while it is far more valuable, the
potential damage is typically lower and is more easily revealed upon post-rental
inspection. The cost-benefit ratio of monitoring devices, such as cameras, may thus
be less favorable, especially considering the very serious privacy considerations.

In the case of car sharing, on the other hand, owners may opt to retrofit their cars
with vehicle telematics, i.e., various sensors and monitoring devices. These may
include geolocalization to record road types, speed, and neighborhoods where
parked. An accelerometer can provide information on driving style and detect small
shocks. Access to the engine’s CPU can provide data on fuel consumption. These
technologies have already found their way into usage-based insurance, such as
Metromile’s pay how you drive (PHYD), whose premium is, in part, based on
driver behavior.
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Both CCR services, which collect and store data, and monitoring devices raise
serious ethical and privacy issues. Dambrine et al. [12] contend that reputational
systems are capable of protecting user privacy and concealing identity until a
transaction takes place, while preserving transparency and channels of feedback and
response for users. As for monitoring, which would necessarily occur with the
informed consent of the user, privacy concerns could be significantly alleviated by
ensuring that the flow of usage data is restricted to a neutral third party. This third
party would preserve the data for only a limited time period and only release it to
the platform’s arbitrators if “foul play” is suspected. Langheinrich [13] and
Cavoukian and Jonas [14] develop further measures, principles, and best practices
for what is known as Privacy by Design (PbD).

5 Conclusion

Reputation and trust-based mechanisms have opened the door to new markets and
to a higher rate of resource utilization. Unfortunately, the mechanisms are not
bulletproof and cannot fully resolve the problem of informational asymmetry. The
continuing success and development of the so-called sharing (or access) economy
thus hinges on its ability not only to develop more robust game-theoretic
truth-revelation mechanisms, but also to link and aggregate persistent reputation
profiles across platforms and to develop protocols that permit monitoring while still
protecting users from unwarranted privacy intrusion.
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Internet Service Providers: The Italian
Scenario

Francesco Bellini, Fabrizio D’Ascenzo and Valeria Traversi

Abstract This paper shows the characteristics of the Italian Internet Providers’
market. The study is divided into three parts where different factors are analysed
providing an observation of the targeted sector from different perspectives. After
having identified the research objectives and the characteristics of the internet
providers’ sector, the Italian Internet market is described through fundamental
parameters such as the analysis of demand, global turnover and the analysis of
different methods of access to the network. In the second part, we analyse the
technical, economic and financial characteristics of the sector, through the study of
fundamental elements such as technological readiness of ISPs and the structure of
supply, taking into account operating areas and services provided by companies; the
survey provides then a study of the companies’ size in order to have a clear market
segmentation. The last part provides an analysis of the economic and financial
structure exploring companies’ efficiency through performance indicators. The final
result is a critical analysis of findings from which emerges that medium sized ISPs
are more performing in terms of business indicators while policies still seem to be
in favour of big operators.
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1 Introduction

The present research1 provides an analysis of the Italian market structure for
Internet access services in order to define size classes of operators (ISP—Internet
Service Providers) and study the main characteristics of these companies and their
offered services in the current operational context. Our analysis starts from the
hypothesis that the different sizes of operators enable different levels of techno-
logical, economic and financial efficiency [1] and we wanted to identify which is
the optimal dimension for ISP that want to face the Italian market where industrial
policies still appear to be favourable to big operators [2].

Our methodological approach is grounded upon the set-up of a database
(DB) which will be further improved and used for future analysis. The DB contains
the information of relevant elements characterizing the single companies—from
operational/technical details to economic/financial figures—that will be used for the
elaboration of indicators needed for the study and comparison between companies
within the ISP sector.

After having observed the elements of the market situation, an
economic-financial analysis was carried out with the aim of identifying the main
sector features, weaknesses and strengths, emphasizing the attractiveness in order to
improve operational solutions.

The composition of ISP operators’ sector can be represented in various ways
given all the characteristics of the target market. The Fig. 1 shows “accesses to the
fixed network” provided by Telecom Italia and Other Licensed Operators
(OLO) [3].

The diagram shows the increasing OLO role in the domestic market. The per-
formance is clearly shown when taking into account the class “others” representing
small and medium service providers that are consolidating over the time their
position on the market. The next Fig. 2 makes it even clearer showing the market
breakdown among OLO: here all operators’ market shares are shown without
considering the position of Telecom Italia (which is the former monopolist and the
bigger incumbent on Italian market).

This figure clearly represents the increasing role of the operators categorized as
“others” with a market share that rises from 4.7 % in 2012 to 6.3 % in 2013.

As regards broadband accesses, Fig. 3 shows a similar situation to the fixed
network accesses.

The data comparison clearly shows an increasing development of small andmedium
ISPs’ market share, which is improved by almost one point percentage in one year.

In short, we can say that small and medium internet service providers are or have
been considerably growing by absorbing even more large market shares despite the
delay Italy has experienced in digitalization, computerization and opening the
market to an actual concurrency.

1This research was carried out thanks to the support of AIIP (Associazione Italliana Internet
Providers) and NAMEX (Nautilus Mediterranean eXchange point).
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2 Internet Service Providers in Italy: A Methodological
Approach for the Analysis

In order to perform our analysis, we built our database of Italian ISPs by merging
together the information coming from:

• “Registro degli Operatori di Comunicazione” (ROC) maintained by the Italian
Agency for Communication Market Control AGCOM;

Fig. 1 Accesses to the fixed network a comparison between 2012 and 2013. Source AGCOM

Fig. 2 Accesses to the fixed network OLO between 2012 and 2013. Source AGICOM

Fig. 3 Broadband market shares between 2012 and 2013. Source AGICOM
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• the list of members maintained by the Italian Association of Internet Providers
(AIIP);

• the database of the NAMEX (Nautilus Mediterranean eXchange point);
• other publicly available information sources.

The database contains the information on the companies’ size, their main
financial-economic performance indicators and the operators’ supply in terms of
Access, Services and enabling Technologies.

2.1 ISP Size and Segmentation on Indicators Basis

This section shows the current dimensional segmentation of ISP competitive busi-
ness. The “Recommendations 2003/261/CE” set the criteria for breaking down the
productive sector in large, medium small and micro companies as shown in Fig. 4.

The parameters used for market segmentation follow two main rules given by
the European Commission: “annual working units” must be considered first, cou-
pled with a second parameter that can be “annual turnover” or “annual balance
sheet total” as the case may be or is subject to data availability.

This scheme allows the breaking down of the examined sample as follows:

• Large corporations: 18
• Medium sized companies: 30
• Small companies: 83
• Micro enterprises: 246

The examined sample is made of 377 businesses distributed throughout the
territory as shown in Fig. 5 where geographical location is also combined with
business size.

Figure 5 shows the business positioning according to the geographical distri-
bution of the registered/operating office and not according to the operating areas.
Nevertheless, it is reasonable to assume that the bigger is the company dimension
the larger is the geographical coverage of the services provided: big companies
cover the whole domestic territory and medium enterprises may cover more than
one region while small and micro companies are local operators.

2.2 Overall Supply Analysis: Areas of Operation
and Offered Services

For the selected companies Table 1 shows the type of offered services in a scheme
relating two main elements: that of size and type of service.

The table describes the composition of access, services and technologies by
using the size class segmentation. The availability of IPv6 technology represents a
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meaningful information that can be interpreted as the readiness of providers to
manage internet products accordingly to the developing trends and technologies
such as “Internet of Things” that need wider structural configuration and more
advanced qualitative characteristics.

3 Analysis of the Financial Structure in Relation
to the Performance Indicators

In this section, the analysis is developed in order to measure the ISPs’ performance.
The available financial statements’ data made possible to obtain an in-depth rep-
resentation of the companies’ economic-financial conditions.

Fig. 4 EU definition of medium, small and micro companies

Internet Service Providers: The Italian Scenario 317



For each indicator the so called statistical “outlier” companies were also iden-
tified in order to avoid distortions and get a clearer and more likely analysis.2 The
red columns in the following charts show the results obtained without the outliers
(NO) while the blue columns represent the full sample.

3.1 Trading Profitability (EBITDA/Sales)

The analysis starts from the ratio EBITDA3/Sales. This is used to constantly
monitor the developments of the business activity. The purpose of this indicator is
to highlight the developments of the business activity and their trends over the time
in order to better “know” the company. EBITDA is then used to compare the

Fig. 5 Break down of the examined sample. Source Aida, Bureau Van Dijk, AGCOM, ROC

2For calculating the outliers we used the Inter Quartile Range (IQR) algorithm.
3Earnings Before Interest, Taxes, Depreciation and Amortization.
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company’s profitability over several financial years, comparing it with sales as
profitability is heavily influenced by the business sector.

Figure 6 shows that large corporations are more performing when considering
the overall turnover while Fig. 7 shows that SME have a better profitability when
selling cost are considered and consequently SME appear to be more efficient.

3.2 Asset Profitability (Net Profit/Total Assets)

In this paragraph, we consider the ratio between net income and total assets (or
invested capital); the Return On Assets (ROA) index enables to check how much a
company’s total assets are profitable (Fig. 8).

This indicator also shows that SMEs have a more efficient asset profitability than
large corporations.

3.3 Return on Equity (Net Profit/Capital)

This indicator enables us to investigate the profitability of shareholders’ capital
(Fig. 9).

Fig. 6 Trading profitability (EBITDA/Sales—%)
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Fig. 7 Profitability on sales (EBITDA/net revenues—%)
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Fig. 8 Total asset profitability (ROA—%)
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Return On Equity shows that the economic performance of risk capital is pos-
itive especially for small companies. Conversely, large corporations show a nega-
tive result.

3.4 Efficiency Invested Capital (Turnover/Invested Capital)

With this indicator, we measure another important efficiency indicator that illus-
trates the ability of the invested capital to “turn into” sales revenues.

Figure 10 confirms that the SMEs’ invested capital is more than that the one of
large corporations.

3.5 Debt Structure (Debt/Equity)

This indicator enables to measure the company debt sustainability, identifying the
debt ratio or the debt/equity ratio (Fig. 11).
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Debt level for large, small and micro companies is rather widespread.
Conversely, the debt of medium companies appears to be more sustainable.

3.6 Bank Exposure (Debt Vs. Banks/Turnover)

This section deals with ratio between company’s bank liabilities in relation to
turnover (Fig. 12).

3.7 Solvability (Debt/EBITDA)

This indicator shows the ratio between net financial debt and EBITDA that is used
for measuring the company’s capacity to redeem its debt.

Figure 13 shows a difficult situation for large corporations and micro companies
and on the contrary a negative value shows a healthier situation for medium ones.

Figure 14 clearly illustrates that medium companies are the most efficient as the
calculated value takes on a very positive significance when compared to other
categories.
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4 Conclusions

The results of this research provide an overview of Italian Internet Service
Providers showing a very dynamic market made of a large number of active
companies operating in the territory by providing a variety of services.

The segmentation of companies in large, medium, small and micro provides
interesting hints: among these, the medium sized enterprises is a model of efficiency
that can be considered as a benchmark.

The survey reveals the need for investments in order to seize market challenges
as ultra high-speed Internet or Internet of Things, that are key technologies for
business development and solid competitive positioning.

The attitude of incumbents, such as the former monopolist, suggests a lower
trend for infrastructural investments; “aggregations of companies”, as well as
mergers and acquisitions, are needed in order to enable consolidation policies and
to meet investment challenges that small and micro companies cannot singularly
bear despite their efficiency.

Medium sized companies represent the starting point to achieve these objectives
and make the Italian ISP market more competitive at the international level.

Moreover, world crisis, European and especially Italian low rate of development
are obstacles to the boost of this sector. The objectives of Italian Digital Agenda [4]
are very clear and require great efforts to overcome present difficulties and identify
areas for a competitive development. There are interesting opportunities in the ISP
sector that can play a role in overcoming the financial crisis. But the policy strategy,
both at national and international level must be clear in order to allow the operators
to identify viable business models [5]. For example, the theme of the “net neu-
trality” [6] is one of the issues that can heat the political debate and economic
regulation in relation to how to boost investment in broadband. The role of ISPs is
connected to the vision of a network without arbitrary restrictions on devices
connected and the way in which they operate, and therefore does not discriminating
from the point of view of the use of various services and content of the network by
the end user. Distortions with respect to this principle could go to the exclusive
advantage of the large operators which will be able also to deliver different content
based according to the ability of users to bear the cost of bandwidth allocation and
therefore to the detriment of small operators and low-end users thus will affect
negatively on digital divide.
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ICT and Retail: State of the Art
and Prospects

Daniele Pederzoli

Abstract In this paper, we analyze the diffusion of technologies in the retail sector.
Technologies are disrupting the traditional way of selling products and services and
the relations between companies and consumers. In our paper we categorize four
different fields for technologies impacting retail activities and we analyze some
examples for each category that can illustrate these trends.

Keywords Consumer enhancement � Store atmosphere �Ubiquitous consumption �
Store management � Technology and retail

1 Introduction

Retail has been a “low technology” sector for many years because its main purpose
was to distribute products manufactured and branded by industrial companies and
the competition was mainly between traditional small mom and pop stores and
modern large formats.

This situation started to change in the 1970s, and the rate of change accelerated
in the following decades, especially when ICT disrupted many sectors, introducing
profound changes in relations with consumers and the other players in the distri-
bution channel.

One of the main reasons for investment in innovation and technology in the retail
sector is increased competition in each main subsector and in every developed
country. The retail sector in the most developed countries is characterized by strong
concentration in all the main sectors from FMCG to clothing, from DIY to digital
products; this concentration leads to strong competition between huge multinational
companies who develop the same formats and need to differentiate their brand to
avoid merely price-based competition.
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Technology is a key component of retail companies’ strategies for building
differentiation and gaining competitive advantage both nationally and internation-
ally. The real divide in the retail sector is no longer between modern and traditional
retailers, but between “high tech” retailers, able to use technology to create com-
petitive advantage, and “low tech” retailers, without the necessary resources to
invest in technology, or unable to fully exploit this technology.

Research has explained innovation and technology adoption by retail companies
in terms of push factors (consumer demand for technology adoption) and by pull
factors (company needs and strategic orientations) [1].

However, innovation is also a way to alter the focus from products sold to
services provided, thus enhancing the store and shopping experience [2].

Introducing new digital technologies into its stores can also improve the image
of a retail company, building more modern and up-to-date customers perceptions
[3–5].

In this paper, we classify the technologies adopted by retailers in different cat-
egories according to consumer needs or to company expectations. Some of these
technologies are already well established in the market and have been adopted by
the vast majority of retailers, whilst others are at a more experimental stage. It is
currently very difficult to forecast whether the latter will become mainstream in the
future.

2 Ubiquitous Consumption (Maximize the Number
of Contact Points with Customers)

The first trend we analyze is the attempt by all major companies to increase the
number of contact points with end customers. The aim of this trend is to respond to
a certain number of strategic issues:

• The companies’ strategy of increasing consumer awareness of their brands;
• Changing consumer behavior concerning consumption time and location;

according to the concept of “multiple selves” [6], consumers tend to use dif-
ferent channels and formats in various situations and for different needs;

• Consumer expectations of increased convenience throughout the purchasing
process, from information collection to after-sales service;

• In some sectors, notably seasonal and fashion goods, stock management has
become more complex and clearance activities have become important ways
relevant to guarantee company profitability.

To respond to these issues, all retailers are now engaged in multi-channel or
omni-channel strategies, including e-commerce, m-commerce and “buy” buttons on
social networks pages. However, it is very interesting to notice major innovations
by “pure players” and other omni-channel companies.
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This strategy offers retailers not only opportunities to target consumers more
precisely, but also to respond better to each shopper’s varying states of need [7].

Pure players are experimenting with new customer contacts points, including
lockers for product delivery and popup stores, before developing “brick and mor-
tar” outlets.

Zalando, the German footwear and clothing retailer, opened two stores in 2014
to sell their end of season stock and products returned by customers. For fashion
retailers using a free of charge return policy, inventory management is a vital point,
especially if they update their range frequently, as it is the case in the “fast fashion”
sector. The risk of receiving products returned by customers that cannot be sold in
their physical stores is one of the main reasons why companies like Zara and H&M
take a very cautious approach to e-commerce.

Omni-channel retailers try to increase shopper convenience, creating delivery
points at very busy locations with high commuter flow at least twice a day; Tesco in
the UK is experimenting with delivery lockers in train and subway stations.
Meanwhile, CDiscount in France is developing delivery points in the convenience
stores of its parent company, Casino, located in city centers or subway stations.

Some retailers are using shopping windows to extend the opening hours of their
stores and as a way to attract consumers into the store during opening hours through
an interactive, entertaining shopping experience; Adidas Neo is an example of this
use of technology. Its shopping window allows customers to “play” with a virtual
model, browse the brand offer and place articles in a shopping bag before paying
with their smartphone. The shopping window is a powerful tool for customer
attraction during the day, but it also represents a virtual shop in the evening and at
weekends.

Other examples of virtual shopping windows are the Kate Spade store in New
York and the Eye Candy vending machine tested by the Italian brand Luxottica,
also in New York City [8].

It is interesting to underline also that the paper catalogue, one of the oldest forms
of “non-store retailing”, has not been killed by the on-line catalogue, but it is now
returning as a way to promote omni-channel experiences; even an established
department store chain, JC Penney, announced at the end of 2014 that they would
resume publication of a paper catalogue for home decoration and home improve-
ment products, some year after they abandoned the concept. As indicated by
McGoldrick and Collins [7] we are perhaps moving away from the concept of
“clicks and bricks”, and towards retail companies that are “bricks, flicks and
clicks.”

3 Pro-sumerism and Product Co-creation

Another very interesting trend is the use of technology to involve consumers in the
product creation process.
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This trend responds to two main issues:

• The consumer search for “customized” products, matching a very specific need
or desire and enabling them to escape from “mass market” standardization;

• Corporate use of “crowd creativity” to go beyond their own innovation capacity
and to reduce the risk of failure for new product launches.

Some interesting examples in this field are the pure player Made.com, in the area
of furniture, and the C’vous.com site, created by the French Group Casino to collect
and share customer ideas about new products and services.

The international brand Nike is well known for allowing customers to customize
products through the Nike ID site; what it is less known, perhaps, is that it is now
possible to customize shoes, t-shirts and other products in some flagship Niketown
stores around the world.

In France, Auchan, one of the market leaders in the FMCG retail sector, has
reached an agreement with the crowdsourcing platform Qwirky to sell products
created using customer ideas in a specific area near the entrance of some Auchan
hypermarkets.

This kind of technology can also improve consumer engagement towards the
brand. Some customers can become “brand ambassadors,” a very important func-
tion in an era when consumers increasingly seek out peer recommendation before
buying. In general, this kind of promotion is also better perceived and evaluated
than direct communication by the brand.

4 Store Experience Improvement

Following the development of non-store retailing [9], it is becoming vital for
companies to reinvent the functions of physical outlets; virtual channels have now
totally outstripped one of the main sources of competitive advantage for large
superstores, the possibility of offering a very wide range. Virtual channels can offer
an almost unlimited range, as described in the celebrated “long tail” theory, first
presented by Wired magazine in 2004 [10].

If outlets are not able to offer customers something genuinely different from on-line
channels, the risk of store “commoditization” could become a reality. Stores might
become simply irrelevant for customers that can buy products or services at the same
price as in store, but in the comfort of their home or office, or as they travel to work.

To avoid this catastrophic scenario, retailers are investing heavily to create
shopping experiences that encourage customers to visit their stores and purchase
through the physical channel.

The value of customer experience, as originally described by Holbrook and
Hirshmann [11], is now becoming a fundamental part of retail strategy in the
omni-channel, 21st century world. In a study of “e-atmospherics”, Poncin and Ben
Mimoun [12] demonstrate that technology is an important tool that can construct an
appealing store atmosphere, even for brick and mortar stores.
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One of the main attempts to link stores and online channels is the introduction of
virtual catalogues into stores, allowing customers to browse the entire product
range, order online a product unavailable in the store and choose between home or
in-store delivery. The introduction of a virtual catalogue into the store allows
retailers to develop a multi-format strategy in different locations; retailers from
different sectors are modifying their location strategy, formerly based on large,
out-of-town superstores, and are tending to locate new outlets close to where
customers live and work, very often in city centers and at commuter hotspots.
However, these smaller formats can offer customers the entire brand range using
virtual catalogues, or the possibility of picking up products purchased online.

Virtual reality is another way to create an in-store experience and to facilitate the
purchasing process: virtual fitting rooms, magic mirrors and other technologies
allow customer to test products, combine different items and share the images with
friends and family via social networks.

Beacon technology is another possible way to improve customer experience, but
also to get closer to one of the marketer’s dreams, a completely customized offer, or
one-to-one marketing.

Some technologies are used to facilitate the consumer purchasing process or to
make more information available for consumers. One of the main examples of this
is NFC technology, used by some FMCG retailers in France like Casino and
Leclerc to give information to customer on the nutritional components of products.
However, the real development of this technology is expected to occur in the
payment activities, one of the longest and more boring parts of the purchasing
process for many customers. With the arrival of Apple Pay in 2015, many experts
predict the real take-off of mobile payments and the competition among different
payment systems like the existing Paypal, Google Wallet, Apple Pay, but also the
announced Current C, will become harsher in the next four to five years.

Another way of improving customer experience is to help them to find the
required product easy and quickly inside the store. Store maps and store navigators
are now available for many different brands and some applications developed by
retailers allow the consumer to link the shopping list to the navigator to create an
optimal route inside very large food or non-food superstores.

It is not always easy to conduct a shopping activity and to look at the smartphone
screen at the same time, so some companies started developing technologies “hand
free”; the best example was perhaps the Google glasses, even if the recent
announcement of Google stopping the production of this item raises many ques-
tions. In the same area, the French company Intermarché has tested connected
glasses in association with the French technology firm Digitas; this model of
connected glasses guides customers around the store to find the items on their
shopping list, but also enables them to scan products using a simple head move-
ment. They also receive customized suggestions for additional products or special
offers directly on the glasses, and can make their payment by nodding their head.

The expected mass development of other wearable technologies in 2015, such as
smartwatches, will very probably increase the number of hands-free solutions inside
stores.
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5 Store Management Technologies

Technology can also be used to help sales assistants and store or department
managers. The principal inspiration behind these technologies is certainly the
development of customer relationship and satisfaction, but in some case also the
improvement of store employee productivity.

In France, Sephora, the leading perfumes and cosmetics chain, introduced tablets
in 2013 to assist the sale process; sales assistants use these tablets to scan customer
loyalty cards, to analyze their purchase and visit history and to recommend pur-
chases during the shopping trip. The system is far from perfect; some sales assis-
tants complain that the recommendations are not always very targeted and specific
to the individual customer. However, the use of tablets allows shopping assistants to
retrieve the entire purchase history of each customer with the Sephora brand, both
on and off line, seamlessly integrating all the channels for the final consumer.

Another interesting example is Lowe’s, a world leader in the field of home
improvement and decoration. The American company has developed a specific
application to enable department and store managers to check stock levels for each
item sold in all stores; with this application, a manager can inform customers about
the availability of a specific item, delivery time if the product is out of stock, and the
availability of the product in a nearby store.

Another application, also based on iPhone, enables Lowe’s store managers to
perform administrative tasks directly on a mobile device.

In Japan, Toshiba is testing electronic scales than can recognize fruits and
vegetables visually, enabling sales assistants to scan these rapidly, and removing
the need for customers to weigh and label them.

In some apparel stores, companies are testing a “smart model” that counts store
entries and helps the store manager to plan the exact number of cashiers required
depending on average shopping time and to prevent queues forming at checkouts.

One interesting avenue for future research would certainly be technology
acceptance by retail staff; many studies have concentrated on the process of tech-
nology acceptance by consumers, but very little is known about staff reaction to
technological innovations adopted in stores [8].

6 Conclusions and Discussion

In this paper, we have analyzed some of the most important technologies in the field
of retail, grouping them in categories according to retailer strategy and consumer
needs and expectations. We have also linked some major trends described in recent
literature concerning consumer behavior and company strategies in the field of
technology to corporate investment and experiments in technology use.
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We have not analyzed the technologies used by retailers in the back-office or in
supply chain management. These are of course key tools in modern markets and can
create significant competitive advantage, but they were beyond the scope of this
paper, which concentrates on retailer-consumer relations.

The use of technology in the retail sector has developed drastically over a very
short period. Some trends and some technologies have already become mainstream,
such as self-service checkouts in large superstores, whilst others are still in their
infancy or at an experimental stage, such as contact-free payments using mobile
phones. It is very difficult to forecast which of the current experimental technolo-
gies will become dominant in the future, and will give some retailers strong
competitive advantage, but it is certain that in this fast-changing environment,
strategies are altered very quickly. Company size, which had been one of the main
components of competitive advantage in the retail sector for at least a century, is
losing its importance, and companies need to become more nimble to adapt to
change and respond to customer evolution. Technology is changing the retailing
environment in a very disruptive way and some large, well-established firms may
lose their position in the market very quickly if they do not adapt, as an analysis of
world retail rankings over the last 15 years clearly demonstrates [13].

At the same time, retailers need to reassure customers concerning security and
the use of personal information disclosed by consumers or collected by retailers
during shopping interactions. Consumers may agree to share personal information
with retailers in exchange for hedonic or utilitarian values, but major data breaches
such as those that befell Ebay, Target and other retailers during 2014 can seriously
hinder long-term consumer technology acceptance.
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