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Torrent of Changes Renews this World
Over and Over Again as the Uninterrupted
Flow of Time Brings Youth to the
Frontier-less Eternity.

Marcus Aurelius

Progress Has Been and Will Be Achieved
Always When Daring To Cross Borders,
Surpass Barriers and Exceed Limits.

Georgi M. Dimirovski



Foreword: Fascinating Ideas on Complexity
and Complex Systems Control

Abstract The focus of this Foreword is to explore the fascinating ideas on com-
plexity in conjunction with systems and control sciences. It is by no means an
attempt to give final answers to what the control of complex systems may comprise.
Nonetheless, it is believed to have gone far beyond “Complexity is in the eye of
beholder” stated as the message of the similar 2001 Springer monograph. This
essay is an exposition of personal visions of complexity, complex systems as well
as control and supervision of complex systems, with certain complexity features as
an essential system property. Though, it remains dedicated to explore the issues of
integrated control and supervision within their possible interplay over complex
plants and processes. It is thus hopped the justification for continuing the adventure
of investigating complex systems and controls from a standpoint of physics and not
solely mathematics shall emerge by itself. It has been found, the exploration road of
complex networks and systems as well as their feasible controls still lies wide open
before interested researchers from both theoretical and technological points of
departure. For, complexity of dynamic networks and system is an evolving issue.

Keywords Dynamic networks and systems · Control and supervision · Controlled
synchronization · Collective versus individual goals · Communications · Evolution
adaptability · Evolving computation · Feedback · Information · Nonlinear dynamics

Prologue

At first, let us recall here what the famous Henry Poincare had emphasized in his
own time: ‘The thought must never submit itself nor to a dogma, nor to a party, nor
to a passion, nor to a preconceived idea, not to anything that exists if it were not the
facts themselves. For, the thought to submit itself, it shall be as to cease to exist’. In
the sequel, with all due respect to a variety of thinking views complied from the
literature, throughout Foreword this one of Henry Poincare’ thoroughly is
observed. In addition, since Whitehead and Russell [247] had derived the entire
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mathematical science (1927) on the grounds of Cantor’s naïve definition of a set as
the fundamental mathematical concept by observing the laws of logic, the discus-
sion presented here also employs the set theory and the logic of natural sciences to
its full. Long ago Leonardo da Vinci was the first to state: ‘There is no much truth
in sciences that do not use mathematics’. Furthermore, much later Immanuel Kant
emphasized: ‘In every department of physical science there is only so much science,
properly so-called, as there is mathematics’. And even much more recently,
Rudolph E. Kalman pointed out: ‘First get the physics right. The rest is mathe-
matics.’ The underlying scientific background here comprises physics, set theory
and its special branch on advanced graph theory [3, 25, 28, 89, 97, 128, 163, 206,
207, 210]. For, neither control nor systems sciences represent solely enterprise of
mathematics, but rather they imply what one might call a kind of ‘generalized’
physical science handling objects and processes operating below the speed of light
(for instance, see [3, 12, 13, 20, 52, 63, 64, 73, 91, 96, 112, 132, 154, 158, 171,
219, 233]) by virtue of interfering and interacting energy, matter and information.

Indeed, there exist in the literature a number of monographs with the ambition to
give answers to what the control of complex networks and systems is all about;
some of the most important ones are cited here. For instance, the author of one such
recent book, Complexity Explained (Springer 2008), Peter Erdi, begins by arguing
about the terms ‘complexity’, ‘complex systems’ and alike, and also by citing
Stephen W. Hawking’s statement: “I think the next century will be the century of
complexity.” Further, he points out that one aspect of the complexity is related to
the structure of a system, and then proceeds to mention the underlying facts that all
scientists recognize in omnipresent networks and webs. And yet he argues that one
aspect of complexity is the structure of a system and further suggests that it is the
fundamental organizational form of systems despite whether the adopted scientific
approach is the holistic or the reductionist one. In contrast, we here argue that the
fundamental form pertinent to some entity, object or process, to be considered a
system is that of (some) organization in addition to a purpose functionality (e.g., see
[29, 30, 31,35, 51, 57,66, 96,114,128, 135, 155, 157, 160, 164, 180, 204, 208, 223,
224, 231]). It is further argued here that a proper understanding of the concept of
complex systems inevitably requires referring to the reality, including the living
systems and also societal systems.

The present collective authored monograph has no ambition to give final
answers but solely to shed deeper light into understanding complex systems in a
wider setting, applications inclusive, hence via observing physics, in the first place.
From a certain viewpoint on control and supervision, the present book may appear
as if it were a reincarnation of the statement by Howard H. Rosenbrock: ‘…My own
conclusion is that engineering is an art rather than science, and by saying this I
imply a higher status…’, see [189], in the present prospect of complex dynamic
networks and systems. While it may well be true this Rosenbrock’s paradigm of
engineering as arts-rather-than-science to lie at the heart of the conceptual definition
known as ‘System of systems’ given by Aiguier et al. in [1], dynamic networks and
systems per se have a much deeper scientific foundation. Thus, I do not believe
such pure mechanistic concept of ‘System of systems’, and the respective
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methodological approach too, could go beyond the ideas of interconnected and
large-scale systems (e.g., see [5, 11, 16, 35, 39, 43, 48, 57, 65, 71, 76, 107, 109,
163, 167, 168, 192, 211, 227, 243, 260] and references therein). For, the entire
history of natural sciences and of physics, in particular, gives a plethora of evidence
that this kind of simplistic view cannot be scientifically viable.

A Look Back

It seems the idea and issues of complexity were first put forward in the year 1948 on
the eve of emergent powerful computing machines as it appeared in the 1964 edited
multi-authored book by Edwin F. Beckenbach [24], in which Warren Weaver was
cited in the Preface to have authored them (American Scientist 36, 1948). But it was
Herbert A. Simon [213] who in 1962 has managed to formulate complexity in
scientific terms as well as to promote complexity as an exclusive direction of
important research prospect (Proceedings of American Philosophical Society, 106).

A common belief at that time across all fields of science typically was: there
exist two main categories of complexity—the ones of organized complexity asso-
ciated with the applied combinatorial mathematics (also including graphs, matrix
games and optimal control; e.g., see [2, 15, 26, 27, 47, 55, 67, 71, 72, 74, 94, 96,
101, 108, 121, 133, 153, 162, 177, 207, 214, 229, 233, 237, 246, 247, 249]), and
the others of disorganized (or unorganized) complexity associated with the uncer-
tainty, probabilities, and stochastic processes (e.g., see [6, 7, 14, 31, 37, 83, 95, 98,

Fig. 1 A macro-world complexity: Telescopic snapshot has recorded a cosmic moment in the
tumultuous lives of large spiral galaxy NGC 3227 and smaller elliptical NGC 3226 in their close
encounter. Spanning about 90,000 light-years and similar in size to the Milky Way, NGC 3227 is
recognized as an active Seyfert galaxy with a central super-massive black hole
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99, 132, 173, 184, 228]). It should be appreciated that both categories were indeed
well conceptualized and clearly defined.

This dichotomy-like thinking, it may well be noticed, appears to follow the
illustration in Fig. 1 that presents a contemporary telescope snapshot record of some
part of the cosmos, which I name conditionally here as the macro-world com-
plexity. It should be clearly noticed: certain elliptic- and spiral-shaped galaxies
versus the vast background of seemingly disorganized ones. Furthermore, a recent
insight into the sub-sub-world of the boson (Fig. 6) discovery by Peter Higgs and
François Englert seems to emphasize over and over that similarity and symmetry
[263] are quite natural properties in physical world [32, 53]; e.g., see both Figs. 2
and 3. Then why not (indeed, ?!?) accept the use of both similarity and symmetry
when developing mathematical representation models and control system designs
(Zhang 1994 [263]; Dimirovski 2011 [51]) for real-world objects and processes.
Indeed, considerably early the logic of nature has yielded their use in systems and
control studies, both the theoretical ones as well as the ones in engineering appli-
cations and technology [26, 35, 69, 109, 133, 195 , 227, 229, 238 ]. Thereby it
appeared that exploiting the similarity and symmetry features have also given rise to
results and some sort of trend to seek simplified representation of endowed control
problems and then find relevant solutions, a process somewhat opposite to the
large-scale systems. In particular, Prof. Si-Ying Zhang [264] and his many collab-
orators in due times have been rather instrumental for these developments and
discoveries [264]; also, see works [44, 45, 47, 53, 95, 115].

Fig. 2 In the center of Milky Way: Artistic perception by author M.A. Garlick of the phe-
nomenology of black hole SgrA*, weighting 4 million times more than Sun and radiating powerful
radio waves (National Geographic 102(4); 2014, p. 29): (1) superheated energy disk,
(2) RO-radiation flow-stream, (3) static boundary virtual horizon, (4) horizon of events, (5) cosmic
singularity. A. Einstein: “I would like to know God’s thought. I would like to know how God
created this world.” (see brothers Bogdanov Igor and Grishka [32])
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It was Prof. Zhang’s encouragement and influence that have materialized in
solutions to two different topics within this trend by Jing et al. [45, 115] on force
resources deployment in battle [44, 115] and on warfare command systems [45]. In
particular, a suitable modification of Lanchester square law was used in deriving
force partitioning strategy in [44] to obtain simulations results that yielded precisely
the historical outcome of the Trafalgar naval battle between English fleet (side x;
Admiral Nelson) and French–Spanish fleet (side y; Admiral Villanueva), outlined
further below. It is amazing to notice for this complex, command, control problem a
rather simple solution was found albeit a game-based analysis was employed. The
background is the following simple Lanchester-type attrition model [115]:

x0̇iðtÞ= − αy0i, i=1, 2,⋯,

y0̇iðtÞ= − βx0i, i=1, 2,⋯,
. ð1Þ

The derived resulting theorem stated: Assume employing the nonlinear logic
of these Lanchester square equation of warfare and suppose that x0i >

α+ β
2β y0i. If the

conditions
ffiffiffi
β

p
xsh >

ffiffiffi
α

p
y0, i+1 can be satisfied, then yðTÞ will become zero before

xðTÞ. This is to say, the defending side x will gain the final victory in the battle
under those conditions by an appropriate force partitioning strategy among the
feasible ones as shown in Table 1.

From Table 1, with respect to the influence of the maximum residual strength the
minimum warfare time, the optimal partitioning strategy for the English fleet is (11,
16) and (7, 10, 16). The maximum residual strength, x

0
sh =16 battle units, and the

minimum warfare, T =1.9678 time units have been found. The relationship

Fig. 3 Reported outlook of God’s particle—boson of Peter Higgs and François Englert, which
explained how other particle acquire mass and yet may not be the smallest one in the universe,
following CERN collider experiment ATLAS: Fascinating properties of symmetry and similarity
with respect to and transversal that may partition it into two halves
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between the residual forces of the English fleet x and the number of force parti-
tioning of the optimization model has been computed as in Fig. 4. The established
relationship between the feasible force partitioning strategies and the actual number
of force partitioning is depicted in Fig. 5. Similarly, the relationship between the
minimum warfare time and the number of force partitioning is computed as in
Fig. 6.

It can be readily seen from Fig. 4 that the residual force strength of the opera-
tional side reduces with the increase in the number of the force partitioning. There
exists a limited value of the number of the residual force strengths. When the
residual strength is less than the limited value, the strategy is not in line with the
physical background of the battle. For instance, it should be supposed that α= β and
the strategy of force partitioning should be chosen as (7, 20) and (2, 13, 18), then
the residual strength on both sides becomes zero. This strategy was not used in that
naval battle. As seen from Fig. 4, the residual force strength of the operational side
x may also become zero if the number of the force partitioning is increased to 11
(Nelson had not used it).

It can be seen from Fig. 5, the warfare time shows the growth trend with the
increase in the number of the force partitioning. Of course, it is well known that the
warfare time must be influenced by the optimal force partitioning. There exists a
limited value of the warfare time, which seems to have been intuitively well known

Table 1 The partitioning of the force strength and the warfare time

(x01,x02) (y01,y02,y03) Warfare time x′sh
(9,18) (6,11,16) 2.0380 16
(11,16) (7,10,16) 1.9678 16
(12,15) (7,10,16) 2.0380 16
(13,14) (9,8,16) 2.1039 16

Fig. 4 The relationship of the
residual force of side x and the
number of force partitioning
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to both admirals. It seems more than just interesting to note that a complex system
dynamics as this naval battle had historically exhibited could have been so fairly
and easily reproduced via model-based, computing simulation as Si-Ying Zhang
[264] has argued in [265]. Furthermore, this study has emphasized how crucial in
the real world are both role and place of information within the naturally existing
interplay of energy and matter with information [2, 56, 63, 81, 91, 95, 154]. Indeed
the information is the third fundamental quantity having the same rank and range as
energy and matter do.

Author Peter Erdi in his 2008 Springer monograph [67] provided argument
considerably in favor of importance about the similarities and symmetries being
exploited in various topics on complexity. Indeed, given the facts from the world
of the universals, such as in Fig. 2, and the world of the infinitesimals, such as in
Fig. 6, the issue of similarity/symmetry features as properties of natural and

Fig. 5 The relationship of the
minimum warfare time of side
x and the number of force
partitioning

Fig. 6 The relationship of the
feasible partitioning strategies
of side x and the number of
force partitioning
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man-made systems cannot be ignored. It is therefore not surprising that, in his
monograph, Peter Erdi has conceptually introduced several kinds of complexities, in
general and in particular structural, functional, and dynamical complexities, in the
first place. Only next he placed the algorithmic information complexity, largely
attributed to Andrey N. Kolmogorov [134]; the cognitive complexity, largely
attributed to Heinz von Foerester [234, 235]; the computing machine complexity,
largely attributed to Allan M. Turing [230]; the organizational complexity, largely
attributed to Ludwig von Bertalanffy [67] albeit it was Alexander A. Bogdanov [29]
who had first invented, investigated, and made use of it in his theory of organizations
called ‘Tektology’ (1925). Furthermore, even Erdi [67] himself has noted that
certain field-of-application specific notions of complexities, namely ecological
complexity; economic complexity; financial complexity; political complexity; and
social complexity. Even in [4] Ahamdi and Jungers 2014 explored complexity of
Lyapunov functions for switched linear systems,only for the linear ones.

The original Kolmogorov’s definition, which reads “The algorithmic (descriptive)
complexity of data sequence is the length of the shortest binary computer program
that prints out the sequence and halts,” is strikingly compatible to the fundamental
theorems of computing languages, grammars, and machines [46, 128, 230].
More importantly in my opinion, however, it is compatible with the underlying
algorithmic nature of all developments in sciences and engineering of computing,
communication networks, and control systems alike. For, what always an operating
feedback control system does after any disturbing action from the environment, in a
sense, it is solving over and over the initial value problem through processing of the
control error dynamics of the closed-loop system with certain newly triggered initial
conditions. Therefore, Kolmogorov’s algorithmic understanding of the complexity
seems the most fundamental one from the viewpoint of the integrated control and
supervision of complex networks and systems. Thus I do believe that Kolmogov’s
conceptualization precisely gave rise to the complexity theory. Later, it was
embraced by Rissanen [184, 185] and developed to matured level by Li and Vitanyi
[141]. These studies and the 1978 contribution by Rissanen [185], in turn, seem to
have been instrumental for Gruenwald’s 2007 study on the principle of minimum
description length (MDL) in the model development for a given data set [84]. The
latter is also strongly supported by Haykin in his 2009 monograph (pp. 109–112)
within the context of learning machines and neural networks [89].

System properties of structural symmetry and/or similarity have been well
exploited in the investigation of various kinds of interconnected and large-scale
system representations, which have yielded an outstanding plethora of develop-
ments and discoveries. For instance, one should study the works by Dragoslav D.
Siljak (1970–2010) and his many collaborators: the monographs [207, 210, 260] are
particularly important. They have discovered most of structural features of decen-
tralized control of such complex systems in the presence of information constraints
and structural perturbations as well as uncertainty.

Systems and control theories, in particular those concerning the linear systems
and linear-quadratic optimal control (as well as their applications), have had a
blossom of developments following the fundamental discoveries by Rudolph E.

xiv Foreword: Fascinating Ideas on Complexity and Complex Systems Control



Kalman [120, 121, 123–125] on theory of systems and control. A similar impact
could be seen for the fundamental discoveries of Vladimir A. Yakubovich
[250–252] on matrix inequalities, S-procedure, and the celebrated Kalman–-
Popov–Yakubovich lemma [33, 81]. Practically, all these developments have been
extended later to both large-scale systems and nonlinear systems in various ways by
a number of authors (e.g., some are found in the references given). Yet the ideas
and issues as well as concepts about control of complex systems continue to get
enriched and to evolve until now such as most recently within the paradigm of
complex networks and networked systems. Evolution happened somewhat gradu-
ally beginning with exploiting natural features of similarities and symmetries in
both of the real worlds, the dead and the living ones.

In order to return to the issue of primary concern in this discussion, notice that
there exists considerable knowledge about astrophysics perception of the cosmic
complexity and birth, life, and death of celestial objects and galaxies (seen via
Figs. 2 and 3). Yet the journey into the discovering the essence of life via studying
its manifested features (for instance, see [170]) has started progressing not so long
ago and was due largely to various visionary perceptions of what complexity and
complex system dynamics may be all about (e.g., see [6, 15, 22, 34, 39, 41, 42, 49,
50, 57, 62, 66, 83, 96, 97, 101, 104, 112, 156, 166, 176, 181, 190, 193, 218, 234,
235]). On the other hand, our real-world experience via human perception of natural
ones as well as of man-made dynamic processes demonstrates the existence of
variation in “sheds” of complexity between these categories. Nonetheless, it is
within this context precisely where Heinz von Foerester [233–235] within his
thinking about cybernetics and systems in the wider setting of nature and society,
seems to have highlighted considerable deeper roots involving not only the inter-
play of energy and matter with information [53, 55, 82, 135, 138, 154] but also the
cognition process [235, 239]. It appears, his emphasis on cognition has emerged to
be considerable crucial in contemporary developments of systems engineering
design and automation technology. The cognition process, however, also implies
some anticipation and maybe consciousness within the evolution dynamics in the
nature. But can it indeed be so, then? There is no clear-cut answer as yet, and it does
not seem one will appear in the near future.

Indeed, most of the consulted source literature suggested for quite long time
there have existed considerable endeavors to explore the life itself. It is a strikingly
old idea that actually has led to a deeper understanding of the issues of complexity
and complex systems, as a matter of fact. This shift has taken place—it may well be
argued so—due to the crucial impact of discoveries in genetic research within
biological systems leading to the idea of systems biology. Indeed, considerably
many aspects of complex systems on the way towards complex dynamic networks
have been evolved into an innovated insight since the works by Darwin [49],
Bogdanov [31], Pavlov [170], Dobzhansky [58] and Radcliffe-Brown [180].
Moreover, it appeared transcending these ideas into the evolution of life and the
societal dynamics have had even greater stimulating impact towards the develop-
ment of the science of complex dynamic networks and systems (e.g., see [1, 16, 51,
66, 77, 84, 101, 127, 157, 165, 167, 168, 169, 190, 193]) and had induced other
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insight into the issues of complexity and complex systems as well as their control
strategies.

The evidence in the literature also suggests that the general trend during the past
decades towards an ever increasing interconnection and cross-coupling in all
societal and human activities caused a definite shift towards a unified compre-
hension of complex dynamic systems and complex dynamic networks in various
realization forms. Furthermore, perhaps this is the most important paradigm of the
current state-of-the-arts in complex networks as well as the whole of systems
science. A brief scan of a small sample of research studies, such as [5, 6, 20, 102,
104, 144, 145, 150, 163, 168, 178, 179, 210, 212, 223, 224, 241, 243, 269, 270],
clearly demonstrates the concluding remark. In addition, as Muscolesi and Mascolo
[161] noted, the unprecedented recent advances in computer networks, communi-
cations, and information technologies [36, 59, 116, 201, 220, 255] as well as the
world-wide expansion of mutually interconnected economies have only reinforced
this major trend. Furthermore, this major trend is to expand even further in all
domains of societal and human activities thus becoming the overwhelming one [20]
nowadays. It seems however, the life itself plays a more essential role in the
collective adaptability and the evolution dynamics than it has been admitted in so
far [66, 114, 157, 188, 190], nonetheless.

Riding the Wave: A Forward–Backward Inquiry

Complex dynamic networks [219, 243], which comprise a set of nodes possessing
locally controlled or uncontrolled dynamic systems, and a finite graph structure of
finite capacity communications as well as interactions among those node systems,
have already gained a growing attention from scientists and engineers world-wide.
Nowadays, a dynamic network is commonly understood to be a large-scale sys-
temic structure consisting of a graph that contains enumerable set of dynamic
systems as its nodes and a finite set of signal-flow interconnections among them.
Thus, in their very essence, I believe complex dynamical networks and systems, the
roots of which can be traced back to Aizerman and his collaborators [3] and to Ford
and Fulkerson [73], can be completely described by the dynamic graphs as pro-
posed in [212] by Dragoslav D. Siljak. During the last couple of decades, research
activities in exploring synchronous evolution or motion dynamics has been steadily
growing and both spontaneous and controlled synchronization has been extensively
addressed in a number of works (e.g., see [25, 39, 48, 51, 87, 146–148, 211, 223,
224, 241, 242, 270, 272, 273], and by many other authors as well). The importance
of synchronized evolution or motion does not lie only in those situations in which
synchronization can be found, but also where synchronous motion can be induced
to ensure the proper functioning of particular collective devices such as multiple
machine ensembles. It should be noted some of those works have supplied feasible
control methods for reinforcing the synchronization in a few fairly wide classes of
dynamic networks with regard to their topology.
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The investigation of the aspects and issues related to the controlled dynamical
networks has become a rather attractive research area for two main reasons. First,
dynamical networks appear in various worlds of the nature and human societies on
Earth as well as many events and processes in the real world can be modeled by
dynamical networks. Second, a large number of important applications of
dynamical networks can be identified in various disciplines, which include astro-
physics biology, economics, engineering, life science, neuroscience, and sociology
too [87, 168, 181].

In the sequel, building an argument is attempted in favor of observing Darwin’s
evolutional dynamics, as a point of centrality in the quest for a consistent theory of
controlled complex networks and systems via the theory of Siljak’s dynamic graphs
as an adequate tool from applied mathematics and the physics behind systems
science [55] is attempted. The crucial point of departure to notice [91, 92] is the
unique integrity of the interplay of energy and matter with information in the
universe; [92] hence also on Earth’s nature [55, 56, 82, 176, 188].

It should be noted that reference to biology, life science, and sociology inevi-
tably puts a special emphasis on the conceptually fundamental category of orga-
nization and its feasible evolution while not solely on the structure as such.
Darwin’s evolutional dynamics of species [49] involves interactive process of
mutual adjustment and co-evolution that is matching the structural coupling up [58,
126, 127, 160, 176] while the organization of an “autopoietic,” i.e., a
self-reproducing circular nature, class identity “living organism” comes out from
the feature of the organization possessing a certain structure determinism [57, 156,
166, 187]. In turn, reference to the living points out to essentially another but deeper
understanding of complex dynamic network and systems that most often possess
goal-seeking behavior.

It is in this regard that I do believe complex dynamic networks and systems,
which employ combined control and supervision to enforce their organized inte-
gration, ought to be viewed as a kind of approximation to biological systems. Thus,
they should be endowed with capacity of becoming autonomous, closed, circular
dynamical processes as the life itself on Earth [5, 50, 55, 63, 86, 112, 130, 155, 160,
166, 181, 193, 215, 218, 232, 235]. Thus, the employed, combined control and
supervision ought to possess higher qualities than known at present. In particular,
the intuition suggests the supervisory level ought to have some properties of con-
trolling cognition within the broader view on evolution process dynamics that is
associated with the entire phenomenon of living biological systems. It is therefore
that supervisory function should be sought to have implemented certain mentalist
activities hence cognition within the wider set of decision and control activities. As
such they must be compatible with and coherent to a set of decision and control
activities within the complex networks and systems so as to guarantee that not only
the system integrity and stability but also the goal-seeking behavior are simulta-
neously reinforced. Indeed these aspects may well open a new prospect but they
also pose some tremendous complicated analytical problems both mathematically
as well as from the viewpoint of systems and control sciences. The established
insight that all complex networks and systems are indeed characterized with the
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feature of inseparable twin of structure determinism along with structural coupling
is due to extensive internal communications and information sharing exchange
mechanisms [26, 35, 52, 54, 155, 186, 192, 210, 232, 233, 272].

A comparative analysis of technologies and science of dynamic networks, sys-
tems, and their control at the times of the classics of engineering cybernetics ([15,
196, 229, 233, 237]; Bogdanov 1925 [29], [79]; Wiener 1948 [246]) with the recent
ones readily yields not only too many but also the most important changes to notice.
These changes, I believe, can be summarized in two entities: incredibly powerful
com-putational technologies, on the one hand, and unprecedented pervasive fast
com-putational and transportation networks, on the other hand. Of course, along
with these technologies, the underlying scientific knowledge of the highest quality
and in enormous quantity has been acquired as well. It is therefore that the
real-world systems are abundant in all sorts of nonlinear and time-varying pro-
cesses, which may not be amenable to mathematical representation entirely.

Still, as argued by Rosenbrock [189] in 1977, both mathematics and physics are
indispensable to systems and control sciences, and therefore I believe a special
attention should be paid to an important feature in modern physics. Namely,
modern quantum theory has abandoned to deal with strict causal determination for
elementary atomic processes and has turned more towards statistical anticipation
about those processes. Should we now take a closer insight into the network
control-theoretic developments and practical designs, then no special imagination is
needed to see that such network systemic structures have parallels with the worlds
of atoms and subatomic processes as well as with the molecular world. I believe the
subsystem processes in networked control systems, and even more so, in complex
dynamic networks are to a certain extent analogous to those elementary atomic
processes, and indeed to various macro- and micro-worlds on Earth. Thus, it
occurred to me, indeed we ought to try hard to transcend some of modern quantum
theory into the general framework of reasoning about the systems and control
science [51]; hence complex dynamic networks systems as well. For the time being,
let leave off this issue and address what specific features can be recognized about
control systems over communication networks as implementations, which represent
pervasive existence nowadays. But notice nonetheless, these are by and large
computer controlled hence computer science is indispensable.

In my opinion, the features of primary importance are the known kinds of
complexities and of uncertainties, information constraint as well as
connecting/disconnecting sustainability and survivability. The latter is being
directly related to all variants of pertinent systems stability problems, now largely
tractable by Linear Matrix Inequalities (LMI) based techniques due to original
discoveries of Vladimir A. Yakubovich in fundamental theory of control [250–252]
and in applications [72, 253]. Without a doubt adaptation and re-organization also
play rather important roles. And even more so do adaptation and re-organizing
adaptation and re-organization on a massive scale, not necessarily collective unless
induced by some consensus strategy. By and large these all are control reinforced.
However, I believe adaptation and re-organization come only second next to the
previously pointed complexities.
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Upon noting several kinds of complexities, let us first take into consideration the
organized ones [244], because it is the control infrastructure precisely that can
convert the unorganized complexities and uncertainties into the organized ones. It
should be noted, solely the mathematical hence also the computer science, com-
plexities are the ones precisely defined. These are referred to as NP-completeness
and NP-tractability, usually. However, it has become apparent in the present day
encountered complex dynamic networks that architectural, structural, and topo-
logical system complexities appear in addition to the computational one. Yet it is
true that none of them is either completely or precisely defined as it is the
NP-completeness in computer science and ICT. It should be noted further that the
last couple of decades have yielded considerable advances in various issues about
complex dynamic networks and systems, one of which is an improved under-
standing of topological complexity versus network sustainability seems to be
instrumental for the further developments. However, it appeared much deeply
involved for the present day existing knowledge and understanding. Nonetheless,
some of the recently reported research [146–150, 223, 224, 268–271] has indicated
that enormous control effort is needed in order to reinforce controlled synchro-
nization, in general, and also to ensure connective sustainability, in particular.

The feature of information constraint is considerably well understood, thanks to
the advances in large-scale systems theory and decentralized controls for large-scale
systems. Following the 2010 Springer’s monograph [260], Control of Complex
Systems: Structural Constraints and Uncertainties, there still remain open issues in
this regards as well as about the decentralized control of complex and large-scale
systems—in Siljak’s words—beyond the decentralized feedback (Fig. 7), in gen-
eral. In particular, despite the existing knowledge on connective stability, this
knowledge still remains to be transcended in the wider setting of
connecting/disconnecting sustainability and survivability. One rather important
pathway forward to be pointed out, I do believe, is precisely the one via dynamic
graphs of Siljak [210]. In other words, complex dynamic networks are systemic
structures that do possess features of dynamics requiring control mechanisms that
transcend beyond the current knowledge on decentralized feedback control and
supervision in functional synergy.

The issues of the uncertainty have been subject to study from the very begin-
nings of information theory as part of the theoretical studies in cybernetics and its
applications. However, as with complexities, there appear various kinds of uncer-
tainties albeit in systems and control most often the parametric and structural
uncertainties are being accounted for. Should we recognize the unavoidable need
for some integrative organizational strategy imposed even in largely decentralized
complex dynamic networks, then the uncertainty too becomes as multifaceted one
as the complexity is. At this point, it should point out the largely neglected need for
developing sophisticated theory on supervisory control strategies that can guarantee
survivability of the complex dynamic network under various ad hoc topological
circumstances via some controlled reinforcement of system integration (see Fig. 7).
In my opinion, for the issues of supervisory controls longer time is left for more
empirical investigations than theoretical studies. It is in this regard that I believe
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Siljak’s concept of dynamic graphs does provide an innovative and sound path
forward.

At this point , I would like to infer from the issue of exploiting some hints from
modern quantum theory [91, 96], which seems to have been foreseen by Einstein
his fellow-friends [63]. Namely, I think that sooner or later we have to place our
main focus on how to mitigate consequences of strict use of the causality principle
in system and control science. I incline to believe no major breakthrough is feasible
without endowing the integrative supervisory control with some capacity for
anticipation; only then combined control and supervision could deliver far beyond
the present day knowledge on various predictive controls. Therefore I believe that
the increasing precision with decreasing intelligence (IPDI) principle due to
George N. Saridis, i.e., the analytical formulation of the principle of IPDI [194],
albeit primarily it was driven for the needs in robotics, has been underestimated and
left aside unjustified for that matter. In here and for the purpose of complex
dynamic networks and systems, I would dare to re-interpret it in terms of increasing
intelligence with decreasing precision hence and, on the grounds of entropy theory,
come up with supervisory control processing albeit with some incomplete antici-
patory properties. However, such supervisory controls cannot be achieved without
employing computational intelligence techniques. Hence exploiting the cognitive
approach in control imitating human intelligence capacities, which we may dare to

Fig. 7 The well-known, hierarchical, computer control based, implementation of integrated
control and supervision for complex dynamic networks and systems in terms of dynamic
sub-networks of nonlinear dynamic nodes, which in compliance with Siljak’s concept of dynamic
graphs [210, 212]
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envisage in terms of evolving computational intelligence, becomes as necessary as
mathematics and physics are. It is within this context that the technological
implementation of integrated control and supervision, which is illustrated in Fig. 7,
seems to gain its full systems engineering value as emanated from control system
theoretical endeavors of the large-scale systems theory [26, 35, 55, 77, 107, 158,
192, 207, 209, 210, 227].

The IPDI principle of Saridis [194], in my opinion, has made a rather stimulating
impact towards exploiting computational intelligence methods [89, 113, 127, 259]
for solving complicated tasks of control and supervision for nonlinear and complex
systems as well as for complex dynamic networks. These methods, along with the
respective techniques for representation modeling of processes to be controlled,
include theories methodological techniques of fuzzy systems, neural networks,
fuzzy-neural or neuro-fuzzy systems, and fuzzy-Petri nets as well as learning
machines and systems in a broader sense [2, 7, 52–54, 60, 61, 90, 103, 104, 113,
127, 129, 133, 135, 152, 172, 174, 183, 191, 221, 255, 257–259, 262]. Further-
more, some of the most recent studies have clearly demonstrated how many min-
gling and mutually influencing are nonlinear theories of systems and control with
interacting fuzzy system and neural network theories, from the viewpoint of sta-
bility in particular. In this regard, the interested reader is suggested, for instance, to
consult recent articles [52, 89, 103, 104, 142, 221, 228, 254]. It is interesting to note
that computational intelligence techniques appear to by and large another
methodology to tackle mathematically complex nonlinear problems where analyt-
ical techniques fail to deliver technologically tangible results.

It should be noted further, in addition, during the last couple of decades sig-
nificant scientific advances have been achieved in the theories of both complex
dynamic networks as well as of switched systems and switching-based controls.
Such dynamic networks and systems largely occur due to combined event-driven,
state-driven, and time-driven control and supervision in man-made technologies
[13, 16, 39, 40, 74, 80, 94, 107, 142, 145–151, 223, 224, 265–273]. It seems more
than just coherent that these theoretical developments are also well coherent with
technological implementation scheme that is presented in Fig. 7. Nonetheless, the
complex dynamic networks involving switched topologies and switching base
controls, I do believe, appeal for essentially modified conceptualizations on how we
perceive processes that evolve due to the combined time-, event-, and state-driven
dynamics. In fact, these two areas have opened a whole new prospects towards
networked systems engineering creations of the future. It should be noted, although
at infancy now, some encouraging results on the synergy of complex dynamic
networks and switching control based modes have appeared.

For the sake of a certain scientific evidence of these issues mentioned above, let
me put an overview of the following reasonably general and widely applicable
model of complex dynamical networks, which involves realistic case of
non-identical nodes with relative-degree-one nonlinear dynamic systems [150]. It is
described by the following set of state and output equations:
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xi̇ = fi xð Þ+ gi xð Þui,
yi = hi xð Þ, i=1, . . . ,N,

. ð2Þ

Here the symbols denote xi ∈Rn, ui ∈Rm, yi ∈Rm are the states, the control
inputs, and the controlled outputs of the i-th node, respectively; the vector functions
fi:Rn →Rn, gi:Rn →Rn×m, hi:Rn →Rm are (assumed) to be twice differentiable or
smooth mappings that possess the real-world properties fi 0ð Þ=0 and hi 0ð Þ=0.

For illustration purpose, at this instance, note that one such dynamic network
having five nonlinear dynamic nodes is described as follows:

xi̇1 = xi1 + ðli − 1Þxi2 − sinðxi1 + xi2Þ− ui,

xi̇2 = sinðxi1 + xi2Þ− ui,

yi = xi2.

ð3Þ

In here, i = 1,…, 5, and in addition, values of li are defined as: l1 = 1.2, l2 = 1.3,
l3 = 1.05, l4 = 0.8, l5 = 0.9. Obviously, all nodes are not passive, but they all are
nodes of relative-degree-one nonlinear dynamic systems, quite common in practical
applications. Communication coupling topology for the network is defined by

vi = ∑
j=N

j=1
aijΓyj. ð4Þ

It has been shown [150] that this can be rewritten as u= A⊗Γð Þy, where
A= aij

� �
NN is a matrix, called the outer coupling matrix, Γ is an m×m diagonal

matrix, called the inner coupling matrix. The quantity A⊗Γ is the Kronecker
product between these two matrices, which is presented below.

A⊗Γ=

a11Γ a12Γ . . . a1NΓ
a21Γ a22Γ . . . a2NΓ
⋮ ⋮ ⋱ ⋮

aN1Γ aN2Γ . . . aNNΓ

0
BB@

1
CCA∈RNm ×Nm , ð5Þ

where

A=

− 2 1 1 0 0
0 − 3 1 1 1
1 0 − 2 1 0
1 1 0 − 3 2
0 1 0 0 − 2

2
66664

3
77775

ð6Þ

is the outer coupling matrix that does not possess the usually assumed property in
the relevant literature; also, it is shown that Γ can be taken as the identity matrix
[150].
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It may well be inferred from the above mathematical representation model that it
implies complexity in several respects. Still, the controlled output synchronization
can be well enforced as the simulation results in Fig. 8 demonstrate.

Indeed, synchronization is a collective behavior of dynamical networks, of
course, but it is one of the crucial issues in studying potential behavior of complex
dynamical networks. It has a direct relevance to and certain relations with the logic
of life itself (Rosen 1991; [50,126,166, 186]). And the life itself indeed is the best
teacher for both organization and self-organization in the universe [50, 127, 156].
The main issue of concern seems to appear in terms of how to accommodate within
complex networks setting the need to employ some techniques of game theories and
some anticipation features [186], because they are also crucial in comprehending
the real-world living, ecology, and societal systems in their mutual interactive
couplings [85,155,181,190, 218, 233].

The ideas about engineering implementation of integrating control and super-
vision of man-made complex industrial plants also deserve to be appropriate, but
briefly addressed in this essay tractate. It should be noted here that, in the first place,
the heritage from control developments aimed at interconnected and large-scale
system complexes in terms of hierarchically organized computer control system
architecture and the respective applications software technology. These were pre-
cisely the technologies that enabled the modern-day automated factories, power
plants, as well as communication, power, and transportation systems, and even
stimulate the exploration of the paradigm “factories of the future” further. For this
purpose, from Romero et al. and the related works [119, 200, 231], respectively, the
borrowed Fig. 9 is given as presented above [188].

It may well be considerably stimulating, and possibly instructive too, if in this
context a few more points are made. Then this discussion inevitably involves the
issues of operating symbiosis of human(s) and automation system [119]. It is
therefore that also man–machine interactions [70, 111, 154, 156, 200] as well as

Fig. 8 The synchronized
output responses of the net-
work with communication
coupling topology and nodes
of nonlinear dynamic systems
having relative-degree-one
[150]
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features of humans in the role of control operator [182, 187, 232] ought to be placed
within the scene and scenarios of control and supervision of complex dynamic
networks and systems. It is in this regard that the supervisory level ought to have
some properties of controlling cognition as a broader evaluation of controlled
processes within the automated complex plant. Therefore that supervisory control
level is to be designed to have implemented certain mentalist activities and hence
cognition within the wider set of decision and control activities. As such they must
be coherent to the entire feasible set of decision and control activities within the
complex networks and systems in order to guarantee not only the system integrity
and stability but also the overall adaptability and goal-seeking evolution. Further-
more, following a recent study [231] by Tzafestas this conceptualization seems to
transcend beyond the technological complex system, since it does reflect upon the
society and hence the nature[85, 180, 203, 218, 245].

Finally, within this discussion about complex dynamic networks and systems
integrated via their control and supervision infrastructure, issues of stability ought
to be addressed because these are sine-qua-non in systems and control sciences
from the time of Poincare’ [175] and classic analytical mechanics. It has been so
since the days of developments in theory and engineering of linear dynamic systems

Fig. 9 An overview of the current state-of-the-art developments in human–automation symbiosis
[188] within design variants of human-centered automation systems [70] in terms of the Purdue
Enterprise Reference Architecture; the segment on the right points out the ongoing research tasks
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and their control; for instance, Anderson [8, 9], Barnett [21], Bernusou, and Titli
[26], Dimirovski et al. [55], Kalman [121, 122], Krasovskii and Pospelov [133],
Mesarovic and Takahara [158], Rosenbrock [189], Siljak [202, 207], Tsien [229].
True, these aspects are considerably more difficult and more involved within this
context of complex dynamic networks and systems. Moreover, there were much
more involved than studies of nonlinear dynamic systems at the time of Liapunov
[173] and Poincare’ [175] within the realm of classic analytical mechanics. It is the
extension towards the control of nonlinear dynamic systems and its optimization
that made essential difference; for instance, see Anderson [8], Emelyanov [65],
Filippov and Arscott [71], Isidori [110], Moylan [98], Kalman [120], Krasovskii
[132], Lurye [153], Pontryagin et al. [177], Siljak [203, 207, 210]. These devel-
opments have given considerable understanding of the nature of Lyapunov func-
tions and Lyapunov–Krasovskii functionals to the extent to become fundamental
tools for explorations in the realm of complex dynamic networks and systems.

It should be noted first of all, the first considerable extensions of Lyapunov
stability theory have been made rather early by Lurye [153] and by Krasovskii
[132]. These extensions have paved way towards a deep and far-reaching study
of the original conceptualization of Lyapunov function that yielded innovative
modifications up to now to various Lyapunov-like functions in the search of con-
structing Lyapunov that are suitable for specific but nonlinear and/or time-delay
phenomena; for instance, see Antsaklis [13], Basar and Bernhard [22], Fomin et al.
[72], Fridman and Shaked [75], Ikeda and Siljak [106], Kalman [124], Kozyakin
[138], Lee and Jiang [140], Liberzon et al. [142], Liu and Fridman [145], Long and
Zhao [151], Tee et al. [225, 226], Zhang et al. [261], J. Zhao and Dimirovski [266],
J. Zhao and Hill [267], Zhao et al. [148]. However, as recently pointed out by
Ahamdi et al. (2013), a kind of complexity of Lyapunov functions for switched
linear systems exists if these are sought in the tradition of quadratic stability, due to
the underlying linear algebra [117, 118, 139] that seems even set-theoretic methods
in control [28] could not be overcome.

Indeed, during the last couple of decades many new and/or innovated exiting
stability results for complex dynamic networks and systems and for network control
systems, all based on the ideas about Lyapunov functions and Laypunov–-
Krasovskii functionals, have emerged; for instance, see [13, 25, 27, 43, 51, 78, 86,
103, 104, 140, 145–151, 178, 179, 212, 224, 269–273]. Furthermore, even com-
putational intelligence [46, 60, 90, 129, 191], based on either fuzzy systems or
neural networks, recently have been handled as complex nonlinear systems by
means of novel developments of either Lyapunov functions or Lyapunov–-
Krasovskii functionals [13, 52, 78, 103, 104, 152, 178, 183, 221, 254, 261]. In the
view of these it may well be inferred that the derivation of sophisticated Lyapunov
functions and/or Lyapunov–Krasovskii functionals in combination with the
dynamic graphs and the principle of increasing precision with decreasing intelli-
gence are the building blocks for future exploration of complex dynamic networks
and systems under integrated supervision and control. However, as shown by
Filippov and Arscott [71] and by Siljak [207, 210], the stability problem requires
constructive use of techniques based on the theory of differential inclusions,
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e.g., see Aubin and Cellina [18], and based on the theory of functional differential
equations, e.g., see Hale and Lumel [87]. The stability problem in such systems is
by far more involved and subtle to handle in a clear-cut way.

Concluding Remarks

In this foreword, an attempt was made to bring many up-to-date facets of com-
plexity and complex systems. It is only up to the interested readership to evaluate
whether and to what extent it has been accomplished. To this author’s belief, the
concept of organization is the most fundamental one into the further quest for
deeper comprehension of complex dynamic networks and systems if a theoretically
sound, systematic, and yet reasonably pragmatic engineering design creativity has
to be achieved. This seems to be an appropriate ahead perception for the future,
which is largely argued for in the preceding sections as well as indicated in Figs. 7
and 9.

It is by intention, and by the permission of Prof. Ji-Feng Zhang, the
Editor-in-Chief of AASC journal, that I selected and included here Fig. 10 as made
of the two original figures from article [240]. Indeed, it may well be argued that
Chinese colleagues promote the paradigm, control–computing–communication
(C3) as a dynamically evolving entity that, being integrated by means of control
functions, decision and supervision essentially remain a simultaneous systemic
information processing and communication mechanism [17, 39, 94, 179, 263, 266,
271]. Authors, L.Y. Wang and P. Zhao, have rightly entitled their article “Evolution
of the feedback mechanism in information era”; in AASC 2(1), 70–76 (2014).

But it seems more than just interesting to notice: Was it just a coincidence with
the decision by Springer Editorial to publish this book albeit documentation argued
the same paradigm on the grounds of observing the evolution of life within the
context of control of complex dynamic networks and systems control? Well, only
time may provide some answer after all.

This monograph has materialized out of the efforts of a large international group
of authors and matured over a period of a couple of years following a theme
conference dedicated to the book’s title, for which I am profoundly grateful to them
all. It is therefore only in this foreword I dared to present my own perceptions,
reasoning, and beliefs about complex networks and systems from a control per-
spective. Furthermore, I dared to place these on a prospect with regard to wider
scientific knowledge and advanced engineering technologies available at present.
Therefore, the responsibility is solely mine for the views expressed here. These
views are expressed via symbolic paradigms as a look back and a look forward
primarily on the background of physics although—to cite again words of late Prof.
H.H. Rosenbrock—“…mathematics is indispensable…” [189], hence a
sine-qua-non tool in systems and control sciences. In this control intellectual effort I
did observe verbally the background mathematics of sets, set relations, and sets of
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sets as well as graphs and graphs following the pigeonhole principle of Church–-
Turing hypothesis [129] solely and in the first place. Till now only the computa-
tional complexity and the undecided-ability issue are formally and rigorously
explained to the full via the NP-completeness or non-completeness [126]. Within
the same context, also the potential emergence of paradoxes [62, 63, 191, 247] has
been made a legitimate mathematical outcome event. In the view of these facts, one
may argue that some paradoxes in the system-theoretic sense could also make
legitimate outcome events if these are kept as questionable conjectures.

Finally, at this point I would like to emphasize again the famous remark put
forward by Prof. Rudolph E. Kalman in one of his many plenary lectures: “First get
the physics of considered problem right. The rest is mathematics.” Indeed I do
appreciate Kalman’s advice deeply, despite my arguments favoring the necessity to
involve cognitive and computational intelligence sciences as well into our

Fig. 10 The three celebrities of information-based sciences Norbert Weiner, John von Neuman,
and Claude Shannon (a), and the C3 paradigm in the journal, All About Systems & Control,
AASC, founded in 2014 by the Academy of Mathematics & Systems Science of the Chinese
Academy of Sciences (b)
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perception and exploration of complex networks and systems. It should be widely
noted for that matter, without a proper understanding of the physics behind any
investigated phenomenon in theories and applications of systems science, decision
science, and control science solely the use of sophisticated mathematical methods
and models is bound to remain only an academic exercise. In any case, my own
conclusion is that the buildup of an all-encompassing science of complex networks
and systems is bound to remain an ever-open, lasting quest that appears to be
correct, precisely because of many facets of complexity. “Who dares to say—this
far man can go but not a step further.”—Jean Jacques Russeaux [51, 56].
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School of Electrical Engineering and Information Technology

Saints Cyril and Methodius University of Skopje
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Istanbul, Turkey
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Preface: An Overview of the Contributions

This book is a multi-authored monograph on advanced research in the field of
complex dynamic network and dynamic systems involving both event-driven and
time-driven evolution dynamics, and also some statistical mechanics, hence
employing some kind of combined control and supervision. It does present a
number of case studies and certain reflections in a broader prospective towards
implementable system engineering creations along the lines of complex dynamic
networks and systems. The book comprises five parts: 1. Control and supervision
for complex networks and systems; 2. Machine intelligence and learning in com-
plex control systems; 3. Control and supervision of complex mechanical and
robotic structures; 4. Control and supervision in multi-agent and industrial systems;
and 5. Novel ideas and variable-structure and switched systems control. This
overview is presented consequently following the parts along with enumeration of
chapters albeit individual chapters in the book are solely ordered accordingly, i.e.,
do not bear enumeration. However, the names of the authors of each chapter are
included beneath the title of their respective contribution.

Initially, this collective monograph has emerged from the selected a set of
selected contributions, but in expanded and revised versions, of a special interna-
tional conference chaired by Prof. Mogens Blanke, one of the leaders of scientific
research program COSY 1995–1999 of European Science Foundation (ESF), and
also one of the editors of the 2001 book, Control of Complex Systems, by Springer.
Several of the present contributing authors, including this editor, also participated in
the ESF research program in complex systems control and wrote that monograph.
Thus this book is an important step forward into both theoretical and technological
issues of complex network and systems.

The main feature in common of the contributions authored in this book is a kind
of highlighting certain existing synergies of control, computing, and communica-
tion in order to achieve a guaranteed stable and sustainable plant system operation
with robust quality. In the individual chapters, there appear contributions that range
from a generally applicable model-based diagnosis and systems engineering to
medical, to communication, to power-grid and airport networks, to creating bio-
logical brains for control applications and safety-critical human–machine systems,
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to process industries and industrial complexes, to biped robots, to large space
structures and UAVs, to precision servomechanisms, as well as to other advanced
mechatronics technologies. Nonetheless, most of the contributions introduce certain
novel theoretical techniques for hard-to-control networks and systems, which go
beyond standard decentralized feedback and where compound system architectures
of control and supervision are employed. It is this sense present book may be
viewed as a kind of follow-up monograph to those collective research efforts
summarized in the 2001 monograph by Springer.

Part I Control and Supervision for Complex Networks
and Systems

Diagnosis for Control and Decision Support for Autonomous Vehicles
Mogens Blanke, Søren Hansen, and Morten Rufus Blas

In this chapter there are presented the theoretical foundations for design method-
ologies that now appear as enabling technology for a new area of system designs
that are reliable in practice. Yet they are also affordable due to the use of
fault-tolerant philosophies and tools that make engineering efforts minimal for their
implementation. It also includes the examples for an autonomous aircraft and a
baling system for agriculture to illustrate the generic design procedures and real-life
results. It should be noted, diagnosis and, when possible, prognosis of faults are
essential for safe and reliable operation. Developments of methodologies that cope
with complex and nonlinear systems have considerably matured and methodology
and associated tools have become available in the form of theory and software for
design. Genuine industrial cases have also become available. Analysis of system
topology, referred to as structural analysis, has proven to be unique and simple in
use and a recent extension to active structure techniques have made fault isolation
possible in a wide range of systems. Following residual generation using these
topology-based methods, deterministic and statistical change detection has proven
very useful for online prognosis and diagnosis. For complex systems, results from
non-Gaussian detection theory have been employed with convincing results.

Integration of Supervisory Control Synthesis in Model-Based Systems
Engineering
Jos C.M. Baeten, Joanna M. van de Mortel-Fronczak, and Jakobus E. Rooda

This chapter discusses the integration of recently developed supervisor synthesis
techniques and tools in engineering plant processes based on suitable models.
Formal models play an important role here because they enable the use of various
model-based analyses for early integration techniques, and tools. Engineering
processes based on formal models are shown to be able to cope with complexity.
They also support time-to-market and development costs reduction. Moreover,
application of supervisory control synthesis in the development of control systems
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can speed up the process considerably. The proposed approach is illustrated by
examples of industrial cases, where supervisors synthesized have successfully been
implemented and integrated in existing resource-control platforms.

Output Synchronization of Dynamical Networks Having Nodes with
Relative-Degree-One Nonlinear Systems
Yanyan Liu, Georgi M. Dimirovski, and Jun Zhao

This chapter studies the output synchronization problem in complex dynamic
networks that have nonlinear dynamic systems with relative-degree-one at their
nodes. System property of passivity has been found to be a useful tool for solving
the output synchronization problem in such dynamic networks. Although not all
dynamic systems may be passive, however, it is nonetheless shown still passivity
can be successfully used to output synchronize dynamic networks. If a node non-
linear system is weakly minimum phase and has relative-degree-one, then it is
shown to be feedback equivalent to a passive system. The feedback passivation
result is exploited in order to investigate the output synchronization of dynamic
networks. The conditions are found under which the output synchronization of
dynamic networks, having node nonlinear systems with relative-degree-one, is
achieved without the need the negative definiteness property of the outer coupling
matrix.

Mechanism Design for Incentive Compatible Control of Networks
Anil Kumar Chorppath and Tansu Alpcan

This chapter provides an overview of the recent results in the area of mechanisms
and games for distributed control of networks and authors recent contributions. The
methodology and algorithms developed are applied to diverse network control
problems such as interference and spectrum management. The heterogeneous
behavior of users, which ranges from altruistic to selfish and to malicious, is being
modeled within the analytical framework of game theory. Network mechanism
design aims to achieve system-level goals such as maximization of aggregate
network performance using specific methods in networks, where users are strategic
and selfish decision-makers with individual preferences. A mechanism design
approach is adopted to quantify the effect of adversarial behavior, which ranges
from extreme selfishness to destructive maliciousness. Differentiated pricing is
proposed as a method to counter and mitigate adversarial behavior. An additional
application to the location privacy in mobile commerce is also briefly discussed.

Building Smart Grid: Optimal Coordination of Consumption with Decen-
tralized Energy Generation and Storage
Araz Ashouri, Sebastian Gaulocher, and Petr Korba

This work describes a timely implementation of an office and/or personal smart grid
for environmentally friendly buildings. These can be equipped with a local energy
source (e.g., photovoltaic panels or combined heat-power units), energy storage
devices (batteries, electric hot water boilers, heating and ventilation systems
including air conditioning), a building energy management system with sensors
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(e.g., providing the room temperatures), and household appliances acting as actu-
ators (in general, split into groups of schedulable and non-schedulable ones). The
idea behind this work is to develop an automatic control system which would
optimally decide for the end-customer when to buy, sell, or store electric energy
with the objective to minimize his total costs. At the same time, it fulfills all
constraints in terms of the limits on power allowed to be taken from the grid. In this
project, a model predictive control approach to the energy optimization problem in
a building has been proposed based on utilization of a real-time pricing signal
which reflects daily peaks in consumption to the energy management system.
Different scenarios have been run and the results are discussed here.

Passivity-Based Switching Rule and Control Law Co-design of
Networked-Switched Systems with Feedback Delays
Dan Ma, and Georgi M. Dimirovski

In this theoretical study, a class of switched linear systems under a hybrid state
feedback controller with time-varying delays is studied. The main contribution is
given on the issue of how to co-design switching rule and feedback control law so
as to make the closed-loop system strictly input feed-forward output-feedback
passive for all admissible time delays in the feedback channels. Sufficient condi-
tions for strict input feed-forward, output-feedback ‘passivitication’ of switched
systems with time-varying delays under some state-dependent switching rule by
using the method of multiple storage functions is derived. The proposed switching
rule can achieve strict input feed-forward, output-feedback passivity of the switched
delay systems whose all subsystems can be input feed-forward output-feedback
non-passive. The finite gain L2 stability in closed-loop is guaranteed. Furthermore,
under the proposed switching rule, the asymptotic stability can be guaranteed if the
switched system is zero-state detectable when exogenous disturbance input is zero.

Part II Machine Intelligence and Learning in Complex Control
Systems

Creating and Controlling Complex Biological Brains
Kevin Warwick

This chapter presents a closer look into how animal and/or human brain cells can be
cultivated (grown) and given a robot physical body (as a controlling brain) in which
they can move around and interact with the world. These observations are utilized
to propose a design that is aimed at creating a specific kind of cyborg. This is
realized as a new form of artificial intelligence in which the complexity of a highly
nonlinear biological neural network is employed to uniquely control a real-world
robot. An adequate presentation is given in which the communication/control
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feedback loop is described and considered in terms of learning, performance,
long-term operation, and specialization within the neural structure. Experimental
results are presented and also an outline of certain open philosophical arguments is
given.

Iterative Learning Control as an Enabler for Robotic-Assisted Upper Limb
Stroke Rehabilitation
Eric Rogers, Chris T. Freeman, Ann-Marie Hughes, Jane H. Burridge,
Katie L. Meadmore, and Tim Excell

In this chapter, a recent research is surveyed where iterative learning control,
developed initially for robots executing commonly encountered industrial tasks
such as sequentially collecting objects from one location and transferring them to
another, is used to control the assistive stimulation in robotic-assisted upper limb
stroke rehabilitation. The presentation is accompanied with a number of both
analytical and empirical results obtained in the course of this research endeavor.
The results given include the outcomes of small-scale clinical trials with stroke
patients, and areas for future research are also briefly discussed. This research is
aimed at coping with an increased burden on health care and rehabilitation
resources due to the number of people suffering a stroke and therefore novel
approaches to rehabilitation are required, if the capacity of health services is to meet
future demands.

Adaptive Fuzzy Modeling Based Quantitative Assessment of Operator Func-
tional State in Complex and Safety-Critical Human–Machine Systems
Jian-Hua Zhang and Ru-Bin Wang

In this chapter the human operator functional state, OFS, is quantitatively estimated
by using multiple sources of measured psycho-physiological data. In the data
acquisition experiments, an automation-enhanced Cabin Air Management System
(aCAMS) was employed to simulate with high fidelity a highly complex multitask
platform of human–machine cooperative process control. Two types of adaptive
fuzzy models, viz., adaptive-network-based fuzzy inference system and genetic
algorithm based Mamdani fuzzy model, are constructed to estimate the temporal
fluctuations of the OFS. The fuzzy models are used to reveal the complex unknown
correlation between the psycho-physiological (i.e., electroencephalographic and
cardiovascular) variables and the operator performance (i.e., primary-task-related
performance). The adaptive fuzzy modeling paradigm was validated by using the
data measured from a group of young healthy and well-trained male subjects (two
trials for each), who were engaged in the manual control tasks under aCAMS
experimental environment.

Space Independent Community Detection in Airport Networks
Emil Gegov, Maria Nadia Postorino, Alexander Gegov, and Boriana Vacthova

In this research contribution, the problem of community detection has been
investigated within large networks with highly changeable but most often unpre-
dictable flows. The given objects of exploration are the topology and passenger
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flows of the United States Airport Network (USAN) over two decades. The network
model consists of a time-series of six network snapshots for the years 1990, 2000,
and 2010, which capture bimonthly passenger flows among US airports. The vol-
ume of these flows is naturally affected by spatial proximity, and therefore, a model
(recently proposed in the literature) accounting for this phenomenon is used to
identify the communities of airports that have particularly high flows among them,
given their spatial separation. This research results highlight the fact that some
general techniques from network theory, such as network modeling and analysis,
can be successfully applied for the study of a wide range of complex systems; while
others, such as community detection, need to be tailored for a specific system. Thus
a successful empirical study on the complex systems in air transportation also
involving network modeling and aimed at community detection problem has been
accomplished.

Decentralized Control of Complex Dynamic Systems Employing Function
Emulation by Neural Networks
Yuanwei Jing, Yanxin Zhang, Vesna M. Ojleska, Tatjana D. Kolemisevska,
and Gerogi M. Dimirovski

In this contribution, a novel robust adaptive control design synthesis is proposed for
a class of mechatronic nonlinear systems possessing similarity property has been
derived. The design employs both high-order neural networks and math-analytical
results in a compatible way. This approach exploits adequate usage of the structural
feature of composite similarity systems and of neural networks to solve the rep-
resentation issue of uncertainty interconnections and subsystem gains by online
updating the weights of the neural networks. Lyapunov stability theory and
attraction domain analysis are used. The proposed design synthesis guarantees the
practical real stability in closed-loop, but also requires skills to obtain larger
attraction domains around the operating equilibrium. The benchmark example of
elastically interconnected two inverted pendulums on carts, thus creating a complex
nonlinear dynamic system possessing inherent uncertainties, is investigated and its
decentralized control solved.

Neural Networks with Strong Anticipation and Some Problems of Complexity
Theory
Oleksandr S. Makarenko

This chapter presents the study of one new type of models of neural networks,
which takes into account certain anticipation property. As the base model in it,
Hopfield-type of models with anticipation has been explored. The basic new
qualities discovered in this research is the possibility of multi-valued solutions of
given neural networks. Different types of behavior of such systems have been
explored depending on parameters of networks. The problems of complex solutions
and stored information have been considered, including the measures of complexity
in deterministic and non-deterministic cases. Presumable applications of such
models for living and social systems are discussed within the context of these new
type models of neural networks, which take into account property of anticipation.
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As the base background model, the Hopfield-type models with anticipation are
found to be crucial. Different types of behavior of such systems have been explored
depending on parameters of networks.

Part III Control and Supervision of Complex Mechanical
Structures and Robots

How to Cope with Disturbances in Biped Locomotion?
Miomir Vukobratović, Branislav Borovac, Mirko Raković, and Milutin
Nikolić

Nowadays walking humanoid-like robots have become an expanding reality. Fur-
thermore, it is expected that the humanoid robots of the near future will “live” and
work in a common environment with humans. This imposes the requirement that
their operational efficiency ought to be close to that of humans. The main prereq-
uisite to achieve this is to ensure the robot’s efficient motion quality, that is, its
ability to compensate for the ever-present disturbances. This work considers pre-
cisely the strategies of how to compensate for the disturbances of different inten-
sities: small which are permanently present and large that jeopardize the robot's
dynamic balance instantly. It is illustrated that those two classes of disturbances
require quite different compensation approaches.

New Adaptive Algorithm for Flexible Spacecraft Control
Vladislav Y. Rutkovsky, Victor M. Glumov, and Victor M. Sukhanov

During the last couple of decades, the design, implementation, and deployment of
orbit in space of large space structures have been expanded to unprecedented
extent. All these large space structures are essentially flexible structures, which
exhibit delicate dynamics even when motion on orbit is well settled. For the case of
large space structure control, a new adaptation algorithm for system with reference
model is proposed. Its operation does not depend on the intensity and spectral
composition of the input actions and its realization does not require estimation of
external disturbances. The proposed algorithm functioning is illustrated on the
example of large space structure control. It is a new type of large-size spacecraft
(space energy stations, large orbiting reflectors). Such an object cannot be inserted
into orbit in assembled condition because of its big size. Therefore LSS is
assembled in orbit and it is a discretely evolving structure. As the control object it is
multi-frequency oscillating system with discretely time-varying parameters and
number of freedom degrees. For the case of large space structure control, proposed
algorithm is simplified; yet the designed control system performs high-precision
operation.
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State-Dependent Riccati Equation-Based Tracking Control of a Hydraulic
Seismic Isolator Test Rig
Stefano Pagano, Ricardo Russo, Salvatore Strano, and Mario Terzzo

A novel design and implementation of hydraulic seismic isolator test rig which
employs a nonlinear optimal tracking control based on the state-dependent Riccati
equation (SDRE) technique has been developed. It is aimed at testing the devise and
systems which are used mitigate effects due to either earthquake or sever storm
winds. Earthquake and wind storm effects can be mitigated by means of base
isolation strategies. The base isolation is typically effected using passive,
semi-active, or active systems. These devices must be tested in order to obtain the
horizontal force-displacement cycle that allows for deducing analytical description
of their dynamic characteristics if they are to be practically used. The SDRE
algorithm fully preserves system nonlinearities, bringing the nonlinear system to a
linear structure with state-dependent coefficient (SDC) matrices. The linear quad-
ratic (LQ) synthesis method has been be applied to this state-dependent state-space
equation characterized by the SDC matrices and improved control design achieved.
A dSPACE DS1103 hardware has been employed for the control implementation
and also for the real-time resolution of the SDRE, which supported by the obtained
results from real-time experiments.

Multi-Robot Navigation Using Market-Based Optimization
Rainer Palm, Abdelbaki Bouguerra, and Muhammad Abdullah

This contribution is dedicated to a thorough investigation of the artificial force
potential fields for obstacle avoidance and their optimization by a market-based
approach in scenarios where several robots are acting in a shared area. The potential
field method has been enhanced by fuzzy logic, traffic rules, and the technique of
market-based optimization (MBa). Fuzzy rules are used to deform repulsive
potential fields in the vicinity of obstacles to produce smoother motions around
them. Traffic rules are used to deal with situations where robots are crossing each
other. The MBa, on the other hand, is used to strengthen or weaken repulsive
potential fields generated due to the presence of other robots. For testing and
verification, the navigation strategy is implemented and tested in simulation of more
realistic vehicles. Extensive simulation experiments are performed to examine the
improvement of the traditional potential field method by the MBa strategy and
verify the performance achieved.

Fault-Tolerant Estimation of UAV Dynamics via Robust Kalman Filter
Chingiz Hajiyev and Halil Ersin Soken

This contributed chapter presents a novel robust adaptive algorithm for estimating
sensor and actuator faults in unmanned aerial vehicles (UAV). A covariance scaling
based robust adaptive Kalman filter (RAKF) algorithm has been developed for the
case of sensor/actuator faults. The proposed RAKF uses variable scale factors for
scaling the process and measurement noise covariances and eliminating the effect
of the faults on the estimation procedure. First the existing covariance estimation
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based adaptation techniques are reviewed. After choosing the efficient adaptation
method, an overall concept for the RAKF is proposed. In this concept, the filter
initially isolates the fault, either in the sensors or actuators, and then it applies the
required adaptation process such that the estimation characteristic is not deterio-
rated. The performance of the proposed filters is investigated via simulations for the
UAV state estimation problem.

Guidance Laws and Navigation Systems for Quadrotor UAV: Theoretical and
Practical Findings
Stojce Deskovski, Vasko Sazdovski, and Zoran Gacovski

This chapter presents a novel contribution towards the design of small-size, inex-
pensive, quadrotor-based unmanned aerial vehicle (UAV). Nowadays UAVs are
becoming essential for many applications where human presence is considered
unnecessary, dangerous, or impossible. These applications include variety of sci-
entific, civilian, and military applications. This paper reflects the efforts that we are
taking over the years toward a deeper understanding of these technologies. A pre-
sentation of a low-cost, small-size quadrotor UAV that we have modified for our
experiments is given. Both practical and theoretical research activities in the
guidance navigation and control algorithms for quadrotor UAVs are discussed here.
These analytical, simulation, and experimental studies have yielded certain novel
findings, which are reported in this contribution.

Part IV Control and Supervision in Multi-Agent and Industrial
Systems

Distributed Supervisory Strategies for Multi-Agent Networked Systems
Allesandro Casavola, Emanuel Garone, and Francesco Tedesco

In this chapter, certain novel distributed supervisory strategies for multi-agent linear
systems that are connected via data networks and subject to coordination constraints
are presented Such a coordination-by-constraint paradigm is based on the online
management of the prescribed set points and it is characterized by a set of spatially
distributed dynamic systems, connected via communication channels, with possibly
dynamical coupling among them which need to be supervised and coordinated in
order to accomplish their overall objective. Two distributed strategies will be fully
described and analyzed. First, a “sequential” distributed strategy is presented where
only one agent per decision time is allowed to manipulate its own reference signal.
Such a strategy is then instrumental to introduce a more effective “parallel” dis-
tributed strategy, in which all agents are allowed to modify their own reference
signals simultaneously under certain conditions.
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Petri Net-Based Synthesis of Agent Cooperation by Means of Modularity and
Supervision Principles
František Čapkovič

This chapter presents an exploration study on the possibility and the means how the
principles of modularity and of supervision can be utilized in the synthesis of the
cooperation among a collective of agents. Subsystems modeling agents of different
kinds are understood to be modules of discrete-event systems (DES). They are
modeled by means of place/transition Petri nets (P/T PN). A desired strategy of the
mutual behavior of agents during their cooperation is expressed by conditions for
the DES-based supervisor synthesis. Then, the synthesized supervisor does obtrude
the cooperation strategy on the agents at the realization of a common job. The
supervisor synthesis is realized either by means of the P/T PN place invariants
(P-invariants) or by the virtually extended method, where P-invariants are com-
plemented by conditions imposed on P/T PN transitions and/or on the Parikh’s
vector, especially in order to express priorities.

Adaptive Internal Model-Based Distributed Output Agreement in a Class of
Multi-Agent Dynamic Systems
Esma Gül and Veysel Gazi

This contribution presents a novel study of the agreement problem in a class of
multi-agent dynamic systems that have uncertainties. In particular, the case of the
distributed output agreement problem has been studied and novel solution is
derived. The investigated problem is formulated as a nonlinear servomechanism
problem, and then an adaptive internal model based controller has been employed
to achieve agreement of the agent outputs using local information. Various agent
neighborhood topologies have been considered and the overall performance has
been verified using fairly simple numerical simulations. Thus a novel solution to the
output agreement problem in multi-agent dynamic systems has been found that
tolerates presence of uncertainties.

An Example of Fault Detection and Reconfiguration-Based Tolerance Within
Distributed Embedded Control Systems
Matjaž Colnarič, Domen Verber and Matej Šprogar

This contributed chapter introduces certain novel, recently devised solutions for the
fault detection within embedded control systems. These represent a kind of
follow-on elaboration on the successful IST FW5 project IFATIS, which has been
carried out at the authors’ Laboratory for Real-Time Systems of the Faculty of
Electrical Engineering and Computer Science in Maribor. The topic is first
re-elaborated and the overall results of the original project presented to some extent.
Then, in continuation, certain later enhancements and improvements are shown all
together with original implementations of specific parts. In particular, the discrete
FPGA- and PSoC-based fault monitoring cells are given proper attention. All the
novel improvements are discussed via properly emphasized presentation.
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Predictive Control of Thermal Processes in Complex Industrial Furnaces
Goran S. Stojanovski, and Mile J. Stankovski

This chapter presents a thorough investigation of advanced predictive control
methods for industrial thermal processes that have been developed and practically
implemented in the ASE Institute Laboratory of the Faculty of Electrical-
Electronics Engineering and Information Technologies in Skopje. This research
is largely carried out on the grounds of identified representation models of two
high-power, industrial furnaces that are operated in our country. Such industrial
thermal processes typically require high fuel consumption, and therefore the opti-
mization of the fuel costs is always needed. It is widely known that reducing those
costs yields dramatically reduced costs of the final product delivered by the
industrial plant. For this purpose, the advanced predictive control methods appear
especially tailored for furnace thermal processes, since employing predictive con-
trol techniques enforces, at the same time, the plant to achieve both faster response
and increased robustness. This is clearly supported by both experimental and
simulation results are obtained.

Closed-Loop Control with Evolving Gaussian Process Models
Juš Kocijan and Dejan Petelin

This contribution presents a novel development in the design of control systems that
is based on employing evolving Gaussian process (GP) models. The GP models are
known to provide a probabilistic, nonparametric modeling approach for black-box
identification of nonlinear dynamic systems. They can highlight areas of the input
space where prediction quality is poor, by indicating the higher variance around the
predicted mean, which may occur due to either the lack of data or the underlying
complexity. While the GP models are Bayesian models, the output has normal
distribution, expressed in terms of mean and variance. The evolving GP model is
the conceptual approach within which various ways of model adaptations can be
used. If the prior knowledge about the system to be controlled is scarce or the plant
system varies with either the time or the operating region, then this control problem
can be solved with an iterative method that adapts the model by means of infor-
mation obtained with streaming data and thus concurrently optimizes
hyper-parameter values.

Part V: Novel Control Ideas and Variable-Structure Systems
Control

Attenuation of Uncertain Disturbances Through Fast Control Inputs
Alexander B. Kurzhanski and Alexander N. Daryin

In this chapter, there is presented a new class of controls that ensure an effect
similar to the one produced by conventional matching conditions between control
and disturbance inputs in a linear system. However, in this study a broader class of
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such inputs has been obtained. This is due to an application of piecewise-constant
control functions with varying amplitudes, generated by approximations of “ideal
controls” which are linear combinations of delta-functions and their higher order
derivatives. Such a class allows for calculation of feedback control solutions by
solving problems of open-loop control, thus reducing the overall computation
burden. It is believed that this control approach does open a new prospect for future
developments of control techniques.

Sliding Manifold Design for Linear Systems with Scalar Unmatched
Disturbances
Boban Veselić, Branislava Draženović and Čedomir Milosavljević

This chapter presents an efficient sliding manifold design method that minimizes the
impact of unmatched disturbances on sliding mode (SM) dynamics in
variable-structure control systems. Although variable-structure control systems are
known to be insensitive to so-called matched disturbances in ideal sliding mode,
nonetheless they are vulnerable to the unmatched ones. The system sensitivity upon
an unmatched constant external disturbance is evaluated through the steady state
vector norm. An infinite set of the sliding hyper-planes that minimize the chosen
optimization criterion is determined. A way of selecting a manifold out of that set
that provides adopted SM dynamics is also suggested. The proposed approach has
been demonstrated on several numerical examples and investigated by means of
computer simulations.

Sliding Mode Based Anti-Lock Braking System Control
Dragan S. Antić, Darko B. Mitić, Zoran D. Jovanović,
Staniša Lj. Perić, Marko T. Milojković and Saša S. Nikolić

This chapter presents the results of a thorough investigation of the anti-lock braking
system control by means of sliding mode control. There are considered different
continuous- and discrete-time sliding mode control (SMC) techniques in the control
of anti-lock braking system (ABS). The SMC is found a right choice for its control
because of its robust characteristics in the view that inherently the ABS is char-
acterized by nonlinear and uncertain dynamics. The survey of continuous-time
SMC algorithms based on nonlinear models of ABS is given first. Then, the
discrete-time nonlinear model of ABS is derived, and the overview of existing
discrete-time SMC techniques is presented. The experimental results are given to
verify the effectiveness of the investigated SMC methods.

Switching Frequency Optimization of DC/AC Inverters Using Sliding Mode
Khalifa Al-Hoseni and Vadim I. Utkin

This chapter investigates the application of siding mode in order to achieve the
switching frequency optimization of DC/Ac invertors. It is common that a DC/AC
converter for three-phase load is designed for controlling two variables such as
speed and flux of an AC motor. An additional degree of freedom can be utilized to
minimize the switching frequency, which depends on the voltage of the load neutral
point. A methodology of switching frequency minimization is proposed in the
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framework of the modified hysteresis control. The load neutral point voltage is
selected as the third variable to be controlled. First, the tracking system algorithm is
developed and then optimization with the switching frequency as a criterion is
performed by a proper choice of the reference input for the neutral point voltage.
The system accuracy is determined by the width of hysteresis loop and is the same
for any switching frequency.

Discrete-Time Sliding-Mode Servo Systems Design with Disturbance Com-
pensation Approach
Čedomir Milosavljević, Branislava Draženović and Boban Veselić

In this chapter, there is presented a novel discrete-time sliding mode control design
employing a new disturbance compensator. This novel contribution is an essentially
chattering-free, discrete-time, sliding mode, control algorithm with a new combined
disturbance compensator. It is based on switching function measurement only. The
overall system behaves as a high accuracy tracking system with an excellent
compensation of matched disturbances. Thus the proposed servo system design
represents a new design synthesis solution to this fundamental control engineering
problem. Properties of the proposed design method are demonstrated on a velocity
and a positional servo system. Analytically derived results as well as the experi-
mental ones have demonstrated a superior performance in comparison with the
existing designs.

Pragmatic Design Methods Using Adaptive Controller Structures for Mecha-
tronic Applications with Variable Parameters and Working Conditions
Stefan Preitl, Radu-Emil Precup, Zsuzsa Preitl, Alexandra-Iulia Stînean,
Claudia-Adina Dragoş and Mircea-Bogdan Rădac

This chapter presents an exploration study of two pragmatic design methods for
controllers dedicated to mechatronic applications working under variable condi-
tions. Adaptive structure of the control algorithms are known to be rather important
for such applications. Basically, the design is founded on two extensions of the
modulus optimum method and of the symmetrical optimum method (SO-m): the
extended SO-m and the double parameterization of the SO-m (2p-SO-m). Both
methods, which are attributed to the authors, make use of specific PI(D) controllers
that are capable of ensuring high control performance in terms of: increased value
of the phase margins, improved tracking performance, and efficient disturbance
rejection. A short and systematic presentation of the methods and digital imple-
mentation aspects using an adaptive structure of the algorithms for industrial
applications are given. Application deals with a cascade speed control structure for
driving systems with continuously variable reference input, moment of inertia, and
disturbance.
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Part I
Control and Supervision for Complex

Networks and Systems

No doubt, information is the third fundamental quantity of our world next to energy
and matter. But only information has the capacity to reshape, subordinate, and
govern energy and matter.

Georgi Dimirovski



Chapter 1
Diagnosis for Control and Decision Support
for Autonomous Vehicles

Mogens Blanke, Søren Hansen and Morten Rufus Blas

Abstract Diagnosis and, when possible, prognosis of faults are essential for safe and

reliable operation. The area of fault diagnosis has emerged over three decades. The

majority of studies are related to linear systems but real-life systems are complex

and nonlinear. The development of methodologies coping with complex and non-

linear systems have matured and even though there are many unsolved problems,

methodology and associated tools have become available in the form of theory and

software for design. Genuine industrial cases have also become available. Analy-

sis of system topology, referred to as structural analysis, has proven to be unique

and simple to use and a recent extension to active structural techniques has made

fault isolation possible in a wide range of systems. Following residual generation

using these topology-based methods, deterministic and statistical change detection

has proven very useful for online prognosis and diagnosis. For complex systems,

results from non-Gaussian detection theory have been employed with convincing

results. The chapter presents the theoretical foundation for design methodologies

that now appear as enabling technology for a new area of design of systems that

are reliable in practice. Yet, they are also affordable due to the use of fault-tolerant

philosophies and tools that make engineering efforts minimal for their implementa-

tion. The chapter includes examples for an autonomous aircraft and a baling system

for agriculture to illustrate the generic design procedures and real-life results.
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1.1 Introduction

Diagnosis of faults and active accommodation of faults are tools to prevent faults

from developing into failure. Diagnosis is needed for fault-tolerant control, where

the diagnostic information is used without operator intervention to handle a fault or

is used by a human supervisor in support of fault-tolerant operation.

The theory of fault diagnosis has a long history. Early papers that helped the

directions in this field included seminal results on generation of residuals using parity

space approaches [20], combined overview and research articles [40, 41, 52, 55].

Early applications appeared in [79] for diagnosis of flight control systems, in [27] for

chemical processes, in [54]. The theory for fault-diagnostic observers was pioneered

in [32, 33], and generation of robust residuals in [18, 35]. Extension to fault-tolerant

control emerged in [7, 9, 100] and theories for integration of diagnosis and control

for linear systems appeared [73]. Diagnosis for nonlinear systems using geometric

theory was pursued in [81]. Robust methods matured [59, 85, 92], also for Fuzzy

and neural network approaches [61, 78]. The crucial issue of threshold selection for

diagnosis was treated in papers by [29] for the uncertain deterministic case and for the

stochastic case by [3]. Extension to discrete event and quantised systems appeared in

[70] and [69]. Early edited books helped develop the area [80], and several textbooks

now show the maturity of the area [2, 5, 19, 21, 22, 42, 47, 56, 62, 71, 72, 76, 101].

The above methods rely mostly on detailed mathematical models of the plant.

When complex systems are in focus, detailed models are very difficult or at least

very expensive to obtain, and a different approach has become widely appreciated.

This is based on graph-analysis of system properties and this is the subject of this

chapter. The graph-based techniques do not replace the above analytical methods,

but for complex systems they have proven to be very attractive. Several aspects of

control and diagnosis of complex systems appeared in [1]. Applications are plenty

and to mention a few from recent years, omitting many important contributions:

[8, 13, 17, 44, 46, 65, 84, 93].

Coping with complex systems is a challenge. Dimensionality of the problems

met in real life is one challenge, complexity and nonlinearity are others. The ideas of

using graph-analysis concepts to help solving complex set of equations were studied

early in the applied mathematics community with the result of [25] being instrumen-

tal for the area. Further theoretical developments in [26, 51] made the analysis of the

structure of a set of equations or of a system described by such equations a feasible

task, even for large systems of nonlinear equations. Structural analysis as this area is

called, has been used intensively in Chemical Engineering for solving large sets of

equations and issues on solvability have been pursued in a number of publications,

see [68, 96] and the references herein. The structural approach and the features it

offers for analysing monitoring and diagnosis problems was first introduced in [89]

and further developed in [88]. Extensions to analysis of reconfigurability and fault-

tolerance emerged in [87] and [90]. The structural analysis approach was brought
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into a digested form in [5, 95]. Structural analysis has hence evolved during several

decades. However, the salient features of the theory and the possibilities it offers have

only become apparent to a larger community in the field of automation and automatic

control over the last few years. Reasons for the slow penetration into applications

origin mainly in the lack of widely available tools to support the structural analysis

method for automated industrial systems. Software tools appeared in [23] and in [6].

An approach to highly efficient algorithms was developed in [63].

When considering diagnosis for control, the safety, from a structural point of

view, depends on services offered by a system not only in normal operation but more

important, after reconfiguration of the system to accommodate one or more faults.

Blanke and Staroswiecki [11] considered the safety of fault-tolerant control schemes

when multiple faults could be present. It was shown how structural analysis could

be applied to analyse cases of multiple faults and to synthesise residual generators.

Fault isolation, which is instrumental for correct fault handling, was addressed and

active isolation was introduced from a structural point of view.

This chapter revisits the theory for graph-based analysis of systems and intro-

duces the notion of structural active isolability. It first reviews the concept of behav-

iours and shows how the behaviour of a system is equally well applied on the ser-

vices offered by hardware and software components. It then interprets the impact

on safety of a system that is supposed to work under conditions of multiple faults.

While it is well established that structural analysis is very useful for residual gen-

eration of technical processes [24], it is less obvious that the generic technique is

also very applicable on complex system, even generation of residuals for diagno-

sis in a natural environment. The combination with change detection techniques is

highlighted, and the techniques needed for nonlinear systems, when non-Gaussian

residuals occur, are demonstrated. Two real cases are included for illustration of the

complete design procedure, an aeroplane speed sensor fault diagnosis problem and

a case of baler control for agriculture. The latter includes vision sensor techniques

and results show how the diagnostic concepts can also be applied to enhance the

robustness of a vision-based control system.

1.2 Graph-Based Analysis

Fault-tolerant control (FTC) uses control or sensor reconfiguration to accommodate

failures in instruments, plant components or actuators. Aiming at utilising existing

redundancy in instrumentation and control devices as far as possible, fault-tolerant

control can be applied to minimise the hazards associated with malfunction, even

when several sensors or actuators fail, but several modifications need be made to the

usual single fault FTC schemes in order to achieve the necessary level of safety.
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1.2.1 Reconfigurability and Safety

The topology (structure) approach that is pursued in this context considers a sys-

tem as consisting of a set of components which each offer a service and performs

this service through defined normal behaviours. A component can offer different

versions of services and command to the component can define which version of

a service is made available. Within a component, fault-tolerant techniques can use

fault-diagnosis and fault-handling to switch between services or offer a service in a

version with degraded performance if local malfunction should make this necessary.

1.2.2 Subsystem Services

A system breakdown in Fig. 1.1 shows three different topologies, by which we mean

the arrangement of the system components and their interaction. Component k has

input uk, output yk, parameters 𝜃k and a behaviour ck(yk, uk, 𝜃k) = 0. The behav-

iour may be constructed from a set of constraints
{

ck1, ck2,… , ckn
}

associated with

the subsystem and the exterior behaviour of the component is the union of internal

behaviours ck = ck1 ∪ ck2 ∪⋯ ∪ ckn or for brevity, ck =
{

ck1, ck1,… , ckn
}

. Follow-

ing the generic component definition in [5], the service S(k)
offered by component k

is to deliver produced variables (output), based on consumed variables (input) and

available resources, according to the specified behaviour S(k)
(v) where v ∈ {1, 2, 3,…}

is the version of the service. Clearly, the exterior behaviour is associated with the

service offered by the component, we denote this behaviour by c(v)k .

Fig. 1.1 Three

architectures, single line with

no redundancy (1), hardware

redundancy (2) and

combined fault-tolerance and

redundancy (3)

1 2 3

1

2a 3a

1 2ft

3a

3b

3b2b

1: single string

2: redundant HW

3: fault-tolerant
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In this context we particularly wish to consider versions of the same service that

follow from the condition of the component, from normal over degraded to none.

If a component has an internal failure, fault-tolerant techniques may still provide a

version of the service with degraded performance

(
S(k)
(d)

)
or the service may not be

available at all

(
S(k)
(o)

)
. Hence, we consider the set of versions v ∈ {n, d1, d2,… , o}

where n ∶ normal; d1 ∶ degraded1; d2 ∶ degraded2; o ∶ none.

1.2.3 Service at System Level

The service obtained by the system as an entirety is a function of the component

architecture  and the versions for the present condition ki of components. With

m components in a system, each component in one out of p conditions, ki ∈ ℕpi
,

we have a versions vector 𝐯 = [v1(k1), v2(k2),… , vm(km)], and the set of available

behaviours Cv =
{

cv(k1)
1 , cv(k2)

2 ,… , cv(km)
m

}
.

Definition 1.1 (Overall Service) The overall service available from a system is

S(s)(cv(ki)
i ) = (Cv|𝐯(𝐤)), i = 1,… ,m.

With a single string architecture from Fig. 1.1, we obtain

S(s) = S(1) ∩ S(2) ∩ S(3)
. (1.1)

With redundancy in the system, the hardware configuration with two parallel,

totally redundant lines with only one component in common,

S(s) = S(1) ∩
((

S(2a) ∩ S(3a)) ∪
(
S(2b) ∩ S(3b)))

. (1.2)

This solution is expensive as it requires two completely redundant subsystems. A

cost-effective solution would be to have some components intrinsically safe S(1)
, have

others equipped with fault-tolerant properties so their service S(2)
v(2) will be available

but in degraded version when local faults occur, and just have hardware redundancy

for few essential components (3a, 3b). The fault tolerant architecture shown in part

C of Fig. 1.1 is based on this idea. The service at system level is

S(s) = S(1) ∩ S(2)
v(2) ∩

(
S(3a) ∪ S(3b))

. (1.3)

The paradigm in this architecture is that component failures should be detectable

and control be switched to obtain a fault-tolerant service or reconfigure the system

bypassing faulty components. This should be achieved by controlling the signal flow

in the software of the system.
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1.2.4 Availability and Safety

The plant at the system level is available as long as the predefined normal service is

offered in some version, normal or degraded. A fault-tolerant version of the service is

obtained when one or more of the component services are offered in a fault-tolerant

version. A fail-operational version of the service is obtained when hardware recon-

figuration has been made to bypass a failure in the redundant component.

When multiple local failures are present, the service at system level is

S(s) = 
(
Cv|𝐯

)
.

Definition 1.2 (Availability) A system is available when S(s)
⊆  where  ={

S(s)
1 , S(s)

2 ,… , S(s)
n

}
is the set of admissible services that meet specified overall objec-

tives for behaviour  of the system:

∀S(s)
i (cv(ki)

i ) ∶ Cv ⊆ .

Definition 1.3 (Structural fault) Fault. A fault in the structural description of behav-

iours is a deviation from normal behaviour,

∃i ∶ ci ≠ 0.

Definition 1.4 (Critical fault) A fault in ci is critical ci ∈ Ccrit if it will cause the

system’s behaviour to be outside the set of admissible behaviours

ci ∈ Ccrit iff ci ≠ 0 ⇒ Cv  .

Definition 1.5 (Useability) Useability for reconfiguration. A faulty system is usable

for reconfiguration, from the structure point of view, if all critical faults are struc-

turally detectable,

∀ci ∈ Ccrit ∶ ci ∈ Cdetectable.

Assumption 1.1 (Intrinsical safety) It is a natural assumption that shutdown of the

system is intrinsically safe and that the system can be shutdown to a safe mode from

any condition where S(s)
⊆  .

Definition 1.6 (Structural reconfigurability) A system is structurally reconfigurable

if

ci ≠ 0 ⇒ ∃j ≠ i, 𝐯(j) ≠ 𝐯(i) ∶ Cv(j) ⊆ .

The task of fault-tolerant control is to find an appropriate 𝐯(j) when the fault ci is

detected and isolated and bring the system from version v(i) to v(j).
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Having defined the system properties in terms of behaviours, it is natural to

employ structural analysis where behaviours are defined in terms of constraints

between variables and graph theory methods offer rapid and rigorous analysis.

1.2.5 Structure Graph

A structural model of a system can be represented as a bipartite graph that connects

constraints and variables. The structure graph [89] of a system (C,Z) is a bipartite

graph G = (C,Z,E) with two set of vertices whose set of edges E ⊆ C × Z is defined

by (ci, zi) ∈ E iff the variable zi appears in constraint ci.

The variables in Z are divided into known K and unknown variables X. Simi-

larly, the constraints C are divided into constraints CK that only apply to the known

variables and CX that involve at least one unknown variable. An incidence matrix S
describes the structure graph where each row in the matrix represents a constraint

and each column a variable. S(i, j) = 1 means that variable xj appears in constraint

ci, S(i, j) = x denotes a directed connection.

1.2.6 Constraints

Constraints represent the functional relations in the system, i.e., originating in a phys-

ical model using first principles. The constraints needed for structural analysis are

far simpler. Instead of using the explicit system equations, structural analysis needs

to know whether a certain constraint makes use of a particular variable. Parameters

that are known from the physics of the plant or from properties of the automation

system, e.g. a control gain, are treated as part of the constraint in which the particular

parameter is used. A constraint can be directed. This implies that a variable on the

left-hand side of the constraint cannot be calculated from the right-hand side of the

constraint.

1.2.7 Variables

There are three different kinds of variables: Input variables are known, externally

defined; Measured variables are entities measured in the system; Unknown variables
are internal physical variables. Input and measured variables both belong to the set

K but are separated for calculation of controllability.
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1.2.8 Matching and Results

The central idea in the structure graph approach is to match all unknown variables

using available constraints and known variables, if possible. If successful, the match-

ing will identify overdetermined subgraphs that can be used as analytical redundancy

relations in the system.

Use of a complete matching on unknown variables is not a necessary prerequisite

to find analytic redundancy relations. Finding minimal structural overdetermined
subgraphs within a structure graph, referred to as MSO sets, was introduced in [64],

and their very efficient minimal structurally overdetermined (MSO) set algorithm

makes structural analysis feasible for real-life complex systems.

Results of the structural analysis are:

∙ List of parity relations that exist

∙ Auto-generated suggestion of residual generators

∙ List of detectable behavioural faults

∙ List of isolable behavioural faults

The term behavioural faults is used to emphasise that the faults determined by

the structural analysis are in violation of a normal behaviour.

When a matching has been found, backtracking to known variables will give a

suggestion for parity relations that could be used as residual generators. A system

with m constraints and n parity relations will give a relation showing which residuals

depend on which constraints.

One view on these relations is the Boolean mapping

 ∶ r ← M ⊗

(
ci ≠ 0

)
(1.4)

from which structural detectability and isolability can be found.

Definition 1.7 (Structural detectability) A fault is structurally detectable iff it has a

non-zero Boolean signature in the residual

ci ∈ Cdetectable iff ∃j ∶ ci ≠ 0 ⇒ rj ≠ 0.

Definition 1.8 (Structural isolability) A fault is structurally isolable iff it has a

unique signature in the residual vector, i.e., column mi of M is independent of all

other columns in M,

ci ∈ Cisolable iff ∀j ≠ i ∶ mi ≠ mj.
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1.2.9 Active Isolation

In some cases faults are group-wise isolable, i.e., within the group individual faults

are detectable but not isolable. This implies that with the given architecture of the

system, these faults are only group-wise isolable. This does not necessarily imply that

individual isolation cannot be achieved in other ways. Indeed, although the same set

of residuals will be “fired” when either one or the other of non-structurally isolable

constraints is faulty, the time response of the residuals may be different under the dif-

ferent fault cases. Exciting the system with an input signal perturbation may therefore

make it possible to discriminate different responses of the same residual set when

different constraints within the group are faulty. The analytical idea of applying test

signals to isolate faults is not new. Zhang [101] designed test signals for diagnosis. A

sophisticated set-up for active diagnosis was made in [74] and controller switching

made for active diagnosis was shown in [83]. The structural analysis approach was

first suggested in [11] and extended to different use modes in [67].

Proposition 1.1 Active structural isolation is possible if and only if both a structural
condition and a quantitative condition are true.

Structural condition: the known variables in the set of residuals associated with
a group of non-structurally isolable constraints include at least one control input.

Quantitative condition: the transfer from control inputs to residuals and or to
output is affected differently by faults on different constraints.

Definition 1.9 (Input to output reachability) Let p(i,j) = {cf , cg ,… , ch} be a path

through the structure graph from input ui to zj, where z is a residual or an output

and
∏(i,j)

the union of valid paths from ui to zj. Let C(i,j)
reach =

{
cg | cg ∈

∏(i,j)
}
. A

constraint ch is input reachable from input ui if a path exists from uj to any output

(or residual) zk and the path includes the constraint, ch ∈ C(i,k)
reach.

Proposition 1.2 (Active structural isolability) Two constraints cg and ch are actively
structurally isolable from output signatures if ∃i, j, k, l ∶ cg ∈ C(i,j)

reach, ch ∈ C(k,l)
reach and

{
cg , ch

}
∉ C(i,j)

reach ∩ C(k,l)
reach.

These structural properties easily reveal which possibilities there are for active

isolation of faults in a system described by its behaviours and associated topology

(structure). The detailed design of which test signals are feasible and how test sig-

nals are detected efficiently are subjects of the signal-based design that follows the

analysis based on structure.

1.2.10 Analysis of Scenarios with Multiple Faults

Scenarios of multiple faults are dealt with, in the structural analysis context, by

removing one or more constraints that represent the faulty parts of the system. Should
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c6 be subject to a local failure, the remaining system 𝐒f = 𝐒 ∖ {c6} needs to be

reanalysed. The results can show which residual generators exist for the faulty sys-

tem, and which further faults could be isolated or detected. An application to a marine

control system was treated in [8] where analysis of multiple faults was demonstrated

as part of a fault-tolerant design.

1.3 Design Procedure Based on Analysis of Behavioural
Relations

Having introduced the formal background of the structure-based approach, the

generic procedure for set-up and design of the diagnostic system is now presented,

including a brief overview of the signal-based design steps that are needed to convert

the results from analysis based on structure to detection filters and change detection

algorithms. This section will outline the generic design procedure [5] based on a

system described by dynamic and algebraic constraints

�̇� = 𝐠(𝐱, 𝐳,𝐮,𝐝, 𝜃)
𝟎 = 𝐦(𝐱, 𝐳,𝐮,𝐝, 𝜃) (1.5)

𝐲 = 𝐡(𝐱, 𝐳,𝐮,𝐝, 𝜃)

�̇� = d𝐱
dt

,

where 𝐱 are states, 𝐳 are variables determined by algebraic constraints, 𝐮 is input,

𝐲 is measured output, 𝐝 is unknown disturbances and 𝜃 are system parameters.

1.3.1 Tools for Analysis of System Structure Properties

Let a system be given by the set of constraints of the form (1.5). The basic tool for

analysis of system structure and generation of analytical redundancy relations is the

matching of the unknown variables (𝐱, 𝐳,𝐝) in a bipartite graph to the known ones,

(𝐲,𝐮) through the constraints, as outlined above.

A first approach to matching in structural analysis was to generate a single com-

plete causal matching on the over-specified part of the system [89] from which struc-

tural detectability and isolability properties could be shown. For nonlinear systems,

isolability can be enhanced by the use of combinations of residuals for a diagnosis.

Therefore, all matchings were generated in [23, 28] to investigate isolability proper-

ties. Finding all possible matchings is computationally heavy or even impossible for

large industrial scale systems and Krysander [63, 64] instead finds MSO subgraphs

within a graph. An MSO set is a subgraph where only one constraint can be removed

to get a just-determined part of the graph. An MSO set contains a complete matching
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plus one unmatched constraint, and one redundancy relation is available from each

MSO set. The algorithm by [63] is very efficient and was found to be about 105 times

faster for a nine-bus electrical power distribution system [60] than the earlier algo-

rithms [28]. In cases where the system topology might change, further techniques

exist to also explore the different modes of operation and deduct isolability from the

operation in different use modes [67].

1.3.2 Transformation to Signal Space and Analysis

Having found the matchings or MSO sets from the structural representation, where

the unmatched constraints are used for diagnosis, mapping to analytical form is

obtained by backtracking of unknown variables to known ones. Solving for unknown

variables is done in the order specified by the particular matching. Tools are avail-

able that can compute the residuals from specification of the constraints [6], from a

Simulink
Ⓡ

simulation of a system [38] or from a bond graph of the system, see [30]

and references herein.

FDI properties from the structural analysis should be interpreted with a bit of

care, since structural and analytical properties in detectability and isolability are not

identical. The isolability relations were analysed in [66] who introduced checking
models to better approximate analytical isolability from structural isolability.

In summary, analytical redundancy relations (ARR) are generated from

unmatched constraints, and the residuals are the ARR functions of time. The gen-

eral form of the analytical redundancy relation obtained is the vector r(t), which is

zero when there is no deviation from normal, the 0 condition, or non-zero when

triggered by a fault, the 1 condition.

The set of constraints 𝐜arr that form the ARRs obtained from structural analysis

will be linear or nonlinear, according to how the system is modelled,

𝐜arr(t) = 𝐠arr(y, u, x, ẋ, 𝜃), (1.6)

where 𝜃 are system parameters. Backtracking through a matching will express the

unknown variables by the known ones, hence the set of residuals, represented by the

vector 𝐫(t) will be functions only of known variables and their derivatives,

𝐫(t) = 𝐠r(𝐲(t),𝐮(t), �̇�(t), �̇�(t), �̈�(t), �̈�(t),… , 𝜃). (1.7)

1.3.2.1 Residuals for Diagnosis

In terms of structural analysis, 𝐫(t) will be different from zero for some t if a con-

straint is violated. In order to analyse the detailed properties of residual generators,

we introduce faults 𝐟 in an explicit way in the system being analysed and can then

deduct properties such as sensitivity of residuals to particular faults and estimation
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of magnitude of faults. The system is then described by

�̇� = 𝐠(𝐱, 𝐳,𝐮,𝐝, 𝜃, 𝐟 )
𝟎 = 𝐦(𝐱, 𝐳,𝐮,𝐝, 𝜃, 𝐟 ) (1.8)

𝐲 = 𝐡(𝐱, 𝐳,𝐮,𝐝, 𝜃, 𝐟 )

�̇� = d𝐱
dt

,

and the associated residual vector by

𝐫(t) = 𝐠r
(
𝐲(t), �̇�(t),… ,𝐮(t), �̇�(t),… , 𝐟 (t), ̇𝐟(t),… , 𝜃

)
. (1.9)

In the linear time invariant setting, using s as the Laplace transform variable, the

residual vector can be written in the form

𝐫(s) = 𝐕ru𝐮(s) + 𝐕ry(s)
(
𝐇yu(s, 𝜃)𝐮(s) +𝐇yd(s, 𝜃)𝐝(s) +𝐇yf s, 𝜃𝐟 (s)

)
. (1.10)

Decoupling from input 𝐮 and disturbances 𝐝 are obtained as part of the structural

analysis since unknown disturbances are matched. Hence, 𝐕ru and 𝐕ry obtain the

property

𝟎 =
(
𝐕ry(s) 𝐕ru(s)

)
(
𝐇yu(s) 𝐇yd(s)

𝐈 𝟎

)
. (1.11)

This could also be obtained through a left nullspace design in the frequency

domain. For linear systems, the decoupling property could also be obtained by

unknown input observer design [34]. The structural analysis, the left nullspace

approach and the unknown input observer design are equivalent for stable systems.

Structural analysis followed by an observer-based implementation is preferred for

unstable systems.

Real-life residuals should not comprise pure derivatives and no pure integrations,

so filtering is required. This is a natural part of the design that follows the basic

calculation of residuals. Linear methods have been thoroughly analysed in [97] and

references herein.

Ideal residual generators leave the residual perfectly decoupled from input and

disturbances. The residuals are only sensitive to faults, but the decoupling require-

ment can sometimes mask particular faults. When a non-masked fault is present, the

residual will change, and detection of the change makes room for diagnosis of the

fault. The logical steps include first detection that a fault is present, then isolation of

which fault is present and then estimation of the magnitude of the fault. Faults can be

strongly detectable in residuals if the change in residual persists as long as the fault

is present, or it can be weakly detectable. The definitions of these terms are provided

in the standard literature on fault diagnosis, including textbooks as [5, 21, 42, 80].
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1.3.3 Robust Residuals

The ideal performance of residual generators (1.9) and (1.10) is obtained assuming

perfect knowledge of system dynamics. With uncertainty being present, robustness

needs to be assured. The structural analysis approach can force residual generators to

be robust to selected parameters by declaring these parameters as unknown variables

in the analysis. In this way, the parameters are treated as completely uncertain. If

robustness is desired against more generic uncertainty bounds, not related to one

or more particular parameters, principles of robust design using ∞ optimal design

methods were thoroughly treated in [19, 72]. The principle is to define residual gen-

eration as an optimisation problem, weighing sensitivity for faults against sensitiv-

ity to input and to unknown disturbances. Robustness to variations and uncertainty

in parameters 𝜃 can be obtained using ∞ methods. The robust residual generator

design has been extended to incorporate active diagnosis techniques [74].

Another approach is to use interval methods where an observer calculates the

interval, a polygon in the output space, where output could be expected given the

bounds on the 𝜃 vector. A prediction can also be made assuming the occurrence of

particular faults and associated intervals [53]. Hypothesis about faults can be made

by rejection of models that are not in conformance with observed behaviour [16, 86],

and robust active diagnosis methods have been suggested [94].

1.3.4 Evaluation of Residuals

In most real applications, random noise in residuals requires that stochastic change

detection is employed for their evaluation and testing of hypotheses about presence of

faults. Using the notation 0 for nominal system (no faults) and 1 for occurrence of

a particular fault. Two models are distinguished based on discrete time observation

of the residual

0 ∶ 𝐫(k) = 𝐰(k)
1 ∶ 𝐫(k) = 𝐚(k) + 𝐰(k), (1.12)

where 𝐚(k) is a change in the residual of known or unknown magnitude or time-

wise profile, and 𝐰(k) is a random component that can have a Gaussian or other

distribution. The increments of each component wi(k) of 𝐰(k) would ideally be inde-

pendent and from identical distributions (IID). Change detection is often based on

testing a log-likelihood ratio of the distribution of residuals p(r|0), assuming 0
and p(r|1), assuming 1. Taken over a window of size M, the log-likelihood

S(k) = 1
M

k∑

j=k−M
ln
(

p(r(j)|0)
p(r(j)|1)

)
. (1.13)
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Theoretical methods to detect various change profiles have been developed, see

[2, 75] for Gaussian change detection, [58] for non-Gaussian cases and [47] for

combined signal processing and change detection, and improved formulations are

constantly evolving, see [31].

A test statistic g(k) is computed based on S(k) using cumulative sum (CUSUM)

algorithms for known changes, generalised likelihood (GLR) methods or others to

detect an unknown change. A popular detection scheme is to compare g(k) with a

threshold h and decide 1 when g(k) > h. Key features offered by change detection

theory include the possibility to predict the probability of false detection PF under

0 and the probability of detection PD under 1. Theoretical results to determine h
commonly assume IID to calculate a detection threshold

Real-life residuals often are neither Gaussian nor IID so theoretic thresholds fall

short in relating practical choice of h with PF and PD. Instead, the distribution of

g(k) can be estimated from data, and h is determined from the estimated distribution.

Estimating over a sliding window was pursued in [39, 48, 99] for different domains

of applications.

1.4 Aeroplane Diagnosis and Fault Handling

A case of diagnosis and fault handling of air speed sensor (pitot tube) faults on a

small Unmanned Aerial Vehicle (UAV) was first studied in [49] and a comprehensive

solution was presented in [48]. Focusing on faults in the pitot tube, that easily causes

a crash if not diagnosed and handled in time, residuals are generated that allow both

isolation and handling of a single sensor failure. Recorded telemetry data of an actual

event with a pitot tube defect illustrate the efficacy of the diagnostics.

1.4.1 Airspeed Sensor Problem

Defects on sensors can have catastrophic consequences for aircraft, especially smaller

UAVs, which do not have the same sensor redundancy that is available on a larger

aircraft. It is therefore important to be able to detect whether a sensor defect has

occurred. One of the vital sensors for an UAV is the pitot tube which measures the

airspeed of the vehicle. This sensor is very exposed because of its position in the

airstream and can easily be clogged by dust or water particles that freeze at higher

altitudes.

The solution to these clogging problems usually employed on larger aircrafts is

to install several pitot tubes with built-in heating devices to have a redundant system

that can accommodate icing. Because of weight and space limitations, adding more

sensors is usually not an option on smaller UAVs. Therefore, a different approach

must be taken to diagnose and accommodate faults. One way is to have artefact

readings detected and replaced with estimated values. Detection of faults and fault-
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tolerance for UAVs has a lot of focus and, as described in [22], many parts of the

aircraft control and operation can benefit from using fault tolerant methods. A sys-

tematic approach to fault detection is described in [36] and some of the applications

of these methods are, detection of mechanical defects, like stuck control surfaces.

These were studied in [4, 77] where active methods were used to isolate faults.

Observer-based fault diagnosis was investigated in [50]. Nonlinear models that

describe the aircraft can also be used in fault diagnosis, this was demonstrated on

small helicopters in [37]. A comprehensive overview for the state of art in diagnosis

in aerospace was given in [103], and [43, 46] covered uses in the aircraft industry.

1.4.2 Model for Diagnosis

Aircraft are usually modelled by the dynamic and kinematic equations that describe

their motion through the air. For some aircraft very detailed models are available,

which includes nonlinear terms caused by aerodynamic effects. As the equations of

motion are inherently nonlinear, these models give a very accurate aircraft behav-

ioural description. Several textbooks, including [91] describe the detailed models.

A formulation of the generic behaviours for an aircraft [36] showed that the struc-

tural analysis approach is also well suited for generating a model for fault diagnosis.

The behavioural formulation reduces the complexity to precisely what is required for

diagnosis and the details of particular nonlinearities need be scrutinised only when

needed for particular residuals. Focusing on the speed sensor fault diagnosis, a sim-

plified behaviour description, related only to vehicle speed, is shown in Table 1.1

where 𝐯n is speed over ground (navigation frame), vt is air speed through propeller

disc if the propeller was not present, 𝐯a is air speed vector, 𝐯w is the wind veloc-

ity vector, vp the pitot tube measured air speed and 𝐯g the velocity estimated by the

Global Positioning System (GPS).

In Table 1.1, the function g1 is an estimator of air speed 𝐯a using the propeller

thrust relations, where n is known rotational speed, g is gravity acceleration con-

stant, m i mass of the aircraft, Tnn and Tnv are parameters determined from propeller

characteristics, and FA is aerodynamic drag,

Table 1.1 Velocity-related

behaviours
Constraint Behaviour

c1 : 𝐯n = 𝐯a + 𝐯w

c2 : v̂t = g1(n, |𝐯a|, 𝜃)
c3 : v̂t = |𝐯a|
c4 : �̂�w = g2(𝐯n, 𝐯a)
c5 : �̂�w = 𝐯w

m1 : 𝐯g = 𝐯n

m2 : vp = |𝐯a|
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g1 =
(
Tnvn

)−1 (Tnnn2 − FA(va, 𝜃) − mg sin(𝜃)
)
. (1.14)

The function g2 is an estimator that provides a fairly uncertain estimate of the wind

velocity vector.

The sets  and  of known and unknown variables in this problem are

 = {n, 𝐯g , vp, 𝜃} (1.15)

 = {v̂t, �̂�w, 𝐯n, 𝐯a, 𝐯w}.

With 5 unknowns and 7 constraints, there are up to 2 unmatched constraints

that can be used as parity relations. When solving the set of matched constraints

in Table 1.1, calculability needs to be accounted for since a vector length can be

determined from the components of the vector, but not reversely. A representation

of the structure graph associated with the constraints is shown in the form of the

incidence matrix in Table 1.2. A 1 in the matrix shows that the associated variable

can be calculated from the constraint, a −1 shows that it cannot.

One complete matching on the unknown variables is achieved as follows:

c1 → 𝐯a; c4 → �̂�w; c5 → 𝐯w;m1 → 𝐯n; c3 → �̂�t; (1.16)

The set of unmatched constraints are {c2,m2}. Backtracking to known variables

along the matching leads to a symbolic form of the residuals and insertion of the

analytical constraints from Table 1.1 gives the residuals

R1 = |𝐯g − �̂�w| − vp = |𝐯g − g2(𝐯n, 𝐯a)| − vp (1.17)

R2 = v̂t − vp = g1(n, |vp|, 𝜃) − vp. (1.18)

This result is quite intuitive but the formal procedure assures that all possible

redundancies have been explored.

Finding all minimal structurally overdetermined subsystems in a set of constraints

is the basis of an extremely efficient algorithm developed by Krysander et al. [64].

Table 1.2 Graph for

aeroplane velocity case
Known Unknown

n 𝐯g vp 𝜃 v̂t v̂w 𝐯n 𝐯a 𝐯w

c1 1 1 1

c2 −1 −1 1 −1

c3 1 −1

c4 1 −1 −1

c5 1 1

m1 1 1

m2 1 −1
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The result is a table similar to the backtracking shown above that is a recipe to find

an analytic redundancy relation. This algorithm is integrated in the latest version of

SaTool, an open source software [6] that analyses detectability and isolability, and

provides symbolic and analytic expressions of residuals from a set of constraints that

express the dynamic behaviours of a system.

While the simple estimate g1 was found to suffice for the purpose of fault diagno-

sis by [49], more sophisticated and precise nonlinear estimators have been suggested

in the literature. Zhou and Blanke [102] described a way to estimate state and para-

meters in nonlinear systems with a structure similar to the thrust equation here, [10]

applied an adaptive observer scheme and [82] showed nonlinear observer designs for

thrust estimation. Several estimation techniques were integrated in determining air-

speed sensor faults in [48] that also assessed detection and false alarm probabilities

from real data.

1.4.3 Signal Analysis

Figure 1.2 shows a time history and a histogram for R1 and R2 from UAV flight data

in the fault free case.

The power spectral densities of the residual signals are not white. Since white

noise is one of the requirements for most statistical change detectors to perform opti-
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Fig. 1.2 Time development and histogram for residual R1 and R2 in the fault free case
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Fig. 1.3 Power spectrum

densities for residual R1
and R2
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mally, the low-pass filtered nature of the noise should be removed. One solution of

dealing with coloured noise is to filter white noise through a suitable filter function to

take into account the correlations present in the coloured noise. This can be created

from a large record of data where all the signals properties are present. As indicated

on Fig. 1.3 the power spectrum density of the two residuals consists of a part which

decreases with 40 dB∕decade and a part which decreases with 80 dB∕decade. A

whitening filter can be implemented as any stable filter, including as a Kalman filter.

Figure 1.4 shows time series of the whitened residuals and their histograms. Nei-

ther of the residuals is now Gaussian distributed. Instead they follow the Cauchy dis-

tribution (Eq. 1.20) very well as indicated by the green dotted line in the histogram.

The Gaussian nature that the residuals had before whitening apparently came from

the effects of low-pass filtering. When removed during the whitening process, the

Gaussianity was lost.

1.4.4 Change Detection

Detection of an unknown change of mean value A of a signal x should distinguish

between two hypotheses

0 ∶ x[n] = w[n]
1 ∶ x[n] = A + w[n]. (1.19)

The variance of the noise w is 𝜎
2
w. The Generalised Likelihood Ratio Test (GLRT)

is a standard way to solve such a problem. The standard solution assumed Gaussian
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Fig. 1.4 Time development and histogram for the whitened residual R1 and R2 in the fault free

case

noise. When the residuals are distributed according to a Cauchy distribution (as seen

from Fig. 1.4) the following probability distribution function must be used:

p(x; xo, 𝛽) =
𝛽

𝜋

(
x − xo

)2 + 𝛽
2
, (1.20)

where the two parameters are the half-width half-maximum scaling, 𝛽, and the off-

set xo. The GLRT test statistic becomes

LG(𝐱) =
∏N

i=1 p
(
xi; x̂o,

̂
𝛽

)

∏N
i=1 p

(
xi; 0, ̂𝛽

) > 𝛾c. (1.21)

The maximum likelihood estimate (MLE) of ̂
𝛽 and x̂o is found by fitting the data to

Eq. 1.20.

Detection of change according to Eq. 1.21 requires that the threshold 𝛾 is deter-

mined. If the distribution of LG(𝐱|o) is known, the probability of false alarm is

PF(𝐱|0, 𝛾) =
∫

∞

𝛾

pLG
(x|0)dx. (1.22)
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Fig. 1.5 Histogram and

cumulative density for the

LG(0) test statistics for the

GLRT Cauchy detector. Data

and approximating function
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The probability density (PDF) and the cumulative density (CDF) for LG(0) are

shown using flight data in Fig. 1.5.

The approximating function to the CDF in the figure is a Gamma distribution.

G(x; a, b) = 1
ba
𝛤 (a)

xa−1 exp
(
− x

b

)
x > 0, (1.23)

where 𝛤 denotes the Gamma function. The distribution is fitted with an MLE and

the following parameters are found:

a b
R1 0.46 5.58

R2 0.43 4.91

Selecting a threshold of 𝛾 = 50 gives a probability of false alarm of 1 − G
(50; 0.46, 5.58) ≅ 2.0 10−5 for R1.

The theoretical performance could also be calculated using formulas from [49]

but since theory and practice sometimes differ, it is advisable to check ones threshold

value using an observed CDF from the test statistics of real data. This is particularly

the case when the assumption of independent and identically distributed (IID) sam-

ples is not valid. The threshold required to achieve a certain false alarm probability

can be very much different from its theoretical value [58] when the IID assumption

is not valid.
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1.4.5 Results

To test the detection performance, data from a real event are used where a UAV

crashed, caused by a pitot tube defect and propagated effects on the flight control.

The detection results are shown together with the residuals in Fig. 1.6.

As seen an alarm is raised, indicated by a value of 1, about 14 s after assumed

instant when the incident started. Timely detection is hence obtained and with yet

another 120 s elapsing until the crash happened, there would have been ample time

to execute remedial actions had this detection system been available.

The simple detection methods in this example are sufficient to avoid simple acci-

dents with simple equipped UAVs. Pitot tube defects have happened also on larger

aircraft despite redundancy to a fail-operational level and the fault-diagnosis tech-

niques could be part of fault-tolerant solutions and have a wider area of application.

1.5 Fault-Tolerant Guidance Using Vision

This second case from agriculture brings diagnosis and fault-tolerant control tech-

niques in operation within advanced computer vision-based sensors. In agriculture,

the typical tasks are to follow structures in the field to plow, seed, spray or harvest.

The specific harvesting task of baling involves to follow rows of cut straw or grass

(swath, see Fig. 1.7) in order to pick it up and process it into bales. This is a labour
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Fig. 1.6 Residuals and detector output. At approximately t = 1140 s the clogging of the pitot tube

occurs (marked with the red vertical line)



24 M. Blanke et al.

Fig. 1.7 Swath in the field

to be collected

intensive and repetitive task, which is of interest to automate. The difficulties per-

taining to automating this task are similar to the difficulties in automating a large

range of agricultural tasks. The ability to track this structure using 3D shape infor-

mation from a stereo camera and/or GPS information was demonstrated in [15] and

a detailed presentation of the baling problem was presented in [13] where a classifier

was employed based on online learning of texture information about the swath and

the surroundings. This was then coupled with shape information to extract the swath

position and a mapping kept track of measured swath positions. The map was used

to guide the vehicle along the swath by steering the tractor’s front wheels while a

driver controlled the throttle and brakes. The novelty with respect to diagnosis in

this application is the use of diagnostic techniques to obtain fault tolerance in the

stereo vision sensor itself, avoiding typical reasons for artefacts that occur in the

stereo vision process when distance to objects is calculated. Highlights from this

real-life case are given below.

The system to be analysed is equipped with stereo-vision, a single antenna GPS

and an Inertial Measurement Unit (IMU), in one configuration. GPS positions of

the vehicle that formed the swath are known. The combination of stereo-vision and

GPS allows the system both to “see” the swath but also navigate based on the given

map. This creates system redundancy that is essential for achieving fault tolerance.

A visual odometry algorithm on the stereo-camera allows for the relative position of

the vehicle without GPS or IMU. The GPS receiver used was ground-station com-

pensated and the IMU was a tactical grade (low accuracy) Micro-Electro-Mechanical

Systems (MEMS)-based unit.

The two main ideas presented is first a behavioural model for representing the

natural environment, namely the swath. Secondly, it is shown how parts of this model

(the swath location) can be used in conjunction with sensor inputs to create a fault-

tolerant sensor fusion system. The fault diagnosis is illustrated using real data.
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Fig. 1.8 a RGB topdown-view of the swath with swath location illustrated with a green spline and

estimated swath width superimposed with red borders. b The same swath model but with grayscale

values illustrating the height of the swath in a given cell

1.5.1 Modelling the Natural Environment

A model of the swath requires extracting the salient features of the environment

required for field operation and storing them in the model representation. The salient

features are the location of the swath and the distribution of the swath material across

the swath. Swath location, width and height are modelled as a map using splines to

follow the centre of the swath in a metric map. The model is illustrated in Fig. 1.8.

The swath location is defined as being in a 2D coordinate system on the ground

plane. A function f represents the lines down the middle of the swaths. Given coor-

dinate pairs (x, y) then f is

y = f (x). (1.24)
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The model of the swath location is then s(x) with s ∈ 3(𝐤0∶n), where 𝐤0∶n are

the spline knots and the spline coefficients and 3 is the cubic spline domain. Then

the model is equal to the swath location plus the approximation error ea of fitting a

spline to f :

s(x) = f (x) + ea. (1.25)

Based on the concept of having a controller that allows the vehicle to follow the

swath location, the position error 𝜀x =
[
y0, 𝜙,C0

]T
can be found as a function of the

tractor position and the spline. Here, y0 is the lateral offset from the control point

to the spline (also known as the X-track error), angle 𝜙 is the angular difference

between the vehicle attitude and the swath, and C0 is the curvature of the swath near

the vehicle. Defining the spline sb in body coordinates a function  can be set to find

the position error:

𝜀x = (sb). (1.26)

1.5.2 Stereo Camera

A stereo algorithm is used to find the correspondence between features in the left and

right image sensors (il, ir). The position of the features relative to the stereo camera

can then be inferred in 3D. Modern vision algorithms then exist to register 3D models

with the 3D point cloud provided by the stereo camera: [45]. An algorithm has been

constructed that allows such registration between the swath model and the 3D points.

The stereo algorithm and registration will be denoted by the function reg . Thus,

given the two images a measurement of the swath location sc can be computed for

the part of the swath in the image.

sc = reg(il, ir). (1.27)

These measurements are stored in a map representation for an individual swath

and sm is the spline formed by combining N previous measurements

𝐬m(k) = min
spline

(
sc(j), j = k − N, k

)
. (1.28)

1.5.3 Robust Stereo Enhancement by Texture

Stereo vision uses correlation of textures to determine distance to objects in view

of both cameras. When misclassification of texture happens, gross errors may occur

in the stereo calculated distance to objects if artefact objects occur. To robustify the

stereo against such artefacts, [13] introduced statistical validation of texture using
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so-called textons. Texture properties can include colour distribution, intensity, shape

and patterns. Textons are basis vectors extracted from the local descriptors of tex-

ture. Following [98], who showed that small local texture neighbourhoods may be

better than using large filter banks, [13, 14] employed statistical classification to the

problem and used the texture-based classification of swath as a supplement to the

geometrical mapping described above.

1.5.4 Texton Labelling

Given a colour image as input, pixel neighbourhoods in the image are classified into

a texton type, which belongs to a set of basis textons 𝜐i obtained by prior learning

from a training image. This is done by first extracting a descriptor in the form of a

vector from each pixel location in the image. For each location the pi vector is

pi =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

w1 ∗ lc
w2 ∗ ac
w2 ∗ bc

w3 ∗ (l1 − lc)
⋮

w3 ∗ (l8 − lc),

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (1.29)

where [lc, ac, bc] is the colour of the pixel at this location in CIE*LAB colour-space.

(l1 − lc),… , (l8 − lc) are the intensity differences between the pixel at this location

and the 8 surrounding pixels in a 3 × 3 neighbourhood. The vector elements are then

weighted using
{

w1 = 0.5,w2 = 1,w3 = 0.5
}

. A K-means algorithm is then run on

all these descriptors to extract cluster centres which we refer to as textons. The fast

K-means algorithm [57] was used in [13] to find the set of textons 𝜐j that partitions

the descriptors into 𝜅 sets  = 0, 1,… , 
𝜅

by trying to minimise:

reg = argmin


𝜅∑

j=1

∑

pi∈j

‖‖‖pi − 𝜐j
‖‖‖
2
. (1.30)

As a final step, processing of all labelled pixels in an image at time k gives an estimate

of swath density using the textons that are classified as belonging to the swath 𝛶swath,

st(k) = max
density

reg(pi ∈ 𝛶swath, i = k − N … k). (1.31)

Each pixel location in the image is then labelled by finding the nearest texton

in Euclidean space. An example of the result of such a classification is shown in

Fig. 1.9.
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Fig. 1.9 a Left image from the stereo camera. b Texton classification. Pixel colour shows class

of texton. c The stereo camera image with a transparency mask based on the swath classification.

d Swath classification based on texture with intensity representing the strength of classification

One way of abstracting the texture processing could be in the form of a spline

function describing the texture-classified swath

𝐬t(k) = min
spline

(
st(j), j = k − N, k

)
. (1.32)

Another use of the texton classification could be to robustify the stereo estimate

(1.27) by,

[
sct, gct, hct

]T = reg(il, ir, reg). (1.33)

Using the intelligent sensor capability of (1.33) represents a fault-tolerant process-

ing within the stereo algorithms that could be used after learning of the set 𝛶swath has

been obtained. This is an alternative to using (1.32) and (1.28) separately, but the lat-

ter could have benefits during unsupervised learning.
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Table 1.3 Behaviours for

Baler control example

c1 : sb = 𝐑n
b(𝛩, 𝜆)s + 𝐩n

c2 : 𝜀x = (sb)
d1 : �̇�n = d

dt
𝐩n

m1 : 𝐯b = 𝐑n
b(𝛩, 𝜆)�̇�n

m2 : 𝐚b = d
dt
𝐑n

b(𝛩, 𝜆)�̇�n

m3 : 𝐩n
1 = 𝐩n

m4 : sg = s
m5 : sc = sb

m6 : sm = sb

m7 : st = sb

1.5.5 Structural Model

The constraints in this case describe the structured natural environment of the field

with swath, the baler and the available sensors. Let the constraints be composed

of those from measurements (m), differential (d), and the “system” constraints (c).

Using 𝐯b
for visual odometry measured velocity vector over ground seen in body

coordinates; 𝐚b
for IMU measured acceleration vector; 𝐩n

the position in (North,

East) coordinates with 𝐩n
1 being the position measurement from the GPS; 𝐑n

b is the

rotation matrix from body to navigation frame, which is a function of 𝛩, the attitude

vector (Euler angles roll, pitch and yaw) and of 𝜆, the latitude;. sb
is the swath position

spline seen in body coordinates. In this analysis, the 𝐑n
b matrix is assumed to be

known.

With variables defined above, the sets of known and unknown variables are

 = {𝐯b
, 𝐚b

,𝐩n
1, 𝐬g, 𝐬c, , 𝐬m, 𝐬t,𝐑n

b(𝛩, 𝜆)}
 = {𝐩n

, �̇�n
, sb

, s, 𝜀x}. (1.34)

The constraints are summarised in Table 1.3

1.5.6 Residuals for Fault Diagnosis

The number of constraints available depends on: the use mode, e.g. m7 is only avail-

able when the tractor is in the field with a swath and texture learning has been com-

pleted; the configuration, e.g. whether an IMU is mounted; on faults, e.g. failure of

an instrument. Structural analysis under different use modes was presented in [67]

and aspects of analysis under simultaneous faults was discussed in [11]. A structural

analysis of the baler example, without the texture element, was presented in [12].

Analysing the constraints listed in Eq. 1.3, the following residuals are obtained:
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r1 = 𝐯b − 𝐑n
b(𝛩, 𝜆) d

dt
𝐩n
1

r2 =
d
dt
𝐯b − 𝐚b

(1.35)

r3 = (sc) − (𝐑n
b(𝛩, 𝜆)sg + 𝐩n

1)
r4 = (sc) − (sm)
r5 = (sm) − (st).

1.5.7 Field Tests

The properties of residuals were investigated based on recorded data. The position of

the swath was first logged by following the middle of the swath manually—emulating

the vehicle forming the swath. This was repeated for a second pass emulating the

vehicle that should pick up the swath. This provides some form of limited ground

truth. The position error of the driver is bounded between the runs as he constantly

steers relative to the swath.

Experience with driving with balers puts the error associated with not driving

exactly over the centre of the swath to under ±0.2 m as this is required to pick up

the swath successfully. In the data examined the GPS has a false offset in the second

pass relative to the first pass of approximately 0.6 m for the first approx. 70 s before

it corrects its position estimate to bring it to about 0.15 m of the swath location (See

Fig. 1.10). This offset is acceptable for normal operation. Field tests enabled calcu-

lation of residuals r1, r3 and r4 as an instrumentation issue prevented data reception

Fig. 1.10 The vehicle was

driven manually over a

swath. The driver centred the

vehicle over the middle of

the swath and drove for

2 min while maintaining this

centered position. The

x-track errors from the

subsystems were recorded
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Fig. 1.11 Block diagram of vision system and tracking control for baling. Supervised classification

and positioning provides mapping of field structures, which are fed to the steering controller
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from the IMU. The field test is hence representing a case of one permanent failure

and an additional fault occurring.

The driver interfaces to the control system through a terminal to change settings

and engages/disengages the automatic steering system through a switch. The baler

has integrated pressure sensors which are used to measure the bale diameter. This

information is used in the controller to assure an even filling of the bale chamber. A

wheel angle sensor provides feedback about the angle of the front wheels relative to

the tractor. Hydraulics allow actuation of the front wheels.

1.5.8 Control

Tests were conducted with a tracking control system, shown in Fig. 1.11, which was

made to collect the swath if the match score was above a predefined threshold. The

control system remains active as long as map information is available ahead of the

vehicle. A main difficulty in baling is that the bale chamber must be filled evenly.

Pressure sensors inside the baler provide a measure of how evenly it is filled. If the

bale chamber is unevenly filled then the bale becomes cone shaped. The bale must

have a certain size before the pressure sensors give usable feedback. To compen-

sate for this lack of feedback the controller has two states. In the initial state where

pressure has not yet built up an open-loop steering pattern is followed where the

vehicle changes between being the left and right edges of the swath. The steering

Fig. 1.12 Detection of

deviation in angle or across

the swath track using a

CUSUM test. The thick line
defines the threshold
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system changes mode when the bale size reaches a threshold and sensor feedback

is used. The sensor feedback spans an interval from −1 to 1 indicating how cone

shaped the bale is. This information and the relative location of the swath (computed

from a fused spline map) is used for control. The swath parameters y0, 𝜙, and C0 of

the spline relative to the vehicle are then fed to a generic curve tracking controller.

Fault-tolerant control described in this example focused on the complex parts, i.e.,

the natural environment. Extension with the baling control part would be simple.

Figure 1.12 shows detection of deviations in steering angle and cross-track based

on a CUSUM detection. The statistical change detection robust and provides a robust

diagnosis.

1.6 Conclusions

This chapter has introduced generic principles of diagnosis and fault-tolerant con-

trol based on the formal description of behaviours and services. The steps of system

analysis, residual generation and change detection were discussed and exemplified

through two large case studies. One dealt with UAV sensor fault diagnosis and fault-

handling, another with vision-based baling for agriculture. It was shown that the

generic methods are indeed applicable to the complexity met in a natural environ-

ment, and the chapter showed how such generalisation was obtained in both theory

and practice.
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Chapter 2
Integration of Supervisory Control Synthesis
in Model-Based Systems Engineering

Jos C.M. Baeten, Joanna M. van de Mortel-Fronczak
and Jacobus E. Rooda

Abstract Increasing system complexity, time to market and development costs

reduction place higher demands on engineering processes. Formal models play an

important role here because they enable the use of various model-based analyses and

early integration techniques and tools. Engineering processes based on formal mod-

els are able to cope with complexity. They also support time to market and develop-

ment costs reduction. Moreover, application of supervisory control synthesis in the

development of control systems can speed up the process considerably. This paper

discusses the integration of recently developed supervisor synthesis techniques and

tools in engineering processes. To illustrate this approach, examples of industrial

cases are presented, where supervisors synthesized have successfully been imple-

mented and integrated in existing resource control platforms.

2.1 Introduction

In current industrial practice, it is very difficult to deal with high-tech multidiscipli-

nary system development due to system complexity, market pressure, and resource

limitations. To overcome the difficulties, various kinds of models are used increas-

ingly often in the development process. Specifically, formal and executable models

built and employed in the design phase can be used to assess functional correctness

and performance of component designs and overall system design. Formal verifica-

tion, in particular model checking [3], is employed when a high degree of confidence

in functional correctness of a design is required. To assess design performance, one
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can use simulation directly on the model, or analyze an associated Markov chain or

queueing model.

Successful use of models is, however, not limited to the design phase. Models

are nowadays also used in the test and integration phases. The effort required to inte-

grate components and to test the resulting high-tech multidisciplinary system against

the initial requirements increases significantly with the increase in complexity. The

integration and test phases have a large and growing influence on time to market

and product quality, being the main business drivers for system developers. High-

tech multidisciplinary systems are systems in which cutting edge technologies from

multiple engineering disciplines are integrated to meet strict quality requirements

set by the customer. A characteristic of such systems is that they are integration

intensive, which means that integrating components and testing the resulting sys-

tem against its requirements consumes a large portion of total system development

effort. In some cases, the integration and test effort may even exceed the already

considerable amount of development effort required to deal with the complexity of

components. Examples of high-tech multidisciplinary systems are commercial sys-

tems such as wafer scanners, electron microscopes, and high-speed printers; medical

systems such as magnetic resonance imaging (MRI) scanners; as well as aerospace

systems such as satellites, airplanes, and spacecraft.

To wit, it is shown in [6, 7] that models can successfully be used for early inte-

gration of wafer scanners, where the idea is to start integrating and testing as soon as

possible, using models as replacements of components as long as actual component

realizations are not yet available. Using an appropriate integration infrastructure that

implements the designed and modeled interaction behavior, realized components can

be integrated with models of not yet realized components. The resulting model-based

integrated system can then be tested on system level before complete system realiza-

tion is available. Another application is in model-based testing [8], where a model is

used to automatically derive and execute tests on an implementation, as shown for

wafer scanners in [24].

The use of models enables application of model-based techniques and tools for

thorough system analysis and systematic testing, helping to improve system overview

for engineers. Additionally, models of components and requirements enable synthe-

sis of supervisory controllers essential for correct functioning of systems. Supervisor

synthesis procedures are based on supervisory control theory originating in [26].

Figure 2.1 schematically illustrates a high-tech system with the focus on control.

At the bottom, the main structure is depicted, containing the physical hardware com-

ponents. Sensors and actuators are mounted on these hardware components to moni-

tor their position or state and to actuate them. The resource control layer assures that

actuators reach a desired position in a desired way (feedback control). The super-

visory control layer coordinates individual components and gives the desired func-

tionality to the system.

The high-tech industry is also confronted with problems related to systematic

upgrades of complex control software, necessary either for new systems or machines

or for extending functionality of the existing ones. Also, in this context, system com-

ponent and requirement models can be used to speed up the supervisory control
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Fig. 2.1 Positioning
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design process. To embed supervisor synthesis in model-based engineering, distrib-

uted synthesis techniques are needed to handle the complexity frequently encoun-

tered in high-tech systems and to support the evolvability in the development process.

High-tech companies are often challenged to increase the functionality and quality of

a product, while simultaneously time to market and product costs should be reduced.

Current practice shows that this is not straightforward. As a result, there is a need for

new engineering processes. The purpose of this paper is to show how supervisory

control theory introduced by Ramadge and Wonham [26] can contribute to system

development and how it can be integrated in an engineering process. To this end,

the applicability of recently developed supervisor synthesis techniques to industrial

cases is discussed.

The paper is structured as follows. Section 2.2 gives a short overview of engineer-

ing processes that are based on models. In Sect. 2.3, we informally explain the basic

supervisor synthesis procedure. Section 2.4 focusses on the role of model transfor-

mations in support of model-based engineering processes, especially for industrial

applications. An overview of a few industrial cases in which a synthesis-based engi-

neering method is applied is presented in Sect. 2.5. Section 2.6 concludes the paper

by showing what impact supervisory control synthesis has on the system develop-

ment process.

2.2 Overview

To support structured system development, several engineering processes are intro-

duced originating from systems architecting [27] and systems engineering [19]. More

recently, [20] proposed a conceptual model specifically supporting embedded sys-

tems architecting. In general, a system engineering process starts with a global defin-

ition of the requirements that the system should fulfill. Based on these requirements,

the global system design is defined, usually partitioned into subsystems or modules.

For each module, the requirements are derived from the global design, and a design

is defined and then built. Every module is tested separately to assure that its require-

ments are satisfied. Subsequently, modules are integrated and the complete system
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Fig. 2.2 Traditional engineering process

is also tested to assure that it complies to its requirements. For a system consisting

of two modules, component P and its controller S, this is schematically depicted in

Fig. 2.2.

Thanks to the introduction of microprocessors, it became possible to develop

systems with substantially extended functionality. The extended functionality often

implies a multidisciplinary character because mechanical and control engineers

needed to cooperate with electrical, electronic, and computer science engineers.

Especially for this kind of systems, traditional engineering processes are often not

optimal in terms of system quality, time to market, and costs.

In the last decades, engineers started to use executable software models to test

the designs before they are actually built. An advantage of such models is that they

can be used not only to analyze designed system behavior but also to investigate how

components or modules that are already built interact with the rest of the system that

is not yet built. One can think of, for instance, checking if the system is nonblocking

or estimating system performance. In [6], evidence is provided that executable mod-

els help in improving system quality and in decreasing time to market. Models also

support evolvability, as they can easily be reused for similar systems. Integration of

executable models in engineering processes is rendered in the scheme of Fig. 2.3.
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Certainly for complex systems, model-based systems engineering (MBSE) meth-

ods are state-of-the-art. However, all current MBSE approaches still carry a signifi-

cant contribution to the overall system cost. The industry faces increasing complexity

and is challenged to reduce development time and cost. To meet these challenges,

a next-generation MBSE approach is required that reduces human errors and short-

ens the development cycle. An overview of the state-of-the-art commercially avail-

able MBSE methodologies, such as IBM Telelogic Harmony-SE, INCOSE Object-

Oriented Systems Engineering Method (OOSEM), IBM Rational Unified Process for

Systems Engineering (RUP SE) for Model-Driven Systems Development (MDSD),

and Vitech MBSE Methodology, can be found in [10]. They include processes,

methods, and tools supporting manual development of systems, therefore helping

in achieving a paradigm shift from traditional document-based approach to model-

based approach. However, in the context of control software design, they focus on

design model formulation. To cope with industrial challenges, more powerful tech-

niques and tools are required. The MBSE process proposed in [7] enables the use

of various analysis techniques and tools based on formal models to support system

development. Significant development cost and cycle time reduction can be gained

by the incorporation of methods and tools for supervisor synthesis. To this end, as

opposed to traditional engineering, an explicit separation of concerns related to the

plant and the supervisor is necessary. This also means that requirements for supervi-

sory control must be separated from requirements for regulative control. Supervisor

synthesis techniques replace manual design of control logic by automatical deriva-
tion from component and requirement specifications. The synthesized control logic

is nonblocking and by construction correct with respect to safety properties. In gen-

eral, liveness properties still need to be verified. The position of supervisor synthesis

in the development process is shown in Fig. 2.4 [28].

This setting partly corresponds to Fig. 2.3. As previously, requirements R of the

system under supervision are defined first. Based on these requirements, design D
of the system and a decomposition into the uncontrolled plant and the supervisor

are defined. After decomposition, requirements RS for the supervisor and RP for the

uncontrolled plant are specified. From the plant requirements, design DP and one

or more plant models P can be defined. However, instead of making a design and a

model of the supervisor, the requirements for the supervisor are formally modeled.
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Fig. 2.4 Engineering process with supervisory control synthesis
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A discrete-event model of the plant and the formal model of RS can be used to syn-
thesize a supervisor in the framework of supervisory control theory. Plant models

can also be used to analyze the behavior of the uncontrolled plant under supervision

of the supervisor. Formal and executable models built and employed in the design

phase can be used to assess functional correctness and performance of the design

of components and the overall system. One example of commercially available tool

used for correctness checking is the Communicating Sequential Processes (CSP)-

based tool of Verum (http://www.verum.com). To assess performance of the design,

one can use simulation directly on the model, or use analytical or numerical methods

to analyze an associated stochastic model.

In synthesis-based engineering, required system properties are used as input for

generation of a design of a supervisor that is correct by construction. As a conse-

quence, in the analysis phase verification can be eliminated to a large extent. This

changes the development process from implementing and debugging the design and

the implementation, to defining the requirements.

2.3 Synthesis-Based Supervisory Control Engineering

Supervisory control theory (SCT) of [26] allows to synthesize a model of the super-

visor from formal models of the uncontrolled system and of the requirements. First,

the uncontrolled system (plant P) is formally specified in terms of automata. A plant

automaton describes the physically possible behavior of the system to be controlled.

Then, the requirement specifications (RS) for the system under control are formally

defined in terms of automata. A model of the supervisor (S) is generated from these

formal models.

The resulting supervisor can be used to supervise an uncontrolled plant, which

is schematically illustrated in Fig. 2.5. The supervisor can only react to observable

events that are generated by the uncontrolled plant. The supervisor influences the

behavior of the plant by disabling certain controllable events. The method guarantees

that the system consisting of the derived supervisor and the uncontrolled plant fulfills

the requirements. If the supervised model does not contain the desired functionality,

the models of the uncontrolled plant or the requirements are inadequate.

Supervisory control problem is formulated as follows. For plant P and require-

ment R, a supervisor S is required such that:

Fig. 2.5 The feedback loop

of supervisory control

plant P

supervisor S

events generated
by the plant

events enabled
by the supervisor

http://www.verum.com
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1. P under control of S, denoted by S/P, satisfies requirement R.

2. S does not disable uncontrollable events.

3. Output of S only depends on observable outputs of P.

4. S/P is nonblocking.

5. S is optimal, that is, maximally permissive.

Supervisory control theory provides means to synthesize S. It is a conceptually

simple framework based on discrete-event system models. Different methods have

been developed that allow for an automatic synthesis of a supervisor. As computa-

tional complexity is high for systems of industrial size, several advanced techniques

have been introduced to reduce synthesis complexity, such as modular [25], hier-

archical [35], interface-based hierarchical [14], aggregative [11, 17], distributed [9,

13, 32], coordinated distributed [29], and aggregated distributed [30]. They allow for

splitting a system in a number of modules for which local supervisors can be syn-

thesized. If needed, also a coordinator can be synthesized on top of them. The local

supervisors together with the coordinator compose a nonblocking supervisor for the

total system. A different approach is the state-based supervisory control framework

of [16]. In this framework, discrete-event systems are represented by state tree struc-

tures (STS), a representation that allows for computationally efficient monolithic

supervisor synthesis. Unlike the event-based framework, the state-based framework

allows to formulate requirements as conditions over states. In [2], a first step is

reported in the direction of defining supervisor synthesis techniques for a process-

theoretic setting. Additionally, [31] describes how to compute a nonblocking super-

visor that not only complies with the prescribed requirements but also achieves a

time optimal performance such as throughput.

In the context of supervisory control, system component models are defined by

automata. Often, each component and its resource controller are modeled together by

one automaton. Automata consist of relevant states of each resource and transitions

labeled by controllable and uncontrollable events. Controllable events represent rel-

evant discrete commands to the resource control that can be enabled or disabled by

the supervisor. Uncontrollable events represent messages from the resource control

to the supervisor that cannot be disabled by the supervisor. The conditions the super-

visor must satisfy are formally defined by expressions on languages generated by the

automata.

To illustrate the basic supervisor synthesis procedure, a simple example from

[36] is worked out below. A workcell consists of two machines M1 and M2, and an

automated guided vehicle (AGV). The AGV can load a workpiece at M1 or M2 and

unload it at M2 or at the infinite buffer B, respectively. This is schematically shown

in Fig. 2.6.

In this paper, we use italic event labels (e.g., c) and bold state labels (e.g., Busy).

In the graphical automaton representation, initial states are denoted by an uncon-

nected incoming arrow and marker states are denoted by an unconnected outgoing

arrow. Controllable and uncontrollable events are denoted by solid and dashed edges,

respectively.
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Fig. 2.6 Workcell
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Components M1, M2, and AGV are modeled by automata shown in Fig. 2.7. The

behavior of the uncontrolled system P is represented by the synchronous product of

M1, M2, and AGV drawn in Fig. 2.8.

We informally explain the conditions that must be satisfied by the supervisor for

this uncontrolled system. For simplicity, we assume the requirement does not impose

any restrictions on admissible system behavior and all events are observable. This

implies that conditions 1 and 3 are satisfied. Hence, we can focus on the remain-

ing conditions. In the basic supervisor synthesis approach, the supervisor is derived

from the intersection of the two languages: the uncontrolled plant behavior and the

admissible behavior defined by the requirement. Because of the assumption, in our

case it suffices to take the first one into account. Hence, we must check whether

the plant is nonblocking. As can be seen above, the absence of control results in a

blocking situation (deadlock in state 7). The supervisor we are constructing should

influence the plant under control to avoid the blocking situation. Only controllable

events may be disabled. To avoid blocking, controllable event a1 must be disabled in

state 4 and controllable event a2 must be disabled in state 3. This results in Fig. 2.9a,

where these supervisory control actions introduce a new blocking situation, state 3.

This situation can be avoided by disabling controllable event a1 in state 2 resulting
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Fig. 2.9 Derivation of the supervisor. a Step 1. b Step 2

in Fig. 2.9b. Finally, by construction this supervisor gives a proper optimal control

to the plant: conditions 1 through 5 are satisfied.

Supervisors can be synthesized according to the procedure sketched above. In

a similar way, a self-made supervisor can be verified by checking the enumerated

conditions.

In Sect. 2.5, a few synthesis techniques from the event-based and state-based

frameworks are applied in industrial case studies.

2.4 Model Transformations

The main difference between the traditional engineering and the model-based engi-

neering processes is the inclusion of models in the latter. System components are

modeled before being realized. This extra step in the development process has sev-

eral advantages, as mentioned in [7]:

∙ Abstract models give a systematic approach to specify component and system

behavior with more consistency and less ambiguity than documents.

∙ Models make it easier to analyze dynamic behavior as well as the performance of

a component of a system.

∙ Using various model-based analysis techniques indicated in Fig. 2.10, errors can

be encountered in an early stage of the system development process when no com-

ponent is realized, which decreases risk.

By simulating and validating models, the actual behavior can be analyzed in an

early stage of the development process. However, simulation can only show that

models might have correct behavior. It cannot guarantee model correctness. If mod-

els are validated and simulated and the conclusion is drawn that the system has the

correct functionality, components can be realized. Formal verification techniques

can be used to prove model properties.

Available components can be tested with hardware-in-the-loop simulation and

testing. Composition of models and realizations can be tested as a whole to check for
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Fig. 2.10 Model-based analysis techniques

the correct functionality, which is called early integration. Also in this step, design

errors can be encountered in an early stage, which decreases risk. If all components

are realized, all models can be replaced by their realizations. The final implementa-

tion can be tested to verify if the system as a whole fulfills its requirement R. In this

phase, model-based testing can be applied, where models are used to automatically

derive and execute tests on the implementation.

In spite of the numerous advantages, model-based analysis techniques can only

help the engineer with discovering errors in an early stage. There is no formal

link between models and implementations. In other words, model correctness does

not guarantee implementation correctness. Supervisory control theory explained in

Sect. 2.3 provides this formal link and eliminates the manual design of the supervi-

sor. This theory allows the generation of a supervisor that is mathematically correct

with respect to formal plant models and requirements. As a consequence, design and

implementation do not need to be tested against the requirements, the verification

can be eliminated to a large extent, and the engineer can focus on system validation.

To support model-based systems engineering in a consistent way, model transfor-

mations are needed. The Chi language [4] has been developed to provide a process

algebraic generic modeling formalism for hybrid systems. The language supports

hierarchy and modularity to deal with large-scale systems, by providing operators

for model reuse, parallelism, and nesting. It is based on processes that interact by

shared variables, by communication via shared channels, and by synchronization by

means of shared actions. Furthermore, arbitrary differential and algebraic equations

are supported, for modeling of continuous time behavior. The Chi toolset provides

translations to various verification tools, discrete events, and hybrid simulators, and

supports hardware-in-the-loop simulation and control prototyping. Additionally, it

facilitates code generation for various platforms.
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Fig. 2.11 Toolchain for model-based systems engineering

In Fig. 2.11, the Chi toolchain is depicted that supports model-based systems

engineering with supervisor synthesis as described in [28]. In this figure, tools are

depicted in blue, models are circles, and realizations are rectangles. The uncontrolled

discrete-event behavior of the plant is formally modeled by automata represented by

PDE. Control requirements RS are formally modeled by automata or logical expres-

sions. From these models, a supervisor can be synthesized using a supervisor control

synthesis tool (SCST) and translated to the Chi language, resulting in a model of the

supervisor S. Three tools are used for supervisor synthesis and translations exist to

and from the associated file formats:

∙ Translation Communication Tool (TCT) of [36] (http://www.control.utoronto.ca/

cgi-bin/dldes.cgi) and Supervisor Synthesis Package (SSP) of Systems Engineer-

ing Group from Eindhoven University of Technology (http://se.wtb.tue.nl/sewiki/

supcon/start) for the event-based supervisory control framework.

∙ NBC tool for the state-based supervisory control framework of [16].

The Chi simulator can be used to simulate the model of the supervisor S together

with the discrete-event plant model P in order to analyze its behavior with respect

to the control requirements. Furthermore, the discrete-event plant model can be

replaced by the hybrid plant model PHY or by real hardware in order to test whether

it complies with the models. The supervisor model can also be used for code

generation (CODEGEN). It can be implemented on a Personal Computer (PC) or

Programmable-Logic-Controller (PLC) real-time control platform connected to the

actual plant hardware.

In the next section, the model-based systems engineering approach supported by

the toolchain described above is applied to three industrial cases in order to obtain a

model of the supervisor, perform model-based system analysis, derive a supervisor

implementation, and test it on the existing system.

http://www.control.utoronto.ca/cgi-bin/dldes.cgi
http://www.control.utoronto.ca/cgi-bin/dldes.cgi
http://se.wtb.tue.nl/sewiki/supcon/start
http://se.wtb.tue.nl/sewiki/supcon/start
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2.5 Industrial Cases

Supervisory control theory is well established and received substantial attention in

research papers. Although several applications reported in the literature, e.g., [15,

22, 23], include implementation of synthesized supervisors on a PC or a PLC, they

are usually put in practice in an academic setup. To our knowledge, the industrial

applications described in [12, 18, 34] are ones of the few that actually refer to an

existing industrial product. Recently, a project is started in the automotive application

area, where supervisor synthesis techniques are used in the design of the discrete part

of a cruise control system.

2.5.1 MRI Scanner

In [34], supervisor synthesis is applied to a support system used to position patients

in an MRI scanner of Philips Healthcare (http://www.medical.philips.com). MRI

stands for magnetic resonance imaging, which is a medical imaging technique used in

radiology to visualize detailed internal structures. An MRI scanner is used for nonin-

vasive medical diagnosis. It uses a powerful magnetic field to align the magnetization

of some atoms in the body, and nonionizing radio frequency fields to systematically

alter the alignment of this magnetization. This causes the nuclei to produce a rotating

magnetic field detectable by the scanner. This information is recorded to construct

an image of the scanned area of the body. In clinical practice, MRI is used to distin-

guish pathologic tissue (such as a brain tumor) from normal tissue. One advantage

of an MRI scan is that it is harmless to the patient, unlike Computed Tomography

(CT) scans and traditional X-rays, which both use ionizing radiation. The traditional

MRI scanner is a large cylinder-shaped tube surrounded by a circular magnet, called

the bore. The patient lies on a moveable examination table, called the patient support

system, which slides into the center of the magnet, see Fig. 2.12.

To properly control the patient support system, several actuators and sensors, as

well as the extended user interface, must be taken into account. The modeled part

Fig. 2.12 The MRI scanner

User interface Light sight

Bore

Patient support table

http://www.medical.philips.com
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of the system is divided into three modules: the vertical axis, the horizontal axis,

and the user interface. The vertical axis consists of the lift driven by the vertical

motor drive and associated end-position sensors. The horizontal axis contains the

tabletop that can be moved into and out of the bore, either manually or by applying

the horizontal motor drive depending on the state of the clutch. It also contains sen-

sors detecting the presence and the position of the tabletop. The tabletop can only

be placed or removed in the maximally out position. The clutch connects the motor

to the tabletop. When the clutch is applied, the motor controls the movement of the

tabletop. Otherwise, the tabletop can be moved freely by the operator. The tabletop

release (TTR) is a hardware safety system that releases the clutch independently of

the controller. If TTR is active, the table can be moved freely, even if the controller

enables the clutch. The user interface allows the operator to use the manual button

and the tumble switch. The manual button is used to switch between the manual and

automatic mode of the tabletop movements. The tumble switch determines whether

and how the patient support table should move. The patient support system model

does not include the hardware safety systems, the light visor for marking, and auto-

mated positioning of the scan plane in the bore.

If no tabletop is present, horizontal movement is not allowed and the associated

motor should be stopped. The tabletop may only be moved by the horizontal motor

if the clutch is applied and the TTR is not active. If the clutch is not applied, the

motor may not move the table. While the motor is moving the table, the clutch may

not be released. The horizontal movement is only allowed to start when TTR is off.

It cannot be prevented that TTR is turned on while moving. Whenever TTR is turned

on, the table should be stopped. Only if TTR is turned off, the clutch may be turned

on or off.

Control requirements are related to tabletop handling. Four safety-related aspects

can be distinguished:

∙ Ensure that the tabletop does not move beyond its vertical and horizontal end

positions.

∙ Prevent collisions of the tabletop with the magnet.

∙ Define the conditions for manual and automatic movements of the tabletop.

∙ Enable the operator to control the system by means of the manual button and the

tumble switch.

The components and requirements described above are modeled by automata.

The plant model consists of 672 states and 14.384 transitions. The total requirement

model consists of 4.128 states and 34.884 transitions. Based on these models, the

centralized supervisor was synthesized using the TCT tool of [36]. The automaton

representing the supervisor consists of 2.976 states and 22.560 transitions. The plant

under control of the supervisor was validated using simulation and the supervisor

was tested on the real system. Subsequently, the experiment was extended to inves-

tigate system evolvability in case of changing functionality. In the original setup, if

the table is not maximally up and not maximally out it does not move when the user

switches the tumble switch up. As this behavior appeared counter-intuitive for the

user, a new specification was introduced stating that when the tumble switch is up, the
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table should first go maximally out and then move up if the tumble switch is still up.

This functional change introduced only a few small changes to formal requirements

and a new supervisor was successfully synthesized. Approximately, four-hour work

was needed to produce this new result. Implementing the same functional change in

the existing design process was estimated for a week, approximately.

In a related project, supervisor synthesis has also successfully been applied to the

patient communication system of the MRI scanner.

2.5.2 Océ printer

In the Océ printer case study, reported in [18], supervisory control synthesis is

applied to the scheduling of maintenance operations in a high-end printer of Océ-

Technologies (http://www.oce.com) schematically shown in Fig. 2.13. Such a printer

consists of three modules: module 1 takes care of paper input, module 2 performs

the printing, and module 3 provides stacking and stapling capabilities. The print-

ing process consists of several components as depicted in Fig. 2.13, part 2b. In this

process, the toner image is applied onto the toner transfuse belt and it is fused onto a

paper sheet. To maintain high printing quality, several maintenance operations need

to be carried out, such as

1. Toner transfuse belt jittering, which displaces the transfuse belt to prolong its

lifespan.

2. Black image operation, which prints completely black pages to remove paper dust

from the toner transfuse belt.

3. Coarse toner particles removal operation, which removes leftover particles from

the toner.

In general, a maintenance operation is scheduled after a given number of prints,

unless there is an active print job. There is also a hard threshold of the number of

prints after which the maintenance operation must be carried out even if an active

print job needs to be interrupted. To perform a maintenance operation, the printing

process has to change the power mode: from Run mode used for printing to Standby

mode required for maintenance. The change of the power mode can trigger pending

Fig. 2.13 High-end printer

http://www.oce.com
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maintenance operations, which might prolong the waiting time of the interrupted

print job.

The purpose of control requirements is to coordinate the maintenance procedures

with the rest of the printing process. Specifically,

∙ Maintenance operations may only be performed if the power mode of the printing

process is Standby.

∙ Maintenance operations should be scheduled if their soft deadline is reached and

no print jobs are in progress or if their hard deadline is reached.

∙ Only scheduled maintenance operations can be started.

∙ The power mode of the printing process should conform to the mode deter-

mined by the print job managers unless it is overridden by a pending maintenance

operation.

The system components are modeled by automata placed in a state tree structure

as defined in [16]. To simplify the specification process, the requirements related to

coordination and scheduling of maintenance operations are modeled by generalized

state-based expressions. The plant model consists of 25 automata with 2–24 states.

The requirements are represented by 23 generalized state-based expressions, which

translate to more than 500 standard state-based expressions. Using the synthesis tool

of [16], the centralized supervisor is derived. To analyze the controlled behavior,

both the plant model and the supervisor are converted to an executable simulation

model. After simulation-based validation, the supervisor is converted to C++ for

execution on the existing control platform.

In another project, described in [5], supervisor synthesis has also successfully

been applied to exception handling in printers.

2.5.3 Theme Park Vehicle

In the theme park vehicle case study, reported in [12], supervisory control synthe-

sis is applied to the multimovers of ETF (http://www.etf.nl), as shown in Fig. 2.14a.

Multimovers are automated guided vehicles that can follow an electrical wire inte-

grated in the floor. This track wire produces a magnetic field that can be measured

by track sensors. Next to the track wire, floor codes are positioned that can be read

by a metal detector. These floor codes give additional information about the track,

such as the start of a certain scene program, a switch, a junction, or a dead end. The

scene program, which is read by the scene program handler, defines when the vehi-

cle should ride at what speed, when it should stop, rotate, play music and in which

direction the vehicle should move if it has arrived at a junction.

An operator is responsible for powering up the vehicle and deploying it into the

ride manually. The operator also controls the dispatching of the vehicles in the pas-

senger boarding and outboarding area. The vehicle can receive messages from Ride

Control. Ride Control coordinates all vehicles and sends start/stop commands to

these vehicles. This communication is either wireless or by means of the track wire.

http://www.etf.nl
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(a) (b)

Fig. 2.14 Theme park vehicle. a The multimover. b Interaction between components

Multimovers are not able to communicate with other vehicles. As safety is an impor-

tant aspect of this vehicle, several sensors are integrated in it to avoid collisions.

First, proximity sensors are integrated in the vehicle to avoid physical contact with

other objects. Two types of proximity sensors are used: long-range proximity sensors

to detect obstacles in the vicinity of six meters and short-range proximity sensors to

detect obstacles in the vicinity of one meter. Second, a bumper switch is mounted

on the vehicle that can detect physical contact with other objects. The interactions

between vehicle components are shown schematically in Fig. 2.14b.

The main requirement for supervisory control synthesis is safety. Three safety-

related aspects can be distinguished:

∙ Proximity handling The supervisor has to assure that the multimover does not

collide with other vehicles or obstacles. To this end, proximity sensors are inte-

grated at the front and back which can detect an obstacle in the vicinity of the

multimover. To avoid collisions, the multimover should drive at a safe speed and

stop if the obstacle is too close to it.

∙ Emergency handlingThe system should stop immediately and should be powered

off when a collision occurs. To detect collisions, a bumper switch is mounted on

the multimover. The same applies when the battery level is too low. The Light

Emitting Diode (LED) interface should give a signal when an emergency stop

has been performed. The multimover should be deployed back into the ride by an

operator manually.

∙ Error handling When a system failure occurs (e.g., a malfunction of a motor), the

system should stop immediately and should be powered off to prevent any further

problems. The LED interface should give a signal that an emergency stop has been

performed. The multimover should be deployed back into the ride by an operator

manually.

The multimover control problem cannot be solved in the centralized event-based

setting because of the large state-space size. To enable the application of distrib-

uted synthesis methods, it is divided into five smaller subproblems that are solved

separately.
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∙ LED actuationAn operator must be able to check in which state the multimover is

by looking at the interface LEDs. This means that the states of the LEDs represent

the current state of the multimover. It is a task of the supervisor to actuate the

LEDs according to the state of the multimover.

∙ Motor actuation The drive motor, steer motor, and scene program handler have to

be switched on and off according to the state of the multimover. If the multimover

is in the state Active, all motors can be switched on. If the multimover is in the

state Reset or Emergency, all motors have to be switched off.

∙ Button handling The user interface of the multimover contains three buttons. The

reset button is used to reset the vehicle if the multimover is active and deployed

into the ride or it is in the state Emergency. The forward and the backward buttons

are used to deploy the vehicle into the corresponding direction. The supervisor has

to assure that the corresponding state is reached after a button is pushed.

∙ Proximity andRide Control handlingOn each side of the multimover, two prox-

imity sensors are mounted: one long range and one short range. If a long-range

proximity sensor detects an object in the traveling direction, the multimover should

react by slowing down to a safe driving speed. If an obstacle is detected by a short-

range proximity sensor, the multimover should stop in order to prevent a collision.

When the short-range proximity sensor does not detect an object any more, the

vehicle should start moving automatically. If the multimover receives a stop com-

mand from Ride Control, it should stop as in the case of short-range proximity

handling. If Ride Control sends a start command, the multimover should automat-

ically start with the speed depending on the state of the proximity sensors related

to the current driving direction.

∙ Emergency and error handling In order to guarantee the safety of the passengers,

the multimover should be deactivated immediately when an emergency situation

occurs. It should not be possible to reset the multimover if the bumper switch is

still activated or the battery power is still too low. A control task of the supervisor

is to enter the Emergency state of the multimover when an emergency situation

occurs.

The plant model is defined by automata representing an event-based abstraction of

the actual behavior of the physical components and their resource control. Require-

ments described above are also defined by automata. Based on the plant and require-

ment models, an optimal supervisor is synthesized, validated, and implemented. The

plant model consists of 17 automata with 2–4 states. The requirements are repre-

sented by 30 automata with 2–7 states.

Both a centralized supervisor and a distributed supervisor are synthesized for

the supervisory control problem of the multimover. A centralized supervisor has

been synthesized with the state-based framework based on state tree structures of

[16]. The state-based synthesis produces binary decision diagrams (BDD) for each

controllable event. The maximum BDD size is 15 and the minimum BDD size is

1. Furthermore, a distributed supervisor has been synthesized with an aggregated

approach of [30]. The results of the aggregated synthesis are shown in Table 2.1.
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Table 2.1 Distributed supervisors

Module Order # States # Trans. Order # States # Trans.

LED actuation 1 25 77 5 41 125

Motor actuation 2 41 222 2 257 1428

Button handling 3 465 3477 4 177 765

Emergency handling 4 89 626 3 118 609

Proximity handling 5 225 1953 1 481 4513

Synthesized supervisors were evaluated to check whether the models of the con-

trolled system are consistent with the intended behavior. For this purpose, discrete-

event simulation was used persistently. Specifically, the state-space stepper was used

to check whether the supervisor disables the right transitions in the right states when

evaluating the closed-loop system behavior. The toolset described in [1] was used for

discrete-event simulation. Currently, a new version of the toolset supporting MBSE

and synthesis is being developed based on CIF [21, 33].

To deliver a proof of concept for synthesis-based engineering, a prototype of a

supervisory controller with the synthesized supervisors is implemented in the exist-

ing control software of the multimover. This implementation is first tested by means

of simulation and then on the existing implementation platform. Subsequently, the

number of proximity sensors is extended. The engineering process used presently

requires approximately 2 days for making necessary changes to the control system.

The synthesis-based engineering process described in this paper requires approxi-

mately four hours to cope with the same change.

2.6 Conclusions

Formal models and associated model transformations provide consistent support for

synthesis-based engineering. If consequently used from the beginning of the product

development process, they constitute a vehicle that:

∙ Helps in specifying component and system behavior in a structured, systematic,

and unambiguous way.

∙ Forces to clarify all relevant aspects of the system being developed.

∙ Shortens the time needed to deliver a good design and correctly functioning con-

trol software.

The synthesis phase requires modeling of the uncontrolled system by finite-state

machines and modeling of the requirements by finite-state machines and logical

expressions. This kind of modeling is intuitive and usually results in (relatively) sim-

ple and easy to maintain models as input to the synthesis procedure. Because the syn-

thesis is automatic, the focus in the control software development process changes
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from designing and debugging controller code to designing and analyzing require-

ments, if the input models are correct. The downside is, however, that there is not

sufficient tool support for validation of these models. This is especially problematic

for larger applications. In the industrial case studies described in this paper, simula-

tion was used extensively for this purpose, which consumes too much development

time. In a subsequent project, another analysis techniques, like model checking, are

investigated in this context.

The results of the case studies show another advantage of synthesis-based engi-

neering that manifests itself when the structure or the requirements of the system

under development change due to customer demands. In traditional engineering, all

changes have to be made in the software design manually, which is difficult to do

without introducing errors or inconsistencies. In the synthesis-based approach, only

component models or requirement models have to be adapted and a new supervisor

can again automatically be synthesized. Since the desired behavior is specified in

models instead of in the control software, it is easier to validate it with respect to the

original informal specifications. This also contributes to system evolvability.
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Chapter 3
Output Synchronization of Dynamical
Networks Having Nodes
with Relative-Degree-One Nonlinear
Systems

Yanyan Liu, Georgi Dimirovski and Jun Zhao

Abstract In this study, the output synchronization problem in dynamical networks
consisting of nodes that have nonlinear dynamic systems with relative degree one
has been explored and solved. The system property of passivity has been found to
be a useful tool in solving the output synchronization problem in complex
dynamical networks. It is well known, however, that not all dynamic systems
possess the passivity property. Nonetheless, it has been shown here how to use
passivity in order to output synchronize complex dynamical networks. It is also
known that if a nonlinear system is weakly minimum phase and has relative degree
one, then it is feedback equivalent to a passive system. Thus, the feedback passi-
vation result has been exploited to investigate and solve the output synchronization
problem in dynamical networks. The conditions are found, which do not require the
assumption of the negative definiteness property of the outer coupling matrix under
which output synchronization of dynamical networks having nodes with relative
degree one systems is achieved. Furthermore, it has been found that, when all nodes
are feedback equivalent to a strictly passive system, the output synchronization
criterion is accomplished with less conservative conditions. An illustrative example
along with numerical and simulation results is given to demonstrate the effective-
ness of the theoretical findings in this study.
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3.1 Introduction

In the past couple of decades, dynamical networks that [1] comprise a finite set of
nodes, with locally controlled or uncontrolled dynamic systems [2–4] at the nodes,
and a certain communication coupling topology among them have gained growing
attention by scientists and engineers worldwide. Nowadays, a dynamical network is
commonly understood to be a large-scale systemic structure [5] consisting of a
graph that contains enumerable set of very many dynamic systems as its nodes and
a large number of signal-flow interconnections among them; for instance, see works
by Boccaletti et al. [6], Jiang et al. [7], Newman [8], Palla et al. [9], Strogatz [10],
and Wang and Chen [15, 20], Watts [1]. Thus, in their very essence, dynamical
networks are completely described and represented by dynamic graphs [11].

The investigation of the aspects and issues concerning or related to the con-
trolled dynamical networks has become one of the attractive, hot research areas for
two main reasons. First reason, dynamical networks appear in the world of nature,
in human societies on Earth, and very many events in the real world can be modeled
by dynamical networks. More precisely, there exist real-world networks and sys-
tems such as food web, computer and communication networks, metabolic network
systems, power grids, and the World Wide Web. For instance, see Bertsekas and
Gallager [12], Dimirovski [13], Ilic and Zaborski [14], Palla et al. [9], Siljak [11],
Strogatz [10], Watts [1]. Second one, there can be identified large numbers of
important applications of dynamical networks in various disciplines including
biology, economics, engineering, neuroscience, and sociology as pointed out by
Wang and Chen [15].

Synchronization is a collective behavior of dynamical networks, and is one of
the major issues in studying dynamical networks. Synchronous evolution or motion
dynamics is of particular interest and synchronization has been extensively
addressed in Arenas et al. [16], Das and Lewis [17], Lu and Chen [18], Olfati-Saber
et al. [19], Wang and Chen [20], Wang et al. [21], Wang et al. [22]; and others. The
importance of synchronized motion does not lie only in those situations in which
synchronization can be found, but also where synchronous motion can be induced
to ensure the proper functioning of a particular device such as multi-robot ensemble
in Rodriguez-Angeles and Nijmeijer [23]. An interconnected multi-robot system
with synchronous motion can carry out tasks that are difficult to an individual robot
because the collective behavior of all robots offers more flexibility and maneu-
verability. Therefore, a number of research studies on synchronization have been
reported in recent years as seen in DeLellis et al. [24], Dimirovski [13], Estrada
et al. [25], Wang et al. [26], Zhao et al. [27], Zhu and Hu [28]. Several works have
supplied good control methods on the synchronization problem as shown in Liu
et al. [29]; Liu et al. [30]; Zhong et al. [31, 32].

On the other hand, the passivity first introduced by Willems in 1972 has been
shown to be an important system property, because it means the energy dissipated
inside a dynamic system is no more than the energy supplied outside. That is, it
determines that the energy supply rate is dependent on the input and the output; see
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Willems [33]. Thus, the passivity concept offers an effective tool to stabilize
nonlinear systems because the storage function induced by passivity is often a good
candidate Lyapunov function as pointed out in Kokotovic and Arcak [34]; Haddad
and Chellaboina [35]; Zhao and Hill [36].

Since the passivity property is considerably meaningful from the viewpoint of
physics, naturally, it should also be employed for controlled synchronization of
dynamical networks. The answer to this task has been found positive and it is
further elaborated in this contribution. In fact, by and large the nodes of networks
are typical nonlinear dynamic systems. It is therefore that the passivity property
appeared rather useful in the study of the output synchronization problem for
dynamical networks, which is clearly demonstrated in Chopra and Spong [37];
Igarashi et al. [38]; Listmann and Woolsey [39]; Zhao et al. [40].

Recently, several works on passivity-based synchronization for networks have
been reported. Most of them deal with the output synchronization problem. Ref-
erence work by Chopra and Spong [41] investigated the output synchronization of
multi agents via passivity for the first time, and treated the exchange information as
interconnected graph. Furthermore, these results have been extended to: the syn-
chronization of nonlinear dynamic systems with time delay in communications in
Chopra and Spong [37], of networked Euler–Lagrange systems in Yu and Antsaklis
[42], and in general dynamical networks with nonidentical nodes in Zhao et al. [40].
In addition, these results have been extended to the output synchronization of
nonlinear dynamic systems with relative degree one in Chopra and Spong [43] and
to the output synchronization problem in the Special Euclidean Group of dimension
three in Igarashi et al. [38]. Moreover, passivity-based control and synchronization
of complex dynamical networks were addressed in Yao et al. [44], while
passivity-based output synchronization of networks with switching topologies was
studied in Liu et al. [30], Zhao et al. [40], and Zhu et al. [45].

The aforementioned papers all deal with the output synchronization of network
using the passivity property. Passivity proved to be an efficient tool for solving the
synchronization problem of dynamical networks with passive nodes. Nonetheless,
when not all the nodes are passive the issue of whether passivity can be used to
output synchronize dynamical networks has arisen. The idea of feedback passiva-
tion offers a good method to solve this problem too. It is well known that a weakly
minimum phase system with relative degree one is the feedback equivalent to a
passive system, which was proved in Byrnes et al. [46]. Based on this finding, the
network node satisfying such conditions can be feedback equivalent to a passive
system. Thus, output synchronization of dynamical networks can be achieved by
feedback passivation. On the other hand, Zhao et al. [40] in their study thoroughly
investigated the passivity-based output synchronization of the dynamical network.
Their criteria are given by means of relaxing the commonly used assumptions that
the outer coupling topology is symmetric and have the zero row sum property, as
argued in Jiang et al. [7].

In this chapter, a revised version of the work by Liu et al. [30] is presented that
extends further the results of Zhao et al. [40] to investigate the output synchro-
nization problem of dynamical networks with relative degree one via the passivity
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property following the direction of local feedback passivation of nodes by Chopra
and Spong [43]. First, we derive the conditions under which the nodes can be
feedback equivalent to a passive system and then the output synchronization cri-
terion of the dynamical network using passivity. This result is extended to the
output synchronization problem via the output strict passivity. By using the output
strict passivity (OSP), the negative semi-definiteness of the outer coupling matrix is
removed, and the positive definiteness of the inner coupling matrix is not assumed
either. Thus, the results in this manuscript represent certain new contributions to the
investigated problem topic.

The rest of this paper is organized in the conventional way. Section 3.2 gives the
necessary preliminaries. Section 3.3 presents the main results. An illustrative
example of a relevant dynamical network along with its numerical and computer
simulation results is included. The simulation results that demonstrate the effec-
tiveness of the main theoretic results of this contribution are presented in Sect. 3.4.
In Sect. 3.5, the concluding remarks finalize this study.

3.2 Problem Statement and Preliminaries

Consider a dynamical network with N nonidentical nodes described by means of
state and output, Eq. (3.1):

xi̇ = fi xð Þ+ gi xð Þui,
yi = hi xð Þ, i=1, . . . ,N.

ð3:1Þ

Here in (3.1) the symbols denoting xi ∈Rn, ui ∈Rm, yi ∈Rm are the state, control
input, and output vectors of the ith node, respectively; vector functions
fi:Rn →Rn, gi:Rn →Rn×m, hi:Rn →Rm are smooth mappings satisfying the stan-
dard real-world properties fi 0ð Þ=0, and hi 0ð Þ=0.

The objective of this paper is to investigate the output synchronization problem
of dynamical networks via the passivity property of node dynamic systems. If all
nodes of the dynamical network are passive, output synchronization can be
achieved via passivity. If the nodes of the dynamical network do not satisfy the
passivity property, but each node can be feedback equivalent to a passive system,
one can still use passivity to achieve the output synchronization. The obtained
results here, as will be seen in the sequel, shed novel insight into the underlying
relationship between the network’s outer coupling matrix and the nodes passivity or
strict passivity.

First, we give the definitions of passivity and feedback passivation of each node
in the dynamical network.
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Definition 3.1 [47] System (3.1) is said to be passive if there exists a positive
definite continuous differentiable function Vi xið Þ, such that the inequality

Vi ≤ hTi ui, ð3:2Þ

is satisfied, where Vi xið Þ is called the storage function.

Definition 3.2 [47] System (3.1) is said to be output strictly passive if there exists a
positive definite continuous differentiable function Vi xið Þ, such that the inequality

Vi̇ ≤ hTi ui − ρih
T
i hi, ð3:3Þ

is satisfied for some constant ρi >0, where ρi is called the output strict passivity
(OPI, in short) index.

Definition 3.3 [47] System (3.1) is said to be feedback equivalent to a passive
system if there exists a feedback controller ui = αi xið Þ+ βi xið Þυi such that

xi̇ = fi xið Þ+ gi xið Þαi xið Þ+ gi xið Þβi xið Þυi,
yi = hi xið Þ, ð3:4Þ

satisfies the passivity inequality with the new input υi and the output yi.
Also, the known definition of output synchronization of dynamical networks is

recalled next.

Definition 3.4 [8] A dynamical network is said to be output synchronization if

lim
t→∞

yi tð Þ− yj tð Þ
� �

=0, ∀i, j=1, . . . ,N. ð3:5Þ

In the sequel the investigation is focused on the output synchronization of the
investigated class of complex dynamic networks (3.1).

3.3 The Output Synchronization

First, we review the conditions under which each nonlinear node is feedback
equivalent to a passive system.

As in Byrnes et al. [46], suppose the following specifications hold as follows:

Hypothesis H1 The matrix Lgihi xð Þ is nonsingular for each xi ∈Rn;

Hypothesis H2 The vector fields gĩ1 xð Þ, . . . , g ̃im xð Þ are complete where

gĩ1 xð Þ . . . gĩm xð Þ½ �= gi xð Þ Lgihi xð Þ� �− 1;
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Hypothesis H3 The vector fields g ̃i1 xð Þ, . . . , g ̃im xð Þ commute; Then there exist
state variables zi = ηi xið Þ and yi = hi xið Þ, such that each node (3.1) is transformed
into the normal form

zi̇ = qi zi, yið Þ,
yi̇ = bi zi, yið Þ+ ai zi, yið Þui,

ð3:6Þ

where ai zi, yið Þ is nonsingular, hence invertible, and zi̇ = qi zi, 0ð Þ is the zero
dynamics of the ith node.

If each node of the network is weakly minimum phase, there exists a positive
definite smooth function Wi zið Þ≤ 0 with wi 0ð Þ=0, such that Lqi zi, 0ð ÞWi zið Þ≤ 0. The
first equation of the normal form (3.6) can be rewritten as

zi̇ = qi zi, 0ð Þ+ pi zi, yið Þyi. ð3:7Þ

The feedback controller is chosen as

ui = a− 1
i zi, yið Þ − Lpi zi , yið ÞWi zið Þ� �T − bi zi, yið Þ+ υi

h i
. ð3:8Þ

The Lyapunov function of the ith node is chosen as

Vi zi, yið Þ= Wi zið Þ+ 1
2
yTi yi. ð3:9Þ

Then, the derivative of Vi along the state trajectory is

Vi̇ zi, yið Þ= Lqi zi, 0ð ÞWi zið Þ+Lpi zi, yið ÞWi zið Þyi
+ yTi bi zi, yið Þ+ ai zi, yið Þuið Þ≤ yTi υi.

ð3:10Þ

Thus, the ith node is a nonlinear dynamic system that is feedback equivalent to a
passive system.

Therefore, we can use the passivity property of each node to accomplish output
synchronization of the network. The coupling topology is given as

υi = ∑
N

j=1
aijΓyj. ð3:11Þ

It also can be rewritten as u= A⊗Γð Þy, where A= aij
� �

NN is a matrix, called the
outer coupling matrix and Γ is an m×m diagonal matrix, called the inner coupling
matrix. The quantity A⊗Γ is called a Kronecker product between two matrices,
and is defined as
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A⊗Γ=

a11Γ a12Γ . . . a1NΓ
a21Γ a22Γ . . . a2NΓ
⋮ ⋮ ⋱ ⋮

aN1Γ aN2Γ . . . aNNΓ

0
BB@

1
CCA∈RNm ×Nm . ð3:12Þ

If aii = − ∑
N

j=1, j≠ i
aij, the coupling matrix A is called to be zero row sum matrix.

This is a well-known property, which is usually assumed for the synchronization
problem investigations in the literature. In this study, we do not assume the output
coupling matrix A to be a zero row sum matrix, which contributes to its generality.

If the coupling topology is chosen as (3.11), the network representation can be
rewritten as

zi̇ = qi zi, 0ð Þ+ pi zi, yið Þyi,

yi̇ = − Lpi zi, yið ÞWi zið Þ� �T + ∑
N

j=1
aijΓyj.

ð3:13Þ

Theorem 3.1 Consider the dynamical network consisting of the nodes described
by (3.1). Suppose all nodes satisfy H1–H3 and are globally weakly minimum phase.
If the output coupling matrix A satisfies that A+AT is negative semidefinite with a
zero eigenvalue and is zero row sum, the inner coupling matrix Γ is positive
definite, then the dynamical network is achieved to be output synchronization.

Proof If each node satisfies hypothesizes H1–H3 and is globally weakly minimum
phase, then each node is feedback equivalent to a passive system with the new input
υi. In addition, the control inputs υi i=1, . . . ,Nð Þ are chosen as (3.11), thus the
network can be rewritten as (3.13). Choose a candidate Lyapunov function as

V = ∑
N

i=1
2Wi zið Þ+ yTi yi
� �

. ð3:14Þ

Then the first time derivative of (3.14) along trajectories generated by system (3.13)
is given as follows:

V ̇=2 ∑
N

i=1
Ẇi zið Þ+ yTi yi̇
� �

=2 ∑
N

i=1
Lqi zi , 0ð ÞWi zið Þ+ Lpi zi , yið ÞWi zið Þyi
� �

+2 ∑
N

i=1
yTi − Lpi zi , yið ÞWi zið Þ� �T + ∑

N

j=1
aijΓyj

 !

≤ 2 ∑
N

i=1
yTi ∑

N

j=1
aijΓyj

= yT A+AT� �
⊗Γy.

ð3:15Þ
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In expression (3.15), for the time derivative V ̇ there are y= y1, . . . , yNð ÞT and
A= aij

� �
NN . Since A+AT is a symmetric matrix, a unitary matrix Φ= Φ1, . . . ,ΦNð Þ

with Φi = ϕ1i, . . . ,ϕNið ÞT can be chosen such that

ΦT A+AT� �
Φ= diag λ1, λ2, . . . , λNf g. ð3:16Þ

□

On the other hand, A+AT is negative semidefinite with one zero eigenvalue.
Without loss of generality, we suppose that 0 = λ1 > λ2 ≥⋯≥ λN .

Let ω= ΦT ⊗ Im
� �

y. Then using (3.13) it yields

V ̇≤ωT ΦT ⊗ Im
� �

A+AT� �
⊗Γ

� �
Φ⊗ Imð Þω= ∑

N

i=2
ωT
i λiΓωi. ð3:17Þ

Thus, V ̇≤ 0, and V ̇=0 if and only if ωT
2 , . . . ,ω

T
N

� �T =0. Therefore,

y1
y2
⋮
yN

0
BB@

1
CCA= ðΦ⊗ ImÞω=

ϕ11Im * ⋯ *
ϕ21Im * ⋯ *
⋮ ⋮ ⋱ ⋮

ϕN1Im * ⋯ *

0
BB@

1
CCA

ω1

0
⋮
0

0
BB@

1
CCA=

ϕ11ω1

ϕ21ω1

⋮
ϕN1ω1

0
BB@

1
CCA. ð3:18Þ

Then, V ̇=0 if and only if ϕj1ωi =ϕi1ωj,∀i, j=1, . . .N. Furthermore, the zero
row sum property of A + AT ensures that Φ1 = 1ffiffiffi

N
p ð1, . . . , 1ÞT can be chosen. Thus,

output synchronization of the dynamical network is achieved.

Remark 3.1 If the output coupling matrix A satisfies that A + AT is negative def-
inite, and the inner coupling matrix Γ is positive definite, then the dynamical
network is achieved to be output synchronization and x(t) converges to the set
kerðhÞ= fxjhiðxiÞ=0, i=1, 2, . . . ,Ng. In addition, if each node is zero state
detectable, state synchronization is achieved and xðtÞ→ 0.

Next, we design another feedback control and make each node to be feedback
equivalent to an output strictly passive system. We investigate output synchro-
nization of dynamical networks via output strict passivity.

If hypotheses H1–H3 for each of the nodes in the network hold true, then each
node can be represented to a normal form (3.6). In addition, should all the nodes be
globally weakly minimum phase with a positive function Wi, the feedback control
of the ith node is given as

ui = a− 1
i ðzi, yiÞ½− ðLpiðzi, yiÞWiðziÞÞT − biðzi, yiÞ− ρiyi + vi�, ð3:19Þ
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where ρi is a positive constant. Choose storage function as (3.14), and find the
derivative of Vi to be

V ̇iðzi, yiÞ≤ yTi vi − ρiy
T
i yi. ð3:20Þ

Then the ith node can be feedback equivalent to an output strictly passive system.
The communication among nodes is described by (3.11). The output synchro-

nization criterion is given as follows.

Theorem 3.2 Consider the dynamical network consisting of nodes described by
(3.1). Suppose all nodes satisfy H1–H3 and are globally weakly minimum phase.
Let λi be eigenvalues of A + AT and µi be eigenvalues of Γ. If λiµj < 2ρ = 2mink=1..
N{ρk}, i = 1, …, N, j = 1, …, m, then the dynamical network is achieved to be
output synchronization and yi tð Þ→ 0 as t→∞.

Proof As shown before, the node of the dynamical network is represented by

żi = qiðzi, 0Þ+ piðzi, yiÞyi,

yi̇ = − ðLpiðzi, yiÞWiðziÞÞT − ρiyi + ∑
N

j=1
aijΓyj.

ð3:21Þ

Again, we choose the Lyapunov function as

V = ∑
N

i=1
ð2WiðλiÞ+ yTi yiÞ. ð3:22Þ

□

Then the time derivative of V is

V ̇=2 ∑
N

i=1
ðẆiðziÞ+ yTi yi̇Þ,

≤ 2 ∑
N

i=1
yTi ð∑

N

j=1
aijΓyj − ρyiÞ,

= yT A+AT� �
⊗Γ− 2P⊗ Im

� �
y,

ð3:23Þ

where P= diagfρ, . . . , ρg.
In fact, λiµj (i = 1, …, N, j = 1, …, m) are the eigenvalues of (A + AT) < g) Γ.
Since λiµj < 2ρ, (A + AT)(E)Γ−2P(E)Im is negative definite. Thus, V < 0, and

V = 0 if and only if y = 0. Then output synchronization is achieved and yiðtÞ→ 0
as t→ 0.
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3.4 An Illustrative Example

In this section, we give a numerical example to show the effectiveness of the main
results. Consider a dynamical network consisting of five nonlinear systems, which
are described as

xi̇1 = xi1 + ðli − 1Þxi2 − sinðxi1 + xi2Þ− ui,

xi̇2 = sinðxi1 + xi2Þ− ui,

yi = xi2,

ð3:24Þ

where i = 1,…, 5. In addition, let us define values of li as follows: l1 = 1.2, l2 = 1.3,
l3 = 1.05, l4 = 0.8, l5 = 0.9. Obviously, all nodes are not passive, but they all are
nodes of relative-degree-one nonlinear dynamic systems.

Nonetheless, computer simulation has revealed the outputs of the isolated nodes
with ui = 0.0 that are shown in Fig. 3.1. It is clearly seen that the output syn-
chronization has not been achieved.

Next, let us choose the following coordinate transformation:

zi = xi1 + xi2,

yi = xi2.
ð3:25Þ

Then the nodes described with (3.24) are represented as

zi̇ = − zi + liyi,

yi̇ = sin zi + ui.
ð3:26Þ

Fig. 3.1 The output
responses of the isolated
nodes having
relative-degree-one nonlinear
dynamic systems
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The storage function of each node is chosen as Vi = ð1 2̸Þz2i + ð1 2̸Þy2i , and the
control input is chosen as ui = sin zi − lizi + vi, where vi is the new input. Then the
derivative of along (3.26) is

Vi̇ = − z2i + liyizi − yi sin + yiui ≤ yivi. ð3:27Þ

The node (3.26) is represented as

zi̇ = − zi + liyi,

yi̇ = − lizi + vi.
ð3:28Þ

Therefore, each node is made feedback equivalent to a passive system, hence
their passivity property can be used for the purpose of the output synchronization
problem.

It should be noted further, the communication coupling topology for the network
is chosen as defined by (3.11), where

A=

− 2 1 1 0 0
0 − 3 1 1 1
1 0 − 2 1 0
1 1 0 − 3 2
0 1 0 0 − 2

2
66664

3
77775. ð3:29Þ

In addition, it should be also noted in addition that the simplest matrix Γ= I was
adopted.

The coupling matrix satisfies the condition of Theorem 3.1, and therefore the
output synchronization of network (3.28) with (3.11) is achieved. The respective
computer simulation results of the synchronized outputs in this case are depicted in
Fig. 3.2. As it may well be noticed, these demonstrate that a rather quick

Fig. 3.2 The synchronized
output responses of the
network with communication
coupling topology and nodes
having relative-degree-one
nonlinear dynamic systems

3 Output Synchronization of Dynamical Networks Having Nodes … 69



synchronization of all the nodes has been achieved. Thus, indeed a new solution to
the output synchronization for complex dynamic networks with nonlinear nodes
having relative degree one has been found and its favorable performance is
confirmed.

3.5 Conclusion

This paper has investigated and solved the output synchronization problem for
dynamical networks having in all nodes the relative-degree-one nonlinear dynamic
systems. First, the conditions are given under which each node of the dynamical
network is made feedback equivalent to a passive system. Second, by representing
all the nodes as nonlinear dynamic systems in normal form, the output synchro-
nization criterion is obtained without assuming the negative definiteness property
and the zero row sum property of the outer coupling matrix.

Furthermore, the appropriate control inputs have been designed so that each of
the nodes was made feedback equivalent to an output strictly passive system. On
the grounds of this result, the output synchronization has been achieved via the
output strict passivity property of node systems.

It should be noted, however, that there remains an open issue for future research
to establish when in general the passivity-based synchronizability may be achieved.
It is thus believed that also a deeper understanding of when such synchronizability
conditions exist shall also be gained. The output synchronization in complex net-
works having nodes with nonlinear systems of relative degree higher than, natu-
rally, is also another topic for future research.
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Chapter 4
Mechanism Design for Incentive Compatible
Control of Networks

Anil Kumar Chorppath and Tansu Alpcan

Abstract Network mechanism design aims to achieve system-level goals such as

maximization of aggregate network performance using specific methods in networks,

where users are strategic and selfish decision-makers with individual preferences.

By imposing certain rules and pricing schemes on users, the mechanism designer

aligns the system-wide objectives with those of the users, and achieves the targeted

goals while ensuring user incentive compatibility. This chapter provides an overview

of recent results in the area of mechanisms and games for distributed control of

networks. The methodology and algorithms developed are applied to diverse net-

work control problems such as interference and spectrum management. We model

the heterogeneous behavior of users, which ranges from altruistic to selfish and to

malicious, within the analytical framework of game theory. A mechanism design

approach is adopted to quantify the effect of adversarial behavior, which ranges from

extreme selfishness to destructive maliciousness. Differentiated pricing is proposed

as a method to counter and mitigate adversarial behavior. An additional application

to location privacy in mobile commerce is also briefly discussed.

4.1 Introduction

The theory of mechanism design is concerned with obtaining outcomes that meet

certain system-level goals, despite the fact that individuals in the system pursue only

their self-objectives. In this setting a social planner or designer faces the problem
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of using the reported values of strategic multiple users to obtain a system-level out-

come when the actual values are private to users. Mechanism design can be con-

sidered as a subbranch of game theory, where the rules of the induced game in the

mechanism are designed to achieve a socially desirable outcome. Thus, mechanism

design can be viewed alternatively as reverse engineering of games. Recently, there

has been widespread interest in using mechanism design for modeling, analyzing,

and solving problems in network resource allocation and network economics that

are decentralized in nature.

We present in this chapter an overview of applications of mechanism design and

game theory to revenue maximization as well as privacy and security, based on our

earlier work [1–4].

4.1.1 Revenue Maximization in Wireless Networks

In addition to pricing user transmit powers for obtaining social goals, the designer

may like to maximize the revenue obtained from these prices. We next introduce

pricing mechanisms for designer revenue maximization which may lead to nonop-

timal social welfare. Myerson [5] introduced optimal auctions in which the designer

knowing the distribution of private values of players maximizes the expected rev-

enue. In [6], for a wideband wireless network that employs Code Division Multi-

ple Access (CDMA) as the spectrum access mechanism, the revenue maximization

problem is formulated as a Stackelberg game. The optimal prices are obtained for

the Nash equilibrium points. For revenue maximization in a similar setting, subop-

timal constant distributed pricing scheme is proposed in [7]. In [8], for a general

delay network, a two-stage dynamic pricing-congestion game in which the service

provider sets a price anticipating demand of users and users chose their flow vectors

given the prices is analyzed. An optimal revenue maximizing pricing is proposed

for networks with several competing oligopolists and the extent of inefficiency loss

is lower bounded. In [9], a lower bound for the ratio between the revenue from flat

entre fee pricing rule and revenue maximizing rule is provided, which they refer to

as the Price of Simplicity (PoS). A price discrimination scheme is also studied and

Price of Simplicity is obtained for it.

Here, we present an overview of revenue maximizing pricing mechanisms for

interference coupled multi-carrier wireless systems which manipulate the Nash

equilibrium with optimal prices [1]. The revenue maximizing mechanism is ana-

lyzed in Sect. 4.3.

4.1.2 Network Mechanism Design with Malicious Users

The behavior of different users on networks may range from altruistic on the one

end to malicious (adversarial) on the other end of a wide spectrum. While a self-

ish player strategize to maximize her throughput by getting the proportional share
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of resources, a malicious user, however, tries to get a disproportionate share of net-

work resource, and in addition may disrupt the whole network. Well-known exam-

ples of this adversarial behavior in networks include jamming in wireless networks

and denial-of-service (DoS) attacks [10, 11].

In networked systems with selfish users, a loss in overall social welfare was iden-

tified and referred to as Price of Anarchy in [12, 13]. In [14], with the presence of

malicious users this concept was extended and Price of Byzantine Anarchy and Price
of Malice were first introduced and obtained bounds on these metrics, which are para-

meterized by the number of malicious users for a virus inoculation game in social

networks. A modified definition was proposed in [15] for congestion games based

on the delay experienced at Nash equilibrium point with and without the presence of

a malicious player. Both of these works observed a Windfall of Malice, where mali-

cious behavior actually improves the social welfare of non-oblivious selfish users

due to the better cooperation resulting because of the ‘fear factor’ or effects simi-

lar to Braess’s paradox [15]. In [16], a more general definition of Price of Malice

was given with weaker assumptions than above-mentioned works in the presence

of Byzantine players and using a no-regret analysis. A game theoretic model for

the strategic interaction of legitimate and malicious players was introduced in [17],

where the authors derived a bound on the damage caused by the malicious players.

In [18], partial altruism of some of the users was analyzed and a bound on Price of

Anarchy was obtained as a function of the altruism parameter. In [19], the degree

of cooperation of a user as a vector of values was used to obtain a convex combina-

tion of other user utilities and to model altruistic behavior in the context of network

routing games. The value of unilateral altruism (VoU) was defined to be the ratio of

the equilibrium utility of the altruistic user to the equilibrium utility she would have

received in Nash equilibrium if she was selfish and was calculated for routing games

in [20].

In order to circumvent Price of Anarchy, a pricing scheme for price-taking users

[21–23] and auctions for price anticipating users [24, 25] were developed. In [26],

the effect of spiteful behavior of some of the users was analyzed in the context of

first and second price auctions and the revenues obtained from each were compared.

A Bayesian Nash equilibrium is obtained. A similar analysis was carried out in [27].

In this chapter, we analyze the effect of malicious behavior in the case of Vickrey-

Clarke-Groves (VCG) mechanism for divisible resource allocation in a non-Bayesian

framework. In addition, we define and quantify the Price of Malice of the mecha-

nisms proposed for network resource allocation including VCG.

To counter the adversarial behavior, Micali and Valiant in [28], developed a mod-

ified VCG mechanism, taking into account collusive, irrational, and adversarial user

behavior for combinatorial auctions. In the proposed mechanism, the price charged

to an agent is increased from VCG price by a scaled factor of the maximum social

welfare of other agents. The first price auction was modified to make it incentive

compatible to adversarial behavior and other externality effects in [29]. Following

a similar direction, we modify the pricing in the proportional fair allocation mecha-

nisms to punish the malicious users and incentivize them to adopt a selfish behavior

instead.
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We model the coexistence of selfish and malicious players using a noncooperative

game theoretic formulation and adopt a mechanism design approach [30]. Here, we

assume that malicious users mainly stay within the rules of the system but exhibit

adversarial behavior. We model them by assigning different utility functions than

selfish players, such as own selfish utility minus the sum of utility of other users in

the system or a convex one in contrast to the usually concave utility functions of

selfish users. Thus, we map their destructive behavior such as jamming other play-

ers and launching denial-of-service (DoS) attacks to rational incentives. The model

and the mechanisms are elaborated in Sects. 4.4 and 4.5, respectively.

4.1.3 Privacy in Mobile Commerce

In mobile commerce, a company provides location-based services to a set of mobile

users. The users report to the company their location with a level of granularity to

maintain a degree of anonymity, depending on their perceived risk, and receive in

return monetary benefits or better services from the company. This chapter formu-

lates a quantitative model in which information theoretic metrics such as entropy,

quantify the anonymity level of the users. The individual perceived risks of users and

the benefits they obtain are considered to be linear functions of their chosen location

information granularity. The interactions between the mobile commerce company

and its users are investigated using mechanism design techniques as a privacy game.

The user’s best responses and optimal strategies for the company are derived under

budgetary constraints on incentives, which are provided to users in order to convince

them to share their private information at the desired level of granularity.

We consider a mobile commerce environment in which the users or customers get

benefits from a company (service provider) by disclosing their location with certain

degree of accuracy. At the same time, disclosing their location information brings

users certain risks and compromises their privacy. Therefore, users have a motivation

to maintain anonymity by giving less granular information about their location or no

information at all. In this chapter, we propose a mechanism design [31] approach

in which the company acts as a designer and properly motivates its users through

the benefits in terms of payment [32] provided to them, in order to obtain desired

granularity of location information from all the users. We refer to the mechanisms

in this setting as privacy mechanisms [33].

The benefits offered by the company to the users can be the location-based ser-

vice resources, discount coupons, or monetary awards. It is assumed that the more

accurate the information, the more valuable it is for the company. For example, street-

level information leads to contextual advertisements while city-level granularity is

less valuable. Concurrently, by being less anonymous, the users take a privacy risk.

We take a commodity view of the privacy here, where the users can trade their pri-

vacy to obtain benefits from the company in an individual risk aware way. The model

and the privacy mechanisms are given in Sect. 4.6.
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We propose mechanisms for multi-carrier systems, where the designer without

knowing users’ utility functions achieve different designer objectives through appro-

priate pricing. The pricing mechanisms obtained here can be implemented through

a distributed iterative algorithm rather than existing heuristic suboptimal or central-

ized algorithms. The general model is given next.

4.2 General System Model

Let us consider an uplink multiple access system with spectrum divided into N
orthogonal carriers shared among K users. We assume the base station acts as a

designer  who manages the resource sharing among the users. In this scenario, let

us define a K-player strategic noncooperative game, , where each player i ∈  has

a respective decision variable xi such that

x = [x1,… , xK] ∈  ⊂ ℝK×N
,

where  is the decision space of all users. Let

x−i = [x1,… , xi−1, xi+1,… xK] ∈ −i ⊂ ℝK−1×N
,

be the profile of decision variable of users other than ith player and −i is the respec-

tive decision space. This chapter assumes vector decision variables and a compact

and convex decision space. Due to the inherent coupling between the users, the deci-

sions of users directly affect each other’s performance as well as the aggregate allo-

cation of limited resources.

Each user decides on the power level over the N carriers. Therefore,

xi = [x(1)i ,… , x(N)
i ],

where x(n)i = h(n)i p(n)
i denote the received power level over carrier n as a product of

uplink transmission power p(n)
i and channel loss 0 < h(n)i < 1 of player i. If linear

interference is assumed, then the signal-to-interference ratio (SIR) of the received

signal on channel n is

𝛾

(n)
i =

x(n)i
∑

j≠i x(n)j + 𝜎

, (4.1)

where 𝜎 represents the background noise. Let us denote the interference at receiver

for user i over channel n as I(n)i =
∑

j≠i x(n)j + 𝜎.

The preferences of the users are captured by utility functions and for multi-carrier

wireless systems it is given by
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∑

n
Ui(𝛾

(n)
i (x)) ∶  → ℝ, ∀i ∈ ,

which are usually chosen to be continuous and differentiable for analytical

tractability. We assume that Ui(.) is any concave nondecreasing function.

The designer  devises a pricing mechanism , which can be represented by

the mapping  ∶  → ℝK×N
, implemented by introducing incentives in the form

of prices to the users. The latter can be formulated by adding it as a cost term such

that the player i has the cost function

Ji(x) = ci(x) −
∑

n
Ui(𝛾

(n)
i (x)). (4.2)

The designer imposes prices P(n)
i (x) per unit power over channel n for user i to align

the strategic users with the global objective. The total payment by user i is then∑
n x(n)i Pn

i (x) and the individual cost of users will be

Ji(x) =
∑

n
(x(n)i Pn

i (x) − Ui(𝛾
(n)
i (x))). (4.3)

The user objective is to solve the following individual optimization problem in

the strategic game

min
xi

Ji(x), (4.4)

under the given constraints of the strategic game, and prices imposed by the designer.

We differentiate between two kinds of mechanisms, auctions and pricing, which dif-

fer in the assumption on nature of the users and the interaction rules.

In auction mechanisms, the designer  imposes on a player i ∈  a user-specific

∙ resource allocation rule, Qi(x),
∙ resource pricing, ci(x),

based on their bids x. The price anticipating users decide on their bid, minimizing

their individual cost. In this case, the cost function is

Ji(x) = Pi(x)Qi(x) − Ui(Q(x)).

Similar to player preferences, the designer objective, e.g., maximization of

aggregate user utilities or social welfare, can be formulated using a smooth objective

function V for the designer:

V(x,Ui(𝛾i(x)), ci(x)) ∶  → ℝ,

where ci(x) are user-specific pricing terms and player utilities, respectively. Hence,

the global optimization problem of the designer is simply maxx V(x,Ui(x), ci(x)),
which it solves indirectly by setting prices. In some cases, the objective function V
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characterizes the desirability of an outcome x from the designers perspective. In other

cases when the designer objective is to satisfy certain minimum performance con-

straints such as users achieving certain quality-of-service levels, the objective can

be characterized by a region (a subset of the game domain ). The main problem

the designer has is that he has no information about the utility function of the users

except that it belongs to a class of concave nondecreasing (in this case logarithmic)

functions.

The players share and compete for limited resources in the given environment

under its information and communication constraints. We focus on two basic types of

resource sharing and coupling, which are often encountered in a variety of problems

in networking:

1. Additive resource sharing: the players share a finite resource C such that

K∑

i=1

N∑

n=1
x(n)i = C.

This type of coupling is encountered in bandwidth sharing and rate control in

networks.

2. Interference coupling (linear interference): the resource allocated to player i, 𝛾i,

is inversely proportional to interference generated by others such that

𝛾i(x) =
hixi∑

j≠i hjxj + 𝜎

,

where hi ∀i and 𝜎 denote some system parameters. Interference coupling occurs

in wireless networks where 𝛾 represents signal-to-interference ratio.

The formal definitions of the game theoretical and mechanism design concepts

used in this chapter are given in Appendix.

4.3 Pricing Mechanism for Designer Revenue
Maximization

We consider a multi-carrier system, where the transmit power is allocated across

multiple orthogonal channels as in Orthogonal Frequency Division multiplexing

(OFDM). Each user receives a different price for power consumption over differ-

ent channels and the prices influence the user best responses (IWF solution) [34]. In

this section we extend the results obtained earlier for single carrier system to multiple

carrier systems.

In many practical scenarios the designer will be interested more in maximizing

her revenue than sum of utilities of users. In this section, the global objective of the

designer aims to maximize her total revenue as a monopolistic entity, while trying

to limit the user power levels to Pmax. The total revenue of the designer will be,
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V(x) =
∑

j

∑

n
P(n)

j (x)x(n)j ,

The user best response obtained from first-order derivative is

dUi(𝛾
(n)
i (x))

dx(n)i

− P(n)
i = 0, ∀ i ∈ , n. (4.5)

and
dUi

d𝛾 (n)i

= P(n)
i I(n)i , ∀ i ∈ , n. (4.6)

Also,

dUj

dx(n)i

=
xn

j Pn
j

(
∑

k≠j xn
k + 𝜎)

= 𝛾

n
j Pn

j , ∀ j, i ∈ , n. (4.7)

The designer  solves the constrained optimization problem

max
x

V(x) such that

∑

n

x(n)i

h(n)i

≤ Pmax ∀i, n,

and

∑

j

∑

n

x(n)j

h(n)j

≤ Ptotal.

By substituting Eq. (4.5), we obtain

V(x) =
∑

j

∑

n

dUj

dx(n)j

x(n)j ,

and this objective function is not guaranteed to be convex. To find a local maximum

we form the Lagrange function given by

L = V(x) −
∑

j
𝜇j(

∑

n

x(n)j

h(n)j

− Pmax), (4.8)

+ 𝜌

∑

j

∑

n

x(n)j

h(n)j

− Ptotal, (4.9)

where𝜇i’s and 𝜌 are Lagrange multipliers. The resulting Karush-Kuhn-Tucker (KKT)

conditions for optimality are
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P(n)
i +

∑

j
x(n)j

d2U(n)
j

dx(n)i dx(n)j

− 𝜇i − 𝜌 = 0, ∀ i, n,

𝜇i(
∑

n

x(n)i

h(n)i

− Pmax) = 0, ∀i,

𝜌(
∑

j

∑

n

x(n)j

h(n)j

− Ptotal) = 0.

Let us analyze this problem for the wireless channel, for example,

Ui(x) = 𝛼i
∑

n
log(1 + 𝛾

(n)
i ).

Substituting from Eq. (4.7), the above equation becomes

P(n)
i −

∑

j

x(n)j 𝛼j

(
∑

k x(n)k + 𝜎)2
−

𝜇i

h(n)i

− 𝜌

h(n)i

= 0, ∀i, n.

By aligning the problems we can rewrite it as

P(n)
i −

∑

j

x(n)j P(n)
j

(
∑

k x(n)k + 𝜎)
−

𝜇i

h(n)i

− 𝜌

h(n)i

= 0, ∀i, n. (4.10)

Let us denote F(n)
j =

x(n)j

(
∑

k x(n)k +𝜎)
, and note that F(n)

j = 𝛾

(n)
i

1+𝛾 (n)i
is already available as side

information. Then, the above equation can be again rewritten as

P(n)
i −

∑

j
F(n)

j P(n)
j =

𝜇i

h(n)i

+ 𝜌

h(n)i

, ∀i, n. (4.11)

As in previous cases we obtain a matrix form as

C(n) ⋅ P(n) = D(n) ⋅ K,

where C(n)
and D(n)

are defined accordingly and K = [𝜇1,… , 𝜇N , 𝜌]T .
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4.4 Mechanism Design and Game Model with Malicious
Users

We consider here a mechanism design having heterogeneous users in the induced

game, in which one subset of users has ‘abnormal’ utility function compared to the

class of regular selfish users. The utility function of the class of malicious users

can be very different depending on their nature and goals. The disrupting nature of

malicious users where they want to create loss to other users even at the cost of their

benefit can be captured with a modified utility function. One such modified utility

function can be obtained by a convex combination of user utilities

Um
i = Ui + 𝜃i

∑

j
Uj, (4.12)

where 𝜃i is the parameter between −1 and 1 which captures the range of behavior

of a user. This utility function can be modified by taking the average of the utilities

of all the users in the second term [18]. The table below lists the values of 𝜃 and

corresponding user behavior.

𝜃 Behavior

𝜃 = 0 Selfish

−1 < 𝜃 < 0 Malicious

Let us define the set of selfish users be  ⊂ . Also, the set of malicious users,

i.e., users with 𝜃i ≠ 0, is defined as and = ∖S. The utility function of malicious

users can be modified as

Um
i = Ui + 𝜃i

∑

j∈
Uj, ∀i ∈ . (4.13)

An alternate utility function,

Um
i = (1 − |𝜃i|)Ui + 𝜃i

∑

j≠i
Uj, (4.14)

models the user behavior with a gradual decrease in the self-utility

when |𝜃| increases. In the case of network resource allocation, the malicious users

take disproportionate higher share of resources and thereby reduce the utility of other

users. This model does not capture such a malicious behavior because it will not lead

to a disproportionate higher share of resource to malicious user. This observation is

demonstrated for a specific example later. In the case of network resource allocation,

Eq. (4.14) is not appropriate for modeling malicious behavior and therefore the mali-

cious modeling in Eq. (4.13) is adopted in this chapter. The extreme selfishness or

greedy nature of malicious users can be also captured with a convex utility function.
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In this case they will take the maximum possible share of the resource constrained

above by either physical limits or a level that leads to immediate detection.

In this chapter, for tractability purposes, we model user i’s utility function as log-

arithmic, parameterized by her private value 𝛼i. In this case, the aim of the designer

in the auction setting will be to make the users report their true private value,

i.e., xi = 𝛼i and carry out an efficient allocation based on that. We assume that the

malicious users have information about the utility function of other selfish users but

the regular selfish users do not have the information about the existence of malicious

users and their identities.

4.5 Price of Malice in Mechanisms

In this section, we quantify the robustness of mechanisms described in the above

setting, against malicious players. For this purpose, we first redefine the metric Price

of Malice (PoM(M)) of mechanism M suitable for mechanisms in resource sharing

setting.

Definition 4.1 The metric Price of Malice of a mechanism M is defined as

PoM(M) ∶=
∑

j∈ Uj(Qj(x)) −
∑

j∈ Uj(Q′
j(x))

∑
j∈ Uj(Qj(x))

,

where Q is the allocation at the Nash equilibrium when none of the users are mali-

cious and Q′
is the allocation at the Nash equilibrium in the presence of malicious

users.

Now, we estimate the value of Price of Malice parameter for two networks which

differ in user coupling and resource sharing as described in the previous section.

4.5.1 Price of Malice in VCG Mechanism:

Consider the case where only user k is malicious and reports Um
k to the designer to

reduce the share of resource allocation to the other selfish users. Then, the optimal

allocation becomes

Q∗ = argmax
Q

(Uk(Qk) + (1 + 𝜃k)
∑

j≠k
Um

j (Qj(x))).

Again, in the case of logarithmic user utility functions, we have

Qm∗ = argmax
Q

𝛼k log
(
Qk

)
+ (1 + 𝜃k)

∑

j≠k
𝛼j log

(
Qj(x)

)
.
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The individual user allocations are given in the malicious case as

Qm∗
k =

𝛼kC
𝛼k + (1 + 𝜃k)

∑
j≠k 𝛼j

, (4.15)

Qm∗
j =

𝛼j(1 + 𝜃k)C
𝛼k + (1 + 𝜃k)

∑
j≠k 𝛼j

,∀j ≠ k. (4.16)

We observe that the allocation to malicious user increases and that of other users

reduce when 𝜃k decreases from 0 toward −1 compared to the case where none of the

users are malicious. Therefore, the malicious user is able to destroy the efficiency

property of the VCG mechanism.

Furthermore, in the malicious case when user i is not in the system, we have

Qi
k =

𝛼kC
𝛼k + (1 + 𝜃k)

∑
j≠k,i 𝛼j

, i ≠ k, (4.17)

Qi
j =

𝛼j(1 + 𝜃k)C
𝛼k + (1 + 𝜃k)

∑
j≠k,i 𝛼j

,∀j ≠ k, i, (4.18)

Qk
j =

𝛼jC
∑

m≠k 𝛼m
. (4.19)

In the case where user k is malicious and users have logarithmic utility function,

we could obtain analytical expression for PoM in VCG mechanism which can be

generalized to other cases. PoM(VCG) is derived directly by substituting Eqs. (4.18)

and (4.17) into the Definition 4.1 given above. For the additive resource sharing case,

the Price of Malicious of VCG mechanism PoM(VCG) is

PoM(VCG) =

∑
j≠k 𝛼j log

(
𝛼k + (1 + 𝜃k)

∑
j≠k 𝛼j

(1 + 𝜃k)
∑

m 𝛼m

)

∑
j≠k 𝛼j log

(
𝛼jC

∑
m 𝛼m

) .

For the case where users are symmetric 𝛼i = 𝛼, ∀i, and only one user is malicious

or all the malicious user coordinate to form one entity, this simplifies to

PoM(VCG) =
log

(
N−1+ 1

1+𝜃k

N

)

log
(

C
N

) .
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We could observe that when the maliciousness of users increase, i.e., as

𝜃 decreases from 0 to −1, we can see that the Price of Malice increases. We could

observe that the PoM(VCG) can be bounded for different possible values of 𝜃k and

is unbounded when 𝜃k reaches −1.

4.5.2 Price of Malice in Indirect Auction Mechanisms

Here we present indirect auction mechanisms [31] for two network coupling schemes,

rate control in wired networks and power allocation in interference coupled wireless

networks, and quantify the Price of Malice for both cases. In the indirect mecha-

nisms, instead of reporting their utility function to the designer, the players take a

best response to the actions of other players and to the allocation and pricing rules set

by the designer. Therefore, the allocation and pricing rules are not a function of util-

ity functions unlike direct VCG mechanism, but rather fixed functions of the player

strategies. We consider indirect auction mechanisms with scalar bid here since they

have only one-dimensional communication requirement which is suitable for net-

work resource allocation. The malicious behavior considered in this section is that

the malicious players take maximum possible share of the resources according to

their 𝜃 value. By this way the malicious players aim to disrupt other players by deny-

ing their fair share of resources.

Additive Sharing (Rate Control in Networks)
We consider the rate sharing problem with users having separable utility function of

their allocation and quantify the effect of the adversarial behavior on it. Let users

with utilities Ui(Qi) share a fixed bandwidth C such that
∑N

i=1 Qi(x) ≤ C, where

xi ∈ (0, xmax). The vector x in this case denotes player flow rates and Q the capacity

allocated to them [32, 35]. Consider the utility function given in (4.13) and the cost

of ith user is then given by

Jm
i = ci − Ui − 𝜃i

∑

j∈
Uj,∀i. (4.20)

We consider the efficient proportional allocation auction mechanism Ma intro-

duced in [24] which is an indirect mechanism where the users submit a scalar bid.

The proportional allocation which is defined based on the bid vector of players x is

Qi ∶=
xi∑

j xj + 𝜔

C, (4.21)

where𝜔 can be seen as the reserve bid [36] and it removes the singularity of the func-

tion. For𝜔 = 0, we could see that the resource is completely utilized, i.e.,
∑

i Qi = C.

We next briefly show how the pricing rule/function is designed with the use of a

generator function, as in [24]. Let us define t =
∑

j xj + 𝜔 as a measure of demand

for the resource and which allows us to characterize agent optimal responses with
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respect to a parameter which is identical for all agents at equilibrium. The generator

function g(.) is a function of t to ℝ+
and plays the role of Lagrange multiplier to gen-

erate the optimal pricing function. The total payment of ith user has several choices,

depending on the choice of generator function.

For g(t) = t2,the payment function is derived in [24] as

ci = xi
∑

j≠i
xj + 𝜔, (4.22)

which is convex payment function in xi and is sufficient to guarantee a unique Nash

equilibrium.

Being oblivious to the presence of malicious users, the designer employs the same

allocation rule and payment to ith user as the one obtained above for mechanism

a assuming all the users are just selfish. First, we characterize the modified Nash

equilibrium if some of these users are malicious or altruistic. Let us check for the

special case of logarithmic utilities and the mechanism a.

For the allocation in (4.21) the strategy space constrained by the set 0 ≤ xi ≤

xmax ∀i satisfies the assumption the strategy space  has scalar decision variables,

is compact and convex, and has a nonempty interior. Then by a standard theorem of

game theory (Theorem 4.4, p.176, in [37]), the network game admits a Nash equi-
librium (NE).

For the payment given in (4.22), allocation in (4.21) and logarithmic utility func-

tion, the cost functions are twice continuously differentiable in all its arguments and

strictly convex in xi for 𝜃i < 0. For altruistic case, i.e., 𝜃i > 0, the cost functions are

strictly convex in xi only for

𝜃i ≤ 𝛼i(
1

xmax
+ t

x2max
).

This is obtained by checking for

d2Jm
i

dx2i
≥ 0. We consider in the game only altruistic

users satisfying this condition, in order to obtain an equilibrium. Since the cost func-

tion is twice continuously differentiable in all its arguments and strictly convex in xi

for all the users with −1 < 𝜃i ≤ 𝛼i(
1

xmax
+ t

x2max
), the best response points obtained

from first-order conditions gives a Nash equilibrium.

The best response of user becomes

𝜕Jm
i

𝜕xi
= 0 ⟹ x∗i =

𝛼i

t(1 + 𝜃i)C
,

by using the fact that selfish users will have the Nash equilibrium point x∗i =
𝛼i

tC
,

from the incentive compatibility property of the mechanism a.

The mechanism a defined by (4.21) and (4.22) with users having logarithmic

utilities admits several Nash equilibria and one NE point is given as
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x∗i =
𝛼i

t(1 + 𝜃i)C
, (4.23)

where −1 < 𝜃i ≤ 𝛼i(
1

xmax
+ t

x2max
).

Remark 4.1 In [38], the conditions for existence of a unique NE for an N−person

game are given. In addition to assumption that cost functions are twice continuously

differentiable in all its arguments and strictly convex in xi, the cost functions should

satisfy diagonal strict concavity of the weighted nonnegative sum of the cost func-

tions as given in Theorem 2 of [38]. The cost function does not necessarily satisfy

this condition in our case. Therefore, the NE is not unique.

We can observe that malicious users having −1 < 𝜃 < 0 will have the Nash equi-

librium point as x∗i >

𝛼i

tC
. Therefore, the malicious users bid higher than the selfish

users and obtain a disproportionate higher share of resource.

If we use the modeling in Eq. (4.14), the Nash equilibrium point of the mechanism

a with logarithmic utilities is obtained in similar way as above is

x∗i =
(1 − |𝜃i|)𝛼i

t(1 + 𝜃i)C
. (4.24)

We can observe that for malicious users having −1 < 𝜃 < 0, the NE point is same

as the all-selfish case (x∗i =
𝛼i

tC
), i.e., no malicious effect. But it can be observed

that there is a higher effect of altruistic users on selfish users in the case of (4.24)

compared to (4.23). For example, with 𝜃 = 1, NE point of altruistic user is x∗i =
𝛼i

2tC
according to (4.23) but x∗i = 0 according to (4.24), i.e., the altruistic user leaves the

entire resource for the selfish users’ usage. Therefore, modeling in Eq. (4.14) is useful

to capture extreme altruistic behavior.

The allocation for the regular selfish users, i.e., users with 𝜃i = 0 in the presence

of malicious users, can be written as

Q′
i =

𝛼i

tC
C

∑
j∈

𝛼j

tC
+
∑

k∈
𝛼k

t(1 + 𝜃k)C
+ 𝜔

. (4.25)
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Let

ri =
Qi

Q′
i
=

∑
j∈ 𝛼j +

∑
k∈

𝛼k

(1 + 𝜃k)
+ 𝜔

∑
j 𝛼j + 𝜔

, (4.26)

be the ratio of allocation of selfish users before and after the presence of malicious

users. Now we obtain the value of PoM of the mechanism a at the NE point given

above in Eq. (4.23). For the additive resource sharing case, the Price of Malicious

PoM(a) is

PoM(a) =
∑

j∈ 𝛼j log(rj)
∑

j∈ 𝛼j log
(

𝛼jC
∑

i 𝛼i+𝜔

) .

For the case where users are symmetric 𝛼i = 𝛼, ∀i and only one user is malicious or

all the malicious user coordinate to form one entity, this simplifies to

PoM(a) =
log

(
𝛼(N−1+ 1

1+𝜃k
)+𝜔

N𝛼+𝜔

)

log
(

𝛼C
N𝛼+𝜔

) .

Remark 4.2 We could see that PoM(a) is equal to PoM(VCG) when 𝜔 = 0 for the

special case of the utility function considered. It is because the proportional allo-

cation coincides with the VCG allocation for this case. But we get very different

PoM(a) and PoM(VCG) in the case of the other utility functions, for example

Ui(Qi) = 𝛼i log(1 + Qi).

Interference Coupled Systems (CDMA Power Control)

Consider an auction mechanism in the context of a wireless network and uplink

power control setting [36, 39] where due to the interference coupling the resource

sharing is inherently competitive. Let the user utilities be defined as

Ui(x) = 𝛼i log 𝛾i(Q(x)) and the individual power levels, Q, satisfy
∑N

i=1 Qi ≤ C, where

the signal-to-interference ratio (SINR) received by the base station is

𝛾i =
Qi(x)∑

j≠i Qj(x) + 𝜎

,

and xi ∈ (0, xmax).
An auction-based mechanism, b, can be defined based on the bid of player i,

with the resource allocation rule

Qi ∶=
xi∑
j xj

C, (4.27)
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which is proportional allocation as first analyzed in [24]. We can see that using this

proportional allocation, full utilization of resource is attained, i.e.,
∑

i Qi = C. Now

we decouple the user utilities by rewriting 𝛾i as

𝛾i(Qi) =
Qi(x)

C − Qi(x) + 𝜎

, (4.28)

using the full utilization property. For the allocation given in (4.27), the SINR is

𝛾i(x) =
xi∑

j xj(C + 𝜎) − xi
. (4.29)

Then, we obtain PoM(Mb) as [30]

PoM(Mb) =

∑
j∈ 𝛼j log(

𝛾j

𝛾

′
j
)

∑
j∈ 𝛼j log(

𝛼jC
∑

k 𝛼k(C+𝜎)−𝛼j
)
.

In the symmetric case and only one user is malicious, the PoM becomes

PoM(Mb) =
log(

(N−1+ 𝛼

𝛼+𝜃k
)(C+𝜎)−1)

N(C+𝜎)−1
)

log( C
N(C+𝜎)−1

)
.

A similar behavior of PoM(Mb) as in the case of additive sharing can be observed

for different values of 𝜃. The variation of PoM(Mb) for different values of 𝜃 is given

in the simulation section for a specific set of parameters.

4.5.3 Price of Malice in Pricing Mechanisms

A counterpart of the Price of Malice metric in Definition 4.1 for pricing mecha-

nisms [21], which differ from auctions by their lack of an explicit resource allocation

scheme, can be obtained by replacing Q(x) and Q′(x) with the action vector without

malicious users x and with malicious users x′, respectively.

In the case of additive resource sharing, the users with utilities Ui(xi) = 𝛼i log xi
share the fixed resource

∑N
i=1 xi = C, and xi ∈ (0, xmax). Consider an efficient mech-

anism Mc, which can be implemented in an iterative way. The efficient allocation is

xi =
𝛼i

𝜆

,
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where 𝜆 is the Lagrange multiplier. In the case of all- selfish users 𝜆 =
∑

i 𝛼i∕C and

it will be set as price to the users.

Let each malicious user takes a share xm which can be xmax, the maximum share

they can use without detection, according to their utility function, in order to dis-

rupt others. Let 𝜆
′

be the Lagrange multiplier in this case which will be a different

point rather than 𝜆 =
∑

i 𝛼i∕C. The remaining resource (C −
∑


xm) will be shared

among good users, under the efficient mechanism Mc. In the additive sharing case

PoM(Mc) is

PoM(Mc) =

∑
j∈ 𝛼j log(

C𝜆

′
∑

i 𝛼i
)

∑
j∈ 𝛼j log(

𝛼jC
∑

i 𝛼i
)
.

For symmetric case, where 𝛼i = 𝛼 ∀i, it becomes

PoM(Mc) =
log(C𝜆

′

N𝛼

)

log(C
N
)
.

The counterpart of auction in the interference coupled case for pricing can be

obtained in a similar way and the mechanism.

4.5.4 Differentiated Pricing

We propose a softer response scheme than blocking toward malicious users after

explicit detection based on any well-known (threshold) detection scheme. There are

numerous methods of detection already available as given in PART IV of [40]. The

response mechanism is implemented by the designer by deploying a differentiated

pricing. A necessary assumption we make in this subsection is that malicious users

stay within the system and do not have any means to evade the pricing mechanisms

imposed by the designer. This assumption is relaxed in the next subsection.

Auctions for Additive Sharing

We consider the network mechanism a proposed for network rate sharing above

and modify it with a new payment function. We propose now a differentiated pay-

ment function to counter the malicious behavior of users and propose a new mech-

anism using this payment function. We first assume here that the designer knows

the value of 𝜃 of malicious user. In practical problems, this is not realistic and the

designer needs to make the decision on payment function entirely based on user

bids. Therefore, we assume that after detecting the malicious user using a threshold

detection scheme based on the bids, the designer punishes the malicious users with a

price function assuming 𝜃 = −1, i.e., extreme maliciousness. Alternatively, one can

couple this parameter with the confidence of the detection scheme used, i.e., low 𝜃

values for high probability of malicious behavior and vice versa. We propose mech-
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anism m in the following proposition which is efficient in the presence of mali-

cious users, i.e., PoM(m) = 1. The cost function of users from Eq. (4.20) for the

proportional allocation given in (4.21) with 𝜔 = 0 and logarithmic utility function is

Jm
i = ci − 𝛼i log

(
xi∑
k xk

)
− 𝜃i

∑

j≠i
𝛼j log

( xj
∑

k xk

)
,∀i. (4.30)

The first derivative of the cost in terms of the signal or bid to be sent, to calculate

the best response of the ith, user gives

𝜕Ui(Qi)
𝜕Qi

=
(
∑

k xk)2∑
j≠i xj

(
𝜕ci

𝜕xi
+ 𝜃i

∑

j≠i

𝛼j

xj
∑

k xk

)

.

Let us denote t =
∑

j xj, then xi =
tQi

C
and

∑

j≠i
xj = t − xi = t

(
1 −

Qi

C

)
.

Doing the substitutions,

𝜕Ui(Qi)
𝜕Qi

= t

1 −
Qi

C

(
𝜕ci(Qi, t)

𝜕xi
+ 𝜃i

∑

j≠i

1
t

)

,

∶= f (Qi, t). (4.31)

The designer should solve the constrained optimization problem

max
Q

V(Q) ⇔ max
Q

∑

i
Ui(Qi) such that

∑

i
Qi = C, (4.32)

in order to find a globally optimal allocation Q that satisfies this efficiency criterion.

The associated Lagrangian function is then

L(Q) =
∑

i
Ui(Qi) + 𝜆

(

C −
∑

i
Qi

)

,

where 𝜆 > 0 is a scalar Lagrange multiplier. Under the convexity assumptions made,

this leads to
𝜕L
𝜕Qi

⇒ U′
i (Qi) = 𝜆, ∀i ∈ , (4.33)

and the efficiency constraint
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𝜕L
𝜕𝜆

⇒
∑

i
Qi = C (4.34)

and Qi = 0 for users with U′
i (Qi) < 𝜆.

When we compare (4.31) and (4.33), we can see that f (Qi, t) is equal to the

Lagrange multiplier 𝜆. Since f (Qi, t) is a function of Qi, there will be unequal mar-

ginal valuations at equilibrium. For efficient allocation we need to obtain a price

function which will induce a f (Qi, t) which will give identical marginal valuations at

equilibrium [24]. For this we make f (Qi, t) independent of Qi and derive the corre-

sponding price function. Let f (Qi, t) = g(t) where g(t) is the generator function and

by integrating over xi, we obtain

ci(x) =
∫

xi

0

g(s +
∑

j≠i xj)
(s +

∑
j≠i xj)2

ds
∑

j≠i
xj

− 𝜃i
∫

xi

0

ds
s +

∑
k≠j xk

∑

j≠i

𝛼j

xj
. (4.35)

For g(t) = t2, we obtain

ci(x) = xi
∑

j≠i
xj − 𝜃i log

(

1 +
xi∑
j≠i xj

)
∑

j≠i

𝛼j

xj
. (4.36)

Let us assume that the users except ith user are merely selfish due to the pay-

ment function of the mechanism they report xi =
𝛼i

tC
. Then, we obtain (4.37) as the

payment function which corresponds to the efficient allocation. If the malicious user

takes best response using the payment (4.37) in (4.20), the best response is obtained

as xi =
𝛼i

tC
. The mechanism m defined by the allocation in (4.21) with 𝜔 = 0 and

the payment

ci(x) = xi
∑

j≠i
xj − 𝜃i(N − 1)tC log

(

1 +
xi∑
j≠i xj

)

, (4.37)

is efficient in the presence of malicious users and makes the malicious user take

the strategy x∗i =
𝛼i

tC
for network rate sharing with users having logarithmic utility

functions.

Remark 4.3 If the designer punishes the users who are detected as malicious with

a payment in which 𝜃i = −1, without knowing the exact 𝜃 value in a more realistic

situation, the pricing function becomes

ci(x) = xi
∑

j≠i
xj + log

(

1 +
xi∑
j≠i xj

)

(N − 1). (4.38)
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For this cost function to be convex, in order to take the best response, from the

second-order conditions we get

N ≤

∑
j≠i 𝛼j

C2 + 1.

Note that in this differentiated pricing scheme, the malicious users who will try

to bid something higher than its private value will have to pay an additional amount

proportional to their bid as in (4.38). Even if the cost function is not convex, it does

not affect the equilibrium; since anticipating the additional payment, the malicious

user will bid taking the best response according to the cost with payment given by

Eq. (4.22) which is convex.

Such a differentiated pricing scheme is widely used today in various settings, such

as network access. For example, if some users of an Internet service provider (ISP)

are creating burden to the network using much higher amount of resources above

a pre-determined cap, they are priced differentially higher compared to other users.

This reality is captured in our model since the higher usage above a threshold is

punished even if it is not coming from the disproportionate use due to malicious

nature.

In a similar way, a differentiated pricing mechanism can be also derived for inter-

ference coupled CDMA systems.

4.6 Privacy Mechanism Model

Consider a mobile network composed of a set of mobile users with cardinality N.

Around user i at any time t, let a group of ni(t)mobile users,, are in close proximity

in an area. The service provider gives location-based applications to the mobile users.

Therefore, it asks for the location information from the mobiles.

We use an information theoretic approach to quantify the anonymity level of the

individual mobile users while giving the location information. The uncertainty of

service provider about the location information of user i is defined using the entropy

term

Ai =
ni(t)∑

i=1
pi log2

1
pi
.

where probability pi corresponds to the probability that a user is in a location. The

parameter Ai concurrently quantifies the anonymity level of a users i. We can see that

pi =
1

log2 ni(t)
. Then Ai simply boils down to

Ai = log2 ni(t).
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Table 4.1 Values of ni(t), N
and g

ni(t) N g
101 103 2

3

103 106 1
2

106 109 1
3

We next define a metric called granularity of location information, gi, for the ith user

as

gi = 1 −
Ai

log2 N
.

The value of gi is between zero and one for each user. The anonymity level

obtained by user i by reporting with a granularity level gi is

Ai = (1 − gi) log2 N.

Here, gi = 0 means the user i keeps its location completely private and gi = 1 means

the user gives exact location to the mobile company. We can see that the more the

value of g, the less anonymous are the users. With a given value of gi the users

specify the size of the crowd it belongs to, i.e., ni(t). Table 4.1 gives values of g for

different combinations of ni(t) and N. We can see that as the size of the population

N increases the more anonymous become the users.

The users decide on the value of g which they report to the company. In the sce-

nario considered in this model, the users have a continuous decision space resulting

from a risk-benefit trade-off optimization, i.e., the allowed decisions are not just full

or null information. This allows the designer to provide benefit based on the level of

information given by the users.

There is a cost of perceived risk ci associated with the user’s privacy when they

give location information, which linearly increases with the granularity of informa-

tion, i.e.,

ci = rigi,

where ri is the risk factor. The risk factor may result from disclosing your daily

routine or behavior to unknown parties. For example, the users may not like others

to know when they are in their office or home or they may simply care about their

privacy on principle. The users estimate or learn about their risk level from past

experiences or from reliable sources or by exchanging information with users like

how much level of g with which they report to the designer.

While gaining on location privacy, each user loses on the benefits of location-

based applications/services due to the anonymity. For example, while depending on

whether users are in office, home, or a particular street or city, they might be tar-

geted with different kinds of offers and services. When they give wrong information

they are given wrong services and offers. The total benefit obtained by user i can be

quantified as
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si = bi(g) log(1 + gi),

where bi(g) ∈ R+
is the benefit or subsidy factor provided by the company. Note

that the benefit factor bi provided for user i is designed based on the granularity

level chosen by all the users. In other words, the company provides benefits based

on the total available information in the actual “information market.” We model that

the total benefit increases logarithmically with the granularity level, since for low

granularity level marginal increase in the value of location information is higher.

The logarithmic assumption in this chapter can be generalized to any nondecreasing,

concave function.

We now summarize the definitions of some of the terms discussed so far.

1. (Location) Privacy: (Location) privacy of an individual user refers to how she

discloses and controls the dissemination of her personal (location) data.

2. Anonymity (location): Anonymity of a user i, Ai, is the uncertainty of the service

provider about the users location.

Ai =
ni(t)∑

i=1
pi log2

1
pi
.

3. Granularity of Information: Granularity of information is the level of granu-

larity with which a user i reports its location.

gi = 1 −
Ai

log2 N
.

4. Perceived risk (cost): It is the total cost perceived by user i as a result of reporting

her location with a certain level of granularity of information, which is modeled

as linear in gi,

ci = rigi.

5. Benefit: The total subsidy or reward user i obtains from the mobile commerce

company by disclosing her location with a certain level of granularity of infor-

mation,

si = bi(g) log(1 + gi).

In a mechanism design setting, there is a designer  at the center who influences

N players participating in a strategic (noncooperative) game. Let us define the

interaction of the users in the close proximity in the above setting as an N-player

strategic game, , where each player i ∈  has a respective decision variable gi
such that

g = [g1,… , gN] ∈  ⊂ ℝN
,

where  is the decision space of all players. The cost of each mobile user i will be

the risk it perceives minus the benefits it obtains from the company, i.e.,
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Ji(g) = rigi − bi log(1 + gi) ∀i.

Each mobile user then solves her own optimization problem

min
gi

Ji(g). (4.39)

Note that from the user perspective the benefit bi is a constant designed by the

company, since each user has an information constraint to know the granularity level

of other users and calculate its benefit. The users just take best response given the

benefit provided by the company. The NE is a widely accepted and useful solution

concept in strategic games, where no player has an incentive to deviate from it while

others play according to their NE strategies. The NE is at the same time the intersec-

tion point of players’ best responses obtained by solving user problems individually.

The company acts here as the mechanism designer and has the goal of obtaining

a desired level of location information granularity from the users. In this work, the

designer has an unconventional objective compared to other works in mechanism

design where the designer usually looks for social welfare or designer revenue max-

imization. The designer or company here wants to improve the precision of location

information from each user, which is captured by a designer objective function that

takes granularity of information of all the users as its argument. The designer objec-

tive we consider here is

max
b

V = max
b

N∑

i=1
wi log(1 + gi(bi)), (4.40)

subject to a budget or resource constraint

N∑

i=1
bi ≤ B,

where wi is the weight given to individual users as desired by the designer and B is

the total budget. The weights depend on how much the company values the location

information from different types of users.

It is important to note here that the designer (the mobile commerce company) tries

to achieves its objective indirectly by providing benefits to users b as it naturally does

not have control on their behavior, i.e., g. Essentially, the company tries to move the

NE point vector of g of the resulting game to a desirable point using the benefits

provided to the users.
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4.6.1 Privacy Mechanism

In a privacy mechanism, each user decides on the location privacy level to be

reported, i.e., gi, depending on its risk-level perception as a best response to the ben-

efit set by the company by minimizing individual cost. The underlying game may

converge to a Nash equilibrium, which may not be desirable to the service provider

because the required level of location information is not obtained. Therefore, the

designer employs a pricing or subsidy mechanism to motivate the users by properly

selecting the benefits delivered to each user by solving a global objective. We obtain

the optimum benefit for each user by aligning user problems and designer problem

as

b∗i =
wi

𝜈
∗ + 𝜆

∗
i − 𝜇

∗
i
, ∀i ∈ , (4.41)

where 𝜈
∗
, 𝜆

∗
i , 𝜇

∗
i are Lagrange multipliers. Then, the optimal granularity level of each

user will be

gi =
⎧
⎪
⎨
⎪
⎩

0, if bi ≤ riwi

(𝜈∗ + 𝜆

∗
i − 𝜇

∗
i )ri

− 1, if ri ≤ bi ≤ 2ri

1, if bi ≥ 2ri.

The designer can obtain desired granularity of information from each user by

properly selecting the functions in the global objective and the weights in the func-

tion. Note that to formulate the objective and for imposing the constraints on the

global problem, the designer needs to know the user r’s. This she can obtain using a

learning method which will be considered next.

4.7 Discussion and Open Problems

In this chapter, solutions for network control problems with strategic users are

obtained using a mechanism design approach. First, an uplink power control game

of multi-carrier wireless systems with strategic users is analyzed. The users have

scalar-parameterized logarithmic utility functions that are unknown to the designer

(base station). Distributed and iterative pricing mechanisms for uplink power and

spectrum allocation are proposed for revenue maximization of the designer.

Next, we have studied adversarial behavior in network resource allocation schemes

including pricing and auctions by adopting a mechanism design approach. We have

considered two types of coupling of resource sharing, additive sharing, and interfer-

ence coupling. We have analyzed the robustness of the existing network mechanisms

to adversarial behavior using a quantitative metric Price of Malice. Next, we have

presented one method to counter such adversarial behavior which is a differentiated

pricing to punish the aggressive user.
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Finally, the interaction of a mobile commerce company with its users who obtain

location-based services is a strategic game. A privacy mechanism is designed where

the company motivates users to report their location information at a granularity

level desired by the company. In return, the benefits obtained by a user depend on

the weight the designer gives for her in the global objective. The users report their

location with nonzero granularity of information when the subsidy by the company

exceeds their perceived risk factor. As expected, the granularity of location informa-

tion selected by the users decreases with the risk factor.

Future research directions include obtaining bounds on the parameters dealt in

this paper and detailed study of collusion by malicious users. Another direction is

to study Bayesian mechanisms in this context. It is also an interesting direction to

analyze the effect of altruism or partial altruism of some of the users in this context,

as in the work [18].

Appendix

Definitions:

The properties of mechanisms considered in this chapter can be formally defined as

follows.

Definition 4.2 Efficiency: Efficient mechanisms maximize designer objective, i.e.,

they solve the problem maxx V(x,Ui(x), ci(x)).

Definition 4.3 Nash Equilibrium: The strategy profile x∗ = [x∗1,… , x∗N] is in Nash

Equilibrium if the cost of each player is minimized at the equilibrium given the best

strategies of other players.

Ji(x∗i , x
∗
−i) ≤ Ji(xi, x∗−i),∀i ∈ , xi ∈ i.

Definition 4.4 Strategy proofness or Incentive Compatibility: If the players do not

gain anything by reporting a value other than their true value, i.e.,

Ji(xi, x−i) ≤ ̃Ji(x̃i, x−i),∀i ∈ , x̃i ∈ i, x−i ∈ −i,

where x is the original value vector, and x̃i is the “misrepresented” value or action,

then the mechanism is strategy proof.
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Chapter 5
Building Smart Grid: Optimal Coordination
of Consumption with Decentralized Energy
Generation and Storage

Araz Ashouri, Sebastian Gaulocher and Petr Korba

Abstract This work describes an implementation of an office and/or personal smart

grid for environmentally friendly buildings. These can be equipped with a local

energy source (e.g., photovoltaic panels or combined heat-power units), energy stor-

age devices (batteries, electric hot water boilers, heating, and ventilation systems

including air conditioning), a building energy management system with sensors

(e.g., providing the room temperatures), and household appliances acting as actu-

ators (in general, split into groups of schedulable and non-schedulable ones). The

idea behind this work has been to develop an automatic control system which would

optimally decide for the end customer when to buy, sell, or store electric energy with

the objective to minimize his total costs. At the same time, it fulfills all constraints

in terms of the limits on power allowed to be taken from the grid. For the user,

besides the optimal scheduling of household appliances and selling energy to the

grid whenever it becomes profitable, the developed prototype gives also the oppor-

tunity to monitor the local generation, storage, and consumption in real time. On the

other side, the electric utility can produce a real-time pricing signal which reflects

daily peaks in consumption. Making such a price signal available for this building

energy management system will lead to a decrease of power consumption from the

grid. In this project, a model predictive control approach to the energy optimization

problem in a building has been proposed. Different scenarios have been run and the

results are discussed here.
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5.1 Abbreviations

The following abbreviations are used in the text:

BEMS Building Energy Management System

CHF Swiss Francs

CHP Combined Heat and Power

DG Distributed Generation

MILP Mixed-Integer Linear Programming

MLD Mixed-Logical Dynamical

MPC Model Predictive Control

NMPC Nonlinear MPC

RTP Real-Time Pricing

5.2 Introduction

Regulated electric systems were built and operated around the philosophy “supply

follows demand” where the customer—who is in fact only a passive consumer—

has the right to demand any amount of energy and pays a (often very infrequently

updated, e.g., 1–2 times per year) constant, pre-specified price per consumed unit of

energy [kWh]. This approach may be criticized for many reasons such as follows:

(technical reasons) (1) Need for fast load tracking and large spinning reserves leads

to inefficient use of fuel or (2) large ratio between peak and average load implies

extra system capacity required for peak demands. There are also other (economical
reasons) such as (3) fixed nature of prices is not supporting any forms of energy

conservation or load leveling/peak shaving or (4) isolation of customers from the

problems of the supply system and utilities from the effects of competition.

5.2.1 Smart Grid Philosophy

All energy costs have risen in the past and they are expected to continue to rise, and

the markets for electric systems have been deregulated. With upgrades and improve-

ments of information and communication technologies applied in electric power

systems resulting in so-called smart grids, one can expect that demand-sensitive

pricing of electricity will soon become a standard pricing mechanism. It is well

known from other industries/services (like airlines, cinemas, car rentals, etc.) that

demand-sensitive pricing is a proved way for the philosophy “demand follows sup-

ply” [1]. The following can then be expected with regard to the existing power sys-

tem infrastructure: (1) It will be used more efficiently, in general and (2) large capital

costs to meet short peak demands will be reduced.
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What is meant here is that power utilities have to invest a lot into new genera-

tion, transmission, and distribution of electricity to meet all requirements only for

the short periods of peaks of the electricity demand, whereas the idea of smart grids

is to go the way of pushing stronger emphasis on energy efficiency and using demand

response to reduce and to “flatten” the peaks in electricity consumption. In general,

this consumption has predictable, cyclical patterns, with profiles and trends observ-

able in periods of days, weeks, and years. With no feedback (or incentives like real-

time pricing, fees for exceeding limits of power consumption, etc.) from the electric

grid, utilities, or politics, there can hardly be expected any changes in these pat-

terns. However, all consumers of electricity have certain degree of flexibility in the

timing of their electricity usage. With a flat rate, there is no incentive to motivate

any changes in the behavior of electricity consumption. With the new smart grid

infrastructure enabling two-way communication, reading meters in short intervals,

etc., utilities will soon have the means to enforce changes in the consumption pat-

terns, for example, using the real-time price (RTP) which can vary from simple 2 or

4 tariffs to a real function of time reflecting the actual conditions on the electric grid

as it is already happening on the high voltage level today. The time-varying electric-

ity price can be seen as a good monetary incentive for all customers to revise their

behavior with regard to their consumption of electricity.

The objective of introducing RTP for the utilities is to manage better the peak

demand through expected load leveling and achieving a flatter demand curve this

way. Using the proposed approach, RTP can also be combined with maximal power

consumption limits: This Pmax value characterizing the maximal power in-feed from

the grid can be a given constraint subject to which the proposed optimization is peri-

odically carried out so that this value is not exceeded at any time. As a result of

shaving the demand peaks, the existing portfolio of generation sources and trans-

mission &distribution systems could meet the expected demand growth for much

more years resulting then in a delay of required additional costs for building new

generation, transmission, and distribution.

Yet, another point of view on the same problem is the integration of distributed

generation: The electric power from intermittent and weather-dependent sources

(non-dispatchable energy) such as wind turbines, photovoltaic panels, etc. cannot

be neglected in future anymore when the installed capacity increases above a cer-

tain level. The time-varying nature of these energy sources requires their balancing

by fast dispatchable generation (such as gas turbine plants) which are expensive,

not ecological, and additionally operated inefficiently (they are also optimized for

a constant output). The alternative would be again RTP providing the incentive for

consumers to modify their electricity demand pattern so that the variability of these

non-dispatchable sources is (at least partially) balanced by price variations. The idea

behind is that balancing this variability locally would lead to smoother, flatter profile

of the overall electricity demand.
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5.2.2 Building Energy Management Systems in Smart Grids

Practical feasibility of a smart grid approach as discussed above will depend mainly

on the consumers who have to be able to respond to the real-time conditions in

the electric power system—without substantial losses of comfort in the preferred

lifestyle. Having distributed generation (DG) units, storage, and controllable appli-

ances in the own household, the average consumer will have a wide range of options

related to the optimal management such as to decide when to use, store, or sell

electricity in response to current and forecasted grid and ambient conditions. This

can only be done using a building energy management system (BEMS) that will

efficiently (and optimally subject to given constraints) replace the consumers’ own

decision making process and operate automatically in the background. Consider-

ing the same problem from the electric grid point of view, the balancing problem

between demand and supply over time, it is questionable whether RTP can become

the only successful solution to this concept. Assuming a large number of the consid-

ered BEMS have been installed, there is a danger that too many automated responses

to a varying price signal carried out at the same time may lead to instability of the

entire electric grid or to certain oscillations. Therefore, the considered BEMS will

probably need to respond also to utility (demand response) signals within a prede-

fined agreement framework between the utility and the customers. Examples of such

an agreement could include incentives like further compensations of the customers

for their willingness to shed a certain amount of their actual load (disconnect some

running appliances) in order to prevent the demand level to exceed the actually avail-

able supply; for example, during periods with lack of sun for photovoltaic panels, and

vice versa, the BEMS should also be able to coordinate an increase of demand (e.g.,

early charging of hot water boilers or electric cars) during periods with unexpected

increase of wind or sun radiation. For these purposes, the possibility to store the gen-

erated electricity in local storages such as stationary batteries or connected plug-in

vehicles would be the best solution to maintain a reliably working electric grid and

still to make an efficient usage of the generated electric power and simplify the grid

management.

The basic idea goes back to [2]. As a consumer, one can think of four different

approaches how to handle the discussed problem [3]:

(1) do nothing (makes only a sense if the electricity price never varies with time),

(2) use a timer (possible only if there are not too many different price tariffs and if

the switching happens during a priori known time),

(3) rule-based system, or

(4) optimization-based approach such as model-based predictive control developed

and discussed in this work.

This paper is organized as follows: Sect. 5.1 has given a generic introduction to the

problems being solved here. Section 5.2 describes the methodology for the mathe-

matical modeling and predictive control employed in this work. The developed mod-

els for optimization and the controller are discussed in more detail in Sect. 5.3. Some

obtained results are shown in Sect. 5.4. Section 5.5 concludes this work.
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5.3 Methodology

In this section, the methodology underlying the presented BEMS will be presented.

In a first step, the framework used for modeling the physical components of a BEMS

will be described. Afterward, it will be shown how the task of automatically making

optimal decisions can be formulated as a mathematical optimization problem, more

specifically model predictive control.

5.3.1 Modeling Framework and Paradigms

The future behavior of a dynamical system can only be predicted based on a reli-

able dynamic model of the relevant aspects of the system. The approach used here

relies on the mixed-logical dynamical (MLD) framework which has the advantage

of incorporating both real and Boolean variables as well as constraints. Furthermore,

MLD systems offer great flexibility (e.g., piecewise linear dynamics) compared to

traditional approaches (e.g., state-space systems). The definition of an MLD reads

as follows:

x(t + 1) = Atx(t) + B1u(t) + B2𝛿(t) + B3z(t) + B5,

y(t) = Ctx(t) + D1u(t) + D2𝛿(t) + D3z(t) + D5,

E2𝛿(t) + E3z(t) ≤ E1u(t) + E4x(t) + E5 .

(5.1)

where x(t + 1), u(t), and y(t) are the real state, input, and output variables at time

step t, respectively. MLD systems are formulated in discrete time. Therefore, t has to

be considered a time index rather than absolute time, and the time steps t and t + 1
are separated by the sampling interval 𝛥t. 𝛿(t) and z(t) are boolean and real auxiliary

variables, respectively. Equation set (5.1) is an extended version of the MLD for-

mulation described in [4]. It is worthwhile to note that an equality constraint can be

implemented using two inequality constraints of opposite signs, or also by extend-

ing the above-mentioned framework. The discrete-time state-space representation is

contained in the MLD framework as a special case. MLDs can be defined using the

hybrid system description language (HYSDEL, see [5] for more details), which sig-

nificantly simplifies the modeling process. The two following modeling paradigms

have been paramount to formulating the model of a BEMS:

5.3.1.1 Modularity

The first paradigm is modularity. This means that, in order to provide the maximum

ability to examine different possible scenarios for the BEMS, component-based mod-

eling is utilized instead of resorting to a monolithic model. This approach enables

the user to include and exclude any component or service of the building at any time

with little effort. Furthermore, the complexity of the individual building blocks can
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be hidden from the end user, and only the high-level structure of the system is of

concern and can be understood easily. The assembly of the overall model from basic

MLD modules can be achieved using the constraints, cf. [6]. The resulting model

again has the form of an MLD.

5.3.1.2 First principles

The second paradigm is to resort to first-principles models, which is a natural choice

for the physical components of a BEMS. First principles stands for making use of

basic physical principles in order to formulate the system equations. For instance,

the energy conservation principle states that the time derivative of the temperature

in a room is proportional to the heat balance of this room, i.e., the difference between

heat supply (e.g., heating) and heat removal (e.g., air conditioning or loss through

walls and windows). Once the physical principles have been identified, the process

of casting this statement into equations is straightforward. An alternative approach

that has not been considered because it would require experimental data is the use

of empirical models, e.g., black-box models.

5.3.2 Model Predictive Control

The core of the presented solution is model predictive control (MPC), a multivariable

control technique whose fundamental principle is to predict the process behavior

during a finite horizon in the future using a dynamic model [4, 7, 8].

Traditionally, MPC was used in the process industries [9], but rarely in power

systems. However, its ability to cope with constraints and to accommodate schedul-

ing problems—in particular in combination with the MLD modeling framework—

comes in handy for energy management applications [10, 11]. Figure 5.1 shows a

graphical representation of the concept underlying MPC.

Using a prediction (dashed blue line with circles) of the system states and outputs,

a sequence of future control moves (solid red line) is computed which complies with

specified constraints and optimizes an objective function that may express goals such

as reaching and maintaining a desired set-point. The optimal sequence is the solution

of an optimization problem, but only its first control move is carried out afterward

(gray circle at time t). Repeating this procedure at each sampling time yields closed-

loop control. One possible mathematical formulation of the optimization problem at

time t reads as follows:

Here, ycost(𝜏) is the vector of cost outputs which can be freely defined as long

as they can be cast into the MLD framework. For instance, a frequently chosen

formulation for a cost output is the difference between a variable and a (possibly

time-varying) reference trajectory for this variable. In general, only a subset of the

variables defined in the system will appear in the above-mentioned cost function,

namely those variables that are in some way related to the optimization objective.
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Fig. 5.1 Principle of model

predictive control illustrated

using two subsequent points

in time t (top) and t + 1
(bottom)

‖.‖1 is the 1-norm of a vector. An alternative formulation that has not been pur-

sued here is to use the two-norm ‖.‖2 for the cost function. The optimization step in

MPC thus consists of minimizing a specific cost function translating the objectives

to achieve. There exist various methods to formulate MPC problems, e.g., linear and

nonlinear MPC (NMPC, see e.g., [12]). If—as above—an MLD model is used in

combination with a linear cost function and linear constraints, a mixed-integer lin-

ear programming (MILP) problem is the outcome.

min
{u(t),…,u(t+T−1)}

J (5.2)

where

J =
t+T−1∑

𝜏=t
‖ycost(𝜏)‖1

subject to

E2𝛿(𝜏) + E3z(𝜏) ≤ E1u(𝜏) + E4x(𝜏) + E5 (5.3)

x(𝜏 + 1) = Ax(𝜏) + B1u(𝜏) + B2𝛿(𝜏)
+B3z(𝜏) + B5

y(𝜏) = Cx(𝜏) + D1u(𝜏) + D2𝛿(𝜏)
+D3z(𝜏) + D5

ycost(𝜏) = Ccostx(𝜏) + Dcost,1u(𝜏) + Dcost,2𝛿(𝜏)
+Dcost,3z(𝜏) + Dcost,5

∀𝜏 = t,… , t + T − 1
x(t) = xinitial .
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In order to determine the optimal sequence of inputs {u∗(t),… , u∗(t + T − 1)},

the MILP described in (5.2) subject to constraints in (5.3) must be solved (as

described in [4]). Ideally, the optimization horizon T is long enough in order to

roughly cover the longest time constant of the system to be controlled. Furthermore,

care must be taken to obtain a model of sufficiently low complexity such as to allow

enough time in order to perform the computations for solving the optimization prob-

lem. The knowledge of the current state vector xinitial is of great importance. In this

contribution, it will be assumed that all states can be measured directly. In case, how-

ever, this is not possible for all states, state estimation techniques such as the Kalman

filter or moving horizon estimation cf. [13] can be employed. The three main ingre-

dients for model predictive control are thus a dynamic model, the combination of

objective function and constraints, and the knowledge of the current dynamic state

of the process.

5.4 Modeling

A list of components which have been modeled is provided in Table 5.1. A con-

trollable load means a consumer device that its action is uncritical and could be

interrupted by the controller. As an example, the heating system is considered to be

controllable, since the room temperature is allowed to fluctuate between two prede-

fined comfort levels. This implies that the heating system could be possibly delayed

to avoid a peak in electricity tariff. When it is not desirable that the controller manip-

ulates the operation of a device, it is categorized as any uncontrollable load. Devices

such as PC and notebook, TV, and lamps, and kitchen appliances like oven and coffee

maker are in this group. Using the same terminology, generator unit can be control-

lable (e.g., micro CHP and gas boiler) and uncontrollable (e.g., photovoltaic panel

Table 5.1 Building components with the most important monitored property

Building components

Device Type Parameter

Heating system Controllable load Input power

AC Controllable load Input power

Washing machine Controllable load Input power

Dish washer Controllable load Input power

Fridge Controllable load Input power

Lamps Uncontrollable load Input power

Battery Storage Capacity

Micro CHP Generator Output power

Photovoltaic (PV) panel Generator Output power

Any Uncontrollable load Input power
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and wind turbine). In the second case, the stochastic energy output of the device is

monitored and either used instantly or stored for future use. Furthermore, control-

lable loads can fall into two general groups of set-point load (e.g., Heating system

and fridge/freezer) and schedulable loads (e.g., washing machine and dish washer).

The term “schedulable” means that the controller is free to shift the running time of

the device as long as all user-defined deadlines are satisfied.

In order to keep the simulation structure close to a real power grid, it is stated that

a power equilibrium is required to be hold at every sampling time. This condition fol-

lows directly from the Kirchhoff’s current law and is guaranteed by introducing pos-

itive and negative signs for powers consumed and produced, respectively. As shown

in Fig. 5.2, storage units can behave as a load when being charged and as a generator

when becoming discharged to the grid. Figure 5.3 is an alternative representation of

the power equilibrium node given by (5.4).

(PG − PC) + (PBD − PBC) + (PB − PS) = 0 (5.4)

PBD + PG ⩽ PS .

Fig. 5.2 A symbolic demonstration of power equilibrium as proposed in the optimization imple-

mented in MATLAB

Fig. 5.3 Power equilibrium shown as an electrical circuit
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Fig. 5.4 Model of a combined heat and power (CHP) unit

Here, P stands for power and the variables are defined according to Fig. 5.3. The bat-

tery interaction is shown with battery charging (PBC) and discharging (PBD) powers,

while the power generation and consumption are denoted using PG and PC powers.

The non-equality corresponds to the fact that one cannot sell (PS) at any node more

energy than one is generating (PG) and discharging from the battery. An advantage

of this approach is the ease in handling the power flow to/from the main grid. On

one hand, if the required power demand at each time step is not met by the amount

provided from electricity generators and the instant electricity price is less than the

one used previously to charge the battery, the difference is compensated by drawing

power from the grid. On the other hand, if there is an excess production of electric-

ity and selling tariff is high (compared to that of buying), energy is sold back to the

grid instead of being stored in the battery. The individual component models, as well

as the overall model, are set up using a graphical environment. More specifically, an

MLD toolbox [14] developed by ABB Corporate Research and based on MATLAB
Ⓡ

and Simulink
Ⓡ

significantly speeds up the modeling process.

Figure 5.4 illustrates one exemplary building block used in the overall model: a

combined heat and power (CHP) unit with a graphical representation.

The MLD matrices for a CHP unit are given in (5.5). The omitted matrices from

(5.1) are zero matrices of appropriate dimensions.
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D1 =
[
(1 − 𝜂mech) ⋅ Hc
𝜂el ⋅ 𝜂mech ⋅ Hc

]
=
[
1200
760

]
,

Dcost,1 = Pfuel = 1.5,

E1 =

⎡
⎢
⎢
⎢
⎢
⎣

1
−1
−1
1
−1

⎤
⎥
⎥
⎥
⎥
⎦

,

E2 =

⎡
⎢
⎢
⎢
⎢
⎣

0
0

uthr − umax − 𝜀

uthr − umin
umax − uthr

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0
0

−0.8 − 10−6
0.2
0.8

⎤
⎥
⎥
⎥
⎥
⎦

,

E5 =

⎡
⎢
⎢
⎢
⎢
⎣

−umin
umax

umin − 𝜀

−umin
umax

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0
1

−10−6
0
1

⎤
⎥
⎥
⎥
⎥
⎦

.

(5.5)

The only input to the component model is u(t), the relative engine load of the

CHP unit. The two outputs y1(t) and y2(t) are the generated heating and electrical

power, respectively. The block entitled “Limits” is a constraint that keeps this input

between a minimum value umin and a maximum value umax. In addition, the two

gray blocks near the top left corner prohibit that the engine be operated below a

threshold value for the relative engine load uthr. These two blocks require an auxiliary

boolean variable 𝛿(t) indicating whether the relative engine load is below umin or not.

The model also contains a cost output entitled “Linear Cost” that indicates the price

which has to be paid for the fuel consumed. The outputs of the model are heating and

electrical power generated by the CHP unit, respectively. The following numerical

values (without units) have been used:

(1) 𝜂mech = 0.4 (efficiency of combustion engine), 𝜂el = 0.95 (efficiency of genera-

tor),Hc = 2000 (specific heat of combustion of the fuel),Pg = 1.5 (specific price

of fuel), umax = 1 (maximum relative engine load), umin = 0 (minimum relative

engine load), uthr = 0.2 (threshold for relative engine load), and 𝜀 = 10−6 (very

small constant for numerical reasons).

(2) The different component models are interconnected in line with the actual struc-

ture of the building. One important feature is the summation of all power signals

using appropriate signs (positive for energy production and negative for energy

consumption). As a result, the conservation of energy holds at all times. The

sampling time 𝛥t has been chosen to be 15 min. This period is sufficiently short

so that relevant processes, e.g., operation of a washing machine or temperature



112 A. Ashouri et al.

dynamics of a building, can be subdivided into multiple time steps, and suffi-

ciently long so that the optimization problem remains tractable. The optimiza-

tion horizon has been chosen to be initially 5 h, corresponding to T = 5h
15min

= 20
steps, and modified later as a function of the available CPU power up to 12 h.

5.5 Results

The above-mentioned control strategy is used for automatic energy management in

the forms of load shifting, set-point tracking, and peak power reduction. The overall

objective described in the cost function is the minimization of the electrical energy

bill. The control strategy is intended to be implemented on off-the-shelf hardware

and to run in a real-time environment. It forms part of the Smart Grid Demo Lab,

a demonstrator developed within ABB Corporate Research in Switzerland. It incor-

porates various sources of electrical energy, various consumer devices, and various

ways of influencing the allocation of electrical energy.

In addition to the knowledge of the price of electrical energy in function of day-

time, the controller is provided with information on the weather forecast (used for

predicting the generation of solar and wind power) and on the predicted consumption

of electrical energy over the day.

5.5.1 Load Shifting

MPC uses the prediction on future electricity prices to find the optimal time for

controllable devices to be running [15]. The illustration in Fig. 5.5 should be con-

sidered together with the corresponding daily electricity tariffs, which in this case is

the one shown in Fig. 5.6. Knowing that there would be a jump in the buying price

in the morning, the controller commands the battery to get fully charged before the

jump happens. Another decision taken here is to shift the schedulable load to the late

evening, when the tariff is low again. An important problem boundary is the maxi-

mum

permitted power drawn from the grid. In this case, there is no limit applied. The

effect of having such limit is investigated in the next section.

Regardless of the load shifting actions, set-point devices (e.g., the fridge or heat-

ing system) will follow the desired user-defined (set-point) values in an optimal way

decided by the MPC algorithm, as illustrated in Fig. 5.7

It is also interesting to investigate the possible difference results while a more

dynamic electricity tariff is applied. Figure 5.8 depicts a 4-tariff buying price. In

order to make the comparison meaningful, the new tariff has the same mean value

of 0.15CHF/kWh as the previous one. The resulting optimal behavior is then shown

in Fig. 5.9. The most noticeable difference compared to the previous scenario is the

change in the running time of schedulable loads which are now delayed until the final

low tariff (valid after 22:00).



5 Building Smart Grid: Optimal Coordination of Consumption with Decentralized . . . 113

0:00 2:00 4:00 6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00

500

1000

1500

2000

2500

3000

3500

4000

Time of day

P
ow

er
 [W

]
Set-Point Devices
Uncontrollable Loads
Schedulable Devices
Battery

Fig. 5.5 Load shifting with the electricity tariffs of Fig. 5.6. The operating devices include battery

(ivory), schedulable loads (light gray), uncontrollable loads (dark gray), and set-point loads (black).

No power limit is applied
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Fig. 5.6 Daily electricity tariffs: 2-tariff price for buying from (solid gray) and selling to (dashed
black) the grid. Selling price is higher than or equal to the buying price
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Fig. 5.7 Continuous states and set-point tracking: Room temperature (black/set-point 25 ◦C ± 2)

and internal fridge temperature (gray/set-point 4 ◦C ± 1) during a day

It should be mentioned that the reason the battery is not charged during the first

low tariff (valid from 0:00 to 4:00) is that the controller is still not aware of the price
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Fig. 5.8 Daily electricity tariffs: 4-tariff price for buying from (solid gray) and selling to (dashed
black) the grid. Selling price is higher than or equal to the buying price
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Fig. 5.9 Load shifting with the electricity tariffs of Fig. 5.8. The operating devices include battery

(ivory), schedulable loads (light gray), uncontrollable loads (dark gray), and set-point loads (black).

No power limit is applied

jump of 8 o’clock. This is a result of limited control horizon of the controller (seeing

only 5 h ahead). Therefore, increasing the horizon would result in a new optimal

solution when this situation is avoided.

5.5.2 Power Limiting

Another interesting capability of MPC is observed when limits are applied to the

maximum permitted power draw from the grid. This is a realistic scenario and is

already implemented in some European countries. Figure 5.10 demonstrates how

MPC handles this situation.

When compared to Fig. 5.5, the most noticeable difference is the behavior of

schedulable loads. This time, the controller expands the run time for these devices,

avoiding the high power peak which was created in the previous case.
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Fig. 5.10 Load shifting with the electricity tariffs of Fig. 5.6. The operating devices include battery

(ivory), schedulable loads (light gray), uncontrollable loads (dark gray), and set-point loads (black).

A power limit of 3 kilowatts is applied

5.5.3 Effect of Tariffs

The discussions above suggested how an advance knowledge of electricity buying

tariffs may influence the optimal behavior of building services. However, this is also

true for the selling tariffs. The main difference is that here, the main affected devices

are not loads, but the battery. In order to investigate these effects, Fig. 5.11 depicts

the daily charging status of the battery, together with the instant rate of electricity

production and consumption.

In this first scenario, the electricity tariffs of Fig. 5.6 are used. Since the selling

tariff is higher than or equal to the buying price at all times, the production from the

PV panels is directly sold out to the grid. Therefore, the battery is charged from the

grid during the low tariff hours to provide energy to the loads later. Figure 5.6 shows

this situation.

In the second scenario, a different electricity tariff of Fig. 5.12 is used instead.

The modified behavior of the battery is shown in Fig. 5.13. The decreased selling

prices made the produced electricity less valuable. Therefore, the loads are fed with

the output of PV panels when possible. Also, the battery is only charged with the

locally generated energy. After the sunset (around 20:00 in this situation), the grid

power is used to supply the loads’ demand if there is no energy left at the battery.

It should be mentioned that in all scenarios, battery charge level must stay above a

minimum level of 1 kWh to reduce the aging factor.
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Fig. 5.11 Battery status with the electricity tariffs of Fig. 5.6. The unit for the PV panels produced

power (ivory), loads’ demand power (light gray), and the power draw from the grid (dark gray) is

kW. The unit for the battery charge level (black) is kWh
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Fig. 5.12 Daily electricity tariffs: Price for buying from (solid gray) and selling to (dashed black)

the grid. Selling price is lower than or equal to the buying price

5.5.4 Some Practical Considerations

The mentioned capabilities discussed in the last three sections (a) load shifting,

(b) power limiting, and (c) adapting to different tariffs are the most important advan-

tages of using a model-based optimal control.

In a large number of obtained results the following could be observed in terms of

the achieved cost savings for the case of 2- or 4-tariff prices (thus reflecting today

most common situation on the electricity markets): About 15 % lower energy costs

in the optimized cases can be achieved. In the same setup, considering the real-time

price signal (when the energy price varies, e.g., every 15 min), the cost savings can

be even higher.

The optimization approach based on the model-based predictive controller imple-

mented in MATLAB considering a half-a-day ahead prediction horizon and all mod-



5 Building Smart Grid: Optimal Coordination of Consumption with Decentralized . . . 117

0:00 2:00 4:00 6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

Time of day

P
ow

er
 [k

W
] a

nd
 E

ne
rg

y 
[k

W
h]

Grid Power [kW]
Power Demand [kW]
Produced Power [kW]
Battery Charge Level [kWh]

Fig. 5.13 Battery status with the electricity tariffs of Fig. 5.12. The unit for the PV panels produced

power (Ivory), loads’ demand power (Light Gray), and the power draw from the grid (Dark Gray)

is kW. The unit for the battery charge level (Black) is kWh

eled appliances given in Table 5.1 takes up to 5 min on a standard 2 GHz Laptop PC

with a dual core processor. Thus, for the considered optimization step of 15 min, it

is feasible to implement this controller in real time.

5.6 Conclusions

It has been shown that the described problem (an optimization-based demand

response algorithm for energy management of buildings) can technically be solved

using a model-based predictive control approach and existing hardware. In case of

2 or 4 tariffs (most common on today electricity markets), savings of about 15 %

(compared to a case without any optimization) can typically be achieved through the

optimized demand response proposed in this work, i.e., without any loss of comfort

for the end user. In case of real-time pricing (when the price for electric energy can

vary several times per hour), the cost savings will further increase. Independently

on the form of time-varying electricity prices, the proposed optimization also takes

into consideration important constraints such as the limits on the maximum power

in-feed from the main grid.

From the consumer point of view, the price benefit ratio plays an important role.

Thus, the value of money this system saves should cover its cost within a reasonable

amount of time. Today, electricity prices may be too low to justify economically an

investment into the required information and communication infrastructure without

any other incentives. However, this can change in future.

From the transmission and distribution grid management point of view, there can

be few challenges to think of in case of a high penetration of the proposed BEMS
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installed in a power system: (a) Many BEMS (all default wise delivered and pro-

grammed the same way) will connect and disconnect at the same time a large num-

ber of appliances when the energy price changes in order to optimize our electricity

bill. This sudden load change may excite the dynamics of the entire power system,

including its critical modes. (b) Varying real-time price signal followed closely by

the reactions of the large number of BEMS may introduce oscillations in demand

across the whole synchronized system. While for the former concern a simple solu-

tion might be just to delay randomly the response of every single BEMS, the latter

problem should be subject of further investigations.
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Chapter 6
Passivity-Based Switching Rule
and Control Law Co-design of Networked
Switched Systems with Feedback Delays

Dan Ma and Georgi M. Dimirovski

Abstract In this chapter, a class of switched linear systems under a hybrid state
feedback controller with time-varying delays is studied. The main contribution is
given on the issue of how to co-design switching rule and feedback control law so
as to make the closed-loop system strictly input feed-forward output-feedback
passive for all admissible time delays in the feedback channels. We derive the
sufficient conditions for strict input feed-forward, output-feedback passification of
switched systems with time-varying delays under some state-dependent switching
rule by using the method of multiple storage functions. The proposed switching rule
can achieve strict input feed-forward, output-feedback passivity of the switched
delay systems, whose subsystems are all allowed to be input feed-forward
output-feedback nonpassive. The finite–gain L2 stability in closed-loop is achieved
in this way. Furthermore, under the proposed switching rule the asymptotic stability
can be guaranteed if the switched system is zero-state detectable when exogenous
disturbance input is zero. Finally, we present an algorithm on how to co-design
switching rule and feedback control law to maintain strict input feed-forward
output-feedback passivity of switched systems with time-varying delays.
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6.1 Introduction

It is well known nowadays that a switched system consists of a family of contin-
uous- or discrete-time subsystems and a rule that orchestrates the switching between
them. It belongs to a special subcategory of the category of hybrid systems [3, 7,
12]. Most research on switched systems has been focused on finding
stability/stablizability conditions under an arbitrary switching rule or on finding the
constraints that should be imposed to the switching signal to guarantee the stability
of the system; see [6, 9, 11–13, 15, 17, 25, 27, 28, 32–37]. The common Lyapunov
function (CLF) technique for all subsystems guarantees stability under arbitrary
switching [12, 27]. The average dwell time (ADT) technique [11, 33] is an effective
tool for achieving stability under a class of slow switching signals. The ADT
technique is able to deal with the problem on stability property of switched systems
consisting of both stable and unstable subsystems [33], and it can also be extended
to the stability analysis of systems with controller failure [28]. Most of the above
methods can only be used to achieve the stability/stabilization of switched systems
that contain stable subsystems (at least one when using the ADT method). The
technique of multiple Lyapunov functions (MLF), first proposed by Peletis and
DeCarlo in [25] then elaborated further by Branicky [3], and extended and pro-
moted by Zhao and Hill in [36], is a powerful tool for finding a switching rule to
guarantee the stability of switched systems, even when none of the subsystems is
stable. However, in practice, due to the switched and hybrid nature of many
physical processes and the growing use of communication networks in control of
physical plants, inevitably switched systems are subjected to time delays in feed-
backs channels. Therefore, the existing effective methods for switched systems
without time delays must be reevaluated before they become applicable to switched
systems with hybrid feedback delays. Furthermore, if subsystems cannot be sta-
bilized by its candidate delayed hybrid feedback control law, how to co-design
switching rule and feedback control law to maintain the performance of switched
systems for all time-varying delays in feedback control has posed a theoretical
control problem.

Although there exist in the literature some results on the stability of switched
systems with time delays, the control synthesis of hybrid feedback delays has not
been deeply investigated. In [9], a class of hybrid multi-rate control models with a
constant time delay and switching controllers is formulated and robust passivity
analysis for the discrete system under an arbitrary switching signal is investigated.
Since most switched systems in practice do not possess a common Lyapunov
function and, consequently, an arbitrary switching law, the stability conditions for
switched system with delays under an arbitrary switching signal is obviously
limited and conservative. In [34] is investigated the asymptotic stability and sta-
bilization of switched systems with state delays. A piecewise quadratic Lyapunov
function is constructed and stability and stabilization conditions are derived.
However, the hybrid time-varying delay feedback in switched systems is different
from the state delay in switched systems [34]. On one hand, it occurs within the
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feedback channels, which might be caused by transmission-induced delay of
measurements [19, 20, 21]. On the other hand, it is much more complicated with
respect to the state delays [8, 23], especially in design of hybrid control law. In [6],
a class of convex combination of switched time-delay systems is presented and a
delay-dependent stability criterion under a state-driven switching law is derived.

The dissipativity and passivity theory [30, 31] has provided a framework for
both design and analysis of control systems using an input–output description based
on energy-related considerations [4, 10, 18]. Passivity provides considerable
properties that can be used to design stable systems. For instance, passive systems
are Lyapunov stable. Additionally, if other stability results are desired, such as L2

stability and asymptotic stability, it is possible to use more restrictive conditions to
get such results. The passivity theory is intimately related to the circuit analysis
method and plays an important role in both electrical–electronic networks and
control systems. This is mainly due to the fact that passivity and stability are closely
related, thus supplying a new methodological approach to solve the stabilization
problem [10, 26]. Moreover, passivity-based control, as an energy-based analysis
approach, also has important robustness properties [18].

The study of passivity of switched systems has drawn considerable attention in
recent years [1, 5,13,14,16, 29, 35, 37]. A common storage function for all sub-
systems is often adopted to characterize passivity under an arbitrary switching rule
[1, 5]. However, this kind of passivity property is much too restrictive for a swit-
ched system. In [35], a notion of passivity for general nonlinear continuous-time
switched systems with multiple positive definite storage functions has been suc-
cessfully used for the stability analysis and design of a state-dependent switching
law that renders the closed-loop system passive. In [37], a framework of dissipa-
tivity theory for switched systems is given, and the L2 gain and passivity properties
are also addressed. In [13] is focused the passivity and feedback passification of
switched discrete-time linear systems. In [16] is investigated the making of strict
dissipative system for continuous switched systems with state delays under the
average dwell time switching rule. The proposed conditions to obtain strict dissi-
pativity require that each subsystem be made strictly dissipative. Most recent
passivity study for a class of discrete-time switched nonlinear systems has appeared
in [29].

To the authors’ best knowledge, however, the issue of input feed-forward,
output-feedback (IF-OF) passification of switched systems with time-varying
delays in the area of hybrid feedback control has not been investigated. If each
subsystem is not dissipative, how to co-design the switching rule and the feedback
control law which takes time-varying delays into account to obtain the strict IF–OF
passivity and passification of switched systems is an open problem. Consequently,
so are the asymptotic stability and the finite–gain L2 stability for such systems,
which are of great importance, of course. This motives our present work.

This chapter is organized as follows: a switched system with hybrid feedback
delays is formulated in Sect. 6.2. Multiple storage functionals are given to analyze
the strict input feed-forward, output-feedback passivity of switched time-varying
delay systems. Delay bound-dependent criteria on strict input feed-forward,
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output-feedback passification of the system are given in Sect. 6.3. Conditions on
finite–gain L2 stability and asymptotic stability are also presented there. Section 6.4
gives the switching rule and the feedback controller co-design algorithm. An
example is given to illustrate our main results in Sect. 6.5. Finally, Sect. 6.6 con-
tains the conclusions.

6.2 Preliminaries

A networked switched control system can be depicted in Fig. 6.1. A switched plant,
via actuators and sensors, interacts with hybrid controllers through network trans-
mission channels. Thus, the closed-loop system can be modeled as a
continuous-time linear switched system

x ̇ðtÞ=AσðtÞxðtÞ+BσðtÞuσðtÞðtÞ+ΓσðtÞ,ωðtÞ
zðtÞ=CσðtÞxðtÞ+DσðtÞωðtÞ,

ð6:1Þ

with hybrid state feedback controllers

uσðtÞðt + Þ=KσðtÞx ̂ðtkÞ, t∈ ½tk , tk+1Þ, ð6:2Þ

where xðtÞ∈Rn denotes the state, σðtÞ:R+ = 0, ∞½ Þ→Υ= 1, 2, . . . . mf g is the
switching signal which is a piecewise constant function depending on time t and/or
state xðtÞ, while zðtÞ and ωðtÞ∈ L2½0,∞Þ are the output and exogenous disturbance
input vectors.

When σðtÞ= i, uiðtÞ∈Rq, i∈Υ is the control input of the ith subsystem,
Ai,Bi,Ci,Di,Γi,∀i∈Υ, are constant matrices; Ki,∀i∈Υ are the feedback controller
gains to be designed. The switching signal σðtÞ can be characterized by the fol-
lowing switching sequence:

Σ = xt0 ; ði0, t0Þ, . . . , ðik, tkÞ, . . . , jik ∈Υ, k∈Nf g,

network
network

Switched plant

Hybrid controllers

( )tω ( )z t

( )kx tsample

,sc kτ

ˆ( )kx t

,ca kτ

Fig. 6.1 Architecture of
networked switched control
systems
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in which xt0 is the initial state, t0 is the initial time, and N is the set of nonnegative
integers. The ik th subsystem is activated when t∈ ½tk, tk+1Þ , σðtÞ= ik. Time tk is
also the sampling instant. uiðt + Þ, ∀i∈Υ, are piecewise continuous functions, and
only change the value at tk.h is the sampling period, which is a positive scalar; and
x ̂ðtkÞ denotes the state signal received via network transmission at the sampling
instant tk .

As depicted in Fig. 6.1, if network congestion or node failure occurs, depending
on the network protocol employed, the network-induced delays and packet dropout
happen inevitably. For the purpose of analysis, the whole delay at each sampling
period is denoted by τk = τsc, k + τca, k , where τsc, k is the sensor-to-controller delay,
and τca, k is the controller-to-actuator delay. The received signals by the hybrid
controllers can be conveniently described as follows:

x ̂ðtkÞ= xðtkÞ, if no packet dropout at time tk;
x ̂ðtkÞ= xðtk − hÞ, if one packet dropout at time tk;

⋮
x ̂ðtkÞ= xðtk − nðkÞhÞ, if nðkÞ packets dropout at timetk.

8>><
>>:

Therefore, network-induced delays and packet dropout can be lumped into a
generalized description

x ̂ðtkÞ= xðtk − nðkÞh− τkÞ. ð6:3Þ

Replacing t− ðtk − nðkÞh− τkÞ by a new variable τðtÞ, we have

x ̂ðtÞ= xðt− τðtÞÞ, ð6:4Þ

where τðtÞ is a time-varying delay satisfying

0< τðtÞ= t− tk + nðkÞh+ τk ≤ τmax, t∈ ½tk , tk+1Þ ð6:5Þ

τmax > 0, is the upper bound of delay.
The closed-loop NSCS can be described as

x ̇ðtÞ=AσðtÞxðtÞ+BσðtÞKσðtÞxðt− τðtÞÞ+ΓσðtÞωðtÞ, t∈ ½tk, tk+1Þ,
zðtÞ=CσðtÞxðtÞ+DσðtÞωðtÞ,

ð6:6Þ

where xðθÞ=ϕðθÞ, θ∈ ½− τmax, 0Þ, ϕðθÞ∈Cn is a differentiable vector-valued ini-
tial function on ½− τmax, 0�.

From the above modeling procedure, we know that networked switched systems
can be described by switched systems with feedback delays. Therefore, in what
follows, we will focus on the analysis and synthesis of such a system based on the
passivity. Here we take the general case into account that each feedback delay of
switched subsystem is different, which means the hybrid feedback controllers with
time-varying delays can be given as
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uσðtÞðtÞ=KσðtÞ xðt− τσðtÞðtÞÞ, ð6:7Þ

τiðtÞ is the time-varying feedback delay satisfying 0< τiðtÞ≤ τi, max, where
τi, max > 0 represents the upper bound of time-varying delay of each subsystem.
Further, xðθÞ=ϕðθÞ, θ∈ ½− τi, max, 0�, where ϕðθÞ∈Cn is a differentiable
vector-valued, initial-state function on interval ½− τi, max, 0�.

Thus, the closed-loop system to be studied is described as

x ̇ðtÞ= AσðtÞxðtÞ+BσðtÞKσðtÞxðt− τσðtÞðtÞÞ+ΓσðtÞωðtÞ,
zðtÞ= CσðtÞxðtÞ+DσðtÞωðtÞ.

ð6:8Þ

In what follows, we give the definitions on dissipativity, strict dissipativity, and
ðQ̃, S ̃, R̃Þ-strict dissipativity for systems (6.8) first. Second, we study the related
properties, including passivity, finite–gain L2 stability and asymptotic stability.
Finally, we propose an algorithm on how to co-design switching rule and feedback
control law in order to guarantee the passivity of system (6.8).

We assume the state of system (6.8) is continuous at the switching time instant.
Also, switching function σðtÞ is assumed to have a finite number of switchings on
any finite interval of time. Notice that these assumptions are standard in the liter-
ature on switched systems and control [11, 12, 27].

Definition 6.1 System (6.8) with a specific switching rule σðtÞ is said to be dis-
sipative if there exists a positive-definite continuous differentiable function
VσðtÞðxtÞ, called storage function, a locally integrable function sσðtÞðω, zÞ, called
supply rate, such that for all ωðtÞ∈L2½0,∞Þ, xðθÞ=ϕðθÞ, θ∈ ½− τσðtÞ, max, 0�

V σ̇ðtÞðxtÞ≤ sσðtÞðω, zÞ, ð6:9Þ

holds, where xt ∈Rn is the solution to the system state equation. Furthermore, if
there exist some positive definite function ΨσðtÞðxtÞ satisfying

V σ̇ðtÞðxtÞ+ΨσðtÞðxtÞ≤ sσðtÞðω, zÞ, ð6:10Þ

then system (6.1) is called strictly dissipative.

Remark 6.1 Similar to Definition 3.3 in [37], in order to induce stability for
switched systems here, we also need positive definite storage functions. Yet, unlike
Definition 3.3 of [37], here we need to focus only on the active subsystem of system
(6.8), but not on the inactive one. This means a subsystem is dissipative when it is
active, but not all the subsystems are dissipative. This definition includes strict
dissipativity.

When σðtÞ= i, the supply rates siðω, zÞ can be a general function of the state x ,
e.g. siðx,ω, zÞ, which implies internal stability and input-to-state stability. For
convenience of analysis, we introduce a quadratic form of the supply rates and then
the ðQ ̃, S ̃,R ̃Þ-dissipativity is defined as follows:
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Definition 6.2 System (6.8) with a specific switching rule σðtÞ is said to be
ðQ̃, S ̃, R̃Þ-dissipative if there exists a positive-definite continuously differentiable
function VσðtÞðxtÞ satisfying (6.3) with respect to the following supply rate:

sσðtÞðω, zÞ= z
ω

� �T Q̃σðtÞ Sσ̃ðtÞ
* Rσ̃ðtÞ

� �
z
ω

� �
= zTQ̃σðtÞz+2zTSσ̃ðtÞω+ωTRσ̃ðtÞω,

ð6:11Þ

where matrices Qσ̃ðtÞ, S ̃σðtÞ, R̃σðtÞ have appropriate dimensions, and Q̃σðtÞ and R ̃σðtÞ
are symmetric ones. Consequently, if condition (6.10) holds with respect to (6.11),
then system (6.8) is said to be ðQ̃, S ̃, R̃Þ-strictly dissipative.

It should be noted, Definition 6.2 is a natural extension of ðQ, S,RÞ-dissipativity
notion for non-switched systems proposed in [2]. If there exists a common storage
function for switched systems such that (6.9) holds, then the system is ðQ, S,RÞ-
dissipative. Reference [24] introduced ðQ, S,RÞ-dissipativity for a discrete-time
switched system, in which each inactive subsystem should be considered.

It is well known that passivity is one of the most useful forms of dissipativity,
and it is directly related to the stability of systems. Assuming ω and z have the same
dimensions, we introduce the following passivity definition.

Definition 6.3 System (6.8) with a specific switching rule σðtÞ is said to be strictly
input feed-forward output-feedback passive (IF–OFP) if it is strictly dissipative with
respect to

sσðtÞðω, zÞ=ωTz− γωTω− βzTz, ð6:12Þ

for some γ ≥ 0, β≥ 0. System (6.1) is called strictly input (output) passive (SIP,
SOP) if γ >0 ðβ>0Þ.
Remark 6.2 The constants γ ≥ 0, β≥ 0 are called passivity induces of system (6.8),
since they characterize how passive the system is.

In order to obtain the dissipativity, passivity, and stability results of system (6.8),
we need to find relevant multiple storage functionals and to construct the switching
rule that generates the switching sequence Σ. In what follows, we will give the
conditions to guarantee the strict input feed-forward output-feedback passivity of
system (6.8) under certain state-dependent switching rule, which is equivalent to the
ðQ̃, S ̃, R̃Þ-strict dissipativity of system (6.8) under the switching rule. On the
grounds of the proposed conditions, we know that system (6.8) is asymptotically
stable if it is asymptotically zero-state detectable whenever the exogenous distur-
bance input is zero. Before giving the main results, we recall the definition of
asymptotic zero-state detectability of system (6.8).

Definition 6.4 [37]: System (6.8) is said to be asymptotically zero-state detectable
with degree α>0 if there exists δ>0 such that when zðt+ sÞk k≤ δ holds for some
t≥ t0, τ>0 and 0< s≤ τ, we have xtðt+ sÞk k≤ ce− ατ xtk k.
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In the sequel, we derive the conditions and the switching rule under which
system (6.8) is strictly input feed-forward output-feedback passive (IF–OFP).

6.3 Passivity-Based Switching Rule Design

In this section, we propose the conditions on strictly input feed-forward
output-feedback passification of system (6.8) by using the constructive multiple
storage functionals, and the asymptotical stability and finite-gain L2 stability con-
ditions are also given under some state-dependent switching rule.

Theorem 6.1 For given constants α>0 τi, max > 0, β≥ 0, γ ≥ 0, αij ≥ 0, ∀i, j∈Υ
and controller gain matrices Ki, if there exist symmetric positive matrices

Pi,Q, Z,Xi =
X11
i X12

i X13
i

* X22
i X23

i
* * X33

i

0
@

1
A, andmatrices Ni =

N1
i

N2
i

N3
i

2
4

3
5, Mi =

M1
i

M2
i

M3
i

0
@

1
A, i∈Υ,

such that the following inequalities:

Φ11
i + βCT

i Ci Φ12
i Φ13

i −M1
i τi, maxAT

i Z
* Φ22

i Φ23
i −M2

i τi, maxKT
i B

T
i Z

* * Φ33
i −M3

i τi, maxΓT
i Z

* * * − e− ατi, maxQ 0
* * * * − τi, maxZ

0
BBBB@

1
CCCCA<0, ð6:13aÞ

X11
i X12

i X13
i N1

i
* X22

i X23
i N2

i
* * X33

i N3
i

* * * e− ατi, maxZ

0
BB@

1
CCA≥ 0, ð6:13bÞ

X11
i X12

i X13
i M1

i
* X22

i X23
i M2

i
* * X33

i M3
i

* * * e− ατi, maxZ

0
BB@

1
CCA≥ 0, ð6:13cÞ

hold for ∀i, j∈Υ, then system (6.8) is strictly input feed-forward output-feedback
passive (IF-OFP) under the switching rule

σðtÞ= argmin
i∈Υ

fxTPixg, ð6:14Þ
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where

Φ11
i =PiAi +AT

i Pi +Q+ αPi + ðN1
i ÞT +N1

i + τi, maxX11
i + ∑

m

j=1
αijðPj −PiÞ,

Φ12
i =PiBiKi + ðN2

i ÞT −N1
i +M1

i + τi, maxX12
i ,

Φ13
i =PiΓi + ðN3

i ÞT + τi, maxX13
i + βCT

i Di −CT
i 2̸,

Φ22
i = − ðN2

i ÞT −N2
i + ðM2

i ÞT +M2
i + τi, maxX22

i ,

Φ23
i = − ðN3

i ÞT + ðM3
i ÞT + τi, maxX23

i ,

Φ33
i = τi, maxX33

i + βDT
i Di −Di + γI.

Proof Consider the multiple storage functionals candidate, which is constructed as
follows:

VσðtÞðxtÞ=ViðxtÞ=V1
i ðtÞ+V2

i ðtÞ+V3
i ðtÞ, ð6:15Þ

where

V1
i ðtÞ= xTðtÞPixðtÞ,

V2
i ðtÞ=

Z 0

− τi, max

Z t

t+ θ
x ̇T sð Þeαðs− tÞZx ̇ sð Þdsdθ,

V3
i ðtÞ=

Z t

t− τi, max

xT sð Þeαðs− tÞQx sð Þds,

and where Pi, Q, and Z are positive matrices for any i∈Υ. The time derivatives of
each ViðxtÞ along the state trajectory of system (6.8) become:

V ̇1i ðtÞ= 2xTðtÞPix ̇ðtÞ
= xTðtÞðPiAi +AT

i PiÞxðtÞ+2xTðtÞPiBiKixðt− τiðtÞÞ+2xTðtÞPiΓiωðtÞ,
ð6:16Þ

V 2̇
i ðtÞ= − α

Z 0

− τi, max

Z t

t+ θ
ẋT sð Þeαðs− tÞZx ̇ sð Þdsdθ

+ τi, maxξ
TðtÞ

AT
i

ðBiKiÞT
ΓT
i

0
B@

1
CAZ Ai BiKi Γið ÞξðtÞ−

Z t

t− τi, max

x ̇TðsÞeαðs− tÞZx ̇ðsÞds,
ð6:17Þ

V ̇3i ðtÞ= − α

Z t

t− τi, max

xT sð Þeαðs− tÞQx sð Þds+ xTQx− xTðt− τi, maxÞe− ατi, maxQxðt − τi, maxÞ.

ð6:18Þ
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Next, let us define ξðtÞ= ½ xTðtÞ xTðt− τiðtÞÞ ωTðtÞ �T . From the well-known
Newton–Leibniz formula, we have

2½xTN1
i + xTðt− τiðtÞÞN2

i +ωTðtÞN3
i � ⋅ xðtÞ−

Z t

t− τiðtÞ
x ̇ðsÞds− xðt− τiðtÞÞ

 !
=0,

ð6:19Þ

2½xTM1
i + xTðt− τiðtÞÞM2

i +ωTðtÞM3
i � ⋅ xðt− τiðtÞÞ− xðt− τi, maxÞ−

Z t− τiðtÞ

t− τi, max

ẋðsÞds
 !

=0.

ð6:20Þ

For any matrices

Xi =
X11
i X12

i X13
i

* X22
i X23

i
* * X33

i

0
@

1
A≥ 0,

it follows that this equation holds true:

τi, maxξ
TðtÞXiξðtÞ−

Z t

t− τiðtÞ
ξT tð ÞXiξ tð Þds−

Z t− τiðtÞ

t− τi, max

ξT tð ÞXiξ tð Þds=0. ð6:21Þ

Therefore, we can obtain

Vi̇ðxtÞ+ αViðxtÞ+ ∑
m

j=1
αijðVj −ViÞ−ωTðtÞzðtÞ+ βzTðtÞzðtÞ+ γωTðtÞωðtÞ,

=V
1̇
i ðxtÞ+V

2̇
i ðxtÞ+V ̇3i ðxtÞ+ αViðxtÞ+ ∑

m

j=1
αijðVj −ViÞ−ωTðtÞzðtÞ+ βzTðtÞzðtÞ+ γωTðtÞωðtÞ,

= vTðtÞΦivðtÞ−
Z t

t− τiðtÞ
ηT tð ÞΘ1

i η tð Þds−
Z t− τiðtÞ

t− τi, max

ηT tð ÞΘ2
i η tð Þds,

ð6:22Þ

where

vðtÞ= ½ xTðtÞ xTðt− τiðtÞÞ ωTðtÞ xTðt− τi, maxÞ �T ,

ηðtÞ= xTðtÞ xTðt− τiðtÞÞ ωTðtÞ xṪðsÞ� �T ,
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Φi =

Φ11
i + τi, maxAT

i ZAi + βCT
i Ci Φ12

i + τi, maxAT
i ZBiKi Φ13

i + τi, maxAT
i ZΓi −M1

i
* Φ22

i + τi, maxKT
i B

T
i ZBiKi Φ23

i + τi, maxKT
i B

T
i ZΓi −M2

i
* * Φ33

i + τi, maxΓT
i ZΓi −M3

i
* * * − e− ατi, maxQ

0
BB@

1
CCA,

Θ1
i =

X11
i X12

i X13
i N1

i
* X22

i X23
i N2

i
* * X33

i N3
i

* * * e− ατi, maxZ

0
BB@

1
CCA,

Θ2
i =

X11
i X12

i X13
i M1

i
* X22

i X23
i M2

i
* * X33

i M3
i

* * * e− ατi, maxZ

0
BB@

1
CCA.

From (6.13a)–(6.13c) and (6.22), we know that

Vi̇ðxtÞ+ αViðxtÞ+ ∑
m

j=1
αijðVj −ViÞ−ωTðtÞzðtÞ+ βzTðtÞzðtÞ+ γωTðtÞωðtÞ≤ 0.

Since VðxtÞ≥ 0, α>0, it holds true that

Vi̇ðxtÞ+ αViðxtÞ+ ∑
m

j=1
αijðVj −ViÞ−ωTðtÞzðtÞ+ βzTðtÞzðtÞ+ γωTðtÞωðtÞ≤ 0.

ð6:23Þ

If we choose a switching rule satisfying (6.14), then we find that

V σ̇ðtÞðxtÞ+ΨσðtÞðxtÞ≤ sσðtÞðω, zÞ, ð6:24Þ

where

sσðtÞðω, zÞ=ωTðtÞzðtÞ− βzTðtÞzðtÞ− γωTðtÞωðtÞ, ΨσðtÞðxtÞ= αVσðtÞðxtÞ.

Thus on the grounds of Definitions 6.1 and 6.3, we can say that system (6.8) is
strictly dissipative with respect to (6.11) under the switching rule (6.14), and also it
is strictly input feed-forward output-feedback passive (IF-OFP) under (6.14). This
completes the proof. □

Remark 6.3 Given feedback control gains Ki, i∈Υ, Theorem 6.1 gives sufficient
conditions for strictly input feed-forward output-feedback passification of system
(6.8) under switching rule (6.14). It should be noted that each subsystem of system
(6.8) is not required to be strictly input IF–OFP. The inequalities (6.13a)–(6.13c)
hold true while depending on τi, max, the important parameter which describes the
upper bound of time-varying delays of each subsystem. Therefore, the proposed
conditions (6.13a)–(6.13c) are delay bound-dependent ones.
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Remark 6.4 In Theorem 6.1, if γ >0, β=0, and (6.13a)–(6.13c) are satisfied, then
system (6.8) is strictly input passive (SIP); and if γ =0, β>0, and (6.13a)–(6.13c)
are satisfied, then system (6.8) is strictly output passive (SOP).

Corollary 6.1 For given constants α>0, β≥ 0, γ ≥ 0, αij ≥ 0 and
ui =0, ∀i, j∈Υ, if there exist symmetric positive matrices Pi, such that the fol-
lowing inequalities:

Φ11
i + βCT

i Ci βCT
i Di −CT

i 2̸
* βDT

i Di −Di + γI

� �
<0, ð6:25Þ

where Φ11
i =PiAi +AT

i Pi + αPi + ∑
m

j=1
αijðPj −PiÞ, hold for ∀i, j∈Υ, then the

unforced system (6.8) ðui =0, ∀i, j∈ΥÞ is strictly input feed-forward
output-feedback passive (IF-OFP) under the switching rule (6.14).

Corollary 6.2 System (6.8) is finite-gain L2-stable if it is strictly output passive
under the switching rule (6.14).

Proof From Theorem 6.1, if system (6.8) is strictly output passive under the
switching rule (6.14), we have

V σ̇ðtÞðxtÞ−ωTðtÞzðtÞ+ βzTðtÞzðtÞ<0. ð6:26Þ

Combining with (6.14), we know that VσðtÞðxtÞ is continuous in ½0, +∞Þ, and
thus we can use VðxtÞ to denote VσðtÞðxtÞ, which leads to:

V ̇ðxtÞ=VσðtÞðxtÞ<ωTðtÞzðtÞ− βzTðtÞzðtÞ,
= −

1
2β

ðωðtÞ− βzðtÞÞTðωðtÞ− βzðtÞÞ+ 1
2β

ωTðtÞωðtÞ− β

2
zTðtÞzðtÞ,

< +
1
2β

ωTðtÞωðtÞ− β

2
zTðtÞzðtÞ.

ð6:27Þ

Integrating the above inequality from 0 to T , we obtain

Z T

0
zTðsÞzðsÞds< 1

β2

Z T

0
ωTðsÞωðsÞds− 2

β
½VðxðTÞÞ−Vðxð0ÞÞ�, ð6:28Þ

which is equivalent to

zk kL2 <
1
β

ωk kL2 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
β
Vðxð0ÞÞ

s
. ð6:29Þ

□
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Corollary 6.3 When ωðtÞ=0, system (6.8) is asymptotically stable under (6.8) if
system (6.8) is asymptotically zero-state detectable.

Remark 6.5 It should be noted that Corollary 6.1 gives sufficient conditions on
strict input feed-forward output-feedback passivity of switched system (6.8) with
ui =0; in this case, the feedback delay is zero. Corollary 6.2 says system (6.8) is
finite-gain L2-stable if it is strictly output-feedback passive under the switching rule
(6.8). Furthermore, by virtue of Corollary 6.3, we can deduce that system (6.8) with
ωðtÞ=0, is asymptotically stable under the switching rule (6.14).

Remark 6.6 From the proof procedure of Theorem 6.1, if system (6.8) is strictly
input feed-forward output-feedback passive (IF-OFP) under the switching rule
(6.14), we can deduce system (6.8) is ðQ ̃, S ̃,R ̃Þ- strictly dissipative by choosing

zðtÞ= ½ xTðtÞ xTðt− τiðtÞÞ xTðt− τi, maxÞ �T ,

and thus it follows that

Q ̃=
Φ11

i + τi, maxAT
i ZAi + βCT

i Ci Φ12
i + τi, maxAT

i ZBiKi −M1
i

* Φ22
i + τi, maxKT

i B
T
i ZBiKi −M2

i
* * − e− ατi, maxQ

0
@

1
A,

ð6:30aÞ

S ̃=
Φ13

i + τi, maxAT
i ZΓi

Φ23
i + τi, maxKT

i B
T
i ZΓi

−M3
i

0
@

1
A, R̃=Φ33

i + τi, maxΓ
T
i ZΓi. ð6:30bÞ

6.4 Switching Rule and Feedback Control Law Co-design

In this section, we are concerned with co-design of the switching rule and the state
feedback controllers, which together render the closed-loop system strictly IF–OFP
for all admissible time-varying delays.

Theorem 6.2 For given scalars α>0, τi, max > 0, β≥ 0, γ ≥ 0, αij ≥ 0 ∀i, j∈Υ

suppose there exist positive definite matrices Pī,Q ̄,Z ̄,X ̄i =
X1̄1
i X ̄12i X ̄13i
* X2̄2

i X ̄23i
* * X ̄33i

0
B@

1
CA,

and matrices Nī =
N 1̄

i

N 2̄
i

N 3̄
i

0
B@

1
CA, M̄i =

M̄1
i

M̄2
i

M̄3
i

0
B@

1
CA, Yi such that the following linear

matrix inequalities
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ψ i11 ψ i12 ψ i13 − M̄1
i τi, maxPīAT

i P̄iCT
i

ffiffiffiffiffiffi
αi1

p
P̄i

ffiffiffiffiffiffi
αi2

p
P̄i ⋯ ffiffiffiffiffiffiffi

αim
p

Pī

* ψ i22 ψ i23 − M̄2
i τi, maxYT

i B
T
i 0 0 0 ⋯ 0

* * ψ i33 − M̄3
i τi, maxΓT

i 0 0 0 ⋯ 0
* * * − e− ατi, maxQ ̄ 0 0 0 0 ⋯ 0
* * * * − τi, maxZ ̄ 0 0 0 ⋯ 0
* * * * * − β− 1 0 0 ⋯ 0
* * * * * * − P̄1 0 ⋯ 0
* * * * * * * −P ̄2 ⋯ 0
* * * * * * * * ⋱ 0
* * * * * * * * * − P̄m

0
BBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCA

<0,

ð6:31aÞ

X 1̄1
i X ̄12i X ̄13i N 1̄

i

* X 2̄2
i X ̄23i N 2̄

i

* * X 3̄3
i N 3̄

i
* * * e− ατi, maxð2Pī − Z ̄Þ

0
BBB@

1
CCCA≥ 0, ð6:31bÞ

X 1̄1
i X ̄12i X ̄13i M̄1

i

* X 2̄2
i X ̄23i M̄2

i

* * X 3̄3
i M̄3

i
* * * e− ατi, maxð2Pī − Z ̄Þ

0
BBB@

1
CCCA≥ 0, ð6:31cÞ

hold true for ∀i, j∈Υ. Then the hybrid state feedback controllers (6.7) and the
switching rule

σðtÞ= argmin
i∈Υ

fxTP ̄− 1
i xg, ð6:32Þ

guarantee the strictly input feed-forward, output-feedback passification of system
(6.8) for all admissible time-varying delays. Moreover, the hybrid state feedback
controller gains are given by means of

Ki = YiPī, ∀i∈Υ, ð6:33Þ

where

ψ i11 =AiPī + P̄iAT
i +Q ̄+ αP̄i + ðN 1̄

i ÞT +N ̄1i + τi, maxX ̄
11
i − ∑

m

j=1
αijP̄i,

ψ i12 =BiYi + ðN 2̄
i ÞT −N ̄1i + M̄1

i + τi, maxX ̄
12
i ,

ψ i13 =Γi + ðN 3̄
i ÞT + τi, maxX ̄

13
i +PīðβCT

i Di −CT
i 2̸Þ,

ψ i22 = − ðN 2̄
i ÞT −N 2̄

i + ðM̄2
i ÞT + M̄2

i + τi, maxX ̄
22
i ,

ψ i23 = − ðN 3̄
i ÞT + ðM̄3

i ÞT + τi, maxX ̄
23
i ,

ψ i33 = τi, maxX ̄
33
i + βDT

i Di −Di + γI.
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Proof Let us pre-multiply and post-multiply (6.13a) in Theorem 6.1 by matrices
diagfP− 1

i ,P− 1
i , I,P− 1

i ,Z − 1g and their transpose, respectively. Simultaneously, let
us pre-multiply and post-multiply Θ1

i and Θ2
i by diagfP− 1

i ,P− 1
i ,P− 1

i ,P− 1
i g and its

transpose, respectively. Furthermore, let

Pī =P− 1
i ,Z ̄= Z − 1,Q ̄=P− 1

i QP− 1
i ,N 1̄

i =P− 1
i N1

i P
− 1
i , N ̄2i =P− 1

i N2
i P

− 1
i ,N ̄3i =P− 1

i N3
i

M̄1
i =P− 1

i M1
i P

− 1
i , M̄2

i =P− 1
i M2

i P
− 1
i , M̄3

i =P− 1
i M3

i Yi =KiP− 1
i ,

X 1̄1
i =P− 1

i X11
i P− 1

i ,X ̄12i =P− 1
i X12

i P− 1
i ,X ̄13i =P− 1

i X13
i ,

X 2̄2
i =P− 1

i X22
i P− 1

i ,X ̄23i =P− 1
i X23

i ,X ̄33i =X33
i .

By noting that Z ̄>0, we have ðZ ̄− P̄iÞZ ̄− 1ðZ ̄− P̄iÞ≥ 0, which is equivalent to the

inequality P̄iZ ̄
− 1P̄i ≥ 2Pī − Z ̄. Therefore, we can obtain (6.31a)–(6.31c) from

(6.13a)–(6.13c), which completes this proof. □

Remark 6.7 From Theorem 6.2, given scalars α>0, τi, max > 0, β≥ 0, γ ≥ 0, αij ≥ 0,
∀i, j∈Υ, first solving the inequalities (6.31a)–(6.31c), if they are feasible, we

can obtain P̄i, Q̄, Z ̄,X ̄i, and matrices N ̄i, M̄i,Yi. Then we get the switching rule
(6.32) and the feedback controller gain (6.33). Assume that we know each
τi, max > 0, i∈Υ, for given parameters α>0, β≥ 0, γ ≥ 0, αij ≥ 0, ∀i, j∈Υ. Then, if
(6.31a)–(6.31c) have no feasible solution, we can adjust α to be smaller or constants
αij to be larger.

The following algorithm is proposed to compute the switching rule and the
controller law that guarantee strict input feed-forward output-feedback passification
of system (6.8).

Algorithm 6.1
Step 1. For given matrices Ai,Bi,Ci,Di,Γi and the exogenous disturbance input

ωðtÞ∈L2, take α>0, τi, max > 0, β≥ 0, γ ≥ 0, αij ≥ 0, and try to find
feasible solutions to satisfy (6.31a)–(6.31c)

Step 2. If (6.31a)–(6.31c) are feasible, write down the feasible solutions

P̄i, Q̄, Z ̄,X ̄i =
X1̄1
i X ̄12i X ̄13i
* X2̄2

i X ̄23i
* * X3̄3

i

0
B@

1
CA, Np̄ =

N 1̄
i

N 2̄
i

N 3̄
i

0
B@

1
CA, M̄i =

M̄1
i

M̄2
i

M̄3
i

0
B@

1
CA,Yi,

and then compute the switching rule (6.32) and the feedback controller
gains (6.33). Otherwise, adjust α, αij, and return to Step 1).
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6.5 An Illustrative Example

In this section, we investigate the application to an example of switched linear
systems with feedback delays in order to illustrate our main results.

Consider the following two switched subsystems:
Subsystem 1

x ̇= 0.3 0
0 0.1

� �
x+

0
1

� �
u1 +

− 0.1
0

� �
ωðtÞ, z= 0.1 0ð Þx+ωðtÞ;

Subsystem 2

x ̇= 1.5 0
0 0.2

� �
x+

0
0.1

� �
u2 +

− 0.5
0

� �
ωðtÞ, z= 0 0.1ð Þx+ωðtÞ;

where ωðtÞ∈L2, and ui =Kixðt− τiðtÞÞ, i=1, 2.
By virtue of Theorem 6.1, for the given positive constants

τ1,max = 0.1, τ2,max = 0.15, α12 = α21 = 10, γ =0.1, α=0.3, β=0.3 solving
the LMIs (6.31a)–(6.31c) yields:

P1̄ =
6.2026 − 0.1042
− 0.1042 75.4354

� �
, P̄2 =

7.1453 − 0.1290
− 0.1290 72.6838

� �
,

Y1 = − 0.1139 − 157.3196ð Þ, Y2 = 1.900 − 139.68ð Þ,

N 1̄ =

− 21.9413 0.0197
0.0197 − 129.8055
20.6361 0.0417
0.0417 56.9148
0.0997 0.0010

0
BBBB@

1
CCCCA, N ̄2 =

− 91.2923 0.4059
0.4059 − 121.3558

126.8874 − 0.1012
− 0.1012 57.1093
2.1877 1.0280

0
BBBB@

1
CCCCA,

M̄1 =

− 0.3325 0.0178
0.0178 − 5.8782
− 2.0106 0.0486
0.0486 − 36.9515
0.0003 − 0.0014

0
BBBB@

1
CCCCA, M̄2 =

− 0.1060 0.0962
0.0962 − 6.5343
− 2.0961 0.0900
0.0900 − 37.9476
− 0.0047 0.2549

0
BBBB@

1
CCCCA.

Thus, the respective hybrid state feedback controllers have gains

K1 =Y1P̄1 = − 0.0534 − 2.0856ð Þ, K2 =Y2P̄2 = − 0.0836 − 19.2183ð Þ.

Notice that the eigenvalues of each closed-loop subsystem is λ1, 1 = − 1.9856,
λ1, 2 = 0.3000, , and λ2, 1 = − 1.7218, λ2, 2 = 1.500, respectively. Obviously, they
indicate that neither of each subsystem is passificated by their candidate controllers
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since both of them have eigenvalues located in the right half-plane. However, by
using Theorem 6.2, we find that the switching signal for guaranteeing the strictly
input feed-forward, output-feedback passification of the considered switched sys-
tem is obtained by the switching law

σðtÞ= argmin
i∈Υ

fxTP ̄− 1
i xg.

6.6 Conclusions

We studied strictly input feed-forward, output-feedback passification for a class of
switched systems by synthesizing hybrid time-varying feedback delays. We derived
delay bound-dependent conditions on the strict input feed-forward, output-feedback
passivity of switched delay systems under a class of state-dependent switching
signals and the respective generating control law. Consequently, also the finite-gain
L2 stability and asymptotic stability of such system are also studied. Finally, we
give an algorithm that implements the know-how to co-design the switching rule
and the feedback control law. The foreseen future work is dedicated to bring general
results on co-design of switching law and feedback passification for nonlinear
switched systems with feedback delays.
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Part II
Machine Intelligence and Learning

Control in Complex Systems

Learning without thinking is labour lost; thinking without learning is perilous.

Confucius



Chapter 7
Creating and Controlling Complex
Biological Brains

Kevin Warwick

Abstract In this contribution, a look is taken at how animal and/or human brain
cells can be cultivated (grown) and given a robot physical body (as a controlling
brain) in which they can move around and interact with the world. This is realised
as a new form of Artificial Intelligence in which the complexity of a highly non-
linear biological neural network is employed to uniquely control a real-world robot.
The communication/control feedback loop is described and considered in terms of
learning, performance, long-term operation and specialisation within the neural
structure. Experimental results are presented and philosophical arguments opened
up, e.g. can the robot be considered to be a living, conscious entity?

7.1 Introduction

Considerable progress has been made towards hybrid systems in which biological
neurons are integrated with electronic components. As an example, Reger et al. [1]
demonstrated the use of a lamprey brain to control a small-wheeled robot’s
movements; meanwhile others were successfully able to send control commands to
the nervous system of cockroaches [2] or rats [3] as if they were robots. These
studies inform us about information processing and encoding in the brains of living
animals [4], however, they do pose ethical questions and can be technically
problematic since access to the brain is limited by barriers such as the skin and
skull, and data interpretation is complicated due to the number of neurons present in
the brain of even the simplest animal. Also, approaches which involve recording the
activity of individual neurons or small populations of neurons are limited by their
invasive, and hence destructive, nature. As a result, neurons cultured under labo-
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ratory conditions on a planar array of non-invasive electrodes provide an attractive
alternative with which to probe the operation of biological neuronal networks.

In the past few years, research has focussed on culturing networks of some tens
of thousands of brain cells grown in vitro [5]. These cultures are created by
enzymatically dissociating neurons obtained from foetal rodent cortical tissue and
then culturing them in a specialised chamber, in doing so providing suitable
environmental conditions and nutrients. An array of electrodes is embedded in the
base of the chamber (a multielectrode array; MEA) providing an electrical interface
to the neuronal culture [6–9]. The neurons in such cultures spontaneously begin to
branch out and within an hour of placement, even without external stimulation, they
begin to reconnect with other nearby neurons and commence electrochemical
communication. This propensity to spontaneously connect and communicate
demonstrates an innate tendency to network. Studies of neural cultures demonstrate
distinct periods of development defined by changes in activity which appear to
stabilise after 30 days and, in terms of useful responses, last for at least 2–3 months
[10–12]. The cultures of neurons form a monolayer on the MEA, making them both
amenable to optical microscopy and accessible to physical and chemical manipu-
lation [9].

An aim of the ongoing project described here is to investigate the use of cultured
neurons for the control of mobile robots. In order to produce useful processing, the
disembodied biological network must develop in the presence of meaningful
input/output relationships as part of closed-loop sensory interaction with the
environment. This is evidenced by animal and human studies, which show that
development in a sensory-deprived environment results in poor or dysfunctional
neural circuitry [13, 14]. To this end the overall closed-loop hybrid system
involving a primary cortical culture on an MEA and a mobile robot body must exist
within a sufficiently rich and reasonably consistent environment. This then con-
stitutes an interesting and novel approach to examining the computational capa-
bilities of biological networks [15].

Typically, in vitro neuronal cultures consist of thousands of neurons generating
highly variable, multidimensional signals. In order to extract components and
features representative of the network’s overall state from such data, appropriate
pre-processing and dimensionality reduction techniques must be applied. Several
schemes have till now been constructed. Shkolnik et al. [16] created a control
scheme for a simulated robot body in which two channels of an MEA were selected
and an electrical stimulus consisting of a ±600 mV, 400 μs biphasic pulse was
delivered at varying inter-stimulus intervals. Information coding was formed by
testing the effect of electrically induced neuronal excitation with a given time delay
termed the inter-probe interval (IPI) between two stimulus probes. This technique
gave rise to a characteristic response curve which formed the basis for deciding the
robot’s direction of movement using basic commands (forward, backward, left and
right).

DeMarse and Dockendorf investigated the computational capacity of cultured
networks by implementing the control of a ‘real-life’ problem, namely controlling a
simulated aircraft’s flight path (e.g. altitude and roll adjustments) [17]. Meanwhile
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Shahaf and Marom [18] reported one of the first experiments to achieve desired
discrete output computations by applying a simple form of supervised learning to
disembodied neuronal cultures. Recently, in [19] a Learning classifier system was
used to manipulate culture activity towards a goal level using simple input signals.
In both of these latter experiments, the desired result was only achieved in about
one-third of the cases, indicating some of the difficulties in achieving repeatability.

This should not really come as a surprise as this is a field of study very much in
its infancy. There are bound to be difficulties, however, there is much to be learnt. It
is apparent that even at this early stage, such re-embodiments (real or virtual) have
an important role to play in the study of biological learning mechanisms and
neurological behaviour in general. Our physical embodied robots provide the
starting point for creating a proof-of-concept control loop around the neuronal
culture and a basic platform for future––more specific––reinforcement learning
experiments. The fundamental problem is the coupling of the robot’s goals to the
culture’s input–output mapping, the design of the robot’s architecture discussed in
this paper therefore emphasises the need for flexibility and the use of machine
learning techniques in the search of such coupling.

In the section which follows, the general procedure for laying out the neural
culture (the biological component) is described; this is followed by a description of
the main elements of the closed-loop control system, including the culture as an
important element in the feedback loop. Details of the current system’s architecture
are given in Sect. 7.3. Section 7.4 includes a description of our initial tests and
preliminary results. Section 7.5 meanwhile provides a discussion of possible bio-
logical underpinnings providing the motivation and context for the use of the
machine learning (ML) methods, and Sect. 7.6 concludes with an overview of
current progress. Finally, Sect. 7.7 discusses new ongoing research and planned
future extensions.

7.2 Culture Preparation

To realise the cultured neural network, cortical tissue is dissected from the brains of
embryonic rats and neuronal cells enzymatically dissociated before seeding onto
planar multielectrode arrays (MEAs). The cells are restricted to lie within the
recording horizon of the electrode array by means of a template placed on the MEA
prior to seeding and removed immediately after cells have settled (∼1 h). The MEA
is also filled with a conventional cell culture medium containing nutrients, growth
hormones and antibiotics of which 50 % is replaced twice weekly. Within the first
hour after seeding, neurons appear to extend connections to nearby cells (even
within the first few minutes this has been observed) and within 24 h, a thick matt of
neuronal extensions is visible across the seeded area.

The connectivity between seeded cells increases rapidly over subsequent days.
After 7 days, electrical signals are observed in the form of action potentials which,
in the ‘disembodied culture’ (not connected within the closed loop), over the
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following week transform into dense bursts of simultaneous electrical activity
across the entire network. This bursting feature subsequently continues through to
maturity (30 days in vitro and onwards). It is not well understood what the bursting
actually means and how much it is part of normal neural development. However,
such continued behaviour, after this initial development phase, may subsequently
be representative of an underlying pathological state resulting from impoverished
sensory input and may differ from the activity of a culture developing within a
closed loop [20]. This is something which remains to be studied further.

Cultures usually remain active until approximately 3 months of age. During this
time, they are sealed with Potter rings [21] to maintain sterility and osmolarity, and
are maintained in a humidified, 37 °C, 5 % CO2 incubator. Recordings are
undertaken in a non-humidified 37 °C, 5 % CO2 incubator for between 30 min and
8 h dependent on environmental humidity and the resulting stability of activity.

7.3 Experimental Platform

The multielectrode array enables voltage fluctuations in the culture (relative to a
reference ground electrode outside the network) to be recorded in real-time at 59
sites out of 64 in an ‘8 × 8’ array (Fig. 7.1). This allows for the detection of
neuronal action potentials within a 100 μm radius (or more) around an individual
electrode. Using spike sorting algorithms [12], it is then possible to separate the
firings of multiple individual neurons, or small groups of neurons, as monitored on
a single electrode. As a result, multielectrode recordings across the culture permit a
picture of the global activity of the entire neuronal network to be formed. It is
possible to electrically stimulate via any of the electrodes to induce focussed neural
activity. The multielectrode array therefore forms a functional and non-destructive
bidirectional interface to the cultured neurons.

Electrically evoked responses and spontaneous activity in the culture (the neu-
ronal network) are coupled to the robot architecture, and thence on to the physical
robot, via a machine learning interface, which maps the features of interest to
specific actuator commands. Sensory data fed back from the robot is associated with
a set of appropriate stimulation protocols and is subsequently delivered to the
culture, thereby closing the robot-culture loop. Thus, signal processing can be
broken down into two discrete sections (a) ‘culture to robot’, in which an output
machine learning procedure processes live neuronal activity, and (b) ‘robot to
culture’, which involves an input mapping process, from robot sensor to stimulus.

It is important to realise that the overall system employed in this experiment has
been designed based on a closed-loop, modular architecture. As neuronal networks
exhibit spatiotemporal patterns with millisecond precision [22], processing of these
signals necessitates a very rapid response from neurophysiological recording and
robot control systems. The software developed for this project runs on Linux-based
workstations communicating over the Ethernet via fast server–client modules, thus
providing the necessary speed and flexibility required.
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In recent years, the study of neuronal cultures has been greatly facilitated by
commercially available planar MEA systems. These consist of a glass specimen
chamber lined with an 8 × 8 array of electrodes as shown in Fig. 7.1. It is just such
one of these MEAs that we have employed in our overall robot system.

A standard MEA (Fig. 7.1a) measures 49 × 49 × 1 mm and its electrodes
provide a bidirectional link between the culture and the rest of the system. The
associated data acquisition hardware includes a head-stage (MEA connecting
interface), 60 channel amplifier (1200 × gain; 10–3200 Hz band-pass filter),
stimulus generator and PC data acquisition card.

To this point, we have successfully created a modular closed-loop system
between a (physical) mobile robotic platform and a cultured neuronal network using
a multielectrode array, allowing for bidirectional communication between the cul-
ture and the robot. It is estimated that the cultures employed in our studies consist of
approximately (on average) 100,000 neurons. The actual number in any one
specific culture depends on natural density variations in proliferation post-seeding
and experimental aim. The spontaneous electrochemical activity of the culture

Fig. 7.1 a An MEA, showing the 30 μm electrodes which lead to the electrode column–row
arrangement, b Electrode arrays in the centre of the MEA seen under an optical microscope, c An
MEA at ×40 magnification, showing neuronal cells in close proximity to an electrode, with visible
extensions and interconnections
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realising signals at certain of the electrodes is used as input to the robot’s actuators
and the robot’s (ultrasonic) sensor readings are (proportionally) converted into
stimulation signals received by the culture, effectively closing the loop.

We are using a versatile, commercially available, Miabot robot (Fig. 7.2) as our
physical platform. This exhibits accurate motor encoder precision (∼0.5 mm) and
has a maximum speed of approximately 3.5 m/s. Hence it can move around quite
quickly in real time. Recording and stimulation hardware is controlled via
open-source MEABench software [23].

The overall closed-loop system therefore consists of several modules including
the Miabot robot, an MEA and stimulating hardware, a directly linked workstation
for conducting computationally expensive neuronal data analyses and a separate
machine running the robot control interface; a network manager routing signals
directly between the culture and the robot body.

The Miabot is wirelessly controlled via Bluetooth. Communication and control
are performed through custom C++ server code and TCP/IP sockets and clients
running on the acquisition PC which has direct control of the MEA recording and
stimulating software. The server sends motor commands and receives sensory data
via a virtual serial port over the Bluetooth connection, while the client programs
contain the closed-loop code which communicates with and stimulates the MEA

Fig. 7.2 The Miabot robot
with a cultured neural
network
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culture. The client code also performs text logging of all important data during an
experiment run.

This modular approach to the architecture has resulted in a system with easily
reconfigurable components. The obtained closed-loop system can efficiently handle
the information-rich data that is streamed via the recording software. A typical
sampling frequency of 25 kHz of the culture activity demands large network,
processing and storage resources. Consequently, on-the-fly streaming of
spike-detected data is the preferred method when investigating real-time
closed-loop learning techniques.

7.4 Experimental Results

First an existing appropriate neuronal pathway was identified by searching for
strong input/output relationships between pairs of electrodes. Suitable input/output
pairs were defined as those electrode combinations in which neurons proximal to
one electrode responded to stimulation of the other electrode at which the stimulus
was applied (at least one action potential within 100 ms of stimulation) more than
60 % of the time and responded no more than 20 % of the time to stimulation on any
other electrode. An input–output response map was then created by cycling through
all preselected electrodes individually with a positive-first biphasic stimulating
waveform (600 mV; 100 μs each phase, repeated 16 times). By averaging over 16
attempts, it was ensured that the majority of stimulation events fell outside any
inherent culture bursting that might have occurred. In this way, a suitable
input/output pair could be chosen, dependent on how the cultures had developed, in
order to provide an initial decision making pathway for the robot.

Thus, in the initially developed culture, we found by experimentation a rea-
sonably repeatable pathway in the culture from stimulation to response. We then
employed this pathway to achieve desired robot control––for example, for the
obstacle avoidance task––if the ultrasonic sensor was active we mapped the culture
response onto the robot actuators in order to cause the robot to turn away from the
object being located ultrasonically. This ensures constant movement of the robot,
without bumping into any obstacles.

The robot followed a forward path within its corral confines until it reached a
wall, at which point the front sonar value decreased below a threshold (set at
approximately 30 cm), triggering a stimulating pulse as shown in Fig. 7.3. If the
responding/output electrode registered activity following the input pulse then the
robot turned to avoid the wall. Essentially, activity on the responding electrode was
interpreted as a command for the robot to turn in order to avoid the wall. It was
apparent that, in fact, the robot turned spontaneously whenever activity was reg-
istered on the response/output electrode. The most relevant result for the experiment
was the occurrence of the chain of events: wall detection stimulation response.
From a philosophical and neurological perspective, it is of course also of interest to
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speculate why there was activity on the response electrode when no stimulating
pulse had been applied.

The typical behaviour in the cultures studied was generally a period of inactivity
(or low-frequency activity) prior to stimulus, followed by heightened network
activity induced almost immediately (within few millseconds) after stimulus, which
decayed (typically after ∼100 ms) to baseline pre-stimulus activity. The study opens
up the possibility of investigating response times of different cultures under dif-
ferent conditions and how they might be affected by external influences such as
electrical fields and pharmacological stimulants [24]. At any one time we have
typically 25 different cultures available and hence such comparative developmental
studies are now being conducted.

With the sonar threshold set at approximately 30 cm from a wall, a stimulation
pulse was applied to the culture, via its sensory input, each time this threshold was
breached–effectively when the robot’s position was sufficiently close to a wall. An
indication of the robot’s typical activity during a simple wall detection/right turn
experiment is shown in Fig. 7.3. The green trace indicates the front sonar value.
Yellow bars indicate stimulus pulse times and blue/red bars indicate sonar
timing/actuator command timing.

As can be witnessed, these response events may occur purely spontaneously or
due to electric stimulation as a result of the sensor threshold being breached. Such
events are deemed ‘meaningful’ only in the cases when the delay between stimu-
lation and response is less than 100 ms. In other words, such an event is a strong
indicator that the electric stimulation on one electrode caused a neural response on
the recording electrode. The red vertical lines indicate the time that a rotation
command is sent to the robot. These events are always coupled (the first one starts
the right turn rotation and the second simply ends the rotation). Only the second
signals of each pair can be clearly seen here as the rotation initiation commands are
overlaid by the yellow electrode firing bars (as a result of electrode firing which
instantly initiates a rotation command). A ‘meaningful’ event chain would be for
example at 1.95 s, where the sonar value drops below the threshold value (30 cm)
and a stimulation-response subsequently occurs.

Fig. 7.3 Analysis of the robot’s activity during a simple wall detection/right turn experiment
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Table 7.1 shows typical results from a live culture test in comparison with a
‘perfect’ simulation. If the live culture acted ‘perfectly’, making no mistakes, then
the two columns would be identical. This of course raises the question as to what a
‘perfect’ response actually is. In this case it could be regarded as a programmed
exercise––which some might refer to as ‘machine-like’. In a sense therefore the
culture is asserting its own individuality by not being ‘perfect’.

To explain Table 7.1 further––‘Total closed loop time’ refers to the time
between wall detection and a response signal witnessed from the culture. ‘Mean-
ingful turns’ refer to the robot turning due to a ‘wall detection-stimulation-response’
chain of events. A ‘wall to stimulation’ event corresponds to the 30 cm threshold
being breached on the sensor such that a stimulating pulse is transmitted to the
culture. Meanwhile a ‘stimulation to response’ event corresponds to a motor
command signal, originating in the culture, being transmitted to the wheels of the
robot to cause it to change direction. It follows that for the culture some of the
‘stimulation to response’ events will be in ‘considered’ response to a recent stim-
ulus–termed meaningful, whereas other such events–termed spontaneous––will be
either spurious or in ‘considered’ response to some thought in the culture, about
which we are unaware.

By totalling the results of a series of such trials carried out (over 100), con-
siderable differences (as typically indicated in Table 7.1) are observed between the
ratio of expected and spontaneous turns between the simulation and the live culture.
Under the control of the simulation 95 ± 4 % (Mean ± SD) meaningful turns were
observed whilst the remaining spontaneous turns (5 ± 4 %) were easily attributable
to aspects of thresholding spike activity. In contrast the live culture displayed a
relatively low number of meaningful turns (46 ± 15 %) and a large number of
spontaneous turns 54 ± 19 % as a result of intrinsic neuronal activity. Such a large
number of spontaneous turns was perhaps only to be expected in an uncharacterised
system and current work aims to both quiet the level of on-going spontaneous,
reminiscent of epileptiform, activity present in such cultures and to discover more
appropriate input sites and stimulation patterns.

As a follow up closed-loop experiment, the robot’s individual (right and left
separately) wheel speeds were controlled by using the spike firing frequency
recorded from the two chosen motor/output electrodes. The frequency is actually
calculated by means of the following simple principle: A running mean of spike rate

Table 7.1 Basic statistics
from a wall avoidance
experiment

Results Simulation Live
culture

Wall - > Stimulation event 100 % 100 %
Stimulation - > Response
event

100 % 67 %

Total closed loop time 0.075 s 0.2–0.5 s
Run time 240 s 140 s
Meaningful turns 41 22
Spontaneous turns 41 16

7 Creating and Controlling Complex Biological Brains 149



from both the output electrodes was computed from the spike detector. The detected
spikes for each electrode were separated and divided by the signal acquisition time
to give a frequency value. These frequencies were linearly mapped (from their
typical range of 0–100 Hz) to a range of 0–0.2 m/s for the individual wheel linear
velocities. Meanwhile, collected sonar information was used to directly control
(proportionally) the stimulating frequency of the two sensory/input electrodes. The
typical sonar range of 0–100 cm was linearly re-scaled into the range 0.2–0.4 Hz for
electrode stimulation frequencies (600 mV voltage pulses).

The overall setup can be likened to a simple Braitenberg model [25]. However,
in our case, sensor-to-speed control is mediated by the cultured network acting as
the sole decision-making entity within the overall feedback loop. One important
aspect being focussed on is the evocation of long-term potentiation (LTP), i.e.,
directed neural pathway changes in the culture, thereby effecting plasticity between
the stimulating-recording electrodes. Although this was not a major initial target in
carrying out this part of the experiment, it has been noted elsewhere that a
high-frequency burst time can induce plasticity very quickly [27, 28]. As a result,
we are now investigating spike timing dependent plasticity based on the coinci-
dence of spike and stimulus.

7.5 Learning

Inherent operating characteristics of the cultured neural network have been taken as
a starting point to enable the physical robot body to respond in an appropriate
fashion––to get it started. The culture then operates over a period of time within the
robot body in its corral area. Experimental duration, e.g. how long the culture is
operational within its robot body, is merely down to experimental design. Several
experiments can therefore be completed within a day, whether on the same or
differing cultures. The physical robot body of course can operate 24/7.

In our studies thus far, learning and memory [26] investigations are at an early
stage. However, we were able to observe that the robot appeared to improve its
performance over time in terms of its wall avoidance ability. We are currently
investigating this and examining whether it can be repeated robustly and subse-
quently quantified. What we have witnessed could mean that neuronal
structures/pathways employ some form of adaptive processes which allow the
system to adjust to the closed-loop stimulation environment. In fact, such adapta-
tion may underlie some forms of plasticity and hence learning. Typically, learning
is considered to involve creating representations of the relationships between dif-
ferent objects or inputs. This is the so called associative learning paradigm and in its
broadest form it includes auto associative and hetero associative paradigms such as
classical or Pavlovian conditioning, operant conditioning and many others. How-
ever, psychologists also recognise other broad class of learning paradigms which do
not involve association (at least not explicitly). Forms of such non-associative
learning include sensitisation and habituation. The latter involves gradual
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adjustment of responses to repetitive stimuli and has been well documented in the
psychological literature. Putative biological mechanisms of habituation have been
well characterised in invertebrates.

We believe, that the experiment involving the robot wall avoidance task may
constitute a natural setup for a form of habituation to take place. The observed
improvement of the robot performance due to repetition of a satisfactory action may
then be a result of the strengthening of neural pathways through a process of
adaptation–learning due to habit.

This hypothesis opens a plethora of further interesting questions which we are
addressing. What processes, structures or pathways in the cortical neural cultures
support such habituation?

What is the ‘cognitive’ capacity of such form of learning? The issue involves
characterisation of behavioural repertoire that can be supported by habituation. This
includes the complexity of behaviours that can be exhibited as well as the number
of different behaviours that can be simultaneously acquired by this form of learning.
What are the dynamics of habituation? The length of time over which the habitu-
ation takes place, the level of robustness of the acquired behaviours, and what are
the properties of degradation of them over time, if the behaviour is not maintained.

Another, more practical but far from trivial, problem that needs to be addressed
is how to characterise the habituation and elucidate all the problems and issues
highlighted above from data. The signals collected from a culture are highly
dimensional, noisy and non-stationary. Moreover, operation in the closed loop
requires a quick turnaround time which means that, in spite of the potentially long
times over which the experiments are run; the data are of finite and short duration.
Hence, the issue of reliable recognition and characterisation of neural responses in
such circumstances comes to the fore.

We are encouraged by the fact that such habituation processes in animals have
been reported on elsewhere, e.g. [29, 31], and experimentation has been carried out
to investigate the effects of sensory deprivation on subsequent culture development.
In our case we are monitoring changes and attempting to provide a quantitative
characterisation relating plasticity to experience and time. The potential number of
confounding variables is however, considerable, as the subsequent plasticity pro-
cess, which occurs over quite a period of time, is (most likely) dependent on such
factors as initial seeding and growth near electrodes as well as environmental
transients such as feed rate, temperature and humidity.

On completion of these first phases of the infrastructure setup, a significant
research contribution, it is felt, lies in the application of machine learning
(ML) techniques to the hybrid system’s closed-loop experiments. These techniques
may be applied in the spike sorting process (dimensionality reduction of spike data
profiles, clustering of neuronal units), the mapping process between sensory data
and culture stimulation as well as the mapping between the culture activity and
motor commands, and the application of learning techniques on the controlled
electrical stimulation of the culture, in an attempt to exploit the cultured networks’
computational capacity.
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7.6 Conclusions

We have successfully realised a closed-loop adaptive feedback system involving a
(physical) mobile robotic platform and a cultured neuronal network using a mul-
tielectrode array (MEA), which necessitates real-time bidirectional communication
between the culture and the robot. A typical culture being employed presently
consists of approximately 100,000–150,000 neurons, although at any one time only
a small proportion of these neurons are actively firing.

Trial runs have been carried out with the overall robot and comparisons have
been made with an ‘ideal’ simulation which responds to stimuli perfectly as
required. It has been observed that the culture on many occasions responds as
expected, on other occasions, however, it does not, and in some cases it provides a
motor signal when it is not expected to do so.

The concept of an ‘ideal’ response is difficult to address because a biological
network is involved, and it should not be seen in negative terms when the culture
does not achieve (what is in our eyes) an ideal. We know very little about the
fundamental neuronal processes that give rise to meaningful behaviours, particu-
larly where learning is involved, we therefore need to retain an open mind as to a
culture’s performance.

The culture preparation techniques employed are constantly being refined and
have led to stable cultures that exhibit both spontaneous and induced
spiking/bursting activity which develops in-line with the findings of other groups,
e.g. [15, 32].

A stable robotic infrastructure has been set up, tested and is in place for future
culture behaviour and learning experiments. This infrastructure could be easily
modified in order to investigate culture-mediated control of a wide array of alter-
native robotic devices, such as a robot head, an ‘autonomous’ vehicle, robotic
arms/grippers, mobile robot swarms and multi-legged walkers.

In terms of robotics, this study and others like it, show that a robot can have a
biological brain to make its ‘decisions’. The 100,000–150,000 neuron size is due to
present day limitations––clearly this will increase. Indeed it is already the case that
3-dimensional structures are being investigated [20]. Simply increasing the com-
plexity from 2-dimensions to 3-dimensions (on the same basis) realises a figure of
30 million neurons (approximately) for the 3-dimensional case. The whole area of
research is therefore a rapidly expanding one as the range of sensory inputs is
expanded and the number of cultured neurons encapsulated rises. The potential
capabilities of such robots, including the range of tasks they can perform, therefore
needs to be investigated.

Understanding neural activity becomes a much more difficult problem as the
culture size is increased. Even the present neuron cultures are far too complex at
present for us to gain an overall insight. When they are grown to sizes such as 30
million neurons and beyond, clearly the problem is significantly magnified, par-
ticularly with regard to neural activity in the centre of a culture volume, which will
be (effectively) hidden from view. On top of this, the nature of the neurons may be
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diversified. To this point rat neurons are employed in our studies–however, any
animal neurons could be used. Human neurons, which are readily available are
particularly suitable due to the fact that any results obtained could be more
immediately relevant to human studies. The author wishes to record his feelings
here that it is important to stress the need for ethical concerns to be listened to in
such circumstances.

7.7 Future Research

There are a number of ways in which the current research programme is being taken
forward. First the robot is being extended to include additional sensory devices such
as extra sonar arrays, audio input, mobile cameras and other range-finding hardware
such as an on-board infrared sensor. This will provide an opportunity to investigate
sensory fusion in the culture and to perform more complex behavioural experi-
ments, possibly even attempting to demonstrate links between behaviour and cul-
ture plasticity, along the lines of [29], as different sensory inputs are integrated.

Provision of a powered-floor for the robot’s corral will provide the robot with
relative autonomy for a longer period of time while different learning techniques are
applied and behavioural responses monitored. For this the Miabot must be adapted
to operate on an in-house powered-floor, providing the robot with an unlimited
power supply. This feature, which is based on an original design for displays in
museums [30] is necessary since learning and culture behaviour tests will be carried
out for hours at a time.

Current hardcoded mapping between the robot goals and the culture input/output
relationships can be extended using learning techniques to eliminate the need for an
a priori choice of the mapping. In particular, reinforcement learning techniques can
be applied to various mobile robot tasks such as wall following and maze navi-
gation, in an attempt to provide a formal framework within which the learning
capabilities of the neuronal culture will be studied [35, 36].

To increase the effectiveness of culture training beyond the ∼30 % success rate
seen in previous work, biological experiments are currently being performed to
identify physiological features which may play a role in cellular correlates of
learning processes. These experiments also investigate possible methods of
inducing an appropriate receptive state in the culture that may allow greater control
over its processing abilities and the formation of memories [26] involving specific
network activity changes, which may allow identification of the function of given
network ensembles. In particular, in terms of cholinergic influences, the possible
effect of acetylcholine (ACh) [33] in coordinating the contributions of different
memory systems is being investigated.

The learning techniques employed and the results obtained from the culture need
to be benchmarked. In order to achieve this we are developing a model of the
cultured neural network, based on experimental data about culture density and
activity. In doing so we hope to gain a better understanding of the contribution of
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culture plasticity and learning capacity to the observed control proficiency. At
present we are investigating hidden markov models (HMMs) as a technique for
uncovering dynamic spatiotemporal patterns emerging from spontaneously active
or stimulated neuronal cultures [34, 37]. The use of hidden markov models enables
characterisation of multichannel spike trains as a progression of patterns of
underlying discrete states of neuronal activity.

Key for the future, however, will be the possible employment of 30 million
human neurons as the brain of a robot body. Through technical development, it is
envisioned that the number of neurons will subsequently increase further still [38].
As the 100 billion typical number of neurons is approached, other issues then
become apparent––as the sheer size of the robot brain tends to approach that of a
human––e.g. what, if any, rights should the robot have?
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Chapter 8
Iterative Learning Control as an Enabler
for Robotic-Assisted Upper Limb Stroke
Rehabilitation

Eric Rogers, Chris T. Freeman, Ann-Marie Hughes,
Jane H. Burridge, Katie L. Meadmore and Tim Exell

Abstract An increased burden on health care and rehabilitation resources is due to

the number of people suffering a stroke and if the capacity of health services is to

meet future demand novel approaches to rehabilitation are required. In this chapter

recent research is surveyed where iterative learning control, developed initially for

robots executing commonly encountered industrial tasks such as sequentially collect-

ing objects from one location and transferring them to another, is used to control the

assistive stimulation in robotic-assisted upper limb stroke rehabilitation. The results

given include the outcomes of small-scale clinical trials with stroke patients and

areas for future research are also briefly discussed.

8.1 Introduction

Stroke is a leading cause of death and disability in humans. Every year 15 million

people worldwide suffer a stroke and 5 million are left permanently disabled. In the

UK, as one example, approximately 50% of people who survive a stroke require

some form of rehabilitation to reduce impairment and assist with activities of daily

living [1]. The upper limb is particularly important in regaining independence fol-

lowing stroke as impairments impact on daily living and well-being [2]. A very large

volume of literature exists on the various aspects of stroke discussed in this section

and the references cited are indicative only.

A stroke is usually caused when a blood clot blocks a vessel in the brain and

acts like a dam stopping the blood reaching the regions downstream. Alternatively,

it may be caused by a hemorrhage where a vessel ruptures and leaks blood into the
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surrounding areas. As a result, some of the connecting nerve cells die and the person

commonly suffers partial paralysis on one side of the body, termed hemiplegia. Cells

killed in this way cannot regrow, but the brain has some spare capacity and hence

new connections can be made. Moreover, brain is continually and rapidly changing

as new skills are learned, new connections are formed, and redundant ones disappear.

A person who relearns skills after a stroke goes through the same process as someone

learning to play tennis or a baby learning to walk, requiring sensory feedback during

repeated practice of a task. Unfortunately, the problem is that they can hardly move

and therefore do not receive feedback on their performance.

Research [3] has consistently identified treatment intensity and goal-oriented

strategies as critical elements for successful therapeutic outcomes. To further

maximize rehabilitation effects, novel therapeutic and cost-effective rehabilitation

interventions need to be developed and may combine different methodological tech-

niques. For example, the combined use of electrical stimulation, as referred to as

Functional Electrical Stimulation (FES) in this chapter, robot-aided therapy and vir-

tual reality (VR) environments have been suggested to be particularly promising with

respect to upper limb rehabilitation in chronic stroke [4].

Following stroke, robotic and FES therapies have been demonstrated to reduce

upper limb motor impairments [5]. Furthermore, these techniques have been identi-

fied as a way to facilitate the intensity of the training received [3] and allow training

despite muscle weakness and without the aid of a therapist. In addition, when used

with a real-time system which displays the participants’ arm and hand movements

in a VR environment, the practiced movements can be very task-specific [4]. These

types of technologies may be more easily transferred into patients’ homes, increasing

the intensity and task specificity of the training and reducing the time and expense

constraints on therapists. The therapeutic effect of FES in rehabilitation is known to

increase when associated with a person’s voluntary effort [6]. However, a disadvan-

tage of many FES approaches is that they fail to encourage voluntary contribution.

The research described in this chapter is from a program that is investigating the

feasibility and effectiveness of novel rehabilitation systems that combine robotic sup-

port, FES, and VR. These systems allow patients to receive the benefits of muscle-

specific targeted FES within a tightly controlled, safe, and motivating environments.

The FES is mediated by iterative learning control (ILC), a technology transferred

from industrial robotics which is applicable to systems which repeatedly perform a

finite duration tracking operation [7, 8]. After each repetition, termed a trial, ILC

uses data gathered on previous executions of the task, in combination with a model

of the underlying dynamics, to update the FES signal that is applied on the next trial.

This control law design method allows strict regulation of the amount of FES used,

its trial-to-trial variation, and the resulting movement error.

The next section gives a brief overview of how the ‘technology transfer’ to stroke

rehabilitation has been achieved by considering the first work on a planar reaching

task and also describes the measures health professionals use to assess the progress of

a patient in a rehabilitation program for the upper limb. Currently, research is focused

on 3D rehabilitation but the initial work was on planar tasks that are also essential

to daily living, such as reaching out over a table top to an object. This research,
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including the outcomes of a small-scale clinical trial are covered in Sect. 8.3.

Section 8.4 considers 3D rehabilitation, again with clinical trial results, and final

section gives the overview of the progress achieved together with discussion of ongo-

ing and planned research. A preliminary version of this chapter is given in [9].

8.2 ILC Applied to Stroke Rehabilitation

Iterative Learning Control (ILC) emerged from industrial applications where the sys-

tem involved, such as a robot, executes the same operation many times over a fixed

time interval. When each trial is complete, resetting to the starting location takes

place and the next one can commence immediately or after a stoppage time. A par-

ticular example is a gantry robot undertaking a pick and place operation in synchro-

nization with a moving conveyor or assembly line. The sequence of the operations

is: (a) the robot collects a payload from a fixed location, (b) transfers it over a finite

duration, (c) places it on the moving conveyor, (d) returns to the original location for

the next object, and then (e) repeats the previous four steps for as many payloads as

is required or can be transferred before it is required to stop.

To operate it is necessary to supply the robot with a trajectory to follow. The task

for a control law is to ensure that the robot follows the prescribed trajectory exactly

or, more realistically, to within a specified tolerance. In addition to controlling the

robots movement and that of the payload, the control law must prevent other effects,

such as disturbances and signal noise, from degrading tracking and forcing it outside

of the tolerance bound. If the robot begins to operate outside permissible limits, the

control task is to bring it back as quickly as required or is physically possible. This

must be achieved without causing damage to, for example, the sensing and actuating

technologies used.

In the ILC literature, each completion or execution of the task is described as a

pass, iteration or trial, but in this work the latter term is exclusively used. Similarly,

the finite time each trial takes will be referred to as the trial length. Once a trial is

complete, all data used and generated during its completion is available for use in

computing the control action to be applied on the next trial. The use of such data

is a form of learning and is the essence of ILC, embedding the mechanism through

which performance may be improved by past experience.

Evidence from the application of conventional therapy and motor learning the-

ory provide evidence that intensity of practice of a task and feedback are impor-

tant, see, for example, [10] in stroke rehabilitation. This knowledge is motivating the

development of novel treatments such as robotic therapy that provide the opportu-

nity for repetitive movement practice. Although the use of robotic therapy in upper

limb rehabilitation is relatively recent, reviews of the literature suggest that robot-

aided therapy improves motor control of the proximal upper limb and may improve

functional outcomes [11]. Moreover, electromechanical and robotic devices may

have an advantage over conventional therapies in the frequency of movement rep-

etitions because of an increased motivation to train and also the opportunity for



160 E. Rogers et al.

independent exercise [11]. Based on existing evidence, use of rehabilitation robots

is recommended in the UK stroke guidelines [12].

Clinical evidence exists to support the therapeutic use of functional electrical

stimulation, denoted as FES, to improve motor control [13]. This form of stimu-

lation makes muscles work by causing electrical impulses to travel along the nerves

in much the same way as electrical impulses from the brain, and if stimulation is

carefully controlled, a useful movement can be made. Theoretical results from neu-

rophysiology [14] and motor learning research support clinical research with the

conclusion that the therapeutic benefit of stimulation is maximized when applied

coincidently with a patient’s own voluntary intention to move [15]. A hypothesis

has been proposed in [16] to explain the added benefit of increased recovery when

FES is used to mimic a weak or paralyzed movement.

A variety of FES model-based control methods, surveyed in [17] have been

employed to control movement, but the majority are intended for spinal cord injury

subjects, which is reflected in the number of approaches focused on the lower limb.

Advanced techniques, such as those referenced above, have rarely transferred to clin-

ical practice, as discussed in [17] with supporting references. See also [18] for a

control-related treatment of FES applied to muscles.

A major reason for the lack of model-based methods finding application in a pro-

gram of patient trials is the difficulty in obtaining reliable biomechanical models.

In the clinical setting there is minimal set-up time, reduced control over environ-

mental constraints, and little possibility of repeating any one test in the program of

treatment undertaken; controllers are required to perform to a minimum standard on a

wide number of subjects and conditions. These problems are often exacerbated in the

case of stroke because hemiplegic subjects exhibit both voluntary and involuntary

responses to applied stimulation. The limited number of model-based approaches

that have been used in stroke rehabilitation therefore provide limited scope to adapt

the applied stimulation to changes in the underlying system due to fatigue or spas-

ticity, leading to reduction in performance and an inability to fully exploit the ther-

apeutic potential.

This chapter describes the application of ILC in stroke rehabilitation, including

clinical trials that constitute the first major stage toward eventual transfer into prac-

tice. In contrast to the other approaches employed to control FES, ILC exploits the

repeating nature of the patients’ tasks in order to improve performance by learn-

ing from past experience. By updating the control input using data collected over

previous attempts at the task, ILC is able to respond to physiological changes in

the system, such as spasticity and the presence of patient’s voluntary effort, which

would otherwise erode performance. Moreover, ILC can closely regulate the amount

of stimulation supplied, ensuring that minimum assistance is provided, thereby pro-

moting the patient’s maximum voluntary contribution to the task completion. As the

treatment progresses this control action encourages patients to exert increasing vol-

untary effort with each trial and therefore a corresponding decrease in the level of

FES applied.
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Fig. 8.1 A frontal view of a

patient using the planar

robotic workstation: showing

(1) shoulder strapping, (2)

tracking task, and (3) surface

electrodes

The first research in this area concentrated on a planar task that replicates the

everyday task of reaching out to, for example, a cup, where the aim was to estab-

lish the basic feasibility and hence the exclusion of more complicated tasks, such

as reaching out and then extending the arm. This research is described in the next

section where Fig. 8.1 shows a stroke patient using the system designed for this pur-

pose.

The patient in this picture is seated with her impaired arm supported by the robot,

and elliptical trajectories are projected onto a target above the hand and FES is

applied to her triceps, using the surface electrodes, in order to assist tracking of a

point that moves along the reference trajectory. At the end of the task, the arm is

returned to the starting position in preparation for the next trial. During the reset

time an ILC control law is used to calculate the stimulation to be applied on the

subsequent trial. The stimulation applied to the triceps muscle produces a torque

about the elbow and the control problem is equivalent to controlling the angle 𝜗f .

The shoulder strapping is to prevent forward movement by the patient’s trunk during

the trials, which would conflict with the desired objective of reaching out with the

arm.

Figure 8.2 shows a plain view of the motion of the patients’ arm in Fig. 8.1 and

the link with the operation of systems for which ILC was developed is clear. The

patient aims to track the supplied reference signal, in the form of a light path beamed

down from above, with the aid of FES applied to the triceps muscle and the error

between the path followed by the patient and the reference is measured. Once the

end is reached, the arm is returned to the starting location and in this reset time, plus

a rest time to help counter the effects of muscle fatigue, the measured previous trial

error is used to compute the level of stimulation to be applied on the next trial.

If the patient is improving with each successive trial then the level of stimulation

should decrease from one trial to the next and the patients’ voluntary effort increase.

This is an essential property if recovery to completing the task is to be achieved

and retained and this was detected in the clinical trial discussed in the next section.
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Fig. 8.2 Block diagram

representation of the ILC

control scheme in the planar

case

The reference signal for the patients in this trial was determined by health profession-

als based on an assessment of each patient. If this signal is one the patient can already

complete then no benefit is gained and if it is too far beyond current unaided capa-

bility this risks demotivating the patient. An open research question is the provision

of tools based on the measurements of current capability to assist in the formulation

of reference signals in this application area.

8.2.1 Measurement in Neurorehabilitation

The purpose of measurement in neurorehabilitation is twofold. First to design ther-

apy (to make initial decisions and decide changes to therapy programs) and second to

measure progress. The World Health Organisation’s International Classification of

Functioning, Disability and Health (ICF) is a framework for measuring both health

and disability [19]. It consists of domains which are ’health’ and ’health related’

described as two lists: body functions and structures, and activity and participant.

Impairments are defined as problems in body function or structure such as a signif-

icant deviation or loss, whereas activity is the execution of a task or action by an

individual and participation is involvement in a life situation (society).

Active assisted or partially facilitated exercises are recommended for stroke

patients who are unable to move by themselves [20]. To measure the effective-

ness of such techniques, healthcare professionals are more likely to used activity

or participant-based outcome measures which explain how effective an intervention

has been (which may be more relevant to the patient) than impairment-based mea-

sures, which normally require more equipment to explain why these changes are

being seen.
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Conventionally, healthcare professionals use standardized validated clinical out-

come measures to address changes in body functions and structures or activities.

There is little consensus within the literature regarding the best motor performance

outcome measure for stroke patients, although it has been suggested that trials should

use valid instruments that measure upper limb skills specifically, such as the Action

Research Arm Test (ARAT) or Structural Myofascial Therapy (SMFT) to assess

improvement in activities of daily living [21].

In the research considered in this chapter, the primary measure for upper limb

function used was the ARAT, for which reliability and validity have been estab-

lished. Movement, coordination and sensation of the upper limb have also been mea-

sured using the Fugl-Meyer Assessment (FMA) [22], a valid and reliable measure

of post-stroke impairments. Both of these ordinal measures have been extensively

used in the clinical robotic and electrical stimulation literature, but still have limita-

tions including floor and ceiling effects, experimenter bias, and inter-rater reliability

across clinical trial sites.

The ARAT [23] was developed to monitor function related to everyday tasks and

uses a hierarchical measure of grasp, grip, pinch, and gross movement. The reach-

ing and grasping movements are rated on quality and speed in three dimensions.

The ARAT assesses primarily activity limitations, i.e., a patient’s functional loss

when interacting with the environment by means of the upper limb. Reliability and

validity have been established, however, the measure shows both floor and ceiling

effects, i.e., limitations for people who have either very low or very high function.

The test is widely used in the electrical stimulation literature.

The primary outcome used to detect changes in the upper limb impairment is

the FMA, which primarily assesses impairment in terms of loss or abnormality of

movement, i.e., the ability to perform movements in accordance with specified joint

motion pattern. It provides an adequate, reproducible, and fairly standardized picture

of a patient’s sensorimotor and joint characteristics. It is an ordinal scale testing

gross movement, coordination, and sensation of the upper limb. The motor part of

the scale scores a maximum of 66 points: section A (shoulder, elbow, and forearm 36
points), B (wrist 10 points), C (hand 14 points), and D (coordination/speed 6 points).

This test is appropriate for severe to mildly affected patients and has high reliability

and validity.

The widespread use of the FMA in research involving rehabilitation robots,

together with its utility and standardized procedure, meant that it was the obvious

choice of impairment outcome measure. In terms of resolution, the FMA could in

contrast to the ARAT, detect differences throughout the spectrum of motor dysfunc-

tion of the study population and is less affected by floor or ceiling effects. Patient

Reported Outcome Measures (PROMs) which provide validated evidence of health

from the user or patient perspective are increasingly being used. This is due in part

to their use as evidence of outcomes of services for comparative performance eval-

uation, quality assurance, and audit.
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Fig. 8.3 Geometry of combined human arm and robotic arm system

8.3 ILC for Rehabilitation of Planar Tasks

The robotic system used was especially designed for this research, with full details

in [24]. Figure 8.3 shows the geometry of the dual human and robotic system, where

Q denotes where the subject’s hand grasps the robot. The robot joint angle vector is

qr =
[
𝜗1 𝜗2

]T
, where 𝜗1 and 𝜗2 are the joint angles corresponding to links 1 and 2

respectively. The torque supplied by the motors is given by 𝝉r =
[
𝜏1 𝜏2

]T
, where 𝜏1

and 𝜏2 are applied to actuate joints 1 and 2 respectively.

It is assumed that the subject interacts with the robot by applying a vector of forces

and torques at the point Q, which has a z0 component of lz. This corresponds to the

vertical distance of the subject’s hand above the force/torque sensor. The vector of

the components of these forces applied in the x0 and y0 directions is given by hr.
The subject’s arm is strapped to the fifth link of the robot and the human arm model

therefore includes the properties of this link, which will be neglected from the model

of the robot. To ensure the robot’s safe interaction with an unknown environment,

a form of impedance control, detailed in [25], is used to govern the torque demand

supplied to the motors. This is a strategy that has previously been used to control

robotic therapy devices [26], although alternative approaches could instead be used,

such as force or compliant control [27].

The controller compensates for the inertial and damping properties of the robotic

arm and at point Q, the full derivation is in [27]

hr = KKx
x̃r + KBx

̇x̃r + KMx
̈x̃r, (8.1)

where x̂r is the reference position, x̃r = x̂r − xr, xr = kr(qr), ẋr = Jr(qr)q̇r and

ẍr = Jr(qr)q̈r + ̇Jr(qr, q̇r)q̇r. The direct kinematics equation for the robotic system

is xr = kr(qr), and JTr (qr) is the Jacobian of this system. When the robot is moved

freely by the subject in the absence of assistance, the gain matrices are set asKKx
= 𝟎,

KBx
= KBx

I and KMx
= KMx

I, where I is the identity matrix and the values of KBx
> 0

and KMx
> 0 are tuned to create a ‘natural’ feel. An additional requirement is that x̂r
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equals a constant value. When the robot is required to move the subject’s arm along

the predefined trajectories, it is necessary to set KKx
= KKx

I with KKx
> 0 and the

three gain matrices are tuned to produce the required tracking performance.

8.3.1 Human Arm Model: Passive System

In the system considered, the forearm must, due to the constraint, lie in the horizontal

plane, and rotation is possible about the axis along the upper arm. Only forces and

torques along the unconstrained directions are shown (only rotation about the axis

parallel to z1 is unconstrained at this point as rotation is not possible about the two

orthogonal axes). The triceps has been selected for stimulation since stroke patients

typically experience problems with shoulder and elbow extension during reaching

tasks [28].

Actuation of the triceps is modeled as a torque, T
𝛽

≥ 0, acting about an axis

orthogonal to both the upper arm and forearm. Components of the forces in the x1
and y1 directions applied by the subject’s hand at the point of interaction with the

robot are denoted by Fx1 and Fy1 respectively. Following the derivation in [29], the

dynamic model of the constrained arm can be written as

Ba(qa)q̈a + Ca(qa, q̇a)q̇a + Fa(qa, q̇a) = 𝝉a − JTa (qa)h, (8.2)

where Bp, Cp ∈ R2×2
are the inertial and Coriolis matrices, respectively, qp =

[
𝜗u, 𝜗f

]T
is the joint angle vector, Jp(qp) is the system Jacobian and the external

force vector satisfies h = hr as a consequence of the connection with the robotic

arm. The moment vector about the forearm axis produced by the applied FES is

𝜏p =
[

0
𝜏e𝜎

(
𝜗f
)
]
, 𝜎

(
𝜗f
)
=

−sf c�̄� ,
√

1 − c2f c
2
�̄�

. (8.3)

The decoupled form of the nonconservative force

Fp(qp, q̇p) =
[
Fu(𝜗u, ̇𝜗u), Ff (𝜗f , ̇𝜗f )

]T
,

provides a satisfactory compromise between repeatability and the accuracy of the

overall model and includes effects such as spasticity.

Various forms of the friction term Fa(qa, q̇a) have been considered in order to

arrive at a compromise between repeatability and the accuracy of the overall model.

The most general form considered is

Fa(qa, q̇a) =
[
Fa1(𝜗u, ̇𝜗u) Fa2(𝜗f , ̇𝜗f )

]T
, (8.4)
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where Fa1(⋅) and Fa2(⋅) are piecewise linear functions.

To account for the action of the triceps, an established model of the torque, T
𝛽

,

generated by electrically stimulated muscle acting about a single joint is given by

T
𝛽

(𝛽, ̇
𝛽, u, t) = g(u, t) × Fma(𝛽, ̇

𝛽) + Fmp(𝛽, ̇
𝛽), (8.5)

where u denotes the stimulation pulse width applied, and 𝛽 is the joint angle [30].

A Hammerstein structure incorporating a static nonlinearity, hIRC(u), representing

the isometric recruitment curve, cascaded with linear activation dynamics, hLAD(t),
produces the first term, g(u, t). The activation dynamics can be adequately captured

using a critically damped second-order system [31]. The term Fma(𝛽, ̇
𝛽) models the

multiplicative effect of the joint angle and joint angular velocity on the active torque

developed by the muscle and the term Fmp(𝛽, ̇
𝛽) accounts for the passive properties

of the joint. Since 𝛾 is invariant, Fmp(𝛽, ̇
𝛽) is accounted for when using the most gen-

eral form of Fa(qa, q̇a). It has therefore been decided not to add additional forms of

friction to the existing model. Details of the procedures used to establish the parame-

ters in the model are given in [32]. Further results on the use of system identification

to determine a model for the muscle response are given in [33, 34].

The robotic arm must make the task a feasible yet productive one and the fol-

lowing points concern the choice of trajectory and role of the robot when the task is

performed:

1. The trajectories will be elliptical reaching tasks for each subject’s dominant arm,

and should be achievable given their identified arm model.

2. The triceps muscle will provide the only actuating torque about the elbow, and

the robotic arm will use the control scheme given by (8.1) to make the dynamics

about the elbow feel ‘natural’ to the subject.

3. The robotic arm will provide a torque acting about the subject’s shoulder in order

to track the reference in a manner which is entirely governed by the angle of the

forearm. This makes the task feasible without lessening the role played by the

triceps.

8.3.2 Robotic Control Scheme

Combining the human arm model described by (8.2) and the end effector dynam-

ics (8.1), gives

Ba(qa)q̈a+Ca(qa, q̇a)q̇a+Fa(qa, q̇a) = 𝝉a+JTa (qa)(KKx
x̃a+KBx

̇x̃a+KMx
̈x̃a), (8.6)

where setting x̂a = x̂r −[lx ly lz]T gives x̃a = x̃r. To separate the dynamics of the end

effector in the directions corresponding to the human arm joint angles, it is necessary

to set
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KKx
x̃a + KBx

̇x̃a + KMx
̈x̃a =

J−Ta (qa)
(
KKq

q̃a + KBq
̇q̃a + KMq

̈q̃a
)
,

(8.7)

where q̃a = q̂a − qa and q̂a = k−1a (x̂a),. Hence

Ba(qa)q̈a + Ca(qa, q̇a)q̇a + Fa(qa, q̇a) = 𝝉a + KKq
q̃a + KBq

̇q̃a + KMq
̈q̃a (8.8)

and to satisfy the requirements of points 2 and 3 of the previous subsection, requires

that

KKq
= diag{KK1

, 0}, KBq
= diag{KB1

,KB2
}, KMq

= diag{KM1
,KM2

} (8.9)

and q̂a =
[
̂
𝜗u c

]T
where c is a constant and KK1

,KB1
,KB2

,KM1
,KM2

≥ 0. This allows

a choice of arbitrary second-order dynamics to be imposed about the shoulder and

the damping and inertia about the elbow to be prescribed.

The right-hand side of (8.8) now is

𝝉a +
[
KK1

̃
𝜗u + KB1

̇
̃
𝜗u + KM1

̈
̃
𝜗u

−KB2
̇
𝜗f − KM2

̈
𝜗f

]
, (8.10)

and provides the required dynamic relationship for both components of the torque

on the assumption that ̂
𝜗f = c and therefore

̇
̂
𝜗f = ̈

̂
𝜗f = 0. This last assumption is

unsuitable for the desired references and hence this control scheme is not appropriate

for the intended tracking task. If instead it is assumed that
̇
̂
𝜗u and

̈
̂
𝜗u are sufficiently

small, the controller can still ensure asymptotic stability to externally applied forces

by using

𝝉a +
[
KK1

̃
𝜗u − KB1

̇
𝜗u − KM1

̈
𝜗u

−KB2
̇
𝜗f − KM2

̈
𝜗f

]
, (8.11)

instead of (8.10).

This last requirement can be produced by choosing q̂a =
[
̂
𝜗u

̂
𝜗f
]T

and replac-

ing (8.1) by

hr = KKx
x̃r − KBx

ẋr − KMx
ẍr (8.12)

and then (8.7) can be replaced by

KKx
x̃a − KBx

ẋa − KMx
ẍa =

J−Ta (qa)
(
KKq

q̃a − KBq
q̇a − KMq

q̈a
)
.

(8.13)

To obtain the required values of ̂
𝜗u and ̂

𝜗f , components of (8.13) are compared and

hence
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KKx
=

KK1

(
̂
𝜗u − 𝜗u

)

||x̂a − xa|| (lu1 + lu2)c𝛾sf
I (8.14)

and

x̂a = xa + ||x̂a − xa||

[
cuf
suf

]
. (8.15)

Consequently x̂a is not uniquely defined, but can be any point lying on a line extend-

ing along the forearm and passing through xa. To achieve the tracking task it must

therefore be set equal to the point of intersection with the trajectory. Hence the ref-

erence point is then defined formally as

x̂a = 𝜴

(
xa, 𝛹 (⋅)

)
∶= ka

([
𝛹 ( ̂𝜗f )
̂
𝜗f

])
,

||||
ka

([
𝛹 ( ̂𝜗f )
̂
𝜗f

])
= xa + 𝜆

[
cuf
suf

]
,

(8.16)

where 𝜆 is a scalar.

The resulting control system is shown in Fig. 8.4, and the necessary controller

matrices are

KBx
= J−Ta (qa)KBq

J−1a (qa) (8.17)

and

KMx

(
Ja(qa)q̈a + ̇Ja(qa, q̇a)q̇a

)
= J−Ta (qa)KMq

. (8.18)

Using (8.16) the remaining controller matrix (8.14) can be written explicitly as

KKx

(
xa, 𝛹 (⋅)

)
=

KK1

(
𝛹 ( ̂𝜗f ) − 𝜗u

)

𝜆(lu1 + lu2)c𝛾sf
I. (8.19)

Fig. 8.4 Human arm system with robotic assistance
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8.3.3 Trajectory Selection

Given the robotic control system, the next step is to select the trajectories used in

the ILC design. How the trajectories feel to the patient is critical and impacts on the

selection of KB2
and KM2

as follows:

1. For 𝛹 (𝜗f ) to be a one-one continuous function, both 𝜗

∗
u(t) and 𝜗

∗
f (t) must be

monotone.

2. With the use of robotic assistance, it is shown in [35] that the behavior of the

electrically stimulated forearm can be approximated by the system represented

schematically in Fig. 8.5. The approximations used are based on experimentally

confirmed properties of the human arm model, and the ability of the robotic con-

trol system to provide accurate tracking of ̂
𝜗u by 𝜗u.

Given T
𝛽

≥ 0, point 1 above requires that 𝜗
∗
f (t) is monotone decreasing. Hence

from the geometry of the task, the line joining x∗a(T) and x∗a(0) must pass through

the origin of the arm system, since at both these points the direction of the ellip-

tical trajectory is orthogonal to the major axis.

3. Under the assumption that 𝜗
∗
f (t) is tracked perfectly, the torque that must be

applied to the arm system shown in Fig. 8.5 is given by

T∗
𝛽

(t) ≈

(
−
√

1−c2f∗(t)c
2
𝛾

sf∗(t)c𝛾

){
KB2

̇
𝜗

∗
f (t)

+
(
KM2

+ ba3
)
̈
𝜗

∗
f (t) + Fa2

(
𝜗

∗
f (t), ̇𝜗

∗
f (t)

)}
,

(8.20)

and the stimulation required, u∗(t), must satisfy

∫

t

0
hIRC (u∗(𝜏)) hLAD (t − 𝜏) d𝜏 =

T∗
𝛽

(t)

Fma(𝛽∗(t), ̇
𝛽
∗(t))

, (8.21)

where 𝛽

∗(t) corresponds to the reference trajectory and hence

𝛽

∗(t) = 𝛽(𝜗∗f (t), t). (8.22)

Fig. 8.5 Approximate model of stimulated human arm
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This last equation clearly limits the magnitude and rate of change of any achiev-

able torque trajectory and the existence of a solution to (8.21) has been ensured by

selecting slow trajectories that comprise half ellipse segments that are comfort-

ably within both the robot’s and the subject’s workspace. The start and end points

are chosen such that they can be reached by a smooth extension of the elbow, and

are individually calculated for each subject depending on their maximum reach

capability. The KB2
and KM2

, are selected in order to mimic a realistic activity,

provide a high level of stability in response to sudden stimulation inputs, and to

require a moderate level of work from the muscles in order to track the trajectory.

8.3.4 ILC Structure and Design

The control strategy consists of a linearizing controller in a feedback control arrange-

ment to which ILC is added as a feedforward signal, where the first component of the

linearizing controller is the inverse of the isometric recruitment curve, h−1IRC(⋅), that

has been identified for each subject. The controller’s remaining action is then moti-

vated by the form of the remaining nonlinear terms −sf c𝛾∕
√

1 − c2f c2𝛾 , Fma(𝛽, ̇
𝛽) and

Fa2(𝜗f , ̇𝜗f ) appearing in the arm model of Fig. 8.5. The value of all the three functions

can be shown to vary only slowly when the trajectories considered in this chapter are

followed perfectly [32].

The control action attempts to remove the effect of these functions to produce a

system that approximates the linear activation dynamics in series with the linear

arm dynamics (the transfer functions appearing in the left and right subsystems,

respectively, of Fig. 8.5). To achieve this, the controller next applies the gain term

−
√

1 − c2f c2𝛾
sf c𝛾Fma(𝛽, ̇

𝛽)
=
(
−sf c𝛾∕

√
1 − c2f c2𝛾

)−1 (
Fma(𝛽, ̇

𝛽)
)−1

, (8.23)

to address the multiplicative effect of the first two nonlinear terms and thenFa2(𝜗f , ̇𝜗f )
is added to the input in order to cancel the additive effect of the third nonlinear term.

The resulting linearizing controller is

u = h−1IRC

⎛
⎜
⎜
⎜
⎝

(
Fa2(𝜗f , ̇𝜗f ) + w

) −
√

1 − c2f c2𝛾
sf c𝛾Fma(𝛽, ̇

𝛽)

⎞
⎟
⎟
⎟
⎠

. (8.24)

and the validity of this approach will now be investigated. For conciseness, attention

is restricted to the case where Fa2(⋅) and Fma(⋅) are functions of their first argument

only. The resulting system is shown in Fig. 8.6 in which
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Fig. 8.6 Stimulated arm system and linearizing controller

g(𝜗f ) =
−sf c𝛾Fma(𝛽(𝜗f ))

√
1 − c2f c2𝛾

(8.25)

and 𝛱 denotes multiplication of inputs.

In [35] an equivalent state-space expression for this system is derived and then

linearized at time t̄. When the first derivatives of Fa2(𝜗f ) and g(𝜗f ) are zero for all t,
this linearized system corresponds with the desired relationship

𝜗f

w
(s) =

𝜔

2
n

s2 + 2s𝜔n + 𝜔
2
n
⋅

1
s
(
(ba3 + KM2

)s + KB2

) = G(s). (8.26)

To ensure that (8.26) adequately approximates the system behavior when the deriv-

atives are nonzero, trajectories must be chosen over which g1(t), g2(t) and F′
a2(⋅) are

small. Also, as detailed in [35], their effect can also be reduced by ensuring that

the dynamics of the arm system are slower than the activation dynamics. This also

reduces the effect of the terms involving F′
a2(𝜗f (t̄)), which can be more clearly seen

by examining Bode plots with g1(t̄), g2(t̄) = 0 using various values of F′
a2(𝜗f (t̄)).

The same goal could, of course, be achieved if it were possible to achieve more

rapid activation dynamics in the patients tested.

To examine whether the choice of trajectories and arm dynamics correspond to a

model that is well approximated by (8.26), simulations were conducted in which its

output is compared with that of the linearizing controller applied to the full model

shown in Fig. 8.5. The applied input, w, has been chosen to result in approximate

tracking of the more rapid of the demands used. The model outputs used were in close

agreement which supports the use of G(s) to approximate the combined linearizing

controller and arm system in the remainder of this chapter. Care must be taken, how-

ever, to ensure that the control schemes subsequently considered are robust to the

modeling error that is present in the system.

Linearization along a trajectory is a well-established approach which allows the

linearized dynamics to be used to infer properties of the nonlinear system when

the state variables and input are close to those of the linearized system. In partic-

ular, if the resulting time-varying system is stable then the nonlinear system also has
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that property in the neighborhood of the trajectory. This technique can be applied to

assess the local stability and robustness of the proposed control system by using tra-

jectories comprising experimental test data or those resulting from simulations using

the system model. Stability of the linearized system can then be assessed using well-

known methods for linear time-varying systems. This can then be repeated whilst

varying the model parameters in order to gain a broader picture of the system robust-

ness and performance properties. The linearized system variation with respect to Fa2
and Fma depends only on F′

a2, and the values of Fma, F′
ma, and F′′

ma respectively. The

stability of the system can therefore be examined through variation of these quanti-

ties, together with variation of the remaining model parameters, in order to provide

a measure of the controller’s robustness. This approach can then be extended to pro-

vide local convergence properties of the ILC algorithms used.

The next stage is to choose a feedback controller to supply the torque demand, w,

necessary for the system to track the intended references. A Proportional Derivative

(PD) controller has been selected and its transfer function approximated using

C(s) =
Kds + 1
𝜀Kds + 1

. (8.27)

with
1
6
≥ 𝜀 ≥

1
20

. The level of stimulation that first produces a response from the

triceps, um, is used to supply an offset such that the feedback system operates within

the torque generating capabilities of the muscle. The feedback controller is then tuned

for each subject with an emphasis on robustness, since stability is of greater concern

than accurate tracking, and therefore a conservative bandwidth and high gain and

phase margins are desired.

In common with other forms of control, the design of ILC laws can be based on

tuning a small number of parameters in a simple structure without the use of the

model of the dynamics or else be model based. One critical difference in ILC is that

information that would be non-causal in the standard case can be used. A phase-lead

ILC algorithm in the discrete-time case with sample index p has the structure

vk+1(p) = vk(p) + Lek(p + 𝜆), (8.28)

where v is the input signal, e is the error between the supplied reference and output,

L is the control law gain and 𝜆 > 0 represents the ILC phase lead in samples. The

term Lek(p + 𝜆) is allowed ILC as the complete previous trial has been generated

before the current one begins. Also the Ziegler Nichols tuning rules do not apply

but still phase-lead ILC has been used to effect in many application areas, some of

which are referenced in the survey papers [7, 8]. In the stroke rehabilitation area both

phase-lead and model-based ILC have been used where in the planar case the former

has been used as detailed next.

In z transfer function terms, the phase-lead ILC law (8.28) can be written as,

see [7] for the details of how the z transform can be applied despite the finite trial

length,
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Fig. 8.7 Block diagram of the ILC system

vk+1(z) = vk(z) + Lz𝜆ek(z). (8.29)

The overall control scheme is shown in Fig. 8.7 where the feedback controller is

commonly used in many applications [7, 8] of ILC to increase stability and noise

rejection. Using (8.29) gives

ek+1(z) = ek(z) − Lz𝜆P(z)ek(z) (8.30)

with

P(z) = C(z)G(z)
1−C(z)G(z)

, (8.31)

where G(z) and C(z) are the discretized representations of (8.26) and (8.27) respec-

tively.

The relationship

ek+1(z) = ek(z)
(
1 − LP(z)z𝜆

)
(8.32)

yields the monotonic convergence criterion

|||1 − LP(ej𝜔Ts )ej𝜔𝜆Ts ||| < 1, (8.33)

for 𝜔 up to the Nyquist frequency. Satisfying this at a given frequency is a sufficient

condition for monotonic convergence at that frequency. Furthermore the convergence

speed is dictated by the magnitude of the left-hand side; if it is close to zero, conver-

gence will occur in a single trial, while if it is greater than one, divergence is likely

to occur at that frequency. Therefore L and 𝜆 are chosen such that the left-hand side

is minimized to provide the greatest convergence over those frequencies present in

the reference. Frequencies above this value, or those at which plant uncertainty may

cause the criterion to be violated, are removed through the use of a non-causal zero-

phase filter applied to the error. The sample time, Ts =
1
40

s, will be used since this

corresponds to the frequency at which stimulation pulses are applied to the patient.

This frequency is synchronized with the robotic control system and each pulse is

produced with a delay of less than 10 µs.
A value of L = 0.2 has been chosen in both cases in order to produce a robust

system at the expense of convergence speed. Reducing L can be shown to increase
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robustness to model uncertainty over all frequencies. It can also be verified that

choosing the phase lead to maximize the convergence at a given frequency also

achieves a maximum robustness to gain and phase uncertainty at that frequency,

which means that there is no compromise between robustness and convergence speed

with respect to choosing this parameter. Therefore the phase lead will be selected to

maximize the convergence over a suitable frequency range, and a zero-phase filter

implemented to ensure stability at all higher frequencies (this being advisable even

if the convergence criterion is satisfied). For general application, it is natural for this

frequency range to correspond to the bandwidth of the system. It is routine to verify

that the system with 𝜔b = 0.45 Hz has maximum convergence over its bandwidth

using a phase lead of 30 samples (although a phase lead of 20 samples produces

greater stability over higher frequencies, which is an important factor if a filter is not

used). Similarly, the system with 𝜔b = 0.53 Hz has a maximum convergence over its

bandwidth of 20 samples. When using these phase leads the system with the higher

bandwidth has the property of monotonic convergence at greater frequencies than

the system with lower bandwidth.

8.3.5 Clinical Assessment

The ILC control scheme of Fig. 8.7 was applied, after testing on unimpaired volun-

teers and obtaining the necessary ethical approval, in a clinical trial with 5 stroke

patients. The evaluation of any rehabilitation intervention is critical to establish

effect, i.e., the benefit or otherwise to the patient. The 5 participants, 3 male and 2
female, recruited gave written consent and their demographic characteristics ranged

in age from 38 to 77 years with a mean age of 52 years. Participants had suffered

strokes ranging 8months to 8.4 years, mean 4 years, prior to recruitment to the study;

3 were affected on the right side and 2 on the left side. Patients one year beyond the

stoke occurring are not likely to recover all lost functionality but improvement to a

lower level could also have benefits and, for example, enable them to live indepen-

dently.

The intervention forming the clinical trials consisted of either 18 or 25 treatment

sessions where participants practiced planar reaching tasks augmented by responsive

FES of the triceps brachii muscle. Results from applying the stimulation to a stroke

patient to assist tracking of the required trajectory are given in Fig. 8.8a and b, which

show typical changes in the angle of the shoulder and elbow, respectively, over the

duration of the supplied trajectory. Figure 8.8c shows the FES pulse width that is

applied using ILC to produce the assisted movements.

For each participant, the change in tracking error data over the four different

unassisted tracking trajectories performed at the beginning of each treatment ses-

sion is shown in Fig. 8.9, these vary in orientation, duration, and length [36]. During

these tasks the patient received neither FES nor assistance from the robot. Although

the trend for participants is a decrease in tracking error over time, the change is

not monotonic, that is, adjacent values may increase. The tracking error decreased

most for participants three and five across all trajectories over the intervention. The
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Fig. 8.8 Results from applying the stimulation to a stroke patient to assist tracking of a required

trajectory, where (a), and (b) show the changes in the angle of the shoulder, and elbow, respectively,

over the duration of the supplied trajectory. In the plots, the solid line shows the ideal movements

that would be required to complete the trajectory, the dotted line represents unassisted movement,

and the dashed line shows movement assisted by FES. Figure 8.8c shows the FES pulse width that

is applied using ILC to produce the assisted movements. During the 5-s countdown period, before

the target movement starts, there is minimal stimulation. On the reach component of the trajectory,

from 5 to 12.5-s, stimulation increases rapidly, there is a delay period of approximately 2-s between

the stimulation peak and the peak shoulder and elbow angle, associated with the biomechanical

response to stimulation

improvement in unassisted tracking is statistically significant in three of the four

tasks [36].

The clinical evaluation of this trial [36] exhibits significant changes in the out-

come measures, error tracking, isometric muscle force, percentage maximum level

of stimulation required to correct error, and muscle activation patterns, respectively,

for the 5 chronic stroke participants taking part in the intervention. The ILC system

takes into account that the effect of FES is enhanced when associated with the par-

ticipant’s intention to move and that to maximize plasticity stroke participants need

to work at their maximum effort in planning and executing tasks during rehabilita-

tion interventions. Although systems have been developed where electrical stimula-
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Fig. 8.9 Clinical intervention results for planar ILC system: Tracking error data with no FES assis-

tance as a measure of patient improvement following treatment. For each participant, the change in

tracking error data over the four different unassisted tracking trajectories performed at the begin-

ning of each treatment session is shown. Although the trend for participants is a decrease in tracking

error over time, the change is not monotonic, that is, adjacent values may increase. The tracking

error decreased most for participants three and five across all trajectories over the intervention

tion is triggered by muscle activity, they do not allow feedback to adjust stimulation

parameters during tasks, which is a drawback compared with the ability of the train-

ing modalities available during robotic assistance to promote voluntary activity [37].

By modifying the gain applied to the ILC update in accordance with the observed

error, the ILC system adjusted the level of assistance in response to the users’ perfor-

mance and hence provided only the minimum level of stimulation needed to assist

the participant in performing the task to a specified level of accuracy. During the

intervention, the error tracking remained within a limited range, specifically, less

than 15 mm, and the FES required to achieve this error tracking reduced over the

course of the intervention. Thus, the balance of FES and voluntary effort required to

perform the reaching task changed, with the participants proportionally contributing

greater voluntary movement, indicating that motor learning had occurred [36].

The effectiveness of any rehabilitation critically depends on participant perspec-

tives of the procedures and equipment used [13]. Currently, there is no generic

evaluation tool available to be used across different rehabilitation robot systems.

Consequently, participant comments were recorded during the intervention ses-

sions and subsequently a question set developed to explore effectiveness, accept-

ability, and usability of the ILC system. The question set [38] was administered by a
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health psychologist to the five stroke participants, and found to be easy to interpret.

The findings from this study using a robotic workstation and FES are congruent with

other studies, referenced in [36]. Patients’ comments on the best aspects of the study

could be separated into physical and psychological benefits, research interaction,

being involved, feedback, and enjoyment.

These results add to the growing body of evidence that suggests that robotic or

FES interventions can be used both to provide objective assessments, before, during,

and after an intervention, in addition to being an accepted and well tolerated treat-

ment that results in changes in impairment levels. In engineering terms, the next stage

is to determine if this approach can be extended to more complex 3D movements, as

discussed in the next section.

8.4 Iterative Learning Control of the Unconstrained
Upper Limb

In the work described in the previous section, the patient’s forearm is constrained to

lie in a horizontal plane. The resulting simplification to the underlying biomechani-

cal model enables the development of a simple linearizing controller and the subse-

quent implementation of phase-lead ILC. To maximize the treatment’s potential for

rehabilitation, it is necessary to use a wider range of more functional movements,

which more closely resemble the tasks necessary for daily living and are aligned

with the activity-based ARAT measures. This section develops the previous model

of the arm to remove the planar forearm constraint, permitting unconstrained move-

ment, and applies ILC to the resulting system, where model-based ILC design is also

used.

8.4.1 Stimulated Arm Model

When providing assistive FES during unconstrained 3D upper limb reaching move-

ments, FES must, as in the previous section, be applied using a controlled environ-

ment to reduce fatigue, and ensure safety and comfort across a broad spectrum of

patient abilities. There exist many exoskeletal robotic systems capable of providing

such support, although very few have been combined with FES, and fewer still with

model-based FES control schemes. In the research covered in this section, a com-

mercially available device is selected, but the ILC algorithms may be applied to a

range of such supports.

The mechanical exoskeleton employed is shown in Fig. 8.10 and has two springs

incorporated in the mechanism to provide support to overcome gravity. This passive

unweighing device allows patients to focus practice on the impaired muscles rather

than those acting against gravity. Whilst it is supplied with its own broad range of
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Fig. 8.10 3D ILC system components: (1) unweighing robotic device, (2) surface electrodes on

triceps and anterior deltoid, (3) FES module, (4) real-time processor and interface module, (5) PC,

(6) monitor displaying task, and (7) operator monitor

virtual reality tasks, these are not suitable for controller evaluation, and a custom task

display system has instead been developed. The patient is seated with their impaired

arm strapped into the mechanical unweighing device, whose segmental lengths and

degree of antigravity support are adjusted for each user. Joint positional data pro-

vided by resolvers mounted on the support mechanism are transferred to the inter-

face module, which connects external devices to the real-time hardware, see [39] for

the details of the development of these components of the resulting system.

To increase the potential for rehabilitation, FES is applied to both the anterior

deltoid and triceps muscles in accordance with the clinical objective of providing

more assistance, a greater degree of feedback, enabling more accurate movements,

and ensuring more muscles are usefully activated.

The biomechanical system comprises the human arm and exoskeleton mechanical

support system shown in Fig. 8.11a. Figure 8.11b shows the kinematic structure of

the exoskeleton support, where the joint variables qa =
[
𝜗1, 𝜗2, 𝜗3, 𝜗4, 𝜗5

]T

correspond to the measured joint angles. Also the parallelogram structure of the

upper arm section results in 𝜗3 = −𝜗′3. The human arm is shown in Fig. 8.11c, and

since it is strapped to the support, within the necessary joint ranges there exists a

unique bijective transformation between their coordinate sets, given by qu = fa
(
qa
)
,

where qu =
[
𝜗a, 𝜗b, 𝜗c, 𝜗d, 𝜗e

]T
contains the anthropomorphic variables shown

in Fig. 8.11c. Using this relationship, application of Lagrangian analysis produces a

dynamic model of the combined robotic and human arm systems given in terms of

anthropomorphic coordinates as
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Fig. 8.11 Kinematic system relationships, a combined system, b unweighing robotic device, and

c human arm
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(8.34)

where Bp, Cp ∈ R5×5
are the inertial and Coriolis matrices, respectively, for the 3D

system, Gu ∈ R5
is the vector of moments produced by gravity, and Ku ∈ R5

is

the vector of moments produced by the unweighing action where [39] gives a full

description of the individual components.

The nonconservative forces assume the same form as in the planar case and hence

Fu
(
qu, q̇u

)
=
[
Fa

(
𝜗a,

̇
𝜗a
)
, … Fe

(
𝜗e,

̇
𝜗e
)]T

where the entries in this vector incorporate friction and spasticity. The vector due to

stimulated muscle 𝜏u
(
u, qu, q̇u

)
=

[
0, 𝜏b

(
ub, 𝜗b, ̇𝜗b

)
, 0, 0, 𝜏e

(
ue, 𝜗e, ̇

𝜗e
)]T

,

contains elements of the form (8.5), where ub(t) and ue(t) are the electrical stimula-

tion sequences applied to the triceps and anterior deltoid muscles, respectively, and

u =
[
ua, ub, uc, ud, ue

]T
. The term h represents a vector of external forces and

torques applied by the therapist using a handle mounted on a sensor attached to the

robotic support. This is only used during identification tests and the model (8.34)

is used by the FES control system to calculate a control signal that results in accu-

rate tracking of a reference trajectory. Since assistive torque is applied about the 𝜗b
and 𝜗e axes only, the system is underactuated. When applied during the treatment

of patients, the controller assists tracking about 𝜗b and 𝜗e alone and, in response

to clinical guidelines, it is assumed that the patient has sufficient control over the

remaining axes to adequately perform the task.

Unlike the planar case of the previous section, it is not feasible to display a real-

world tracking task in 3D and therefore a virtual task is displayed to the patient

to ensure clarity, with provision for additional visual instructions and performance

feedback. The patient’s screen runs a 3D virtual reality environment which displays
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Fig. 8.12 3D virtual reality environment for patients, showing reaching trajectory comprising a

sphere moving along a path and a graphic of the arm. Visual feedback provided by changing sphere

color

a graphic of their arm in real time, together with the trajectory tracking task and

is shown in Fig. 8.12. The aim of the tracking task is for the patient to follow a

sphere which travels along the trajectory at various speeds, whilst FES controllers

designed using the biomechanical system (8.34) assist their completion. The graphic

of the patient’s hand changes color to indicate their current error level. Feedback of

performance is also given by an error percentage score displayed after each set of

trials. A graphic of the initial arm position is displayed to ensure accurate resetting

of the system at the start of each trial.

8.4.2 𝟑D Control Schemes

Figure 8.13 shows the final control system in this case and it is possible to extend

the phase-lead ILC design of the previous section [17, 39]. The more complicated

dynamics in this case also warrants consideration of model-based ILC.

Newton’s method-based ILC [40] uses the full model in the calculation of the new

input. First, the closed-loop connection of the system (8.34) and feedback controller

is written as the following discrete-time state-space model
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Fig. 8.13 Block diagram representation of the ILC control scheme for the 3D rehabilitation system

xk(t + 1) = f [xk(t), vk(t)],
qu,k(t) = h[xk(t)],

(8.35)

where t ∈ [0, 1, 2,… ,N − 1] is the sample number, xk(t) is the state vector, and

N = T∕Ts + 1 with Ts the sampling frequency. Introducing the vectors

vk = [vk(0)T , vk(1)T ,… , vk(N − 1)T ]T ,
qu,k = [qu,k(0)T , qu,k(1)T ,… , qu,k(N − 1)T ]T , (8.36)

and the reference vector

q∗u = [q∗u(0)
T
, q∗u(1)

T
,… , q∗u(N − 1)T ]T , (8.37)

the Newton’s method-based ILC update takes the form

vk+1 = vk + g′(vk)−1ek, (8.38)

where again ek = q∗u−qu,k is the tracking error on trial k. The term g′(vk) is equivalent

to system linearization around vk, with q̃u = g′(vk)ṽ corresponding to the linear time-

varying, denoted LTV, system

x̃(t + 1) = A(t)x̃(t) + B(t)ṽ(t)
q̃u(t) = C(t)x̃(t) + D(t)ṽ(t), t = 0, 1,… ,N − 1 (8.39)

with

A(t) =
(
𝜕f
𝜕x

)

vk(t),xk(t)
, B(t) =

(
𝜕f
𝜕vk

)

vk(t),xk(t)
,

C(t) =
(
𝜕h
𝜕x

)

vk(t),xk(t)
, D(t) =

(
𝜕h
𝜕vk

)

vk(t),xk(t)
.

(8.40)

The term g′(vk)−1 in (8.38) is computationally expensive and may be singular or con-

tain excessive amplitudes and high frequencies. To overcome this difficulty, intro-

duce

ek = g′(vk)Δvk+1 (8.41)
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and then Δvk+1 = vk+1 − vk equals the input that forces the LTV system (8.39)

to track the error ek. This is itself an ILC problem and can be solved in between

experimental trials using any ILC algorithm that converges globally. In this chapter

norm optimal ILC [41] is considered, with the input and output on trial j denoted

by ek,j and Δvk+1,j, respectively. On trial j + 1, the trade-off between minimizing

the tracking error, ek − ek,j, and the change in control input, Δvk+1,j+1 − Δvk+1,j, is

represented by the cost function

Jj+1 =
N−1∑

t=0
(ek − ek,j)(t)TQ(ek − ek,j)(t),

+
N−1∑

t=0
(Δvk+1,j+1 − Δvk+1,j)(t)TR(Δvk+1,j+1 − Δvk+1,j)(t), (8.42)

where Q and R are symmetric positive definite weighting matrices of compatible

dimension. The ILC computation is stopped after 100 trials or after the error reaches

a preset threshold. The input obtained, Δvk+1,j, is then used to approximate Δvk+1
in (8.38) to generate the control input for the next trial.

Nine custom reference trajectories are generated for each participant, producing

tracking tasks which extend the arm out in front of the patient in response to clinical

need. These are calculated using their identified workspace to establish the maximal

arm extension directly in front of them and out to their affected side. By interpolat-

ing these 2 points a third intermediate point is then generated. Each reference starts

from an initial point close to the patient’s body, and extends 60, 80 and 100% of

the distance to one of these points. The task comprises reaching out to one of the

end point locations, with the fixed trajectories for each of the five joints generated

by scaling a third-order ramp signal of 10 s duration and adding an offset, so that

it smoothly connects the required start and end joint angles. This results in the vec-

tor of reference trajectories q∗u(t) =
[
𝜗

∗
a(t), 𝜗

∗
b(t), 𝜗

∗
c (t), 𝜗

∗
d(t), 𝜗

∗
e (t)

]T
where the

presence of non-fixed 𝜗

∗
a(t), 𝜗

∗
c (t), and 𝜗

∗
d(t) components makes the task more nat-

ural to the patients, who can use their remaining voluntary effort to move these joints

(Fig. 8.14).

In common with the planar case of the previous section, the phase lead and New-

ton designs were tested on unimpaired volunteers, see [39] for the phase-lead results.

Figure 8.15 shows error norm results over 10 trials of the Newton’s method-based

ILC algorithm for two of the volunteers, using a long off-center and a medium off-

center trajectory. The results are representative of all the tasks tested and confirm that

accurate tracking is achieved within very few trials. These results are forQ = 30I and

R = I respectively. Figure 8.16 shows representative input, output, and error signals

recorded on trial 8 for one participant and confirm that a high level of tracking perfor-

mance is achieved with an input signal that is not excessive. The theoretical quality of

rapid monotonic convergence to zero tracking error is degraded due to inaccuracies

in the human arm model which deteriorate performance, motivating development

of more accurate identification procedures, and future use of online and recursive
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Fig. 8.14 Reference trajectories used for the 3D rehabilitation system

Fig. 8.15 Root mean square error plots for Newton’s method-based ILC, subject 1, left hand plots,

subject 2, right hand plots

techniques. Such identifications routines, however, must be suitable for application

within the restrictive conditions of clinical trials, where there is limited set-up time,

little opportunity to repeat measurements, and where techniques must yield satisfac-

tory results for a wide range of subjects and changing physiological conditions.

Results from a clinical trial, again with 5 stroke patients, are also

available [17, 42]. In summary, these provide strong evidence as to the beneficial

role of ILC in 3D stroke rehabilitation and provide a basis for further research as

discussed in the next section.
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Fig. 8.16 Tracking performance of the Newton’s method-based ILC algorithm

8.5 Conclusions and Further Research

Driven next generation health care needs there is currently significant interest in

both rehabilitation robotics and therapeutic application of FES, with a clinically sup-

ported need to combine technologies whilst developing controllers for the latter that

enable precise control of movement during functional tasks. This chapter has given

an overview of research that established how robotic and FES controllers may be

integrated to supply complementary assistance driven by clinical need.

The progress reported in this chapter provides a critical first step in the devel-

opment of FES controllers for full reach and grasp movements involving shoulder,

elbow, wrist, and hand stimulation during fully functional movements and there are

many areas for further research in both engineering and clinical assessment before

uptake by practicing medical professionals is possible. In the latter aspect, the use
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of any new medical intervention or treatment will require randomized control trials.

The low number of patients used in the clinical trials described in this chapter show

feasibility and a sample size calculation can be conducted to establish exactly how

many patients would be needed to conduct a randomized controlled trial.

In engineering terms, further development of the algorithms used is required.

One area for short- to medium-term research is the question of how to select the

reference signal for each patient. At present this is done by a physiotherapist from

an assessment of the patient without any decision support tools and if the task given

to patients is already within their capability then no rehabilitation takes place as a

result of the treatment. Conversely, a task which is far beyond current capabilities

can lead to serious patient demotivation. An open question then is whether the region

of effective operation can be estimated from pre-assessment and measurement data.

The ability to use the hand is an integral component of the ARAT and other func-

tional outcome measures and strongly motivates the development of ILC for func-

tional control of the hand and wrist. As the movement complexity increases, there

is more emphasis on model-based approaches to provide optimal performance that

maximizes effectiveness of therapy. However there are virtually no model-based con-

trol approaches for the hand and wrist which have been applied clinically, making

this an important area for further research. Some recent progress is reported in [43].

Effective FES-based rehabilitation demands that patients are assisted during func-

tional tasks in a manner that mimics their performance in the absence of impair-

ment. There exists extensive literature on motor control for both unimpaired and

stroke subjects which provide kinematic analysis of movement, for example, framing

tasks as constrained optimization problems [44]. Such exploitation requires devel-

opment of ILC laws which do not comprise the tracking of fixed reference trajecto-

ries defined over the task duration, but rather incorporate point-to-point movements

with embedded input and output constraints [45]. These constraints may also reflect

explicit coordination acting between joint variables, and the presence of muscle syn-

ergies. It is also necessary to adapt the task objective in response to identified system

knowledge and ongoing performance, incorporating expert knowledge, clinical data,

prior performance relationships, and established task progression models. Lastly, the

robust stability of the overall system, incorporating adaptive model identification,

ILC learning, and task adaption loops, must be established in a general framework.
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Chapter 9
Adaptive Fuzzy Modeling Based
Assessment of Operator Functional State
in Complex Human–Machine Systems

Jianhua Zhang and Rubin Wang

Abstract The quantitative analysis of human operator functional state (OFS) plays
a crucial role in modeling and adaptive control of a large class of complex and
safety-critical human–machine systems arising from such diverse fields as manned
aerospace, air traffic control, and nuclear power plant. In this chapter, the OFS is
quantitatively estimated using multiple sources of measured psychophysiological
data. In the data acquisition experiments, an automation-enhanced cabin air man-
agement system (aCAMS) was employed to simulate with high fidelity a highly
complex multitask platform of human–machine cooperative process control. Two
types of adaptive fuzzy models, i.e., adaptive-network-based fuzzy inference system
(ANFIS) and genetic algorithm (GA)-based Mamdani fuzzy model, are constructed
to estimate the temporal fluctuations of the OFS. The fuzzy models are used to reveal
the complex unknown correlation between the psychophysiological (i.e., elec-
troencephalographical and cardiovascular) variables and operator performance (i.e.,
primary-task-related performance). The adaptive fuzzy modeling paradigm was
validated using the data measured from 11 young healthy and well-trained male
subjects (2 trials for each), who were engaged in the manual control tasks under
aCAMS experimental environment. The fuzzy modeling methods proposed may
provide an objective and quantitative way to accurately estimate the OFS related to
mental or cognitive workload (stress) of the human operator.
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9.1 Introduction

The human operator’s role in a human–machine system has become more crucial
with increasing operational demands, stress, and fatigue, with a resultant threat to
safety and reliability, in particular, in many safety-critical applications [1]. The
operator functional state (OFS) approach was proposed to address this problem [2].
From the OFS perspective, during a period of time before the system performance
breakdown occurs, the operator is likely to be in a vulnerable state able to manage
predictable demands but not unexpected or difficult ones, because he/she has
reduced spare capacity to respond to emergencies [3]. If this state can be detected
by any means, we would be able to predict when (exactly at what periods of time)
operational risk is heightened with an aim to prevent serious failure of human–-
machine systems.

The OFSs can be characterized by a battery of psychophysiological markers [4,
5]. To provide for all these possibilities, we adopted a hybrid approach in which we
derived electroencephalogram (EEG) and cardiovascular indicators in the present
investigation. Although OFS modeling is likely to be more reliable when multiple
psychophysiological measures are used, there is a fundamental problem of data
fusion––how to combine those appropriate OFS markers as the model inputs?
Wilson and others [6–8] have demonstrated the feasibility of artificial neural net-
works (ANNs) in precisely classifying the operator states of high and low workload
conditions. For our purposes, the ANN has serious limitations on the opaqueness of
its model output result in that the physiologically meaningful (or plausible) inter-
pretation of the modeled (or predicted) states of the human–machine system
operator is not available in the approach. In contrast, fuzzy models are well-known
to be transparent (i.e., interpretable), due to its structured knowledge representation
and utilization technique by means of a set of fuzzy linguistic rules and certain
fuzzy inference mechanisms, without loss of modeling accuracy. Over the past
three decades, fuzzy-logic-based techniques have been successfully applied to a
wide range of engineering and medical problems [9–11], including workload
management, target monitoring, [12] and prediction of the heart rate variability
(HRV) changes under physical stress [13]. Nevertheless, the use of them in
assessing OFS has been rarely reported, except for the preliminary studies described
in [14–18].

The primary objective of this work is to build a model that describes the
input–output (I/O) relationship between the psychophysiological measures (e.g.,
cardiovascular and EEG activities) and functional (i.e., cognitive, mental, or psy-
chological) state of the human operator under a simulated process control envi-
ronment. In the present investigation, the identification of the OFSs is achieved
using adaptive fuzzy modeling approach which requires the measured psy-
chophysiological and primary-task performance data only. Two types of fuzzy
models, using HRV and EEG indices as the inputs and the primary-task perfor-
mance marker (i.e., time-in-range: percentage of the in-range parameter values) as
the output, are constructed and optimized automatically. The proposed modeling
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approach is then shown by pertinent simulation results to be capable of effectively
exploiting the information reflected by the measured physiological and performance
data.

Using this model, the OFS may be identified or predicted in real-time by moni-
toring the momentary changes of the psychophysiological and performance data. The
vulnerable states identified can then be used to trigger an adaptive automation
(AA) interface between human operator and machine (computer), both playing an
equally important role in maintaining the operational performance of human–machine
system under study. Although a large body of empirical work has substantiated the
general benefits of AA [19], there has been very little systematic work on modeling
OFSs in a human–machine system [5]. The fuzzy models developed in this chapter
can be used as reference models for control design, permitting simulations for design
validation prior to real-time implementation.

9.2 Data Acquisition Experiments

9.2.1 Subjects

As process control operators in this experiment, a total of 11 volunteering partic-
ipants (all are healthy male postgraduate students, aged at 23–29 years old) were
selected from a subject pool on the basis of level of training (>10 h) and domain
expertize (e.g., process engineering, chemistry) on a simulated process control
environment–automation-enhanced cabin air management system (aCAMS) origi-
nally developed by Hockey and his colleagues and modified in later studies by
Lorenz and others [20–22]. All subjects were fit and healthy, had normal or
corrected-to-normal visual acuity, did not have any diseases, and did not take any
medicine that could have affected their performance at the time of experiment.
Subjects in the CAMS experiments had been informed that the experiment was
concerned with the test of OFS in process control operations and informed about the
series of changes in level of automation (LOA) they underwent under the experi-
mental operations. In addition to six general training sessions, they carried out a
specific training session on the cyclic loading task, followed by two formal
experimental sessions.

9.2.2 Experimental Equipments and Environment

For each subject, two experimental sessions were scheduled in an air-conditioned
laboratory (3.75 × 4.25 m) without windows, illuminated with two pairs of
high-frequency fluorescent lamps and furnished with desks for the subject and the
experimenter and movable walls for separation. The process control software was
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running on a PC and presented on a 19’’ Thin Film Transistor (TFT) monitor on the
subject’s desk at about 50 cm visual distance. A PC keyboard and a mouse were
used as hardware controls. The Active Two Base System (BioSemi, The Nether-
lands) was used for continuously acquiring psychophysiological data from 45
channels for ECG (electrocardiogram; Nehb’s triangle), respiration (nasal/oral
thermistor for 3-point measurement), EMG (electromyographic activity from the
dominant forearm), EOG (vertical, horizontal electrooculogram), reference (left and
right mastoids), and EEG (32 sites on a headcap arranged in the international 10–20
system [23]). Data acquisition for all signals sampled at 2048 Hz was controlled by
an interface (ActiView 5.33, BioSemi, The Netherlands). The ActiView interface
displayed on a 19’’ TFT monitor provided the experimenter with signal prepro-
cessing, marking specific events (environmental disturbances or other artifacts), and
storing all physiological data and markers in BioSemi data files.

9.2.3 Experimental Tasks

The aCAMS served as a simulated process control environment, which required
manually monitoring and control of the atmospheric environment (e.g., air quality,
temperature, pressure, etc.) of a closed system (such as a spaceship capsule or
submarine). The primary tasks contained in the aCAMS simulation environment
required monitoring of an autonomous air management system and performing fault
management in case of system malfunction (or failures). The potential faults vary in
complexity and demand high-level knowledge-based decisions about (1) appropri-
ate immediate safety actions (changing settings of automated control subsystems or
assuming manual control of subsystems) and (2) diagnosing (or localizing) the
possible causes of the fault.

The mutitask environment enabled us to analyze strategies in information
acquisition as well as in secondary tasks (e.g., alarm reaction time and prospective
memory) complementing primary-task performance data (percentage of the time
duration when the five key system variables fall within their targeted ranges). In a
modified version of aCAMS, the process control task was performed either by the
computer when in automatic mode or by the subject when in manual mode.
Operators interacted with a dynamic display that provides data on controlled
variables and system functions via a range of control and automation tools. In the
experiment, five conditions, each with different levels of task difficulty (LTD) and
hence, different intensities of mental workload, were introduced: (1) C5–absence of
automation: without any kind of system support, the subject had to manually
control all the five technical subsystems simultaneously; (2) notification: the system
provided information about what happened; (3) suggestion: the system notified and
suggested the appropriate action to take; and (4) action: the system resolved the
problem and consequently notified this to the subject. All subjects encountered all
five LTD in each session of experiment.
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In order to vary the level of task load that an operator underwent, different
automation failures were defined for the process control operation. When automatic
control components failed, operators had to maintain several key variables within
their target ranges by assuming manual control. This was the primary task of the
human–machine system. Workload in individual conditions (A, B, C, D) was
increased by the number of variables (1, 3, 4, 5) requiring to be under manual
control, i.e., failures of the controllers for oxygen flow, nitrogen flow, CO2

scrubber, dehumidifier, and temperature cooler. Thus a new ‘cyclic loading’
approach was designed to assess OFS in both loading (conditions A→D) and
unloading (conditions D→A) phase of an experimental session of process control
operation. The goal of such experimental paradigm was to induce artificially a
performance breakdown in the compensatory control mechanism, allowing the
detection of OFSs corresponding to the breakdown and pre-breakdown phases of
process control operation.

Prior to formal experimental sessions, each subject (with sound engineering
background) had been trained on the manual process control tasks for more than
10 h to get familiar with aCAMS environment and the experimental tasks pre-
specified. In each experimental session of process control operations, a subject
interacted with aCAMS while his/her EEG and ECG responses were recorded
simultaneously.

9.2.4 Experimental Procedure

The subjects worked for two sessions, each lasting about 2 h. In order to avoid the
unwanted circadian effects, the two sessions were performed at the same time of
two days spanning an interval of one month. Immediately after filling out the health
questionnaire and subjective ratings, the subject started process control operations.
Each process control condition lasted for 15 min and was interrupted by filling in
subjective ratings for about 20 s. The time taken to complete the ratings was used to
reset aCMAS and change the file for continuous recording of psychophysiological
data. The data analysis includes two sessions, each containing 2 × 4 conditions
different according to two factors: phase (loading/unloading) and level (1, 3, 4, 5
variables demanding manual control) of task load.

The psychophysiological measures, especially Heart Rate (HR), HRV, and EEG,
have usually been used as typical markers of the mental workload (MWL)-related
OFSs [4, 5]. HR is one of the most practical techniques for the assessment of MWL
imposed on operator. However, it is only one of several possible parameters of the
complex homeostatic cardiovascular system reflecting energetic, thermoregulatory,
respiratory, and/or emotional processes. Consequently, the HRV measures in both
time and frequency domain have been adopted to decompose different processes
that influence the cardiovascular regulation. In recent years, the HRV measure has
been widely used to analyze MWL since it allows differentiation of levels and types
of MWL in information processing, for instance automated versus controlled
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information processing (latter requiring more effort and thus resulting in a sup-
pression of HRV). Among the available HRV measures, the suppression of spectral
power of the 0.1 Hz component of HRV has been considered as a sensitive and
diagnostic indicator of MWL under real or simulated human–machine interaction
[24–28].

The ECG signal was composed of signals recorded from Nehb’s triangle and
segmented in 10 s epochs using Brain Vision Analyzer (Brain Products, Germany).
After baseline correction (epoch length) the R-peak in the signal was triggered by a
level indicator (1 mV) and time-stamped by a marker. Instantaneous HR and the
0.1 Hz component of HRV were calculated using the procedure described in [28]
with the LabVIEWTM virtual instruments (National Instruments, USA). With Brain
Vision Analyzer (Brain Products, Germany), the EEG signals were recorded at 32
electrode sites defined by international 10-20 system. The EEG electrodes were
re-referenced to two linked mastoids. The EEG, sampled at a rate of 2048 Hz, was
preprocessed with a band-pass filter between 1.6 and 55 Hz. The epoched EEG
signals (epochs of 2 s) were analyzed via fast fourier transform (FFT; 10 % Hanning
window) and normalized to obtain power spectra (0.5–50 Hz) in 0.5 Hz resolution
comparable across EEG segments. The primary-task-related control system per-
formance data, time-in-range, were simultaneously recorded during process control
operations.

9.3 Adaptive Fuzzy Modeling Methods

Fuzzy set and fuzzy logic theory were originally proposed by Zadeh in [29, 30] to
formalize the representation and management of imprecise (or approximate)
knowledge in complex systems. Many optimization techniques, such as artificial
neural networks (ANN) and genetic algorithms (GA) have been employed to tune
fuzzy system in an automatic manner. The fundamental advantage of fuzzy models
is that they can combine human knowledge and expertize with sensory numeric
measurements within a unified mathematical framework [31, 32].

The criteria for OFS identification or prediction must allow for overlapping
classification of the operator states. The most appropriate approach for this is fuzzy
modeling, since it recognizes that classification of many real-world variables cannot
be captured using strict logic-based techniques. Fuzzy models are particularly
suited to problems such as operator performance, where the process is so complex
and ill-defined that precise mathematical models cannot be derived and if at all
derived they would prove to be either inaccurate or less interpretable. This
important feature may lead to easy fusion of information extracted from multiple
physiological measures.

The OFS modeling problem may be roughly stated as: Given n independent or
dependent physiological measures (variables), build a model to accurately assess or
predict the OFS. With this description of the problem at hand, the psychophysio-
logical data and observer’s perceptions (or visual examination) can be formalized in
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terms of linguistic variables characterized by their membership functions
(MFs) defined over certain domain of discourse. As will be shown by this work,
fuzzy modeling approach can provide concise (parsimonious) and robust descrip-
tion of OFSs. By utilizing fuzzy logic, two types of OFS models were developed
based on the HR, HRV, and EEG data in this work. Using the developed fuzzy
models, a state metric (either crisp value or class) can be computed based on
multiple physiological measures only.

9.3.1 OFS-Related Psycho-physiological Markers

Candidate markers will be selected by briefly analyzing their reliability and sen-
sitivity for assessment of risky OFS under process control operation. Cardiovas-
cular indices, notably HR and HRV, have been found to respond reliably to changes
in workload and mental effort [33], particularly in operating settings where exec-
utive problem-solving is involved [34]. Current analysis of HRV uses spectral
analysis of the cardiac interval signal to separate effects of effort on different
components. As with HRV, power spectrum analysis of the EEG is usually nec-
essary to reveal effects of mental stress. The most sensitive markers of general
alertness are usually based on various ratios between the power in higher and lower
frequency bands.

The first HRV index, HRV1, is defined as the average of the 0.1 Hz components
of HRV for time windows of 128 s. The calculation was performed for inter-beat
intervals (normalized to their mean value) using windows of 128 s, which were
shifted forward by steps of 1 s. Thus spectral densities were obtained for 128 s
intervals across the whole session, containing about 99 % overlapping with adjacent
intervals. The second HRV index, HRV2, is defined as the HR variation coefficient
and given by:

HRV2 =
σHRV
μHRV

, ð9:1Þ

where σ and μ denote the standard deviation and average of HRV segment
(7.5 min).

We also include an EEG measure referred to as the ‘Task Load Index’
(TLI) calculated using different EEG band powers [35]. This is based on the
presence of high levels of theta activity at frontal midline sites, with concomitant
attenuation of alpha power [theta/alpha]. The reduced frontal-midline theta power
may reflect strategic disengagement from the frequent executive requirements of
aCAMS [36]. This subtle shift of task focus may be a more sensitive marker of
operational risk. The TLI indices, TLI1 and TLI2, used in this chapter are given by:
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TLI1 =
Pθ,Fz

Pα,Pz

TLI2 =
Pθ,AFz

Pα,CPzPOz

,

8
>><

>>:

ð9:2Þ

where Pθ and Pα denote the theta- and alpha-band power, respectively; the fre-
quency bands of EEG signals recorded on different sites are defined in order as: θ,
Fz: 6–7 Hz; α, Pz: 10–12 Hz; θ, AFz: 5–7 Hz; α, CPz: 8–10.5 Hz; α, POz:
10–13.5 Hz; and Fz, Pz, AFz, CPz, and POz are the five EEG sites introduced in
standard 10-20 system. The extracted data for each frequency band was exported to
separate files and the indices were calculated using Office Excel (Microsoft, USA).

9.3.2 Basics of Fuzzy Modeling Paradigm

The construction of fuzzy models of OFS consists of the following steps:
Step 1-Determination of model structure.
The candidate inputs of the fuzzy model may include HR, HRV, and EEG markers,
namely HR, HRV1, HRV2, TLI1, TLI2, which were found to be most sensitive to
the changes in mental workload [4, 5, 37]. The optimal number of inputs were
selected from the above five candidate inputs based on visual inspection and linear
correlation analysis of the input and output data. As the number of candidate inputs
used for the static model is small, one can alternatively select the parsimonious
model structure by comparing the accuracy of models using different combinations
of the candidate inputs. The single output of the model is time- in-range related to
the primary-task performance.
Step2-Fuzzy reasoning mechanism.
Apply the membership grades to individual rules to produce a set of rule-firing
strengths. The most popular fuzzy rules processing techniques are the Mamdani-
and TSK-type [38]. The general forms of their ith rule are given by:

Ri: If x1 isAi1and x2 isAi2 and . . . and xm isAim, Then yi isBi, ð9:3Þ

Ri: If x1 isAi1 and . . . and xm isAim, Then yi = f x1, . . . , xmð Þ, ð9:4Þ

where x= x1, . . . , xm½ �T ∈U⊂ℜm is the input vector, y the output, Ai1, Ai2, …., Aim,
Bi are linguistic labels;f x1, . . . , xmð Þ= c0 + c1x1 +⋯+ cmxm is a linear function;
and Ri, i=1, 2, . . . ,M denotes the ith rule in the rule-base containing a total of
M rules.

In the ANFIS model using TSK-type fuzzy rules [39], the output f xð Þ∈V⊂ℜ is
given by
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f xð Þ= ∑
M

i=1
wi ⋅ yi ̸∑

M

i=1
wi

wi = ∏
m

j=1
μCi

jðxjÞ,

8
>>><

>>>:

ð9:5Þ

where M denotes the number of rules and m the number of inputs.
The ANFIS and Mamdani models were tuned by hybrid learning [39] and

genetic algorithms (GA) [40, 41], respectively. The optimal MF parameters were
determined when the learning or optimization process reaches the minimum of
mean squared error (MSE) defined by

MSE=
1
N

∑
N

k=1
y kð Þ− yM kð Þ½ �2, ð9:6Þ

where y kð Þ is the actual output and yM kð Þ is the calculated model output at the
sampling instant k, respectively.

9.3.3 Mamdani-Type Fuzzy Model

When designing Mamdani-type fuzzy models, we use MIN and MAX for con-
nectives ‘and’ and ‘or’ used in the fuzzy rules, MIN for implication operator, MAX
for aggregation operator, singleton fuzzification, and centroid defuzzification. As in
the ANFIS models, all MFs are of a Gaussian type. The composite rule of inference
[29] is adopted to perform fuzzy reasoning.
A. I/O data normalization
To facilitate the GA optimization procedure, the universes of input and output
variables need to be normalized to the range [0, 1]. The linear transformation used
for this normalization is as follows:

z′ =
z− zmin

Lz
Lz = zmax − zmin,

8
<

:
ð9:7Þ

where z′ ∈ 0, 1½ � denotes the normalized data, z the original data, and zmin and zmax

the minimal and maximal values among the original data.
B. GA optimization
The optimization of the fuzzy rules is achieved using GA. In the first instance, all the
input and output data are normalized within the interval [0, 1] according to Eq. (9.7).
The fitness function chosen for the GA is the mean squared error (MAE) between the
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actual and model output. GA is used to search for the minimum of this fitness
function with respect to the parameters of the MFs in the Mamdani model.

The input and output MFs are initialized with Gaussian functions. Three MFs (c.
f. Table 9.1), namely ‘small,’ ‘medium,’ and ‘large,’ are assigned to each input,
while four MFs: ‘low,’ (indicating an unacceptable or a very vulnerable state)
‘normal,’ (indicating a normal state) ‘high,’ (indicating a good physiological state)
and ‘very high,’ (indicating a very good physiological state) are assigned to the
output.

There are 20 MF parameters and 9 rule strengths (weights) to be optimized by
the GA. The population size is fixed at 100 in all the simulation examples given
below. The rank technique is used for fitness rescaling. After extensive trials, the
GA operators found to produce the best results for our problem were preset as
follows: stochastic uniform selection, scattered crossover with a probability of
Pc = 0.8, and uniform mutation with a probability of Pm = 0.02. At the end of the
GA run, the optimized parameters of the MFs involved in the fuzzy model are
provided and stored.

9.4 OFS Estimation Results and Discussion

In all the simulations presented here, the signal data sampling interval is taken to be
7.5 min. Gaussian MFs were used for both fuzzy models. The training error profiles
have been examined by varying the number of fuzzy partitions for each input from
2 to 5. It was found that assigning three fuzzy partitions to each input produces the
best modeling accuracy. The three initial fuzzy partitions are identical in shape, i.e.,
the width parameters of the initial Gaussian MFs are taken to be the same. The
variables HRV2 and TLI2 among the five candidates were selected as the inputs to
both fuzzy models. The training and checking data sets were obtained from the first
and second session of experiment, respectively.

9.4.1 OFS Estimation Results

The input/output data measured from two experimental sessions for P11 (healthy
and fit male, 25 years old, 70 kg, 170 cm) is shown in Fig. 9.1. It is indicated by

Table 9.1 Fuzzy rule lookup table for P11

HRV2

S M La

TLI2 S N (wR1 = 0.5346) Lo (wR4 = 0.0034) H (wR7 = 0.7905)
M H (wR2 = 0.2978) H (wR5 = 0.9262) H (wR8 = 0.9687)
La Lo(wR3 = 0.4804) H (wR6 = 0.1201) H (wR9 = 0.8986)
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Fig. 9.1e, f that control performance was very high in low task-load conditions (i.e.,
A and B) and was degraded in high task-load conditions (i.e., C and D). Under low
level of monitoring and control tasks, the operator maintained the total system in
range for more than 90 % of the time across the complete set of conditions in both
sessions of data acquisition experiment. However, as expected there was some
evidence of control performance breakdown for more demanding conditions: the
parameter time-in-range falling abruptly below 50 % when all five variables had to
be controlled manually. According to the primary-task performance data, we can
thus assume certain level of strain and high operational risk at high levels of loading
conditions.

The ANFIS modeling result for P11 in the case of C1 is shown in Fig. 9.2. For the
Mamdani model, the initial fuzzy rule-base for each subject is constructed by
visually examining the qualitative if-then relationship underlying the measured data.
As a result, the fuzzy rule-bases are different from subject to subject (in other words,
each subject has a unique rule-base, reflecting the cross-individual difference). The
optimal MFs and degrees of belief in each rule are searched using a GA approach.
The evolution of best and mean fitness value in each generation of the GA approach
is demonstrated in Fig. 9.3. In the lower panel of Fig. 9.3, the first, second ten
variables, and the last nine ones denote the optimized spread widths, center positions
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Fig. 9.1 The I/O data measured from experimental session 1 (left column) and session 2 (right
column) for P11. a HRV2 of session 1. b HRV2 of session 2. c TLI2 of session 1. d TLI2 of
session 2. e Time in range (%) of session 1. f Time in range (%) of session 2
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of the input and output MFs, and rule weights (used to indicate the strength or
importance of individual rules), respectively. The structure of the optimized Mam-
dani model is schematically shown in Fig. 9.4. The rules of the optimized
Mamdani-type fuzzy model are illustrated in Table 9.1, where the labels S, M, La,
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Lo, N, H, VH denote the linguistic terms ‘small,’, ‘medium,’ ‘large,’ ‘low,’ ‘normal,’
‘high,’ and ‘very high,’ respectively. It is noted that the first, third, fifth, seventh,
eighth, and ninth rule (Table 9.1 in bold) are more important (in terms of the larger
weights to be applied to each rule) in comparison with the other rules in Table 9.1
after applying the GA-based fuzzy rule optimization procedure. The comparison of
the model output and desired output is shown in Fig. 9.5.

The results for subject P9 (very healthy and fit male, 23 years old, 75 kg,
173 cm) were shown in Fig. 9.6, 9.7, 9.8, 9.9 and 9.10 and Table 9.2 (a different set
of fuzzy rules with different weights in this case when compared with those for
P11). By comparing Figs. 9.1 and 9.6, it was clearly seen that the individual

System OFS model: 2 inputs, 1 outputs, 9 rules
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OFS model
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Fig. 9.4 The structure of GA
optimized Mamdani-type
OFS model
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difference exists, P9 showing less significant decrement of performance even with a
load of all five: average performance began to show impairments when four vari-
ables had to be controlled manually and fell below 80 % (50 % for the subject P11)
with a load of all five.

Likewise, we constructed the ANFIS and Mamdani models for the remaining 9
subjects in the same experimental group. The characteristic information of all 11
well-trained subjects is given in Table 9.3, where the last row summarizes the statistics
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of the age, weight, and height. It is noted that P7 is missing because of his unexpected
absence from the experiments and P9 is the youngest and very fit physically. The
comparison of training and checking MSEs of the ANFIS and Mamdani models for
each subject is illustrated in Table 9.4. The last row of Table 9.4 shows the statistics of
the MSEs in the format of ‘mean ± standard deviation’.

9.4.2 Discussions

The robustness and generalizability of the fuzzy models suggested are improved by
providing optimization capacity, leading to hybrid intelligent system architectures
like ANFIS and GA-based Mamdani model adopted in this work. In terms of
generalization performance, particularly with respect to the operator state prediction
(i.e., use some initial data during a task to estimate or predict the rest of the task as
suggested by one of the reviewers), the ANFIS models for P2 and P8 ∼ 10 work
better than for other subjects, while Mamdani model works best for P6 ∼ 11. This
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Table 9.2 Fuzzy rule lookup table for P9

HRV2

S M La

TLI2 S Lo (wR1 = 0.8374) H (wR4 = 0.9040) Lo (wR7 = 0.9775)
M H (wR2 = 0.5683) N (wR5 = 0.5702) H (wR8 = 0.0286)
La N (wR3 = 0.1706) H (wR6 = 0.3596) VH (wR9 = 0.0793)

204 J. Zhang and R. Wang



implies that we may need to use different models for different subjects in order to
predict the individual OFSs well. In comparison, among all models the Mamdani
model tailored to P9 achieved the best balance between training and validation.
The ANFIS model for P9 also works best. By analysis, this is because that the
psychophysiological patterns of P9 already settled down in the second session of
experiment (i.e., after training) and thus he performed in a similar way to manage
the mental workload in both experimental sessions (refer to Fig. 9.6). It is inter-
esting to see from Table 9.2 that P9 is the youngest in the group. Also we are aware
that he is very fit because of regular exercise (for example, cycling everyday). It
may be intuitively expected that he has a better ability to adapt to the task-load
situations demanding a lot of mental resources and efforts. The modeling results are
well consistent with this intuition.

Surprisingly it seems that the ANFIS training is still too good even if we reduce
the number of training iterations to a few epochs. This observation inspired us to
consider the use of Mamdani model to improve the generalizability of the OFS
model. It was clearly shown by Table 9.4 that the GA-based Mamdani model has
better generalization performance using the checking (or validation) data set than
ANFIS model. More specifically, from Figs. 9.5b and 9.10b we see that the
Mamdani-type models capture the output trends more effectively than the ANFISs,
an interesting observation which strengthens the viewpoint that OFSs are indeed
subjective and difficult to be quantitatively identified using conventional mathe-
matical models even ANFIS. In the present case, the ANFIS model is essentially an
optimized mathematical model in terms of function approximation, but it does not
actually exploit the available qualitative knowledge about the model I/O relation-
ship. On the other hand, the I/O information contained in the training data set (i.e.,
the first experimental session) and the checking data set (i.e., the second experi-
mental session) may not be consistent or stable, but complementary to each other.
This serious paucity of necessary numerical information would mainly account for
the marked discrepancy between the training and checking error for the ANFIS

Table 9.3 Subject
information

Subject no. Age (years) Weight (kg) Height (cm)

P1 27 56 168
P2 27 62 172
P3 27 65 175

P4 27 60 170
P5 26 90 180
P6 26 65 173
P8 28 86 175
P9 23 75 173
P10 29 67 178
P11 25 70 170
P12 29 85 180

26.72 ± 1.74 71 ± 11.046 174 ± 4.05
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model. For the Mamdani model, it would not cause severe degradation of the
generalization performance since the model was effectively built upon the opti-
mized fuzzy rule-base which may be expected to be a set of generic (or universal)
law governing the model I/O dependency in both sessions of experiment. This is
why the two models display very different generalizability for the same set of
checking data.

From a more pragmatic point of view, we also need to consider the practicality
of the approach especially for real-time assessment of OFS. The small number of
fuzzy rules (9 in total in the present case) elicited by the Mamdani model suggests
that it is possible to reconcile accuracy, interpretability (transparency), and com-
putational complexity of the model, which will greatly help when the model
structure is augmented with more input dimensions, especially when more EEG
features (i.e., other frequency band power or power ratio indices different from that
introduced in Eq. (9.2)) are taken into account. In regard to the real-time constraints
of the Mamdani model, since a system for online analysis of the psychophysio-
logical recordings in real-time is under construction, the continuously recorded data
stored in the BioSemi data files were analyzed only off-line in this work.
Nonetheless it should be noted that the proposed fuzzy models include a generic
structure (outer shell) common or at least very similar to all subjects, and an
individual-tailored inner shell that can be readily tuned using individual baseline
data. In general, the choice of the model parameter optimization techniques depends
on the nature of the problem domain, the available information and the realistic
requirement for computational complexity. In other words, we need to consider the
above three aspects and try to achieve a trade-off among them when determining the
appropriate optimization paradigm. For the current problem of model-based
quantitative identification and prediction of the OFSs under investigation, this can

Table 9.4 Training and checking RMSEs (root mean squared errors) of fuzzy models for each of
11 subjects

ANFIS model GA-based Mamdani model
Training Checking Training Checking

P1 4.2263 59.4475 7.7597 40.9133
P2 0.3748 15.9376 6.4588 14.9934
P3 0.1345 76.8967 11.3326 11.9885
P4 7.68e-002 42.5335 6.755 20.5058
P5 0.04 44.308 12.6905 25.7907
P6 5.55e-003 40.2976 6.077 7.8643
P8 3.9326 17.7885 5.9657 7.5489
P9 1.4392 13.7408 4.7382 6.1433
P10 1.5067e-003 14.3889 3.489 9.3083
P11 0.0938 49.8096 8.054 9.3657
P12 0.6745 71.4031 13.9648 17.0875

1 ± 1.5821 40.5956 ± 22.9367 7.935 ± 3.3384 15.5918 ± 10.3771
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be accomplished using multi-objective GAs. Such model parameter optimization
can be performed either off-line, using our operator models, or on-line as the
operator is performing the task. In the latter case, incremental GAs can be used for
the sake of required real-time performance [41]. Considering the moderate com-
puting overhead of the GA-based Mamdani model, we firmly believe that it would
be feasible for online data modeling and analysis to be carried out as the next step
of this research.

In summary, the GA-based Mamdani models may constitute a more powerful
solution to the OFS prediction problem in terms of both generalizability and
practical usefulness for real-time evaluation of OFS.

9.5 Conclusion and Future Work

In this chapter, we developed adaptive fuzzy models of the OFS under operational
risk (associated with increased cognitive strain through stepwise changes in task
load) based on the experimentally measured psychophysiological and performance
data. Several psychophysiological input variables of the fuzzy models were selected
(extracted). Based on the training data set, two types of adaptive fuzzy modeling
techniques, viz., ANFIS and Mamdani model were developed to estimate the OFS.
The OFS-related data analysis results on 11 subjects have demonstrated that the
proposed technique is robust with respect to both initialization of model parameters
and noises contained in the measured training data and thus can be used effectively
for identification and prediction of high-risk OFS and performance breakdown.
Using the modified aCAMS, we investigated the effect of dynamic LTD changes on
operator performance and found quantitatively the complex nonlinear relationship
between physiological indices and operator performance in human–machine sys-
tems. The work has potential to be used as the basis for future implementation of
adaptive automation of human–machine systems.

In summary, the salient features of the proposed fuzzy models include:

(a) They may provide a parsimonious, transparent (interpretable by means of
fuzzy if-then rules) and robust characterization of OFS.

(b) They can be easily extended to accommodate additional inputs, MFs and
fuzzy rules.

(c) They may lead to ‘traffic-light’-like decision-making approach to trigger
adaptive control of aCAMS system. In this case, the fuzzy subsets of ‘red,’
(‘low’ used in the chapter instead) ‘yellow,’ (‘normal’) and ‘green,’ (‘high’
and ‘very high’) may correspond to risky, slightly risky, and acceptable OFSs.
This decision can be used to trigger adaptive task allocation between human
operator and computer-based automatic controller.

Considering the practical significance of the current work, the estimated OFS
can be used to design a closed-loop control system to trigger control task allocation
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between human operator and computer, thus allowing for design and implemen-
tation of adaptive automation of human–machine systems. To this end, the fol-
lowing problems should be further studied in depth in the future work:

(1) The model structural identification problem (i.e., how to select an optimal
number of model inputs) needs to be resolved. In addition to the physiological
and performance variables used in this work, other OFS-related indices, such
as eye movements (e.g., point-of-gaze), EEG, and HRV indices [42–48],
should also be examined.

(2) We still need to investigate whether or not the temporary reintroduction of
manual control, found to be beneficial in [49] and the present investigation,
can also benefit the fault management missions in aCAMS.

(3) More experimental subjects and more trials for each subject will have to be
used since high inter-individual differences in sensitivity to the level of task
difficulty and task type were already reported [50, 51]. Therefore, the possible
generalizability of the developed fuzzy models across subjects with similar
physiological characteristics should be further studied. On the other hand, it
may be necessary to establish individual-specific OFS indices for a reliable
prediction of risky OFS. The future development of intelligent control archi-
tecture for adaptive man–machine functional allocation will take into account
the idiosyncrasies of individual subjects.
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Chapter 10
Space-Independent Community Detection
in Airport Networks

Emil Gegov, Maria Nadia Postorino, Alexander Gegov
and Boriana Vatchova

Abstract This research explores the topology and passenger flows of the United
States Airport Network (USAN) over two decades. The network model consists of a
time-series of six network snapshots for the years 1990, 2000 and 2010, which
capture bi-monthly passenger flows among US airports. Since the network is
embedded in space, the volume of these flows is naturally affected by spatial
proximity, and therefore, a model (recently proposed in the literature) accounting
for this phenomenon is used to identify the communities of airports that have
particularly high flows among them, given their spatial separation. This research
results highlight the fact that some general techniques from network theory, such as
network modelling and analysis, can be successfully applied for the study of a wide
range of complex systems, while others, such as community detection, need to be
tailored for a specific system.

10.1 Introduction

Complex networks can be usually described by their community structure, which is
also a prominent feature in many biological [24], social [5] and technological [5]
complex systems. Community structure is defined as the presence of highly
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intra-connected modules of nodes that are loosely inter-connected to the rest of the
network. In other words, nodes are organised in clusters and most links are inside
those clusters. The reason for this phenomenon is that nodes that share functional
similarity and/or dependency tend to interact more and therefore they should be
more connected. There are two main advantages of this community architecture: the
first is efficiency, as most interactions are within modules which are internally
well-connected, thereby reducing the path length (the number of links that separate
a pair of nodes); and the second is robustness, as entire modules may fail auton-
omously, without severely affecting the operation of other modules, and hence, the
function of the entire network. Therefore, the emergence of community structures in
complex networks has implications for their efficiency and robustness, as well as
their particular characteristics.

In recent years, research on complex networks has proposed many community
detection methods [21] that aim to discover the most sensible partition of a network
into communities. Most of them work on the principle of modularity [25] optimi-
sation, aiming to maximise the modularity benefit function describing the quality of
a network partition. The more links that fall within a community compared to an
ensemble of benchmark random networks with the same community structure, then
the more bias there is for links to connect to nodes belonging to the same com-
munity, and therefore the higher the modularity Q (Eq. 10.1). In essence, modu-
larity measures how sharply the modules are defined.

Q= fraction of linkswithin communitiesð Þ
− expected fraction of such linksð Þ. ð10:1Þ

The expected fraction of links within communities is calculated from an
ensemble of random networks that resemble the network under scrutiny in terms of
its strength (total weight on all adjacent links) distribution. In addition, it is nec-
essary to quantify the average level of interaction between a pair of nodes, and this
is achieved by defining a null model matrix Pij that describes the expected weight of
a link between nodes i and j, over the ensemble. The standard choice for Pij, defined
by [25], preserves the strength of nodes in the random networks:

PNG
ij =

kikj
2m

, ð10:2Þ

where ki is the strength of node i and m is the total weight in the network. A lim-
itation of this null model, and of community detection methods that use it, is that
only network topology and traffic are considered, but this is insufficient for net-
works embedded in space, such as the USAN. The reason for this is that most
spatial networks (excluding the Internet for example) are very biased towards
short-range connections due to the cost involved in long-range interactions in
physical space. In terms of topology, an airport network is not a typical spatial
network, as long-range connections are common. However, in terms of traffic, the
higher financial and temporal costs involved in long-range travel play an important
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role for passengers, thereby affecting the flow on the network. Hence, standard
community detection methods (typically based on the NG null model) discover
communities of nodes that are spatially close, as opposed to communities that have
particularly strong internal interactions [1, 3, 11, 16, 22]. To address this, Expert
(2011) proposed an alternative null model for Pij that takes into account the effect of
space by favouring communities of nodes i and j that are more connected than
expected, given the physical distance dij between them:

PSpa
ij =NiNjf ðdijÞ, ð10:3Þ

where Ni is the importance (typically the strength) of node i and f(dij) is the function
that incorporates the effect of space. This so-called deterrence function describes the
expected level of interaction between nodes i and j that are separated by some
distance dij. In other words, the function defines how interaction decays, analogous
to gravity, as distance between objects increases.

Transportation networks are a good example of spatial networks. Their network
topology is not only characterised by spatial aspects such as the location of nodes
and the length of links but also by the association of a transport cost to the link
length; implying that longer links are typically balanced by some benefit, such as
connecting to a high-degree node, or a node in an attractive location. Transportation
networks typify the specific nature of spatial networks particularly with regard to
issues such as congestion, fast-growing urban sprawl and disease propagation.
Network structure and dynamics play a key role in most, if not all, of these chal-
lenges. Transportation networks can be planar, as in road and rail networks, or
non-planar, as in airport networks. In addition, transportation networks are usually
weighted, where the link weight describes the intensity of some form of interaction,
e.g. the link travel cost, the amount of traffic. Air transportation networks are an
important example of spatial networks. Here, nodes identify airports and links
represent the existence of a direct air service among them. Weights on links may
represent the number of passengers flying on that connection, and the distribution of
weights is an initial indication of the existence of possible strong heterogeneities.

The existence of links among airports depends on factors related to both airline
strategies and passenger demand. Airlines decide to operate at a given airport on the
basis of a significant demand, allowing them to reach satisfactory load factors.
Location and socio-economic characteristics of the airport catchment area are the
key factors generating air traffic demand. The airport choice made by both airlines
and travellers depends on factors that can be ultimately reduced to time and
monetary costs. For example, reduced airport charges may help airlines to offer
lower air fares to potential travellers, and hence to induce more flights. The airport
network is an example of a heterogeneous network where the hubs have high
connectivity, high weight (in terms of traffic) and long-distance links [4].

In recent years, the analysis of complex transport networks has received con-
siderable attention, mainly in terms of commuting networks [15, 27, 28]. Airport
networks have also been studied to characterise their level of degree correlations
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and clustering, their evolution in time, and their potential scale-free properties and
D’Souza, [2, 18, 31]. In terms of network robustness, network failure due to
external factors such as bad weather conditions, volcanic eruptions, and political or
security issues, may have significant impact on the air traffic depending on the
criticality of the involved nodes and the extent of their influence. In terms of
socio-economic characteristics, the emergence of community structure depends on
the location and distribution of relevant activities. Concentration of activities in a
given area generally means concentration of short trips in that area, and this is a
typical commuting pattern. For medium long-distance trips, the main contributing
factor is mass migration rather than commuting, and air transportation plays an
important role in facilitating easier migration of workers. Within larger countries,
such as the United States, a new kind of commuting by air can be identified, as
people working in different parts of the country during the week return home at
weekends. The changes in the availability, frequency and cost of air travel facilitate
trips for migrants located far from traditional gateways (large airports with hub
functions (hub-and-spoke) and inter-continental links) [10].

10.2 Research Methodology

This section presents a case study of a continuously developing air transportation
network that is vital for the mobility of millions of passengers per day. The USAN
was chosen for several reasons. First, it is large and growing, so it is clearly a good
candidate for studying network evolution. Second, there are few detailed models
that trace the network for more than a few years. Third, there is a large quantity of
available data, dating back to 1990, when the network looked very different to what
it is today.

Over the past few decades air travel in the US has changed considerably. Apart
from the obvious increase in the number of airports, connections and passengers,
the structure (topology) of the USAN has been transformed, thereby affecting all
aspects of air travel. Up to the 1970s the USAN had mainly a hub-and-spoke
architecture: flights coming from many origins (spokes) converge to the airport
(hub) from which new flights start toward other destinations (spokes). The
hub-and-spoke architecture is characterised by a high spatial network concentration,
and a time co-ordination of flights at the hub according to a flight wave concept [8].
The ideal wave is the set of arriving and departing flights such that for each arriving
flight there is a departing one allowing travellers to get an easy transfer to the final
destination, and the integration of air services at the hub (e.g. baggage transfer). The
main disadvantage of the hub-and-spoke architecture for passengers is that they
would have to change flights at the hub, taking more time to reach their final
destination. Furthermore, passengers travelling between other destinations may
experience poor service, including infrequent flights and many changes [19]. As a
result, a number of low-cost airlines emerged in the 1980s, providing point-to-point
direct services between poorly connected destinations. One example is JetBlue,
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which is still considered very successful even when compared against larger air-
lines, such as American Airlines and United Airlines [6]. Consequently, the
resulting USAN topology is a combination of both hub-and-spoke and
point-to-point architectures.

In large countries, such as the US, the domestic airport network is a key factor in
facilitating domestic migration, i.e., the movement of people within the United
States. Particularly, migrants are defined as people moving among states (inter-state
migration). Incoming migration (in-migration) is defined as movements into an area
during a given period, while outgoing migration (out-migration) is defined as
movements out of an area during the same period.

Migration can be thought of as population redistribution within a country or
between countries. It is often linked to an asymmetric distribution of employment
and affluence: people are attracted to areas with better job markets, services and
quality of life. These aspects relate to the concept of city competitiveness, in other
words, attractive cities (or regions) are efficient, accessible and offer economic
opportunities to both investors and workers [7, 12–14]. In terms of accessibility,
attractive areas have efficient transport systems mainly in terms of external con-
nections linking those areas to other parts of a large territory [26]. In this context,
air services can play an important role because they provide fast links among distant
locations, even though there may be alternative forms of transportation. The fusion
of air transportation with migration is an important novelty in the field of trans-
portation since migration is a driving factor behind many passenger flows in an
airport network.

First, it is necessary to decide which specific interactions in the airport network
are of particular interest. For example, these can be the number of passengers flying
between airports, the number of aircraft flying between airports, or quite possibly
any other metric describing the link between a pair of airports. Then, a long enough
time interval is chosen, such that there are available data to be modelled, and the
scale of the observed evolution is maximised. The chosen interval is partitioned into
equal time slices, depending on the required level of granularity. In the case where a
long interval and high granularity result in an unfeasible number of time slices, a
sample of those can be selected for the actual modelling.

The number of passengers flying from an origin to a destination airport was
chosen as the variable for this study, because it is the common choice in the
literature, and it is perhaps the most influential factor in the expansion and
organisation of the network. The longest possible time period—from 1990 to 2010
—was selected, based on the availability of data for this period. To investigate
seasonal variation within a given year and to build more precise models of the
network, time slices of length 2 months offer a good balance, so a year is divided
into six equal parts. To reduce the huge amount of modelling (120 networks)
without losing too much information, only 3 years are modelled in this study: 1990,
2000 and 2010. These years capture the oldest, the intermediate, and the newest,
open source states of the network. Data were obtained from the Bureau of Trans-
portation Statistics (BTS) of the US Department of Transport [9]. More specifically,
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data contained monthly records of origin-destination pairs of domestic airports and
the number of passengers carried.

The methodology consists of two parts: Network Modelling and Network
Analysis. The former describes how the USAN time-series model is developed and
the latter presents the network analysis techniques that are used to quantify various
properties of the networks.

10.2.1 Network Modelling

To investigate the evolution of the USAN from 1990 to 2010 the network is
modelled in a discrete time-series consisting of three stages: 1990, 2000 and 2010.
Each of those is further split into six bi-monthly intervals, in order to capture finer
temporal detail and to explore seasonal variations in the network. Hence, the net-
work model consists of 18 network snapshots depicting topology and traffic for a
2-month time-slice. Each network is defined by a set of nodes (the airports) and a
set of directed, weighted links (the flight connections) representing topology. Link
directionality reflects the difference in passengers flying from A to B and vice versa.
Links weight represents the total number of passengers that flew on that connection
within the specified time-slice. Each network includes a number of isolated nodes
and self-loops. Isolated nodes denote airports that handled aeroplane departures
and/or arrivals, but no actual passengers. Self-loops occur when an aeroplane takes
off and lands at the same airport for some reason, such as an emergency.

Using network modelling, both dynamics on the network in terms of traffic
fluctuations and dynamics of the network in terms of topology fluctuations are
studied. The more recent structure of the network (reference year: 2010) is com-
pared with migration patterns among the four US macro-regions (West, Midwest,
North–east and South), in order to identify possible relationships. Figure 10.1
shows a map of the US regions and states, including the locations of the main
airports in terms of 2010 passenger flows.

10.2.2 Network Analysis

The analysis of the USAN involves simple statistical parameter analysis and more
complex community structure analysis. The idea of the former is to identify general
network properties of the USAN as a whole, such as the average number of airport
connections <k>. The latter exposes specific traffic patterns at the airport level,
thereby revealing deeper individual characteristics. For example, if New York and
Los Angeles happen to be members of the same community, then this implies that
there is significantly more air traffic between them than expected, given their dis-
tance apart.
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10.2.2.1 Network Parameters

In the USAN model, N is the total number of US airports; E is the total number of
one-way domestic connections; Gulf Cooperation Council (GCC) is the number of
airports in the largest connected subnetwork; <k> is the average number of
domestic connections per airport; L is the average number of flights that need to be
taken to get from A to B; and C is the expected proportion of airport neighbours (all
connected to the airport) that are connected themselves. The latter two of those are
calculated for a simple (unweighted and undirected) version of the network due to
computational complexity but most connections are bidirectional anyway so the
results should be fairly accurate. P(kin) and P(kout) are the probability distributions
of a randomly chosen airport having kin incoming and kout outgoing connections,
respectively. By extracting the first two data points (0 and 1 connection) and taking
them as separate parameters p and q, the degree distributions are well-approximated
by a power–law fitting function of the form:

Fig. 10.1 US macro-regions and major airports in 2010
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WðrÞ= bLnðrÞ+ c, ð10:4Þ

where a is the scaling factor, k is in/out-degree, and n is the exponent. Figure 10.2
shows an example in-degree distribution for the November–December 2010
snapshot of the USAN.

W(r) is the rank-ordered passenger distribution on all network connections. For
systematic analysis across all networks, W(r) is normalised to be in the range (0, 1].
This function is well-approximated by a logarithmic fit of the form:

WðrÞ= bLnðrÞ+ c, ð10:5Þ

where b is the scaling factor, Ln is the natural logarithm, r is the rank, and c is the
intercept. In this context, b and c are the parameters that define the linear trans-
formation needed to map the standard natural logarithm function onto the observed
data. Therefore, they have no practical meaning but they are studied here in order to
measure the change in the passenger distributions on different network snapshots.
Figure 10.3 shows an example W(r) plot for the November–December 2010
snapshot of the USAN.

Hence, the functions are described by their parameters: pin, qin, ain and nin of P
(kin); pout, qout, aout and nout of P(kout); and, b and c ofW(r). To sum up, the networks
are analysed in terms of six individual parameters (denoted by capital letters and
<k>), and ten function parameters (denoted by lower case letters). In addition, the
correlation coefficient R—which measures how well the best-fit approximates the
real data—is calculated. The individual parameters are calculated using Network
Workbench; the degree distributions are fitted using the EzyFit toolbox for
MATLAB; and the ranked weight distributions are fitted in SPSS. For each
parameter and for each of the 3 years (1990, 2000, and 2010), the mean parameter
value and the Standard Error of the Mean (SEM) of all six network snapshots were
calculated. The SEM indicates the amount of bi-monthly variation.
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Fig. 10.2 In-degree
probability distribution for
November–December 2010
snapshot of the USAN
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10.2.2.2 Community Structure

Since distance is expressed in terms of degrees of arc length where one degree is
approximately 60 miles, the largest distance in the distance matrix is 149. The bin
populations and the deterrence function were checked for bin sizes 0.1, 1, 2 and 3,
and 1 was chosen as it provided balanced bin populations and a smooth deterrence
function.

There is potentially a large number of nearly optimal partitions, and therefore, a
non-deterministic implementation of the algorithm is applied twice to each USAN
network snapshot, in order to discover better partitions and to check their stability
(similar partitions for the same snapshot). This is achieved using Normalised
Variation of Information (NVI) (Meila, 2003), which measures the distance
between two partitions in the range 0–1 (0 if they are identical, approaching 1 if
they are very different). The average NVI values across the six snapshots for the
years 1990, 2000 and 2010 are 0.40, 0.34 and 0.26, respectively. These values
indicate that the community detection is considerably stable.

10.3 Simulation Results

Over the past 20 years, the USAN experiences dramatic growth: airports triple from
about 350 to over 1,100, and direct connections double from 5,000 to 10,000.

Fig. 10.3 Ranked weight
(normalised frequency of
passengers) W(r) for
November–December 2010
snapshot of the USAN
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10.3.1 Network Parameters

Figures 10.3, 10.4, 10.5, 10.6, 10.7, 10.8, 10.9, 10.10, 10.11, 10.12, 10.13, 10.14,
10.15, 10.16, 10.17 and 10.18 illustrate the trend of each parameter average over
the 20-year period, and the vertical error bars (where visible, due to higher variance)
indicate the SEM. Figures 10.3, 10.4, 10.5, 10.6, 10.7, 10.8 and 10.9 present the six
individual network parameters in green. Figures 10.10, 10.11, 10.12, 10.13, 10.14,
10.15 and 10.16 show the eight degree distribution parameters in blue for in-degree
and orange for out-degree. Figures 10.17 and 10.18 report the ranked weight dis-
tribution parameters, b and c, in red. The results are discussed in Sect. 10.4.1.

Fig. 10.4 Number of airports
as a function of time

Fig. 10.5 Number of
connections as a function of
time

Fig. 10.6 Number of
connected airports as a
function of time
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Fig. 10.7 Average
connections per airport as a
function of time

Fig. 10.8 Average geodesic
length as a function of time

Fig. 10.9 Clustering
coefficient as a function of
time

Fig. 10.10 Probability (0
connections in) as a function
of time
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Fig. 10.11 Probability (0
connections out) as a function
of time

Fig. 10.12 Probability (1
connection in) as a function of
time

Fig. 10.13 Probability (1
connection out) as a function
of time

Fig. 10.14 Scaling factor ain
as a function of time
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Fig. 10.15 Scaling factor aout
as a function of time

Fig. 10.16 Exponent nin as a
function of time

Fig. 10.17 Exponent nout as a
function of time

Fig. 10.18 Scaling factor
b as a function of time
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10.3.2 Community Structure

Figures A.1, A.2, A.3, A.4, A.5, A.6, A.7, A.8, A.9, A.10, A.11, A.12, A.13, A.14,
A.15, A.16, A.17 and A.18 (see Appendix) represent the USAN at various stages
over time, where each airport is denoted by a circle with a surface area that is
directly proportional to the passenger flow (inbound and outbound passengers), and
the colour represents the community. Airport connections and airport-to-airport
flows are not shown for clarity, and colour is not consistent across the networks as it
is only used to differentiate between different communities in a single network (the
software used does not allow the user to consistently assign colours to communi-
ties). In other words, the figures depict the size of airports by passengers handled,
and the groups of identically coloured airports that have particularly strong pas-
senger flows between them. Alaska, Hawaii and the Mariana Islands are not shown
here but they represent a very small fraction of the network. The airport in the
bottom right is for the Virgin Islands. In the following analysis of results, the term
hub is used to describe an airport that handles a high volume of passengers, and the
terms community and cluster are used interchangeably.

10.3.2.1 Year 1990

In January–February (Fig. A.1) there is a well-defined cyan community of west-coast
airports, such as Los Angeles (LA) and San Francisco, together with Chicago,
indicating high passenger mobility between those locations. In Fig. A.2, the network
for March–April implies a particularly large community (light-green) of the main US
airports. This means that there were particularly active interactions between all the
light-green locations during this time, in contrast to the previous image for Jan-
uary–February. May–June in Fig. A.3 displays a geographically clustered set of
communities in the east, together with the largest community in red which spans
almost the entire US. In other words, the geographically clustered communities
represent the regions where passengers mainly flew locally, and the red community
refers to long-distance passengers. July–August (Fig. A.4) shows a very inter-mixed
network, with significant long-distance travel suggested by the spatial spanning of
the communities. However, the cyan Dallas cluster is an exception, as it covers only
Dallas and small nearby airports. September–October (Fig. A.5) sees an overall
decline in air travel flagged by the noticeable reduction in general size of circles,
matching the end of the tourist season, and two large communities in blue and green.
In Fig. A.6, November–December has no major change in traffic patterns apart from
the fact that Chicago (a key US hub) is taken over by the spanning blue community,
implying that it was used extensively for air travel, particularly among these blue
regions.
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10.3.2.2 Year 2000

January–February in Fig. A.7 displays a prevailing cyan community of most major
airports dominating the west and a large part of the rest of the US. In Fig. A.8,
March–April displays a very similar pattern but the number of passengers has
increased, which is reflected by the larger circles. In particular, yellow Atlanta
(ATL) is clearly the leading US airport in terms of passengers handled during this
period. May–June in Fig. A.9 suggests that Dallas and Chicago have separated from
the largest community in the previous image, forming their own community (in
blue) with a few more airports in the north–east. Again, Atlanta is nearly the only
member of its yellow cluster, but its size implies that it plays the role of the main
hub in the US, connecting many of the other regions. This is explored in more detail
in the discussion section. July–August (Fig. A.10) appears similar to the networks
for January–April, with a main green cluster covering most of the US and Atlanta
still on its own. In Fig. A.11 September–October the number of passengers has
predictably decreased. The east appears to be mixed while the west, Dallas and
Chicago are all part of the same red cluster. November–December in Fig. A.12 is
similar to the previous network for September–October.

10.3.2.3 Year 2010

Figure A.13 January–February has two large clusters in red and green covering the
west and a large part of the US, respectively. Atlanta (blue) is still the largest hub
but passenger demand is low due to the low season. March–April in Fig. A.14
shows an increase in passengers and a clearly dominating red community in the
west. The south is covered by the pink Dallas cluster, and yellow Atlanta and
light-green Chicago are the first and second largest hubs, respectively. May–June in
Fig. A.15 is different in two respects. First, Chicago has formed a yellow cluster
covering the south-west and the east, and second, orange Dallas has separated from
the south cluster, so it has become more of a long-distance travel airport than in the
previous 2 months. Atlanta is still the largest airport by far, providing the con-
nections for many more passengers than any other airport in the US. July–August
(Fig. A.16) is very similar to May–June. This means that there is a particularly high
volume of travellers among the east coast, the west coast and Chicago. Septem-
ber–October (Fig. A.17) has a good mix of many clusters, suggesting that during
these months there has been more long-distance travel within the US. The green,
yellow and blue communities are particularly well spread out, highlighting the
extent of long-range travel. November–December (Fig. A.18) is similar to the
previous 2 months but now the Chicago and LA clusters have merged again (see
May–June and July–August), forming one of the two largest clusters (red and
green).
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10.4 Discussion

10.4.1 Network Parameters

The results obtained from the parameter analysis are discussed in three parts. The
first part addresses the individual parameters, which are based on the global
structure of the entire network. The second part covers the degree distribution
parameters, which describe the structure of the air transportation networks in terms
of the airports’ number of incoming and outgoing connections from/to other air-
ports. The final part focuses on the weight distribution parameters, which highlight
the high heterogeneity in the number of passengers on different connections.

10.4.1.1 Individual Network Parameters

Figures 10.4, 10.5 and 10.6 show the growth of the network in terms of airports,
connections, and connected airports. Clearly, the expansion is much larger from
2000 to 2010, indicating a non-linear growth process. This observed behaviour is
not unusual, as any transportation network is constantly affected by economic
decisions, supply and demand, and many other factors. What is rather unusual is the
fact that the average number of airport connections, Fig. 10.7, displays a linear
decline in time, due to the faster increase in number of airports compared to the
number of airport connections. This means that many (probably small size) airports
were introduced but they were not inter-connected that well, unless already
established airports lost some connections. Because of this rapid growth, the
average geodesic length (Fig. 10.8) between any two airports in the US jumped
from 2.5 to 3.5, within the past 10 years. However, this does not imply that the
average journey would need more changes; to the contrary, the network was
optimised over time to reduce the changes of the average passenger by intercon-
necting airports with higher passenger demands, and disconnecting those less
profitable. This is evident from the recent boom in low-cost airlines, providing
many point-to-point flights between poorly connected destinations. Based on these
facts, it is natural to assume that the clustering in the network increases, but
Fig. 10.9 contradicts this; again, this must be due to the huge number of new
airports. All these parameters have confirmed the immense development of the
USAN, particularly in the first decade of the twenty-first century, and the next
section explains this phenomenon in more detail.

10.4.1.2 Degree Distribution Parameters

Figures 10.10 and 10.11 show the probability of an airport having zero incoming
and outgoing connections, respectively. In other words, this parameter measures the
proportion of very remote airports that only have some arrivals, or departures, per

226 E. Gegov et al.



2 months. Clearly, the fraction rises from 1990 to 2000, indicating a significant
increase in such poorly connected airports, but more interesting is the 2000 to 2010
period, which experienced no major change. Figures 10.12 and 10.13 present the
fraction of airports with just one incoming and outgoing connection, respectively.
Again, these trends quantify the presence of minor airports, which increases linearly
over the two decades. Figures 10.14 and 10.15 report the fitting functions’ estimates
for the parameters from the previous two figures. Basically, they confirm that the
fits are not able to approximate (especially for the year 2000) the first two data
points that were extracted as p and q, since they do not obey the power-law
relationship that the rest of the data do. The key parameter in a power-law is the
exponent, as it controls the skew of the distribution. Therefore, between 1990 and
2000, Figs. 10.16 and 10.17 suggest an increasing exponent in absolute terms, since
the scale of the figures is negative. This implies stronger preferential attachment,
which means that already highly connected airports obtained more connections,
while poorly connected airports received few new, or even lost existing, connec-
tions. The fact that the change between 2000 and 2010 is small, suggests that
although there was a lack of point-to-point flights in the 90s, it may have been
resolved in the 00s.

10.4.1.3 Weight Distribution Parameters

The ranked passenger distribution is the only characteristic of the dynamics on the
network that is considered in this work, and as such, cannot be taken as a complete
description of the function of the network. Nevertheless, the results are interesting,
and can be used as a basis for further analysis. Figure 10.19 depicts the two
parameters of the logarithmic fit, and although further work is necessary to arrive at
more precise conclusions, one thing is certain: the USAN exhibits considerable
passenger variability over the course of a year. The results obtained are in line with
this phenomenon—as also demonstrated by the error bars in the figure—because
transport demand vary in time and space.

Fig. 10.19 Intercept c as a
function of time
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10.4.2 Community Structure

First of all, it is important to highlight the fact that some communities have airports
that are very far apart, suggesting that spatial community detection discovers more
meaningful communities that are not occupying a single region on the map. The
seasonal variation within each of the 3 years and the long-term evolution of the
network between those years are explored in the following two sections. In addi-
tion, the obtained space-independent community structure is validated through
comparison to the standard space-dependent community structure.

10.4.2.1 Seasonal Variation

The seasonal variation in passenger flows within each year is investigated quali-
tatively by visually examining the obtained community structure, and quantita-
tively, using Normalised Mutual Information (NMI). In terms of qualitative
analysis, there appear to be significant changes in the community structure of the
USAN in 1990. In other words, there were considerable seasonal variations in the
volume of passengers on network connections. Specifically, January–February had
a very mixed structure, March–April had a large (green) super-cluster, and the rest
of the year was mixed again, with some similarities between May–June and
September–October. In the last 2 months of the year, Chicago joined the blue LA
cluster, forming a similar structure to January–February, which indicates the
presence of an annual cycle of passenger demand. Throughout 2000 (apart from
May–June), the community structure remained fairly stable, implying low seasonal
variation. In particular, the network had a large super-cluster covering most of the
US, and Atlanta was the super-hub. May–June, however, was different as Dallas
and Chicago were in a separate cluster of their own, so there was a particularly
strong passenger flow between them and other smaller airports in the north-east
during these months. In 2010, similar to 1990, there were notable fluctuations in the
community structure of the network. January–February was mixed, March–April
had a dominant red cluster, and in the rest of the year there were two dominant
clusters (Denver and Chicago). LA and San Francisco formed their own community
in green in September–October.

Quantitative analysis of network snapshots involves NMI, which measures the
similarity between two network partitions (in this case two consecutive snapshots),
returning 1 if they are identical and 0 if they are completely independent. It is
typically used to quantify the stability of community structure over time, but it is
also used in tests of community detection algorithms [21]. In order to calculate
NMI, it was necessary to filter airports that do not appear in all snapshots for a
given year. These few, small airports are rarely used and their traffic is very low, so
their effect on the network is insignificant.

Figure 10.19 presents NMI over time. For example, January–April refers to the
stability of the community structure in the period January to April, using the NMI
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of the partitions for January–February and March–April. The connecting lines do
not indicate continuity, but are there to facilitate interpretation of the graph. Fig-
ure 10.20 suggests that in general, the community structure is fairly stable over the
course of a year as the NMI is always above 0.5. In addition, annual stability has
increased over the 3 years investigated as the average NMIs for 1990, 2000 and
2010 are 0.63, 0.68 and 0.71, respectively. Specifically, for May–August and
July–October the network has shown consistent improvement in stability over its
evolution, whereas for January–April it has become more unstable. The intervals
March–June and September–December are virtually unchanged over the two dec-
ades. In particular, January–April 2000 and May–August 2010 were highly stable
(NMI > 0.8), while 1990 was a relatively unstable year. The existence of an annual
cycle is confirmed and quantified by calculating the NMI of the pair January–-
February and November–December, which is 0.69, 0.79 and 0.52 for the years
1990, 2000 and 2010, respectively. In other words, in terms of community struc-
ture, January–February resembles November–December (not so much in 2010),
indicating the presence of an annual cycle of passenger demand.

10.4.2.2 Evolution

This part describes the evolution of the USAN from 1990 to 2010 by focusing on
three key issues: volume of air travel, bi-monthly snapshots, and the main hub
Atlanta. In addition, the migration levels between, and within, the four US
macro-regions are discussed.

The quantity of domestic air traffic can be described by the total number of
passengers carried across the USAN. Since the surface area of the airport nodes in
Figs. A.1, A.2, A.3, A.4, A.5, A.6, A.7, A.8, A.9, A.10, A.11, A.12, A.13, A.14,
A.15, A.16, A.17 and A.18 is proportional to the number of passengers; it is easy to
determine the volume of air travel by observing the size of the nodes. The volume
of air travel grew significantly from 1990 to 2000, with a particularly strong con-
centration of travellers via Atlanta. The first decade of the twenty-first century,
however, did not see a significant increase in air travel, which, to a certain extent,
may have been caused by key events, such as the September 11 terrorist attacks in

Fig. 10.20 Normalised
Mutual Information (NMI) of
consecutive network
snapshots
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2001, and the start of the global economic recession in 2008. It is interesting that
although most airports did not grow much from 2000 to 2010, there are some, such
as Denver, that did experience a steady growth in terms of passengers. The specific
changes in passenger distribution among airports are highlighted by the changes in
the size of circles in Figs. A.1, A.2, A.3, A.4, A.5, A.6, A.7, A.8, A.9, A.10, A.11,
A.12, A.13, A.14, A.15, A.16, A.17 and A.18.

In addition to the analysis of seasonal variation, it is also necessary to study
long-term evolution, by focusing on individual bi-monthly snapshots and observing
the changes in the network from 1990 to 2000, and from 2000 to 2010. Therefore,
each of the six bi-monthly periods is analysed separately in order to illustrate the
precise changes in passenger flows and community structure for the specified
period, that have occurred in each of the two decades.

January–February: In terms of community structure, 1990 has a mixed pattern of
clusters apart from the south (Fig. A.1), 2000 has a large cyan super-cluster cov-
ering all of the US (Fig. A.7), and 2010 again has a mixed structure (Fig. A.13).
This indicates that in 1990 and 2010 there were numerous popular connections that
saw a large number of air passengers, but in 2000 the passengers were more evenly
distributed among the possible connections, resulting in a single super-community.
In addition, Atlanta and some airports in the south and north–east had their own
specific traffic patterns, as shown in Fig. A.7.

March–April: Generally, the community structure for this period is stable, but
from 2000 to 2010 there is a clear transition of two hubs—Chicago and Dallas—
from the main cluster to their own local-scale clusters. In other words, these two
airports became regional hubs in the first decade of the twenty-first century, at least
for the months of March and April.

May–June: Community structure changes significantly for the period
1990–2010, highlighting the specific changes in passenger trends over the years. In
particular, 1990 is composed of one large red cluster covering all but the south, one
medium-sized pink cluster in the south, and several regional clusters (Fig. A.3).
This structure indicates that the red airports are the national long-range hubs, the
south is somewhat more isolated, and the rest of the airports provide more local
services. On the other hand, in 2000 Chicago and Dallas belong to the same cluster,
and Atlanta is by far the top airport in the US (Fig. A.9). In 2010, there are two
main clusters—the Chicago cluster in yellow, and the Denver cluster in blue—that
cover the US together with Atlanta and Dallas, acting as national super-hubs
(Fig. A.15).

July–August: Community structure in July–August suggests that in 1990 pas-
sengers preferred specific long-range connections (Fig. A.4). Most clusters cover
large areas of the US, so many people travelled all over the US, specifically among
airports of the same colour. On the other hand, in 2000 passengers were more
evenly distributed within the green cluster, and more intricately concentrated on
certain routes only in the north–east (Fig. A.10); while in 2010 the picture is, again,
completely different, with two large clusters in red and pink, and two key hubs—
Atlanta and Dallas—in blue and green, respectively (Fig. A.16).
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September–October: The network in 1990 (Fig. A.5) is mainly composed of the
blue LA cluster and the green Dallas cluster, with Chicago and Atlanta as hubs, and
the usual mix of clusters in the densely populated north–east. In 2000, however,
there is one red super-cluster, Atlanta is the main hub, and there is also a lot of
activity in the Chicago region, as illustrated by the many colours that indicate the
specific passenger trends in September–October (Fig. A.11). 2010 has a mix of
multiple large clusters revealing new passenger flows (Fig. A.17). This is a sign of
long-range travel among community members that are far apart.

November–December: In 1990 (Fig. A.6) the USAN is split into a large blue
cluster and a yellow Dallas cluster in the south, but in 2000 (Fig. A.12) they have
converged to a single yellow super-cluster, covering all but some regions in the
north-east and the main hub Atlanta. In 2010 (Fig. A.18), the super-cluster has
broken down, leaving Dallas as a national hub, and two red and green clusters
spanning a large part of the US.

The role of Atlanta (ATL) as a leading US airport depends on factors, such as air
services and their locations, as well as investments into growth and development. In
1967, the city of Atlanta and the airlines began to work on a master plan for the
future development of the airport. Many investments were made in the following
years, leading to new passenger terminals, runways, and facilities both inside (such
as the people mover system linking parts of the terminal), and outside (such as the
Red/Gold rail line, operated by the Metropolitan Atlanta Rapid Transit Authority,
linking the airport to the counties of Fulton and DeKalb, in addition to Atlanta
itself). ATL is also the primary base of many airlines, such as Delta Air Lines, who
built one of the world’s largest airline bases in 1930. Delta was an early adopter of
the hub-and-spoke system, with Atlanta as its primary hub between the Midwest
and Florida. This gave it an early competitive advantage, as Florida has been an
attractive destination within the US for many decades. Although there is a decrease
in the volume of migration in recent years, Florida and the South are still very
popular destinations. In 1990, Atlanta was one of the three leading US airports for
domestic flights. By 2000 it became the top airport (Figs. A.1, A.2, A.3, A.4, A.5,
A.6, A.7, A.8, A.9, A.10, A.11, A.12, A.13, A.14, A.15, A.16, A.17 and A.18).
Atlanta is also the only significant member in its community for all three years. This
implies that it is equally well-connected to other airports, thereby possibly serving
as a national hub. Since ATL handles so many passengers but there are no other
major airports of the same colour, it follows that all ATL connections have rela-
tively similar traffic loads, with longer connections having less traffic due to the
effect of spatial separation. Therefore, ATL has no strong preferential attachment to
any other major airport. To verify that Atlanta is a national hub, it is also necessary
to check its number of direct connections. Table 10.1 summarises ATL’s number of

Table 10.1 Atlanta’s
connections

1990 2000 2010

Atlanta 101 142 167
Max 139 142 172
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connections and the highest number of connections for the months January–-
February, in each of the years studied.

Clearly, Atlanta ranks very high in terms of connections, so it has a direct
influence on a large part of the US territory. For example, in January–February
2010, ATL handled 10.7 million passengers (top in the US) on 167 connections,
with an average of 64,000 passengers per connection, compared with the US
highest figures of 172 and 73,000, respectively. In summary, ATL became the top
US hub for domestic flights by the year 2000.

According to recent figures and US Census data, American people move many
times during their adult lives, mainly in their 1920s. Preferred destinations of
domestic migration were Southern states, mainly Florida, possibly because they are
considered attractive places to live and work. Although US domestic migration has
fallen noticeably since the 1980s, it is still higher than that within most other
developed countries and during the period 2000–2004 it continued to redistribute
the country’s population (Perry, 2006). Nevertheless, the current slowdown in
domestic migration due to the impact of the economic situation has changed the
picture of movements within the US. In-migration towards states like Arizona,
Florida and Nevada has slowed down, while Massachusetts, New York and Cali-
fornia now have considerably less out-migration [20, 30]. In the years 2009 and
2010 mobility among states slowed nationwide and only a small percentage dif-
ference was observed during the 2-year period (Table 10.2). Migration is consid-
ered only for 2010 as this is the most recent year in the airport network model but a
comprehensive investigation into the long-term relationships between migration
and air travel is beyond the scope of this work.

Despite the current tendency to stagnancy, the role of the airport network in the
context of US domestic migration is important. Since an airport network is con-
tinuously evolving depending on passenger demand, it is increasingly
well-optimised for a number of functions, such as carrying more passengers,
minimising flight changes for the average passenger, and making profit. As the
USAN has evolved to attract passengers that are typically travelling to popular
destinations, it is directly facilitating migration. Although most passengers fly for
short-term business or leisure, there is evidence that a significant fraction of pas-
sengers are in fact migrating with a migration probability inversely proportional to
the distance [23, 29]. According to Census data, Figs. 10.20, 10.21, 10.22 and
10.23 show the migration patterns for the years 1990, 2000 and 2010.

Data refer to people that are moving to a given macro-region or within it. The
scale is relative to the maximum value and therefore not consistent across the
3 years, but they are comparable, in order to identify any potential variations in
migration patterns over the two decades. Migration within the macro-regions is
higher than that among them (decay of interaction as distance increases), and
migration within the South is the highest, suggesting strong dynamics among the
member States. Furthermore, the South region attracts the most people from outside
for all 3 years. This is in line with the fact that Atlanta airport (located in the South)
has the highest passenger flow, as discussed above, but it does not necessarily
follow that the entire flow is related to the South, as many of the passengers change
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flights in Atlanta en route to other regions. Nevertheless, the migration patterns do
have a clear overlap with the community structure discovered in the USAN.

10.4.2.3 Comparative Validation

The purpose of this section is to demonstrate and to evaluate the effectiveness of
Expert’s (2011) space-independent community structure detection in comparison to
[25] general community detection. To this end, Newman’s method (referring to the
null model proposed by Newman and Girvan) was applied to all eighteen network

Table 10.2 In-migration representing the number of people migrating to specific US states in
2009–2010

State Year
2010

Year
2009

Diff
%

State Year
2010

Year
2009

Diff
%

Alabama 108,951 124,658 −0.14 Montana 35,641 31,015 0.13
Alaska 36,345 40,474 −0.11 Nebraska 51,290 53,214 −0.04
Arizona 223,324 226,457 −0.01 Nevada 103,179 109,257 −0.06
Arkansas 79,214 85,857 −0.08 New

Hampshire
39,423 37,940 0.04

California 445,972 460,161 −0.03 New Jersey 130,101 136,212 −0.05
Colorado 187,240 182,854 0.02 New Mexico 74,237 64,797 0.13
Connecticut 79,360 81,546 −0.03 New York 276,167 277,482 0.00
Delaware 31,713 35,085 −0.11 North

Carolina
265,206 284,171 −0.07

District
of Columbia

51,244 38,907 0.24 North Dakota 30,100 29,970 0.00

Florida 495,857 475,871 0.04 Ohio 174,773 171,894 0.02
Georgia 250,469 280,221 −0.12 Oklahoma 106,720 117,850 −0.10
Hawaii 53,581 53,270 0.01 Oregon 117,521 127,489 −0.08
Idaho 55,871 57,790 −0.03 Pennsylvania 241,855 232,316 0.04
Illinois 206,014 206,151 0.00 Rhode Island 32,335 32,108 0.01
Indiana 127,925 132,755 −0.04 South

Carolina
152,710 33,616 0.78

Iowa 72,706 74,704 −0.03 South Dakota 25,777 145,873 −4.66
Kansas 95,127 102,695 −0.08 Tennessee 159,778 29,632 0.81
Kentucky 118,622 122,184 −0.03 Texas 490,738 168,174 0.66
Louisiana 98,291 90,957 0.07 Utah 78,163 511,166 −5.54
Maine 27,962 24,672 0.12 Vermont 22,529 90,375 −3.01
Maryland 165,096 174,958 −0.06 Virginia 260,813 19,390 0.93
Massachusetts 143,247 148,500 −0.04 Washington 191,784 271,600 −0.42
Michigan 117,581 118,054 0.00 West

Virginia
39,791 192,654 −3.84

Minnesota 89,911 90,944 −0.01 Wisconsin 93,586 50,155 0.46
Mississippi 73,135 67,245 0.08 Wyoming 28,046 95,475 −2.40
Missouri 146,093 150,271 −0.03 Puerto Rico 31,732 30,889 0.03
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snapshots of the USAN in order to compare the communities obtained. In addition,
Ball, Karrer and Newman (2011) have identified an overlapping community
structure in the USAN but the resolution of the communities is low since only two
major communities are identified (splitting the US into east and west). This,
however, does not provide any detailed information regarding particularly
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high-traffic connections in the US, as identified by Expert’s null model in this work.
The application of Newman’s method to the networks presented in this work is
illustrated in Figs. B.1, B.2, B.3, B.4, B.5, B.6, B.7, B.8, B.9, B.10, B.11, B.12,
B.13, B.14, B.15, B.16, B.17 and B.18 in Appendix B. In comparison, in the
illustration of the application of Expert’s method shown in Figs. A.1, A.2, A.3, A.4,
A.5, A.6, A.7, A.8, A.9, A.10, A.11, A.12, A.13, A.14, A.15, A.16, A.17 and A.18
in Appendix A, the communities are not region-based but cover a large area of the
US, exposing particularly high-traffic connections, given their distance.

All partitions identified using Newman’s non-spatial NG null model reveal an
identical and trivial community structure within the USAN. Specifically, there are
four main regional communities that always cover the same region within the US:
the east, west, north or south. These isolated communities of airports only provide a
very low-resolution picture of the major flows within the US, based solely on the
passenger volumes among airports, and disregard the non-linear spatial influence on
passenger flows. In summary, Expert’s spatial null model has revealed many par-
ticularly high flows among distant airports within the US, but Newman’s general
null model only reveals four regions of high internal traffic, which results from the
spatial networks bias towards stronger short-range interactions in terms of pas-
senger flows.

In order to provide a quantitative comparison of the results obtained using
Expert’s [17, 25] null models, it is possible to use a community structure com-
parison measure, such as Normalised Mutual Information (NMI) or Normalised
Variation of Information (NVI). Since the purpose of this section on comparative
validation is to highlight the contribution of Expert’s spatial null model, NVI is a
better candidate since it measures the difference between two partitions (in this case
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Expert’s and Newman’s), thus quantifying the significance of using spatial infor-
mation in the detection of communities.

NVI for Expert’s (2011) and [25] community structure is shown in Fig. 10.24
where each trend represents the NVI over the course of a given year. Basically, the
plot shows by how much Expert’s and Newman’s results differ over time, in each of
the 3 years studied. High NVI means high variation (large difference) between the
two partitions. Hence, since NVI ranges from 0 to 1, values above 0.5 are large and
therefore the plot suggests that there are large differences in the community
structure obtained by Newman’s method and Expert’s method. Specifically, 1990
generally has the highest NVI (especially July–August); 2000 is almost identical
apart from a much lower NVI in July–August; and 2010 generally has the lowest
and steadiest NVI. In summary, quantitative comparison of the communities
obtained using Expert’s and Newman’s null models suggests that there is a sig-
nificant difference between the partitions obtained. This means that there is indeed a
need to use tailored spatial community detection techniques for spatial networks, as
the results obtained would be very different. Assuming that Expert’s model accu-
rately captures the bias in the spatial networks, it follows that the higher the NVI,
the better Expert’s model performs in comparison to Newman’s model.

10.5 Conclusion

The USAN is a complex system that is continuously evolving to meet the growing
demands for air travel. Investigating the community structure within has illuminated
important hidden characteristics of the network’s topology and dynamics. Specif-
ically, the findings reveal high heterogeneity in both space and time. In other words,
the network is non-uniform (in space) and non-linear (in time) in terms of its
connections and traffic. In addition, spatial community detection has identified a
more realistic picture of the intricate structure within the network, which is

Fig. 10.24 Normalised Variation of Information (NVI) among community structure identified
using Expert’s and Newman’s null models
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invaluable for understanding this critical transportation system. Furthermore, this
network model may be used for forecasting future trends in the USAN. For
example, the identification of reliable communities can be the first step to study
how external factors, such as natural disasters (e.g. tornados, which are common in
large parts of the US), affect the function of the network. Moreover, the commu-
nities emerging from socio-economic interactions, as in the case of migration,
reflect both the social influence radii and the activity system configuration (the
distribution of activities in terms of location). Variations in the activity system will
possibly modify such relationships and the resulting community structure. Finally,
there is a clear relationship between domestic US air travel and migration. In
particular, the identified community structures map well onto the migration patterns
among the four macro-regions and within the region.

Future work in the general field of complex networks needs to propose new
theoretical methods for the analysis and understanding of complex systems, and new
simulation models that display the behaviour of empirical models of complex sys-
tems. Specifically, it is necessary to develop and evaluate alternative methods for the
discovery of space-independent community structure. One important question
regarding the application of Expert’s (2011) method is exactly how much bias there
is towards stronger short-range interactions in the network being studied. Also, it is
important to identify new network parameters that describe sufficiently well both
dynamics on and of the network. Finally, given the proposed evolution-based net-
work models, it would be useful to forecast potential future trends in the networks.

Appendix A

The following figures depict the community structure found in the USAN using
Expert’s method. In each figure, all community members are assigned the same
colour.

Year 1990
Figures A.1, A.2, A.3, A.4, A.5 and A.6 depict bi-monthly snapshots of the USAN
for the year 1990

Fig. A.1 January–February 1990 community structure with Expert
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Fig. A.2 March–April 1990 community structure with Expert

Fig. A.3 May–June 1990 community structure with Expert

Fig. A.4 July–August 1990 community structure with Expert

Fig. A.5 September–October 1990 community structure with Expert
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Year 2000
Figures A.7, A.8, A.9, A.10, A.11 and A.12 depict bi-monthly snapshots of the
USAN for the year 2000.

Year 2010
Figures A.13, A.14, A.15, A.16, A.17 and A.18 depict bi-monthly snapshots of the
USAN for the year 2010.

Fig. A.6 November–December 1990 community structure with Expert

Fig. A.7 January–February 2000 community structure with Expert

Fig. A.8 March–April 2000
community structure with
Expert
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Fig. A.9 May–June 2000 community structure with Expert

Fig. A.10 July–August 2000 community structure with Expert

Fig. A.11 September–October 2000 community structure with Expert

Fig. A.12 November–December 2000 community structure with Expert
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Fig. A.13 January–February 2010 community structure with Expert

Fig. A.14 March–April 2010
community structure with
Expert

Fig. A.15 May–June 2010
community structure with
Expert

Fig. A.16 July–August 2010
community structure with
Expert
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Appendix B

The following figures depict the community structure found in the USAN using
Newman’s method. In each figure, all community members are assigned the same
colour.
Year 1990
Figures B.1, B.2, B.3, B.4, B.5 and B.6 depict bi-monthly snapshots of the USAN
for the year 1990.

Year 2000
Figures B.7, B.8, B.9, B.10, B.11 and B.12 depict bi-monthly snapshots of the
USAN for the year 2000.

Year 2010
Figures B.13, B.14, B.15, B.16, B.17 and B.18 depict bi-monthly snapshots of the
USAN for the year 2010.

Fig. A.17 September–October 2010 community structure with Expert

Fig. A.18 November–December 2010 community structure with Expert
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Fig. B.1 January–February 1990 community structure with Newman

Fig. B.2 March–April 1990 community structure with Newman

Fig. B.3 May–June 1990 community structure with Newman

Fig. B.4 July–August 1990
community structure with
Newman
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Fig. B.5 September–October 1990 community structure with Newman

Fig. B.6 November–December 1990 community structure with Newman

Fig. B.7 January–February
2000 community structure
with Newman

Fig. B.8 March–April 2000
community structure with
Newman
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Fig. B.9 May–June 2000 community structure with Newman

Fig. B.10 July–August 2000 community structure with Newman

Fig. B.11 September–October 2000 community structure with Newman

Fig. B.12 November–December 2000 community structure with Newman
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Fig. B.13 January–February 2010 community structure with Newman

Fig. B.14 March–April 2010 community structure with Newman

Fig. B.15 May–June 2010 community structure with Newman

Fig. B.16 July–August 2010 community structure with Newman
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Chapter 11
Decentralized Control of Complex
Dynamic Systems Employing Function
Emulation by Neural Networks

Yuanwei Jing, Yanxin Zhang, Vesna M. Ojleska,
Tatjana D. Kolemisevska-Gugulovska and Georgi M. Dimirovski

Abstract A novel robust adaptive control design synthesis, which employs both
high-order neural networks and math-analytical results for a class of mechatronic
nonlinear systems possessing similarity property has been derived. This approach
makes adequate use of the structural feature of composite similarity systems and
neural networks to solve the representation issue of uncertainty interconnections
and subsystem gains by updating online the weight of the neural networks. Lya-
punov stability theory and attraction domain analysis are used. This synthesis
guarantees the real stability in closed loop but also requires skills to obtain larger
attraction domains around the operating equilibrium. The benchmark example of
elastically interconnected two inverted pendulums on carts, thus creating a complex
nonlinear dynamic system possessing inherent uncertainties, is investigated. The
decentralized control of this benchmark plant is solved and its simulation results are
given to illustrate the proposed technique.
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11.1 Introduction

Control applications in advanced technological systems make use of various types
of representation models of so-called complex systems [1, 27] that are developed or
chosen according to certain specific properties of the plant process to be controlled.
The control of complex mechatronic plant systems, consisting of several subsys-
tems, has become a rather important research focus of the control community at
large. In particular, the adaptive control of mechatronic systems that are composite
interconnected, nonlinear, and uncertain is a problem still open to investigation, due
to various phenomena simultaneously coexisting in the plant [1, 23, 27]. Therefore,
there is indispensible need for a generalized conceptualization of representation
models for dynamic plants (Fig. 11.1) and understanding the compatible usage of
different mathematical formalisms.

Typically, known adaptive control approaches are based on the model adaptive
control concepts (e.g., see [23, 24, 30–32]) given the fact that various uncertainties
in plant subsystems may exist. Then the stability of the overall system is ensured by
a certain condition imposed on the M matrix that is related to the boundary of the
interconnection. Thus complete and precise knowledge of the parameters in inter-
connections and/or subsystems is no longer a necessity. A typical deficiency of
these approaches stems from the fact that it is difficult to validate the positive
definiteness of the M matrix beforehand, because elements of the M matrix depend
on the uncertain subsystem parameters. Additional progress along these lines in
adaptive control of strongly interconnected systems has also been reported (e.g., see
[9, 24, 27, 28]).

Fig. 11.1 Conceptualization of categories of general systems and control tasks in engineering
terms that provide freedom in choosing representation formalisms, either maths-analytical or
computational-intelligence based, and synthesis design methodologies [4]
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Zhang [34] has made new discoveries of the structural impact on complex
control systems when properties of similarity or symmetry among interconnected
plant subsystems exist,called the Zhang’s similarity–symmetry impact. To further
clarify considerations about the uncertainty composite nonlinear systems in motion
guidance and electromechanical plants controls have been contributed in [7, 8]. The
comprehensive study by Gao [7] used time-varying linear composite uncertainty
system to design a nonlinear controller that made a system real-stable in closed loop
by exploiting Riccati equations. Studies [12, 31] first provided solutions to control
nonlinear composite systems that exploit essentially the plant similarity property. In
[7, 25], respectively, the guarantee for the overall system to be made real-stable was
obtained using adaptive control. However, the case of subsystem uncertainty input
gains is not included in these studies.

More recently, Liu and Jia [22], Ge and Wang [9], Zhou [38], and Zhu et al. [39]
gave certain novel solutions to this problem by making use of neural networks.
These studies investigate specific composite systems with non varying parameters,
while the latter two studies investigate only linear interconnected systems. Besides,
these results are far from ideal with regard to the uncertainty input gains (boundary
of which was uncertain), although referring to common large-scale systems.
Recently, Liu [21] derived a corrective solution to adaptive control for uncertain
similarity composite systems. Alternative techniques [3, 13, 26] that exploit the
universal approximation capacity of neural networks [10] and, in particular, the
high-order neural networks [6, 18, 33] have emerged. For the purpose of emulating
uncertainty interconnections in composite systems, it was first proposed by Zhang
[36]. In addition, Zhang et al. [37] also proposed a similar approach for nonlinear
similarity composite systems that possess uncertainties in the subsystem input gains
and in the interconnections, which was further explored and extended in [14].
However, considerably profound debates on the relevance of approximating emu-
lation of neural networks has been preceding these effective control applications, as
it can be inferred from the works of Heht-Nielsen [11], Katsuura and Sprecher [15],
Kurkova [19, 20] despite the generally powerful functional representation theorem
[17].

On the other hand, Siljak and Zecevic [28] thoroughly explored state-of-the-art
control of large-scale systems beyond the decentralized feedback strategy recently
and made a critical appraisal pointing out to further innovations based on the sound
background of dynamic graphs [29]. On these grounds and with regard to overview
article [2] as well as the generalized conceptualization of categories of systems and
control [4], this study revisits work of [14] and extends the results via modifying the
latter technique for applications to complex mechatronic plants that possess
uncertain couplings and may posses Zhang’s similarity–symmetry impact.

The most recent work by Geun Bum Koo et al. [16] should be especially noted at
this point for an alternative contribution to nonlinear large-scale systems beyond the
decentralized feedback strategy that is based on fuzzy system observers and
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employing fuzzy models. This research has extended considerably the previously
existing knowledge based on the previous successful results of decentralized con-
trol of composite and complex nonlinear plants, (e.g., see Chen et al. [5], and Yang
and Zhou [32]). Also, recently some novel results by employing neural networks
were reported in Liu et al. [22], Tong et al. [30], and Zhang et al. [35].

Further this paper is organized as follows. Section 11.2 presents the formal
problem statement and the basic assumptions adopted. Section 11.3 presents the
main new result along with the constructive control design. Section 11.4 presents
the application to the case study of a real-world complex mechatronic system of
axis-tray drive to illustrate the proposed design synthesis. Conclusions and refer-
ences are given thereafter.

11.2 Problem Statement and Assumptions

Consider the class of complex nonlinear systems possessing similarity and uncer-
tainties that are represented by the following set, i=1, 2, . . . ,N, of equations:

xi̇ =Aixi +Bi½ui + fiðxi, tÞ�+ hiðxÞ. ð11:1Þ

Here, the respective symbols denote: xi ∈Rn and ui ∈Rm are the state and input
vectors of the ith subsystem, respectively; the overall system state vector is
x= ðxT1 , xT2 , . . . , xTNÞT by definition; Ai ∈Rn× n and Bi ∈Rn×m are subsystem state
and input matrices, respectively. The basic assumption about this representation
model includes further: all pairs ðAi,BiÞ are controllable; all fiðxi, tÞ are uncertain
vector-valued functions; and all hiðxÞ are uncertain smooth vector-valued functions.
The latter two at the zero equilibrium state also become zero vector-valued, which
is a standard property of real-world physical systems.

Remark 11.1 In this paper, we suppose that system (11.1) belongs to the class of
composite similarity dynamic systems in the sense of Zhang’s similarity/symmetry
impact, which is a subclass in the class of general complex dynamic systems.

Definition 11.1 ([34]) System (11.1) is said to be a similarity composite system if
there is a parameter matrix Ti such that

T − 1
i AiTi =A, T − 1

i Bi =B. ð11:2Þ

Also, it is necessary to notice and observe the following property definitions and
results, respectively, as given below.
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Assumption 11.1 There exist uncertain functions ρiðxi, tÞ>0 such that

fiðxi, tÞk k≤ ρiðxi, tÞ, i=1, 2, . . . ,N. ð11:3Þ

Lemma 11.1 ([39]) If pair ðA,BÞ is controllable, then for a positive-definite
matrix, Q, and a positive number, γ >0, there exists a unique solution P for the
following matrix Riccati equation:

ATP+PA− γ2PBBTP+Q=0. ð11:4Þ

Definition 11.2 ([25]) Suppose V =VðxÞ is a Lyapunov function of a given con-
tinuous system that satisfies

γ1 xk kð Þ≤V x, tð Þ≤ γ2 xk kð Þ, ð11:5Þ

V ̇ðx, tÞ≤ − γ3ð xk kÞ+φðtÞ, ð11:6Þ

where lim
t→∞

γjðsÞ=∞ , 1≤ j≤ 3, is a strictly continuous positive-definite function. If

there exists a positive continuous function φðtÞ such that it satisfies φðtÞ≤ r2 <∞,
then the system state converges to some neighbourhood of the origin, xðtÞk k≤ r, and
the system is said to be real-stable.

11.3 ANN Emulation-Base Decentralized Control
of the Similarity Class of Complex Dynamic Systems

It should be noted first, due to the function approximation [17] capacity of artificial
neural networks [11, 20, 15], an arbitrary continuous function gðx, tÞ can be rep-
resented by an ANN, which consists of a directed graph with ideal weights, Wg,
summing junction and output activation function σð ⋅ Þ [3, 13]. That is,
gðx, tÞ=WT

g σgðxÞ+ εgðtÞ. Suppose the artificial neural network (ANN) estimation

of gðx, tÞ is given by means of the formula bgðx, tÞ= bWT
g σgðxÞ. Then the function

estimate error egðx, tÞ can be calculated by the following equation:

egðx, tÞ=WT
g σgðxÞ− bWT

g σgðxÞ+ εgðtÞ ð11:7aÞ

or, putting eWg =Wg − bWg yields

egðx, tÞ= eWT
g σgðxÞ+ εgðtÞ. ð11:7bÞ

Second, a model of the nonlinear interconnections hiðxÞ, i=1, 2, . . . ,N, can be
built by employing high-order neural nets [35, 36]. Namely, suppose x is the input

11 Decentralized Control of Complex Dynamic Systems … 253



of the high-order neural network and yi is the output, then the respective repre-
sentation model is given as

yi = bWisðxÞ, sðxÞ= siðxÞ, . . . , sLðxÞ½ �T , ð11:8aÞ

siðxÞ= Π
N

k=1
Π
j∈ Ii

½sðxkjÞ�djðiÞ, i=1, 2, . . . ,N, ð11:8bÞ

sðxkjÞ= μ0
1 + e− l0xkj

+ λ0, j=1, 2, . . . , n, k=1, 2, . . . ,N; ð11:8cÞ

where bWi ∈Rn× L is the matrix of weights; siðxÞ is an element of sðxÞ∈RL×1;
Ii i=1, 2, . . . ,Ljf g is a collection of L not-ordered subsets of f1, 2, . . . , ng; djðiÞ is

a nonnegative integer; and l0, λ0, μ0 appropriate nonnegative constants. For these
models of high-order neural networks, there exists an integer L, an integer djðiÞ and
an optimized matrixW*

i , such that for any ε>0, hiðxÞ−W*
i sðxÞ

�� �� ≤ ε is satisfied. In
other words, if the high-order network is large enough, there exists a matrix of
weights such that W*

i sðxÞ can approximate hiðxÞ to any degree of accuracy;
moreover, W*

i is bounded, i.e., W*
i

�� ��≤MW ,MW >0.
It is therefore that the system (11.1), i=1, 2, . . . ,N, can be rewritten in the

following form:

xi̇ =Axi +Bi½ui + fiðxi, tÞ�+W*
i sðxÞ+ εiðxÞ, ð11:9Þ

where εiðxÞ= hiðxÞ−W*
i sðxÞ is the weight error estimate. Furthermore, there exists

ε≥ 0 such that εiðxÞj j≤ ε, i=1, 2, . . . ,N. Should Wi denote the estimation of the
uncertain weights matrix W*

i , i=1, 2, . . . ,N, then one finds:

xi̇ =Aixi +Bi½ui + fiðxi, tÞ�− eWisðxÞ+WisðxÞ+ εiðxÞ, ð11:10Þ

where eWi =Wi −W*
i .

Theorem 11.1 Consider system (11.1) and construct the set of controllers,
i=1, 2, . . . ,N, which are represented by

ui = uai + ubi + uci , i=1, 2, . . . ,N, ð11:11Þ

uai = − ðγ +1ÞBTPT − 1
i xi, ð11:12Þ

ubi = − ξ− 1
i bρ2i ðx, tÞBTPT − 1

i xi, ð11:13Þ

uci =
BT
i WisðxÞ

λi½1+ Bik k2� +
BT
i Θi

λ1, i½1+ Bik k2� , ð11:14Þ
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where bρ2i is the estimation of ρ2i by means of a neural-net model, i.e.,bρ2i ðx, tÞ= bZiðtÞσiðxiÞ with bZiðtÞ as the corresponding weight vector; Θi ∈Rn× L and
Θi = ½θi, 0, . . . , 0�T ; and the quantities defined in the course of theorem proving βi,
γ, γ1, j, λi, λ1, i are chosen as

λi ≥
k0, isffiffiffiffiffiffiffiffiffiffiffi

2kī2βi

q
− sk0, i

, ð11:15aÞ

λ1, i ≥
k0, iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2k0, ik
ī
2γ1, i

q
− k0, i

, ð11:15bÞ

βi >
s2k20, i
2kī2

, γ1, i >
k0, i
2kī2

; ð11:15cÞ

along with the adaptation law

bZ ̇i = −Γi1bZi +Γi2σiðxiÞ BTPT − 1
i xi

�� ��, Γi1,Γi2 > 0, ð11:16Þ

Ẇi =
2k0, iPTT − 1

i xiSðxÞT , Wik k<MW

− βiWi +2k0, iPTT − 1
i xiSðxÞT , Wik k≥MW

� �
, ð11:17Þ

θi = − γ1, iθi +2k0, i PTT − 1
i xi

�� ��, ð11:18Þ

with Γi1, Γi2, k0, i, βi, and γ1, i all positive constant design parameters, and MW is a
large design constant that confines θi within a ball of radius MW to be chosen in the
course of the design. Then assuming that the neural-network approximation error
ερiðtÞ is time varying and bounded with an uncertain boundary, all the subsystem
state vectors xi, respectively, are consistent ultimately bounded on sets

Di = xi ∈Rn v0i xð Þ≤ μi
k0, iαi

,
kī2
kī1

≤ k0, i ≤ 1

�����
( )

. ð11:19Þ

The proof of Theorem 11.1 is derived in two steps. In Step 1, it is proved first the
existence of nominal controllers ui = uai + ubi :R

n →Rm and Lyapunov functions
V0iðxiÞ for the nominal subsystems

x ̇i =Aixi +Bi½ui + fiðxi, tÞ�,

such that inequalities (11.5) and (11.6) are satisfied. Thus, the nominal subsystems
proved can be guaranteed as real-stable. Then in Step 2, the result of the previous
step is adopted as a priori assumption, and then the proof is derived to the full via
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Lyapunov function approach by finding the domains of attraction that are repre-
sented by sets (11.19).

Step 1. Due to the condition that ðAi,BiÞ is controllable by formula (11.2), it can
be deduced that (A, B) is also controllable. Moreover, by virtue of Lemma 11.1,
there exists P such that

ATP+PA− γ2PBBTP+Q=0

is satisfied. Next, consider Lyapunov functions

v0iðxiÞ= xTi ðT − 1
i ÞTPT − 1

i xi + bZT
i Γ

− 1
i2
bZi. ð11:20Þ

Then by using (11.1), the time derivative of Lyapunov functions (11.20) can be
expressed as follows:

v0̇iðxiÞ= fxTi AT
i + ½uTi + f Ti ðxi, tÞ�BT

i g½ðT − 1
i ÞTPT − 1

i �xi
+ xTi ½ðT − 1

i ÞTPT − 1
i �fAixi +Bi½ui + fiðxi, tÞ�g+2bZ ̇Ti Γ− 1

i2
bZi

= xTi A
T
i ðT − 1

i ÞTPT − 1
i xi + xTi ðT − 1

i ÞTPT − 1
i Aixi

+ 2xTi ðT − 1
i ÞTPT − 1

i Bi½ui + fiðxi, tÞ�+2bZ ̇Ti Γ− 1
i2
bZi

= xTi ðT − 1
i ÞT ½TT

i A
T
i ðT − 1

i ÞT �PT − 1
i xi + xTi ðT − 1

i ÞTP½T − 1
i AiTi�T − 1

i xi

+ 2xTi ðT − 1
i ÞTPT − 1

i Bi½ui + fiðxi, tÞ�+2bZ ̇Ti Γ− 1
i2
bZi

= xTi ðT − 1
i ÞT ½ATP+PA�T − 1

i xi +2xTi ðT − 1
i ÞTPB½ui + fiðxi, tÞ�+2bZ ̇Ti Γ− 1

i2
bZi.

Furthermore using (11.10) and (11.11), one can obtain

v̇0iðxiÞ= − xTi ðT − 1
i ÞTQT − 1

i xi − xTi ðT − 1
i ÞTγ2PBBTPT − 1

i xi +2xTi ðT − 1
i ÞTPB

× ½− ðγ +1ÞBTPT − 1
i xi − ξ− 1

i bρ2i ðx, tÞBTPT − 1
i xi + fiðxi, tÞ�+2bZ ̇Ti Γ− 1

i2
bZi

= − xTi ðT − 1
i ÞTQT − 1

i xi − xTi ðT − 1
i ÞTγ2PBBTPT − 1

i xi +2xTi ðT − 1
i ÞTPBγBTPT − 1

i xi

− 2xTi ðT − 1
i ÞTPBBTPT − 1

i xi +2xTi ðT − 1
i ÞTPB

× ½− ξ− 1
i bρ2i ðx, tÞBTPT − 1

i xi + fiðxi, tÞ�+2bZ ̇Ti Γ− 1
i2
bZi

= − xTi ðT − 1
i ÞTQT − 1

i xi − xTi ðT − 1
i ÞTγ2PBBTPT − 1

i xi − 2xTi ðT − 1
i ÞTPBγBTPT − 1

i xi

− 2xTi ðT − 1
i ÞTPBBTPT − 1

i xi +2½fiðxi, tÞBTPT − 1
i xi − ξ− 1

i ðρ2i − ερiÞ BTPT − 1
i xi

�� ��2�+2bZ ̇Ti Γ− 1
i2
bZi.

By making use of (11.16), the above formulas can be rewritten as

v0̇iðxiÞ≤ − xTi ðT − 1
i ÞTQT − 1

i xi − xTi ðT − 1
i ÞTPBBTPT − 1

i xi

+ ερi x
T
i ðT − 1

i ÞTPBBTPT − 1
i xi − bZT

i Γ
− 1
i2 Γi1bZi + ξi

≤ − xTi ðT − 1
i ÞTQT − 1

i xi + ε2ρi −
bZT
i Γ

− 1
i2 Γi1bZi + ξi ≤ − λ*i v0i + ε2ρi + ξi

ð11:21Þ
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with λ*i =min λminðQÞ
λmaxðPÞ , λminðΓi1Þ
n o

. Moreover, there can be found another form for

the derivatives of Lyapunov functions:

v0̇iðxiÞ≤ − xTi Qxi + ε2ρi −
bZT
i Γ

− 1
i2 Γi1bZi + ξi ≤ − xTi Qxi + ε2ρi + ξi

≤ −
λminðQÞ

λmaxðPPTÞ x
T
i ðT − 1

i ÞTPPTT − 1
i xi + ε2ρi + ξi ≤ − kī

∂v0iðxiÞ
∂xi

����
����
2

+ ε2ρi + ξi

ð11:22Þ

with kī =
λminðQÞ

4λmaxðPPT Þ. From (11.21) and (11.22) along with Definition 11.1, it is

readily inferred all the nominal subsystems are real-stable in closed loop.
Step 2: Construct Lyapunov function for system (11.1) in the following form:

V =V x, eW1, eW2, . . . , eWN ,eθ1,eθ2, . . . ,eθN� �
= ∑

N

i=1
Vi x, eWi,eθi� �

, ð11:23Þ

Vi x, eWi,eθi� �
= k0, iv0i xið Þ+ 1

2
tr eWT

i
eWi

	 

+

1
2
eθ2i , ð11:24Þ

with eθi = θi − ε. By virtue of (11.10), the derivatives of Vi x, eWi,eθi� �
are found to be

Vi̇ = k0, i
∂v0i
∂xi

fAixi +Bi½uai + ubi + fiðxi, tÞ�g

+ k0, i
∂v0i
∂xi

Biuci − k0, i
∂v0i
∂xi

eWiS xð Þ

+ k0, i
∂v0i
∂xi

WiS xð Þ+ k0, i
∂v0i
∂xi

ε xð Þ+ tr Ẇ
T
i
eWi

n o
+eθiθi.

ð11:25Þ

By making use of (11.17), one obtains

Vi̇ = k0, iv0̇i + k0, i
∂v0i
∂xi

Biuci + k0, i
∂v0i
∂xi

WiS xð Þ

+ k0, i
∂v0i
∂xi

εi xð Þ− βiIW tr WT
i
eWi

	 

+eθiθi, ð11:26Þ

where IW is the indicator function of W that satisfies

IW =
1 if Wik k≥MW

0 if Wik k<MW

� �
. ð11:27Þ
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Since tr WT
i
eWi

	 

= 1

2 Wik k2 + 1
2
eWi
�� ��2 − 1

2 W*
i

�� ��2, one can derive

V ̇i = k0, iV ̇0i + k0, i
∂v0i
∂xi

Biuci + k0, i
∂v0i
∂xi

WiS xð Þ+ k0, i
∂v0i
∂xi

εi xð Þi

−
βi
2
tr eWT

i
eWi

	 

+

βi
2

1− IWð Þtr eWT
i
eWi

	 

−

βi
2
IW Wik k2 + βi

2
IW W*

i

�� ��2 +eθiθi.
ð11:28Þ

The uci (λi, λ1, iÞ (notice that these two parameters can be adjusted) are put into
(11.24) and, due to Assumption 11.1, it is found in turn that the time derivatives of
Vi satisfy the following inequality:

V ̇i ≤ k0, ikī
∂v0i
∂xi

����
����
2

+ k0, i
∂v0i
∂xi

����
���� Bik k2 Wik k S xð Þj j

λi 1+ Bik k2
h i

+ k0, i
∂v0i
∂xi

����
���� Wik k S xð Þj j k0, i ∂v0i

∂xi

����
���� Bik k2 Wik k θij j
λi 1+ Bik k2
h i

+
βi
2

1− IWð Þtr eWT
i
eWi

	 

−

βi
2
IW Wik k2 + βi

2
IW W*

i

�� ��2 + k0, iðξi + ε2ρiðtÞÞ.
ð11:29Þ

Because of Bik k2
1 + Bik k2 ≤ 1, relationship (11.25) can be rewritten as follows:

V ̇i ≤ k0, ikī
∂v0i
∂xi

����
����
2

+ k0, i
∂v0i
∂xi

����
���� Wik k S xð Þj j 1+

1
λi

� �

+ k0, i
∂v0i
∂xi

����
���� θij j
λ1, i

+ k0, i
∂v0i
∂xi

����
����θi − k0, i

∂v0i
∂xi

����
����θi

+ k0, i
∂v0i
∂xi

����
����εi +eθiθi − βi

2
tr eWT

i
eWi

	 

+

βi
2

1− IWð Þtr eWT
i
eWi

	 

−

βi
2
IW Wik k2 + βi

2
IW W*

i

�� ��2 + k0, iðξi + ε2ρiðtÞÞ.
ð11:30Þ

Now, should the following definition kī = kī1 + kī
2
+ kī3 be introduced, then rela-

tionship (11.26) can be transformed into the following one:
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V ̇i ≤ − k0, ik
ī
1
∂v0i
∂xi

����
����
2

− k0, ik
ī
2
∂v0i
∂xi

����
����
2

− k0, ik
ī
3
∂v0i
∂xi

����
����
2

+ k0, is
∂v0i
∂xi

����
���� Wik k 1+

1
λi

� �

+ k0, i
∂v0i
∂xi

����
����θi 1+

1
λ1, i

� �
−

γ1, i
2
eθ2i − γ1, i

2
θ2i +

γ1, i
2

ε2 −
βi
2
tr eWT

i
eWi

	 

+

βi
2

1− IWð Þtr eWT
i
eWi

	 

−

βi
2
IW Wik k2 + βi

2
IW W*

i

�� ��2 + k0, iðξi + ε2ρiðtÞÞ.
ð11:31Þ

Via appropriate choice of λi ≥ k0, isffiffiffiffiffiffiffiffi
2k

ī
2βi

p
− sk0, i

, λ1, i ≥ k0, iffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k0, ik

ī
2γ1, i

p
− k0, i

, βi >
s2k20, i
2k

ī
2

, (see

inequalities (11.15a–11.15c)) and γ1, i >
k0, i
2k

ī
2

, from (11.31) it can be found that

Vi̇ ≤ − k0, ik
ī
1
∂v0i
∂xi

����
����
2

− k0, ik
ī
3
∂v0i
∂xi

����
����
2

− kī2
∂v0i
∂xi

����
����
2

− 2

ffiffiffiffiffiffiffiffi
kī2βi
2

s
∂v0i
∂xi

����
���� Wik k+ βi

2
Wik k2

2
4

3
5

+ ð
ffiffiffiffiffiffiffiffiffiffiffi
k0, ik

ī
2

q
∂v0i
∂xi

����
����Þ2 − 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0, ik

ī
2γ, i1
2

s
θ
∂v0i
∂xi

����
����+ γ1, i

2
θ2i

2
4

3
5

+
βi
2

Wik k2 + kī2
∂v0i
∂xi

����
����
2

−
γ1, i
2
eθ2i − γ1, i

2
θ2i

+
γ1, i
2

ε2 −
βi
2
tr eWT

i
eWi

	 

+

βi
2

1− IWð Þtr eWT
i
eWi

	 

−

βi
2
IW Wik k2 + βi

2
IW W*

i

�� ��2 + k0, iðξi + ε2
ρi
ðtÞÞ.

ð11:32Þ

Notice that if k0, i ≥
k
ī
2

k
ī
1

is satisfied, then − k0, ik
ī
1 + kī2 ≤ 0 kī1 ≥ 0

� �
is true;

otherwise, if k0, i ≤ 1 is true, then k0, i ≥
k
ī
2

k
ī
1

. Thus, if k
ī
2

k
ī
1

≤ k0, i ≤ 1 is satisfied, then

(11.32) can be modified to give

Vi̇ ≤ − k0, ik
ī
3
∂v0i
∂xi

����
����
2

−
βi
2
eWi
�� ��2 + βi

2
W*

i

�� ��2 + βi 1− IWð Þtr eWT
i
eWi

	 

−

γ1, i
2
eθ2i + γ1, i

2
ε2 + 1− IWð Þ βi

2
M2

W + k0, iðξi + ε2ρiðtÞÞ.
ð11:33Þ
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Since

βi 1− IWð Þtr eWT
i
eWi

	 

= βitr eWT

i
eWi

	 

, if Wij j<MW

0, if Wij j≥MW

� �
, ð11:34Þ

it follows that

βi 1− IWð Þ tr eWT
i
eWi

	 

≤ βiM

2
W . ð11:35Þ

Moreover, because of

1− IWð Þ βi
2
M2

W ≤
βi
2
M2

W , ð11:36Þ

inequality (11.33) can be transformed into the following form:

V ̇i ≤ − k0, ik
ī
3
∂v0i
∂xi

����
����
2

−
βi
2
eWi
�� ��2 + βi

2
M2

W + βiM
2
W

+
βi
2
M2

W −
γ1, i
2
eθ2i + γ1, i

2
ε2 + k0, iðξi + ε2ρiðtÞÞ.

ð11:37Þ

Hence, making use of (11.21) and (11.22), one obtains

Vi̇ ≤ −
k0, ik

ī
3λ

*
i

kī
v0i xið Þ− βi

2
eWi
�� ��2 − γ1, i

2
eθ2i

+ 2βiM
2
W +

γ1, i
2

ε2 + k0, iðξi + ε2ρiðtÞÞ,
ð11:38Þ

and therefore

V ̇i ≤ − αiVi + μi, V ̇= ∑
N

i=1
V ̇i ð11:39Þ

with

αi =min
kī3λ

*
i

kī
, βi, γ1, i

( )
, ð11:40aÞ

μi =2βiM
2
W +

γ1, i
2

ε2 + k0, iðξi + ε2ρiðtÞÞ. ð11:40bÞ

Integration of both sides of inequality (11.39) yields
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Vi tð Þ≤ μi
αi

+ Vi 0ð Þ− μi
αi

 �
e− αit, ∀t≥ 0. ð11:41Þ

Thus, it is readily deduced from (11.41) that x, θi xð Þ, Wi xð Þ are bounded con-
sistently. On the other hand, from (11.24) it is seen that

k0, iv0, i xið Þ≤Vi ð11:42Þ

hence for all i=1, 2, . . . ,N and ∀t≥ 0 it is valid that

v0, i xið Þ≤ μi
k0, iαi

+
1
k0, i

Vi 0ð Þ− μi
αi

 �
e− αit. ð11:43Þ

From inequality (11.43), it follows at once that all vector-valued state variables
xi, i=1, 2, . . . ,N, are consistently ultimately bounded on the sets

Di = xi ∈Rn: v0i xð Þ≤ μi
k0, iαi

,
kī2
kī1

≤ k0, i ≤ 1

( )
ð11:44Þ

thus defining the attraction domains for all the subsystems, respectively. It is
therefore that the original class of composite similarity systems (11.1) under syn-
thesized controls (11.11)–(11.18) are real-stable in the closed loop on the sets Di

defined by (11.44). This completes the proof.

Remark 11.2 The assumption on uncertain boundary on time-varying approxima-
tion error ερiðtÞ in this theorem is more appropriate and rational than the previous
one proposed in [25]. Hence matrices Γi1, Γi2, k0, i, βi, γ1, i, and MW are well
conceptualized.

11.4 Application to Complex Inverted Pendulums
Mechatronic Plant System

In this section, we explore the application of the proposed decentralized control
design method, which is essentially based on Theorem 11.1, to the complex
mechatronic system constructed by two elastically coupled inverted pendulums on
carts [27, 36]. The schematic diagram of this plant is given in Fig. 11.2, which is
known to represent an important benchmark plant in the considered class of
complex dynamic systems.

The basic differential equations describing the motion of this composite inverted
pendulum on cart system are as follows:
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θ1̇ + β1θ
2
1 − f1θ1 − f3u1 − f2θ2 + f4 = 0,

θ2̇ + β2θ
2
2 − f1θ2 − f3u2 − f2θ1 − f4 = 0.

These can be rewritten in the form of the considered class of complex dynamic
systems, namely the uncertainty complex system possessing similarity property,
hence Zhang’s similarity–symmetry impact. For this purpose, apparently the fol-
lowing state variables can be defined:

x11 = θ1, x12 = θ1, x21 = θ2, x22 = θ2.

Then the system dynamics is represented by means of the following model:

x1̇1 = x12,

x1̇2 = f1x11 + f3u1 + f2x21 − ðβ1x212 + f4Þ,
x2̇1 = x22,

x2̇2 = f1x21 + f3u2 + f2x11 − ðβ2x222 − f4Þ,

where the individual coefficients fi and other coefficients are given by means of the
following expressions:

f1 = g ð̸c*lÞ− f2, f3 = 1 ð̸c*m*l2Þ,
f2 = k*aðtÞ*ðaðtÞ− c*lÞ*f3,
f4 = k*ðaðtÞ− c*lÞ*ðz1 − z2Þ*f3,
β1 =m M̸*ðsinðx1ÞÞ, β2 =m M̸*ðsinðx3ÞÞ.

In these expressions, g represents the gravity constant, M is the mass of the cart,
m is the mass of the cycloid ball, L is the normal length of the spring, l is the length
of the cycloid bar, z1, z2 are, respectively, the distances of the gravity centers of
carts 1 and 2 to the origin with zero longitudinal coordinate. The initially perturbed
subsystem state vectors were taken as x1ð0Þ= − 1 1½ �T , x2ð0Þ= − 1 1½ �T .

Fig. 11.2 The benchmark
plant system of coupled
inverted pendulums on carts
[27]
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For the sake of comparison of the simulation results, we have chosen the same
parameters as in the source reference, namely

aðtÞ= sinð5tÞ, z1 = sinð2tÞ, z2 =L+ sinð3tÞ,
k=1, c=0.5,M =m=10, l=1, L=2, g=1.

The simulation results are shown as in Fig. 11.3.
Should one choose γ =40, Q= I, then solving the Riccati equation yields

P=
1.6066 0.7906
0.7906 1.2701

 �
.

Using formulae of Theorem 11.1, the resulting decentralized controller design is
given as follows:

uai = − ðγ +1ÞBTPxi = − 41*½ 0 0.2 �*Pxi,
ubi = − ξ− 1

i bρ2BTPxi = − 50*bρ2*½ 0 0.2 �*Pxi,

uci =
BTWisðxÞ
λi½1+ Bk k2� =

½ 0 0.2 � W11

W12

 �
sðx12Þsðx22Þ

0.08*½1+ ð0.2Þ2� ,

where the values of crucial design parameters are ξi =0.02, λi =0.08.

Fig. 11.3 Computer simulation results for the controlled system state variables of the mechatronic
benchmark plant system of coupled inverted pendulums on carts
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For evaluating the approximated quantity, bρ2i , we made use of an ANN with
three layers each one having six nodes. For emulating the function, hiðxÞ, we made
use of a network with three layers each having two nodes. In addition, the resulting
learning law is

bzi̇ = −Γ1bzi +Γ2σðxiÞ BTPxi
�� ��

= − 0.02*bzi +100*σðxiÞ* ½ 0 0.2 �Pxik k,
Wi, j =2k0.iPT

i xisðxÞ=2*0.005*PT
i xisðx12Þsðx22Þ.

Additional computer simulations were carried out using some academic exam-
ples of mathematically constructed composite systems representing the respective
‘plants’. For instance, one such academic example [36] is

x1̇ =
− 1 1

0 0

 �
x1 +

0

1

" #
u1 + x211e

x11x12 cos 10t+ x12ex11 sin 10t
� �

+5
cos x21

cos x22

 !
,

x2̇ =
− 1 1

0 0

 �
x2 +

0

1

" #
u2 + x221e

x21x22 cos 10t+ x22ex21 sin 10t
� �

+5
cos x11

cos x12

 !
.

All these demonstrated that the claims of the designed control system in The-
orem 11.1 are satisfied to the full with no transient oscillations in the states. Though
occasionally, some extremely constrained ‘chattering’ may occur locally for some
finite period of time due to adaptive emulation of interconnecting terms before the
system finally reaches its steady state.

It may well be seen from the example that the overall system, employing the
designed adaptive controller, exhibits high-quality performance in terms of both
fast response, no overshooting, and no transient oscillations. The latter seems to be
an important intrinsic property of the control design derived, not guaranteed pre-
viously to the best of our knowledge. Theorem 11.1 guarantees the real stability and
unifom ultimate boundedness of all state vectors xi on the respective sets Di, defined
by Eq. (11.13), and also convergency of the on line learning ANN approximators.

11.5 Conclusions

A novel robust adaptive, neural-network based, control solution is presented for
complex nonlinear mechatronic systems possessing uncertainties in both subsystem
gains and interconnections provided the plant has a similarity structure. The
low-order neural networks and the high-order one are banded together to resolve the
uncertainty issues on both the input subsystem gains and the interconnections.
Therefore, the controllers designed using our technique possess robustness and
adaptability.
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Two steps are adopted in solving the control design problem. The first step
makes use of low-order artificial neural nets to design decentralized controllers in
order to make the nominal subsystems real-stable. In this step, due to on line
adaptation of the ANN weight, little a priori knowledge is needed and yet the
transient performance of the system is considerably improved. The second step, in
fact, makes use of the first step as an assumption and employs high-order artificial
neural nets to handle the interconnections term of the system.
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Chapter 12
Neural Networks with Strong Anticipation
and Some Related Problems of Complexity
Theory

Oleksandr S. Makarenko

Abstract We proposed and realized one new type models of neural networks,
which takes into account property of anticipation. As the base model, the Hopfield
type models with anticipation have been explored. The basic new qualities, dis-
covered at research there is that possible multi-valued solutions of given neural
networks. Different types of behaviour of such systems have been explored
depending on parameters of networks. Some problems of self-organized behaviour
are proposed. The problems of complex solutions and stored information have been
considered, including the measures of complexity in deterministic and
non-deterministic cases. Presumable applications of such models for living and
social systems are discussed.

12.1 Introduction

Recently artificial neural networks (ANN) are well known and recognized tools for
data processing, mathematical modelling and artificial intelligence (see for example
[1–4]). Since the 50 years of twentieth century many ways for ANN development
had been proposed: back-propagation [1]; Hopfield type neuronets [1, 2, 5, 6];
different architectures of ANN [1]; networks with changing structures including
networks with delay property [1, 2, 7, 8]; cellular neural networks [9]; neuronets
with complex values [10]; neuronets with non-smooth activation functions [11, 12]
and many others. Usually, the main sources of developments of ANN concepts
were the real problems from different fields of investigations: physics, technique,
economy, biology with different types of new systems and phenomena.
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Now rather new phenomena are under intensive investigations—namely antic-
ipatory property (see [13–18], papers at ten conferences on computing anticipatory
systems CASYS 1999−2011; investigations on anticipation at social and eco-
nomical systems [13, 14]).

It is known well, that the general systems with anticipating have large prospects
both in theoretical, and in the applied plan. But for subsequent development of the
topic large number of examples of the concrete dynamic systems is necessary. As it
was indicated in previous works of author (O. Makarenko) very perspective are
neuronets with anticipating elements, that correspond to the models of individual
[13, 14].

Remember (because it is important for ANN with anticipation property) that
earlier a discrete map as the model with anticipation had been used for
money-economic processes) [13–15]. In this paper [15], two-step in time discrete
model with anticipating had been proposed for research on the complex systems,
especially related to economy. The transition function f(x) in paper [15] has a
piece-linear character and belongs to the class of neuron responses function.
Piece-linear character of function allowed making the thorough numerical–analyt-
ical analysis. During the analysis of such maps the origin of multi-valued transitions
had been found. Also a new type of significant behaviour in [15] had been found,
when the region of multivaluedness is localized in phase space.

So the anticipatory phenomenon and systems with anticipation attracts more and
more attention. One of the directions of such objects investigation is connected with
using of neural networks models. Multivaluednes of solutions as the main new
peculiarities had been found. It follows to the possibilities of familiar behaviour in
ANN with anticipation property. Thus, such presumable properties (multivalued-
ness of solution) should be accounting in ANN design from the beginning.

In this paper, we propose to explore the models of neuron network with antic-
ipation. First we propose the general structure of ANN with strong anticipation.
Second we propose as example the counterpart with anticipation to common
Hopfield and also some numerical illustration of presumable behaviour of such
objects. And finally, we discuss some future research task especially taking into
account presumable behaviour of such ANN solutions.

12.2 Strong Anticipation Property

The term ‘anticipation’ is introduced and used in biology and applied mathematics
by Robert Rosen [16]. This name is well known for common researchers. Less
known is contribution by Daniel Dubois to strong anticipation.

Since the beginning of 1990s in the works of Dubois—see [17, 18], the idea of
strong anticipation had been introduced: “Definition of an incursive discrete strong
anticipatory system …: an incursive discrete system is a system which computes its
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current state at time t, as a function of its states at past times , . . . , t− 3, t− 2, t− 1,
present time, t, and even its states at future times t+1, t+2, t+3, . . .

xðt+1Þ=Að. . . , xðt− 2Þ, xðt− 1Þ, xðtÞ, xðt+1Þ, xðt+2Þ, . . . , pÞ, ð12:1Þ

where the variable x at future times t+1, t+2, t+3, . . . is computed in using the
equation itself.

Definition of an incursive discrete weak anticipatory system: an incursive dis-
crete system is a system which computes its current state at time t, as a function of
its states at past times , . . . , t− 3, t− 2, t− 1, present time, t, and even its predicted
states at future times t+1, t+2, t+3, . . .

xðt+1Þ=Að. . . , xðt− 2Þ, xðt− 1Þ, xðtÞ, x*ðt+1Þ, x*ðt+2Þ, . . . , pÞ, ð12:2Þ

where the variable x* at future times t+1, t+2, t+3, . . . are computed in using the
predictive model of the system” [18].

Following the description of anticipatory properties in this subsection, we can
propose some new and important problems in the field of artificial neural network,
especially in case of strong anticipation accounting. Here first we remember some
well-known facts on common artificial networks [1–7]. For the goals of this paper,
we will focus our description around the Hopfield type networks but the transition
to other neuronets is more or less evident.

The description of general schemes for such ANN includes the next components:
ANN has many elements (artificial neurons); each element has single state from
some set of states; each pears of elements has bond between element with some
single value from some set; the evolution of element’s state takes part at continuous
or discrete time; special dynamical rules for evolution of elements exist; special
learning rules exist for establishing bonds between elements (Hebb type rules) from
previous learning states of ANN.

Let us take that ANN system consisting of N ≫ 1 elements and each element is
characterized by state si ∈M, i=1, 2, . . . ,N, where M is a set of possible values for
si. There are many possibilities to compose the elements in blocks and levels in
such models. In sufficiently developed system, elements have many complex
connections. Let us formalize this. We assume that there are connections Jij
between i and j elements. Thus, the set Q= ðfsig, fJijg, i, j=1, . . . ,NÞ charac-
terizes state of neural system. From the analysis of recent neuronet models, the
rather general ANN with discrete time gave the form

siðt+1Þ=GðfsiðtÞg, fJijg,RÞ, t=0, 1, 2, . . . , ð12:3Þ

where G is the so-called activation function, R−some parameters. Usually, [1–6]
the activation function in ANN has sigmoid form and the dynamics of ANN ele-
ments is accepted as depending on mean field of influence
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hiðtÞ= ∑
j
JijsjðtÞ, j=1, 2, . . . ,N: ð12:4Þ

siðt+1Þ=GðhiðtÞ,RÞ, t=0, 1, 2, . . . , ð12:5Þ

On of the main examples of such type models is Hopfield type neuronet. Other
rather general type of neural networks are the networks of Hopfield type with
continuous time case [1–6], see for illustration

Cj
dvjðtÞ
Et = − vjðtÞ

Rj
+ ∑

N

i=1
wjiðtÞφiðviðtÞÞ+ Ij; j=1, . . . ,N,

dwlkðtÞ
dt = λφlðvlðtÞÞφkðvkðtÞÞ− γwlkðtÞ, k≠ l; k, l=1, . . . ,N.

8><
>: ð12:6Þ

Here for illustration we depict the Hopfield presumable dependence on time also
for bonds wlk between elements of neuronet.

As we had argued above one of the further research problem in the field of neural
networks should be considered the neural system with strong anticipation. The first
common example for neural networks investigations is the set of couple neurons
with strong anticipation with one forward discrete step. In this case, the general
form of ANN is the next:

siðt+1Þ=GðfsiðtÞg, fsiðt+1Þg, fJijg,RÞ, t=0, 1, 2, . . . . ð12:7Þ

The counterpart to ANN (12.6) with continuous time then has the form

Cj
dvjðtÞ
dt = − vjðtÞ

Rj
+ ð1− αÞ ∑

N

i=1
wjiðtÞφiðviðtÞÞ

+ α ∑
N

i=1
wjiðt+ τÞφiðviðt+ τÞÞ+ Ij; j=1, . . . ,N,

dwlkðtÞ
dt = ð1− αÞðλφlðvlðtÞÞφkðvkðtÞÞ− γwlkðtÞÞ

+ αðλφlðvlðt+ τÞÞφkðvkðt+ τÞÞ− γwlkðt+ τÞÞ,
k≠ l; k, l=1, . . . ,N.

8>>>>>>>>><
>>>>>>>>>:

ð12:8Þ

In Eq. (12.8) τ is time of anticipation and α∈ ½0, 1� is weight of anticipation
(α=0 corresponds to the case of anticipation absence). The Eqs. (12.7) and (12.8)
are rather new objects (especially in ANN science) and are difficult objects for
investigation, especially because of presumable multivaluedness of the solutions.
So first it is useful considering the simplest examples of such ANN with strong
anticipation. So in next section of the paper, we propose the results of investigation
of simplest but rather important ANN—Hopfield type model with anticipation.
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12.3 Neural Network Example with Anticipation

Below we propose illustration of properties of ANN with strong anticipation and
the description of counterpart of classical Hopfield models. Remark that other ANN
with anticipation has the same behaviour. Let us consider first the recurrent network
model proposed by Hopfield [1–6]. The ‘pattern’ of the states of the Hopfield’s type
networks at given model of time is presented at Fig. 12.1 below. It consists of a
layer of elements, whose number is the number of units with inputs and outputs of
the network. Each neuron has connections with all of N other neurons.

12.3.1 Classical Hopfield Model

In classical Hopfield model, each element of neuronet takes two values: {0, 1} and
activation function has smooth sigmoid form [5, 6]. In modification of Hopfields
model, the elements take values from unit interval I ∈ ½0, 1� (‘grey’ networks). In
this paper we take the ‘grey’ case of element states. Also for the sake of easy
solution of nonlinear equations of ANN we take the piecewise linear activation
functions.

So in our case the state si of ith elements of network belong to the unit interval I.
The connections between neurons set matrix J, with elements Jij, where
i, j=1, . . . ,N. For each neuron, the mean field is determined by the size of the
external field interaction hi (Eq. 12.4 from Sect. 12.2):

The evolutionary process that occurs in such network is described by the fol-
lowing recurrence relation:

Fig. 12.1 ‘Pattern’ of the
classical Hopfield’s type
network
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sjðt+1Þ= f ðhjÞ= f ∑ JjisiðnÞ
� �

, ð12:9Þ

where we use y= f ðxÞ—piecewise linear activation function:

f ðxÞ=0, x≤ 0;
f ðxÞ= x, x∈ ð0, 1�;
f ðxÞ=1, x>1;

8<
: ð12:10Þ

12.3.2 Neural Network with Anticipation

In the proposed simple model with the anticipation, we took the influence function
as the sum of current influence and virtual future influence from next future moment
of time (Fig. 12.2).

As the first objects for investigation we can propose two presumable forms of
such dependence:

hjðtÞ= ∑
N

i=1
JjisiðtÞ+ α ∑

N

i=1
Jjisiðt+1Þ ð12:11Þ

or

hjðtÞ= ð1− αÞ ∑
N

i=1
JjisiðtÞ+ α ∑

N

i=1
Jjisiðt+1Þ: ð12:12Þ

i=1 

i=2

11
12J

Fig. 12.2 ‘Pattern’ for fixed
moment of time for
Hopfield’s network with
anticipation

272 O.S. Makarenko



The coefficient α corresponds to the anticipation accounting. When α=0 we
have the case of usual Hopfield network. In case of Eqs. (12.11) and (12.12), the
recurrence relations (12.5) of Hopfield’s model transform to the next forms after the
introducing formulas (12.7) and (12.8):

sjðt+1Þ= f ∑
N

i=1
JjisiðtÞ+ α ∑

N

i=1
Jjisiðt+1Þ

� �
ð12:13Þ

or

sjðt+1Þ= f ð1− αÞ ∑
N

i=1
JjisiðtÞ+ α ∑

N

i=1
Jjisiðt+1Þ

� �
. ð12:14Þ

Because of piecewise linear character of activation functions, we receive in our
case the resulting system of linear equations for unknowns fsig for each linear
interval of activation function, and upshot of which are outputs of neural layer.
Iteration process will be supplied by one separately with each output of the previous
layer. So as the result we receive the expanding iterative process.

Thus as f ðxÞ is piecewise linear sigmoid function, we examined the case of three
different possible values for solutions of Eqs. (12.13) and (12.14). After solving
each of these equations it is checked whether the solution is suitable for imple-
mentation of this system.

12.4 Numerical Realization of Simple Model
with Anticipation

12.4.1 Calculation Results

In this section, we give some results of computing investigations of the models
from previous section with anticipation. The mail goal of this subsection is not the
detailed investigation of such models (such investigations will be reported at further
publications) but illustration presumable variety of ANN with anticipation beha-
viour. Below we proposed the pictures of solutions of ANN with for 2-, 6- and 8-
with different conditions for cases one-valued and multi-valued solutions.

Two coupled neurons. When the coefficient of anticipation α is near the 0, then
the behaviour of such system of two coupled elements is single-valued and
remembers the behaviour without anticipation. But for large deviation of α from
zero the types of regimes become reach; in a network with two neurons we have
such modes, as stability is single fixed point, stable single-valued cycle,
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multi-valued stability and multi-valued cycle. In Fig. 12.3, we show the
multi-valued cycle. These modes are set with a large negative coefficient of
anticipation.

Here each of the horizontal plates correspond some future discrete moments of
time (not zero), two points with arrows correspond to two neurons and each of the
separate arrows correspond to separate state of neuron at the same time moment.
The length of the arrow corresponds to the amplitude of given value of neuron state.
We can see repeating states with many values after some discrete time steps.

In Figs. 12.4 and 12.5, the values of the dynamics of each neuron are shown.
Horizontal axe corresponds to discrete moments of time. The values of neuron’s
state are represented at vertical axe.

We can see many-valued states in Figs. 12.4 and 12.5; branches of the solutions
and termination of solution branches.

Case of six coupled neurons. When functioning network with many neurons,
there are also modes such as increasing the number of solutions branches,

Fig. 12.3 Example of
multi-valued cycle in
two-neuron system (α= − 7)
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single-valued cycles of solution, multi-valued cycles and increasing of multiplicity.
Consider the following case (Fig. 12.6).

Let us represent the examples of the dynamic behaviour of some of neurons
(Fig. 12.7):

Fig. 12.4 First neuron dynamics

Fig. 12.5 Second neuron dynamics
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in Fig. 12.8, we see the increase of multiplicity and accompanying termination of
some branches. Also very important is the possibility of non-homogeneous beha-
viour for different neurons.

Fig. 12.6 Multi-valued cyclic behaviour and increasing of multiplicity (α= − 0.7)
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12.5 Mathematical and Applied Problems for Future
Investigations

Mathematical problems for consideration complex regimes. The detailed con-
sideration of such multi-valued dynamical systems may constitute the subject of
further mathematical investigations. Here we only pose some general comments.
First, because the map acts on the multi-valued functions of [0, 1] then the
dynamical system is infinite-dimensional.

Very important is the asymptotic solutions, when t→∞. For single-valued case
(without anticipation) by A. Sharkovsky and other it has been found the existence
of so-called relaxation oscillation regimes when the solution tends to the function
with finite number of discontinuities at fix length time interval and so-called tur-
bulent solutions when the number of discontinuities tends on fix length interval
tends to infinity as t→∞. Some limit objects for such solution may have fractal

Fig. 12.7 Third neuron dynamic behaviour

Fig. 12.8 Sixth neuron dynamic behaviour
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structure. Moreover, it has been proved that the limiting regime is multi-valued
function for which some probability distribution corresponds. And finally, very
interesting for such problems is the structure of attractors in single-valued case. It
had been found that attractors are infinite-dimensional and contained generalized
functions [19]. The attractors are with simple dynamics: “… the movement on
attractors is rather simple—periodical or almost periodical, also the elements of
attractor are functions acting from I = [0, 1] into I, may be very complex (for
example with cantorian set of multivaluedness points” [19].

Based on our results, it may be proposed some generalizations for cases with
accounting of anticipating. First as we described above, the solutions in such case
may be multi-valued. So the fractal dimension of solutions may be bigger then that
in single-valued case. Moreover, the behaviour of the solutions may be much more
complex. Different regimes on the different branches of solutions may exist (some
examples of such different branches see in [20]. So each branch may have different
stochastic properties, different types of relaxation behaviour, etc. But may be the
most interesting is the common behaviour of mixture of the branches in
multi-valued case. Especially, interesting is the problem of limiting behaviour as
t→∞: limit solutions, attractors of such solutions and probability properties of
limiting objects. But also the new problems arrows: observability of solutions,
selection the single-valued trajectories of the system, its limiting objects complexity
and such complexity measures, searching adequate mathematical spaces for con-
sidering the problems and solutions. Just the problems of adequate definition of
periodic behaviour (and moreover of dynamical chaos), Lemeray’s staircase,
Poincare’s bifurcation diagram, ergodicity and mixing are interesting.

Specific mathematical problems for network investigations. Considering in this
paper, investigations of ANN with anticipation pose a number of new research
problems including mathematical. First such class of problems constitutes the
correct mathematical description of such ANN. Because of presumable multival-
uedness of the solutions in such case as multi-valued dynamical rules as investi-
gations of corresponding functional—analogy to the ‘energy’ functional in classical
neuronets should be considered. Remark that differential and difference inclusions
may be useful. In such case set valued analysis should replace the classical calculus.
The problems of attractors in ANN received new aspects because of multivalued-
ness. Also presumable case of multiple-valued bonds between elements brings the
new possibilities. Remark that in such case the pictures which may correspond to
the dynamics of such case looks like web on connections between ‘shaggy’ ele-
ments (elements covered by ‘cloud’ of virtual states). A very important research
problem is learning problem. In given paper, we realized the variant of ANN with
single-valued (classical) bonds between elements. Classical learning rules may
correspond to such particular case. However, just such case may be interesting for
applications because after such usual learning of single-valued bonds from
single-valued time series measuring in practice we can use such single-valued
bonds for evaluation of some part presumable branches of considered ANN with
anticipation. But of course much more possibilities for investigations and
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applications open the case of multi-valued bonds between states including
increasing of ANN storage capacity.

Some new research direction outlines. The accounting of anticipation in neural
networks follows not only to the new properties of network solutions but also to
new views on their interpretations. Here we briefly remark some possibilities (some
papers with more detailed description are in preparation processes). Before in a
series of the papers, we had considered the properties of social systems as the first
examples of such interpretations. The examples are geopolitical problems, general
properties of the society, pedestrian crowd elements, stock market behaviour, etc.
But new networks models with anticipation property may also be interesting for
other research fields where the neuronet models already have been used.

One of such fields is the investigation of the processes of neural activity in the
brain. That is in this the artificial neural networks with the anticipation may revised to
the original problems [21]. Note that recently the anticipatory property of intelligent
organisms including human had been discussed in different contents (as in experi-
mental as in theoretical). But a number of the publications are small and topic is very
new for neuroscience. It is appeared that considering of neural networks with
anticipation may help in understanding one of the most intriguing contemporary
problems namely the problem of consciousness. Recently, many different concepts of
conscious exist: computational neuroscience based on the classical neuronets; holo-
graphic theory; quantum ensembles theory; electromagnetic theory; extra-dimensions
theory; microtubule orchestra; nonlocal quantum theory; p-adic theory, etc.
According proposed models, the conscious may be related to the properties of the real
brain networks. The neurons in the brain may have some amount of anticipatory
property. The brain networks may produce multiple states. The act of consciousness
correlate with the choice of single states for each involved neurons. External
experiment allows receiving only the single-valued states. Note that the behaviour of
such models closely remembers the behaviour of pure quantum systems where
potentially many possibilities exist through the wave function and measurement
reduces the system to definite single state. Also some analogies with causal nodes
networks quantum description exist Thus the concepts of information processing in
the brain and of consciousness should re-considered on the base of ‘multiple states’
considerations. As one of the consequences are the needs in considering non-turing
machines in artificial intelligence theories.

12.6 Conclusions and Further Lines of Investigations

Thus, in this work suggested and implemented one of the models of neural network
which takes into account some properties that are present in living systems. Feature
of networks is that they put an additive way ahead by one step. The basic principle
new system identified in the study is that possible multi-valued solution of the given
neural network. This property opens up a whole new area of research of neural
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network models. Different types of behaviours such systems to analyze the
dynamics of systems depending on parameters.

A study of similar models there are some problems: how to interpret the results
of the online application mode network, optimization of the network, etc.

Possible areas of research are input for each layer of network decision-making
system that would chose the one output layer, rejecting all others. Continuation of
the given model may explore the possibility of increasing the memory at fixed
network of neurons. Pattern recognition of images can give a result not one closest
image, and a few with some probabilities to calculate the probability is also maybe
a problem for research. Note that considered problem arose from considering of
network models with [13, 14], where given the possible interpretation of these large
models for socio-economical in the system.

However, more interesting and promising is a question of interpretation the
solutions and their analogues in living systems. Thus in [20] a range of problems
and their possible solutions was proposed, namely the problem of consciousness,
new principles of computing, communications with the quantum-mechanical
description, non-Turing computers, cellular automata and systems and many others.
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Part III
Control and Supervision of Complex
Mechanical Structures and Robots

It may seem a paradox but all the exact science is dominated by the idea of
approximation.

Bertrand Russell



Chapter 13
How to Cope with Disturbances in Biped
Locomotion?

Miomir Vukobratović, Branislav Borovac, Mirko Raković
and Milutin Nikolić

Abstract It is expected that the humanoid robots of the near future will ‘live’ and
work in a common environment with humans. This imposes the requirement that
their operational efficiency ought to be close to that of men. The main prerequisite
to achieve this is to ensure the robot’s efficient motion that is its ability to com-
pensate for the ever-present disturbances. The work considers the strategies of how
to compensate for the disturbances of different intensities: small which are per-
manently present and large that jeopardize the robot’s dynamic balance instantly. It
was illustrated that those two classes of disturbances require quite different com-
pensation approaches.

13.1 Introduction

Although the problem of bipedal gait has been in the focus of researchers for almost
40 years, not all aspects of the gait synthesis and control have been solved yet in a
satisfactory way. Besides, as the moment of regular involvement of humanoid
robots in everyday human activities is getting closer, the quality of their behavior
(where anthropomorphism is one of important aspects) is of growing importance. It
is widely accepted that the future home or personal robots will become more and
more human-like regarding motion, intelligence, and communication [1]. However,
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basic requirement is to ensure motion, but it has to be clear that it is subjected to
various but permanent disturbances This paper is concerned with humanoid’s
“reaction” to the disturbances, i.e., how to cope with them during the gait. Of
course, the compensation mode will depend on the type of disturbance. Both, gait
synthesis and its realization is based on use of Zero Moment Point (ZMP) [2–7].

Basic requirements to be fulfilled in a successful realization of the gait should be
the simultaneous realization of a coordinated and functional motion of the joints
(realization of the given gait type) and constant preservation of dynamic balance.
All robot’s movements are controlled in joint state space (internal synergy),
whereas the verification of the realization efficiency is based on the robot’s behavior
in the external (Cartesian) coordinates (external synergy). In order to have the
control task realized in one and verified in another state space it is necessary to have
a unique relationship between these two spaces. During the regular gait this unique
relationship is ensured by fulfilling the requirement for preserving dynamic balance,
which is manifested as the requirement that at least terminal link of the kinematic
chain of the supporting leg (or of both legs in the case of double-support phase) is
immobile with respect to the ground.

13.2 Basic Issues

It is accustomed to compare the performances of humanoid robots with those of
humans. This is especially related to the gait and compensation of disturbances
arising during its realization. However, it should be borne in mind that despite of
the apparent simplicity and ease of its realization, the gait is a complex activity.
Man, at the beginning of its life, learns how to walk during several months [8] (this
stage may also be called basic learning), whereas afterwards he practices walk all
the time, constantly improving and refining it. This is related not only to the
realization of basic walking patterns (say walking forward on a flat surface,
climbing, and descending the staircases, etc.), but also to learning and perfecting the
reactions to all kinds of disturbances that inevitably arise during the gait.

The main task of a locomotion system is to maintain the gait, i.e., to “keep on the
feet,” either standing or walking. For a system whose gait is not jeopardized we say
that it is dynamically balanced. In the presence of disturbances (it should be
emphasized that small disturbances are always present and cannot be avoided) the
man reacts so as to remove the effect of the disturbance in the way that affects the
least the realization of the activity that has been pursued before the occurrence of
the disturbance. Of course, if the disturbance is of too high an intensity and man
(humanoid) is under the threat of immediate fall, the whole attention has to be paid
to its prevention and the realization of the former activity is to be abandoned.

The main indicator of dynamic balance of a bipedal robot is the ZMP. All the
time the ZMP is within the support area, excluding the edges. (both in the sin-
gle–and double-support phase), the system will be dynamically balanced. The
action of the disturbance causes displacement of the ZMP from its reference
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position to the edge of the supporting foot, and the action of the compensating
movements ought to be in the opposite direction, to return it close to the reference
position (i.e., to bring it to the “safety zone”).

Disturbances may differ in respect of both the type and action on the humanoid
robot. As far as we know, their only categorization [9] which will be briefly
repeated here, distinguishes small, medium and large disturbances. The catego-
rization is based on the effect by which the disturbance jeopardizes dynamic bal-
ance and possibility of the continuation of the realization of the motion performed
to the instant of the disturbance occurrence. In all three cases, it is assumed that the
humanoid in the beginning of the considered period performs the reference motion,
and then the disturbance begins to act.

(i) Because of the action of external disturbance force of smaller intensity, ideal
tracking of joint trajectories is disturbed, as well as the ZMP position, but in such
a manner that it still remains within a “safety zone.” Appropriate control actions
can return the system to the reference trajectory.

(ii) Assume now that a disturbance force of medium intensity is involved. In this
case too, the force disturbs the ideal tracking of joint trajectories, and increases
the deviation of the ZMP from its reference position. To preserve dynamic
balance, the humanoid must undertake a ‘more resolute’ action (e.g., arms
swinging), in order to ensure that the ZMP remains within the ‘safety zone’ and
the system returns to the reference motion.

(iii) In the case of a high-intensity disturbance, as mentioned earlier, unpowered
(passive) DOFs arise, and the system as a whole starts to rotate about the edge
of the support area. The attempt to minimize deviations of joint trajectories
and resume reference motion is senseless if the system has lost the dynamic
balance. Hence, it is of highest interest to preserve (or reestablish) dynamic
balance, taking no care at the moment of joints trajectories tracking. Because
of that, the humanoid has to abandon the realization of the previous reference
motion and, for example, step by one leg in the direction of falling, support on
it, and—in the next several steps—return to the reference trajectory.

In all cases, control task is to minimize the deviations of the real humanoid state
from the reference one for all the joints, while preserving dynamic balance
whereby, especially in third case, the priority is to prevent the system from falling
down, i.e., to preserve its dynamic balance [10].

In practice, small disturbances are most common, so that the problem of gait
control reduces to case 1, which has been investigated in details in [11].

In the case of the compensation of large disturbances it is necessary to take care
of two requirements that are to be simultaneously satisfied by the compensating
movement:

(i) Forces induced by the compensating movement have to act so that the ZMP
position, usurped by the action of the disturbance, is maintained within the
support area.
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(ii) Bearing in mind that the action of the forces induced by the compensating
movement lasts short (it ends immediately after the ending of the compensating
movement) the humanoid’s position at the end of the compensating movement
should be such to ensure dynamic balance without the action of the forces
induced by the motion. This means that the projection of the system’s CM at the
end of the compensating movement has to be within the support area.

These two requirements impose serious constraints. Namely, compensating
movements are often very complex (a number of joints move synchronously) and
man learns them in the course of mastering the skill of walking by the
trial-and-error procedure and then selects and adopts them. Hence, it is plausible to
observe the characteristic ways of disturbance compensation used by the man, and
then, by analyzing them, “discover” the reasons why man uses them as such.

13.3 Biped Mechanical Structure

The structure of the basic mechanism having 36 DOFs and one-link trunk, used in
the present work, is shown in Fig. 13.1. The first kinematic chain represents the legs
(links 1–27), the second chain extends from the pelvis and comprises the trunk and
the right hand (links 28–33), and the third chain (links 34–36) forms the left
shoulder and arm.

The multi-DOF joints were modeled as a set of “fictitious” links (massless links
of zero-length) interconnected with the joints having one DOF. For example, the
hip joints, which are in reality spherical joints with three DOFs, are modeled as sets
of three one-DOF joints whose axes are mutually orthogonal. Thus, the right hip is
modeled by a set of simple joints 13, 14, and 15 (with the unit vectors of rotation
axes e13, e14, and e15), and the left hip by the set of joints 16, 17, and 18 (the unit
vectors e16, e17, and e18). The links connecting these joints (for the right hip the
links 13 and 14, and for the left links 16 and 17) were needed only to satisfy the
mathematical formalism of modeling a kinematic chain. The other links (those that
are not part of the joints with more DOF’s) whose characteristics correspond to the
links of an average human body (link 9 corresponds to the shank, link 12 to the
thigh, link 30 to the trunk, etc.), are presented by solid lines in Fig. 13.1. In the
same figure, the links that were needed only for modeling “complex” joints with
more DOFs (having no mass and with the moment of inertia and length being equal
zero) are presented by dashed lines, to indicate their “fictitious” nature.

Of special importance is the way of modeling the foot-ground contact in order to
determine the exact position of the ZMP during the motion and observe the moment
when the mechanism is out of dynamic balance. The loss of dynamic balance means
that the mechanism collapses by rotating about one of the edges of the supporting
foot, and this situation, obviously, has to be prevented. The contact of the mech-
anism with the ground is modeled by two rotational joints, determined with the unit
vectors e1 and e2 (Fig. 13.1), mutually perpendicular. At the ZMP for dynamically
balanced motion, it is constantly ensured that MY = 0 ((MX ⊥ MY) ∧ (MX, MY ∈
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XoY)). It should be especially emphasized that the mechanism feet were modeled
as the two-link ones. In Fig. 13.1 the anterior part of the right foot (toes) is
presented by link 3, and its main part (foot body) by link 6. The toes of the left foot
are presented by link 27 and the foot body by link 24. The trunk is customarily
considered as one-link rigid body. However, since the trunk’s base is the flexible

Fig. 13.1 Schematic of the robot’s mechanical configuration
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spinal column, the assumption of one-link rigid trunk is not quite justified. To
investigate the influence of the trunk bending on the synthesized motion of the
mechanism and its role in control, the trunk was modeled as being multilink. The
trunk was divided into several links (in this work it was modeled as being com-
posed of 10 links) interconnected with the joints having two DOFs each (rotation
about the y-axis (inclining forward-backward) and rotation about the x-axis (in-
clining left-right)). By this, the number of DOFs of the overall model was signif-
icantly increased, amounting to 54. The way of modeling the 10-link trunk and its
“fitting into” the overall model of the humanoid is shown in Fig. 13.2.

In case of large disturbances system motion was simulated on our new software
[12]. The pelvis link was chosen as the base one, Fig. 13.3, and its position and
orientation in the space are presented by three translatory and angular coordinates
X= ½x, y, z, θ,φ,ψ �T . To the pelvis are connected the other kinematic chains, of
which the first chain (links 1–9) represents the right leg; the second chain (links 1,
10–17) stands for the left leg; the third chain (links 1, 18–42) represents the
backbone and the right arm, whereas the fourth kinematic chain represents the
10-link trunk (the links are interconnected by 2-DOF joints) and the left arm (links

Fig. 13.2 Multi-link trunk: a Its “fitting into” the humanoid’s model instead of one-link trunk;
b modeling the multi-link trunk
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1, 18–38, 43–46). The head is included into the link 38. The feet are two-link ones,
whereby between the foot body and toes there exists only one DOF (left foot: links
8 and 9; right foot: links 16 and 17).

As already described, the motion the ZMP trajectory is prescribed. Differ-
ent ZMP trajectories may result in completely different motions of the trunk. In this
work, the ZMP path at the foot-ground contact surface divided into six segments
was adopted in advance. Then, the ZMP traveling time along each particular seg-
ment was varied in such a way that the overall step duration remained unchanged.
For each of these cases, the trunk motion was synthesized. The motion synthesis
was performed for the mechanism with a one-link trunk and two-link feet (the
mechanism with 36 DOFs), shown in Fig. 13.1. The basic ZMP path (which
includes both the single- and double-support phase) was adopted as shown in
Figs. 13.4 and 13.5. Time dependence of the ZMP position during the half-step was
realized in the following way. The path was divided into six segments, in each of

Fig. 13.3 Mechanical
structure of the robot with 46
links and 45 joints
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them the ZMP, traveling from the starting to the final position, remained for a
certain time. In segment I ZMP remained 10 % of the overall step duration, in II
42 %, in III 4 %, in IV 4 %, in V 19 % and in VI 21 %.

13.4 Compensation of Small Disturbances

Any deviation of internal synergy from the reference caused by the disturbance
action, produces also deviation of the ZMP position from its reference, which can
endanger dynamic balance. In this work, we consider disturbance in the form of the
force action at the humanoid’s right shoulder (Fig. 13.6). Figure 13.6a shows a
perspective view of the action of the force (components Fx and Fy), Fig. 13.6b
presents the change of the intensity of the force (components Fx and Fy) during a
half-step. The half-step lasts 0.8 s, the force starts to act 0.15 s after the beginning of

Fig. 13.4 Reference ZMP path under foot

Fig. 13.5 Reference ZMP path for full step
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motion, and its action terminates after 0.65 s. During the second half-step the force
does not act. However, in view of the disturbance of internal synergy in the
beginning of the second half-step, there exists the disturbance of initial conditions
type. The control system attempts to bring the internal synergy closer to the reference
and preserve simultaneously dynamic balance. We consider the cases of acting of
only component Fx, only component Fy, and both components simultaneously.

Generally speaking, in each time instant ti, the total control signal at each of the
joints consists of the reference control (calculated for the case of motion without
disturbances) and corrections, which depend of the disturbance intensity. In other
words:

uðtiÞni = uðtiÞreference ni + ΔuðtiÞat joint ni .

The corrective part ΔuðtiÞat joint ni consists also of two parts:

• One part of the corrective control serves to preserve dynamic balance, i.e., to

minimize the ZMP position deviation from the reference ΔuðtiÞZMP at joint ni one.
This task can be allocated to one or more mechanism’s joints.

• The other part of the corrective control (ΔuðtiÞlocal at joint ni ) should ensure mini-
mization of the deviation of the actual synergy from the reference one at each
joint. This part of the corrective control we call local control, as the regulators
involved act locally, i.e., only at the individual joints.

Fig. 13.6 a Force action at the mechanism’s shoulder, b time profile of the force intensity
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Hence, the overall compensation (at each of the joints) can be written in the
following way:

ΔuðtiÞni = ΔuðtiÞZMP at joint ni + ΔuðtiÞlocal at joint ni . ð13:1Þ

In the above expressions ni refers to the ith joint of the mechanism configuration
having in all n joints. Naturally, each joint tends to preserve its motion as close as
possible to the desired one, so that the task of forming local corrective control may
be imposed on all the joints where there exist deviations from the desired motion.
The task of compensating for ZMP deviation can not be (and is not necessarily)
realized at every joint at the same time, but the task may be allocated to only some
joints. In this, it should be borne in mind that the axis of the joint performing
compensation is perpendicular to the direction of ZMP deviation. In other words,
the ZMP deviation in the x-direction may be compensated for only by the joints
whose axes are parallel to the y-direction, and the ZMP deviations in the y-direction
by the joints whose axes are parallel to the x-direction. Therefore, if we want to
compensate for the ZMP deviations in the x-direction with the aid of the joint ni, the
control law will be of the form:

ΔuðtiÞZMP at joint ni = kpZMP ni ⋅ ΔZMPðtiÞx + kiZMP ni ⋅ ∑
ti

i=1
ΔZMPðiÞx + kd ZMP ni ⋅ ΔZMPðtiÞx − ΔZMPðti − 1Þ

x

� �
,

ð13:2Þ

where kp ZMP ni represents the position feedback gain at the joint ni, for the com-
pensation of ZMP deviation; ki ZMP ni and kd ZMP ni represent integral and derivative
feedback gains at the joint ni, also for compensating the ZMP deviation; ΔZMPðtiÞx
stands for the deviation of ZMP in the direction of the x-axis at a time instant ti.

The law of local control to compensate for the deviations from reference values
at the joint ni can be written as:

ΔuðtiÞlocal i at joint ni = kp ni local ⋅ Δq
ðtiÞ
ni + ki ni local ⋅ ∑

ti

i=1
ΔqðiÞni + kd ni local ⋅ ΔqðtiÞni − Δqðti − 1Þ

ni

� �
.

ð13:3Þ

Analogously to the previous case, kp ni local represents the position feedback gain at
the joint ni for the compensation of its deviation from the reference value, whereas
ki ni local and kd ni local represent the integral and derivative feedback gains, also for the
compensation of deviations at the joint ni from the reference values.

Let us consider now in more detail how ZMP deviations are compensated for.
The ZMP deviation in the x-direction may be compensated for by the ankle (joint 7),
hip (joint 13), or the waist (joint 28) (see Fig. 13.1). Equation (13.2), applied to any
of these cases, would be of the form:
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ΔuðtiÞZMP at joint 7 = kp ZMP 7 ⋅ ΔZMPðtiÞx + kiZMP 7 ⋅ ∑
ti

i=1
ΔZMPðiÞx + kd ZMP 7 ⋅ ΔZMPðtiÞx − ΔZMPðti − 1Þ

x

� �
,

ð13:4Þ

ΔuðtiÞZMP at joint 13 = kp ZMP 13 ⋅ ΔZMPðtiÞx + kiZMP 13 ⋅ ∑
ti

i=1
ΔZMPðiÞx + kd ZMP 13 ⋅ ΔZMPðtiÞx − ΔZMPðti − 1Þ

x

� �
,

ð13:5Þ

ΔuðtiÞZMP at joint 28 = kpZMP 28 ⋅ ΔZMPðtiÞx + kiZMP28 ⋅ ∑
ti

i= 1
ΔZMPðiÞx + kd ZMP28 ⋅ ΔZMPðtiÞx − ΔZMPðti − 1Þ

x

� �
.

ð13:6Þ

In the case, we want to compensate for the ZMP deviation in the y-direction, the
expressions to calculate compensational control become:

ΔuðtiÞZMP at joint 9 = kpZMP9 ⋅ ΔZMPðtiÞy + kiZMP 9 ⋅ ∑
ti

i=1
ΔZMPðiÞy + kd ZMP 9 ⋅ ΔZMPðtiÞy − ΔZMPðti − 1Þ

y

� �
,

ð13:7Þ

ΔuðtiÞZMP at joint 15 = kpZMP 15 ⋅ ΔZMPðtiÞy + kiZMP 15 ⋅ ∑
ti

i=1
ΔZMPðiÞy + kd ZMP 15 ⋅ ΔZMPðtiÞy − ΔZMPðti − 1Þ

y

� �
,

ð13:8Þ

ΔuðtiÞZMP at joint 30 = kpZMP 30 ⋅ ΔZMPðtiÞy + kiZMP30 ⋅ ∑
ti

i= 1
ΔZMPðiÞy + kd ZMP30 ⋅ ΔZMPðtiÞy − ΔZMPðti − 1Þ

y

� �
.

ð13:9Þ

The local control to minimize deviations at each particular joint from the ref-
erence can be written in the following way:

ΔuðtiÞlocal at jointni = kp ni local ⋅ Δq
ðtiÞ
ni + ki ni local ⋅ ∑

ti

i=1
ΔqðiÞni + kd ni local ⋅ ΔqðtiÞni − Δqðti − 1Þ

ni

� �
.

ð13:10Þ

The feedback gains of local regulators and for preserving dynamic balance, kp,
ki, and kd, are not constant but their values vary in a certain range in dependence of
the instantaneous position of the ZMP. The values for kp, ki, and kd are determined
in a heuristic manner. The change in the values of the feedback gains must not be of
“step function character” but a gradual one, taking place in the following way.
Around the

ZMP trajectory, at a distance of 5 mm, a zone is formed. If the ZMP is within
that zone, the feedback gains of the regulator for maintaining dynamic balance
begin to decrease (up to the minimal values), and the coefficients of local regulators
start to rise (up to the maximal values). After that they retain their (minimal and
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maximal) values till the next change. If the ZMP is out of the 5-mm zone, the
feedback gains of the regulator for maintaining dynamic balance begin to increase
(up to the maximal values), and the feedback gains of local regulators start to
decrease (up to the minimal values). After that they retain their (minimal and
maximal) values till the next change, which will happen when ZMP crosses over
5-mm border. Values of the increments and decrements for all the feedback gains
kp, ki, and kd were also determined based on heuristic.

Minimal and maximal values of the feedback gains in the case of compensating
for ZMP deviation and the values of increments and decrements are presented in
Table 13.1, whereas Table 13.2 gives the minimal and maximal values of feedback
gains, along with the values of increments and decrements for the local regulators.

In Fig. 13.7 is illustrated the simulation of humanoid’s motion when the dis-
turbance force Fx acted at the shoulder (pushing the humanoid forward) and
compensation was performed by the ankle joint. The trunk was a 10-link one.
Reference control was applied at all joints. Additional control for correcting ZMP
deviation, acting at the joints 7 and 9 was defined by Eqs. (13.4) and (13.7), while
the local regulators were defined by Eq. (13.10). In view of the fact that the
disturbance force was pushing the mechanism forward and the compensation was
performed at the ankle of the supporting leg, the entire system inclined forward, so
that the leg being in the swing phase might kick against the ground.

In order to eliminate the inclination of the overall system forward and allow
regular pace, additional compensation was performed at the hip of the leg in the
swing phase (joint 18) so that the same Δu that has been added to the ankle (joint 7)
of the supporting leg was added to the hip joint of the swing leg in order to increase
humanoid’s step in the gait direction. Such correction of the internal synergy has
been called preventive correction. Although essential stepping out was made in this
half-step, it is evident from the figure that the ZMP trajectory deviated only a little
from the reference one. The increased step length during the first half-step was fully

Table 13.1 Feedback gains
for ZMP compensation and
the corresponding increments
and decrements

Gain Joint Min. Max. Inc. Dec.

kp ZMP 4, 7, 10, 13 1 9 0.1 0.01
kp ZMP 9, 15 5 13 0.1 0.01
kp ZMP 28−48 2 10 0.1 0.01
ki ZMP All 3 3.08 0.0001 0.00001
kd ZMP All 2 2.8 0.001 0.0001

Table 13.2 Feedback gains
for local regulators and the
corresponding increments and
decrements

Gain Joint Min. Max. Inc. Dec.

kp local All 10 200 0.1 10
ki local All 2 3 0.0005 0.05
kd local All 3 8 0.002 0.2
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cancelled out in the second half-step, and the rest of the humanoid mechanism too,
came close to its reference position.

13.5 Compensation of Large Disturbances

The main task of any locomotion system is to “keep on the feet” (i.e., to preserve
dynamic balance), either standing or walking. If the disturbance is of too high an
intensity and humanoid is under the threat of immediate fall, the whole attention has
to be paid to its prevention and the realization of the former activity is to be
abandoned. In such a case two requirements have to be simultaneously satisfied by
the compensating movement:

(i) Forces induced by the compensating movement have to act so that the ZMP
position, usurped by the action of the disturbance, is maintained within the
support area.

Fig. 13.7 Action of the force Fx on the mechanism shoulder. Compensation was performed by the
ankle joint of the supporting leg. The upper picture shows the ZMP trajectory, the lower left a
lateral view of the stick diagram, the lower right stick diagram in the sagittal plane at the end of the
second half-step
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(ii) Bearing in mind that the action of the forces induced by the compensating
movement lasts short (it ends immediately after the ending of the compen-
sating movement) the humanoid’s position at the end of the compensating
movement should be such to ensure dynamic balance without the action of the
forces induced by the motion. This means that the projection of the system’s
CM at the end of the compensating movement has to be within the support
area.

These two requirements impose serious constraints. Namely, compensating
movements are often very complex (a number of joints move synchronously) and
man learns them in the course of mastering the skill of walking by the
trial-and-error procedure and then selects and adopts them. Hence, it is plausible to
observe the characteristic ways of disturbance compensation used by the man, and
then, “discover” the reasons why man uses them as such [10].

13.5.1 Characteristic Compensating Movements

Let us consider, the case when the humanoid is standing in an upright position
(Fig. 13.8a), with both feet on the ground, and on which a disturbance in the form
of the impulse force is acting horizontally on its back at a height h = 1.6 m, whose
profile is given in Fig. 13.8b. Depending on the direction and intensity of the
disturbance force, there are two characteristic ways by which the humanoid may
react. One is to attempt to maintain dynamic balance while not moving the feet
from the ground and the other is to step in the direction of the force action. In the
former case, there are two possible scenarios. The first is to generate compensating
movements simultaneously at both ankles, while the whole system behaves as a
unique link (Fig. 13.8c), i.e., as a single inverted pendulum. The other way
(Fig. 13.8d) is to generate the compensating movements simultaneously at the ankle
and the hip, but such that they act in the opposite directions. Figure 13.8d shows the

Fig. 13.8 a Initial posture of the humanoid b Profile of the disturbance force c Compensation by
the moment at the ankle d Simultaneous compensation by the ankle and the hip
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links of the legs (the lower leg and the thigh) and of the trunk (with the neck and
head) as an unique link, so that the system can be approximated as a two-link one.

13.5.2 Analysis of Compensating Movements

Now, we will analyze two essentially different types of compensating movements:
the case when the entire body behaves as a unique link (Fig. 13.8c) and as a
two-link mechanism (Fig. 13.8d). In order to analyze both types of movements and
establish their main characteristics we will form a planar model of the humanoid
(Fig. 13.9) in which one-link stands for the legs and the other for the trunk together
with the hands and the head. The figure shows also the foot, but it is considered to
be immobile with respect to the support and not involved in the motion.

The motion of such a system is described by the following differential equation:

τ1
τ2

� �
=

H11 H12

H21 H22

� �
q1
..

q2
..

� �
+

h1
h2

� �
, ð13:11Þ

where

H11 =m1 ⋅ l2C1 + I1 +m2ðl21 + l2C2 + 2 ⋅ l1 lC2 ⋅ cos q2Þ+ I2, ð13:12Þ

H22 =m2 l2C2 + I2, ð13:13Þ

H12 =H21 =m2 l1 lC2 cos q2 +m2 l2C2 + I2, ð13:14Þ

Fig. 13.9 Two-link planar
mechanism
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h1 = −m2 l1 lC2 ⋅ sin q2 q2̇ð Þ2 + 2q1̇q2̇
� �

+m1 lC1 g cos q1

+m2 g ðlC2 cos ðq1 + q2Þ+ l1 cos q1Þ,
ð13:15Þ

h2 =m2 l1 lC2 ⋅ sin q2 q1̇ð Þ2 +m2 lC2 g ⋅ cos ðq1 + q2Þ ð13:16Þ

with the designation being given in Fig. 13.9. It should be noticed that H11, H12 and
H22 in the case considered are greater than zero. The motion of the CM of the
overall system can be described as:

r!CM

..

=
1

m1 +m2

A11 A12

A21 A22

� �
q1
..

q2
..

� �
+

a1
a2

� �� �
, ð13:17Þ

where

A11 = −m1 ⋅ lC1 sin q1 −m2l1 sin q1 −m2lC2 sinðq1 + q2Þ, ð13:18Þ

A12 = −m2lC2 sinðq1 + q2Þ, ð13:19Þ

A21 =m1 ⋅ lC1 cos q1 +m2l1 cos q1 +m2lC2 cosðq1 + q2Þ, ð13:20Þ

A22 =m2lC2 cosðq1 + q2Þ, ð13:21Þ

a1 = −m1 ⋅ lC1q ̇ 21 cos q1 −m2l1q ̇ 21 cos q1 −m2lC2ðq1̇ + q2̇Þ2 cosðq1 + q2Þ, ð13:22Þ

a2 = −m1 ⋅ lC1q ̇ 21 sin q1 −m2l1q ̇ 21 sin q1 −m2lC2ðq1̇ + q2̇Þ2 sinðq1 + q2Þ. ð13:23Þ

Since we deal with a planar model, the ZMP position can be calculated in the
following way

ZMPX = τ1 F̸0, 1Y , ð13:24Þ

where F0, 1Y denotes the vertical component of the ground reaction force, which can
be calculated as:

F0, 1Y = ðm1 +m2Þ rCMY
..

+ ðm1 +m2Þg= A21 A22½ � q1
..

q2
..

� �
+ a2 + ðm1 +m2Þg.

ð13:25Þ

13.5.3 Compensation Involving Only the Ankle Joint

When the compensation is performed only by the torque at the ankle joint, the hip
joint remains stiff, and the values of joint-space coordinates, velocities and
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accelerations are zero (q2 = 0, q2̇ = 0, q2
..
= 0). In that case, the system moves as an

inverted physical pendulum and Eq. (13.11) reduces to:

q1
..
=

τ1 − h1
H11

, ð13:26Þ

The relationship between the ZMP position and driving torque in the case when
the hip joint is stiff is given by the following relation:

τ1 =ZMPXðLCM q1
..
cos q1 − LCMq ̇ 21 sin q1 + ðm1 +m2ÞgÞ, ð13:27Þ

where

LCM =m1 ⋅ lC1 +m2l1 +m2lC2. ð13:28Þ

By combining Eqs. (13.15), (13.26), and (13.27) one obtains the relationship
between the angular acceleration at the ankle and ZMP position as:

ðH11 −ZMPXLCM cos q1Þ q1.. = −ZMPXLCMq ̇ 21 sin q1
+ ZMPXðm1 +m2Þg− g LCM cos q1.

ð13:29Þ

Let us assume that in the initial moment the humanoid stands still and that this
state is suddenly perturbed by a force as shown in Fig. 13.8a. Due to the momentum
thus received, the humanoid will start to rotate around the ankle joint at an angular
velocity1 q1̇ in the direction indicated in Fig. 13.10 (this direction is designated as
the negative one) and the CM will move in the direction of the action of the
disturbance force (positive direction of the x-axis), causing the CM displacement to
the toes, i.e., to the edge of the support area. In order to recover from the distur-
bance, the system has to generate a negative acceleration of the CM in the direction
of the x-axis, which is achieved by a positive angular acceleration at the ankle.
Based on (13.26), it can be seen that the increase of the torque at the ankle generates
a positive acceleration that will stop further inclination of the humanoid and prevent
the CM projection from going outside the support area. However, as is evident from
(13.27), the torque at the ankle influences in a direct way the position of the ZMP,
so that the increase in the torque yields the increase in the x-coordinate of the ZMP
position, which means that the ZMP will shift toward the toes, as shown in
Fig. 13.10. To preserve dynamic balance it is necessary to keep the ZMP within the
support area (must not reach its edge), so that there will exist a maximum torque
that can be applied at the ankle. If the torque applied is of higher intensity, the
system will rotate around the toes and dynamic balance will be lost. On the other
hand, if the torque is insufficient to prevent the CM motion, this can again lead to
the fall, or some other strategy has to be applied, e.g., stepping.

1Its intensity depends on the momentum applied to the body and humanoid’s mass.
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To summarize, in order to preserve dynamic balance, the ZMP must remain
within the support area, and the ZMP position is influenced by all the forces
(gravitational and motion-induced) acting on the system. To preserve dynamic
balance during the compensating movement (while the motion persists), the ZMP
must be within the support area, but the CM projection need not to. At the end of
the movement (when the motion stopped), the ground reaction is equal to the
gravitational force, which can be seen from Eq. (13.25). Based on that and
Eq. (13.24), it can be concluded that the ZMP position depends solely on gravi-
tational forces. In that case, the ZMP and CM projection (CMP) coincide, so that
the CMP will also be within the support area.

From this it follows that the driving torque at the ankle must not be greater than
the value determined by the admissible ZMP displacement, so that the intensity of
acceleration/deceleration of the system’s CM will have its maximum allowed value.
If the maximum permissible torque is not sufficient to stop the motion of the CM
before its projection comes outside the support area, such strategy is not appro-
priate. In such situation, it is necessary to employ some other way to prevent the fall
(to use different compensation strategy), for example, by the simultaneous motion at
the ankle and at the hip. When the CMP comes outside the support area, then it
holds that:

ZMPX < ðm1 +m2Þ− 1LCM cos q1. ð13:30Þ

By inserting this inequality into expression (13.29) it can be seen that the angular
acceleration at the ankle is negative, which causes additional acceleration of the
CM. And this is just the reason why it is not possible to stop the motion of the CM
if its projection is outside the support area. It should be noticed that the choice of
the compensation strategy must be made immediately in the beginning of the
disturbance action. Man is to learn how to do this, and it is believed that the

Fig. 13.10 System motion
during the compensation by
the ankle

302 M. Vukobratović et al.



decision is made on the basis of the simultaneous processing of more information
on the intensity of the disturbance force, instantaneous posture, the state of the
system, etc.

13.5.4 Compensation Simultaneous Motion of the Ankle
and the Hip Joints

Let us have a look again at the humanoid standing still upright, with no disturbance
force acting on it (Fig. 13.8a). The action of the disturbance will transfer to it a
certain momentum, and the CMP will move in the direction of the disturbance
(positive direction of the x-axis).

Let us suppose then that the humanoid performs the compensating movements
simultaneously at the ankle and at the hip as is shown in Fig. 13.11. The motion at
the ankle joint will directly contribute to the displacement of the system’s CM in the
direction that is opposite to the motion caused by the disturbance, which brings
about the settling of the system.

In this case both joints of the model shown in Fig. 13.9 are active. Based on the
equation of the system’s motion (13.11) we get:

q1
..
=

1
H11H22 −H21H12

H22ðτ1 − h1Þ−H21ðτ2 − h2Þð Þ, ð13:31Þ

q2
..
=

1
H11H22 −H21H12

−H12ðτ1 − h1Þ+H11ðτ2 − h2Þð Þ. ð13:32Þ

Fig. 13.11 Compensation
performed by the ankle and
hip joints
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For a two-link planar mechanism it holds that H11H22 −H21H12 > 0, Hii >0, so
that on the basis of (13.31) it can be concluded that if the torque at the ankle (τ1) is
greater than h1 and the torque at the hip (τ2) is smaller than h2, the angular
acceleration at the ankle will be positive. This means that this acceleration will tend
to rotate the system backward. Similarly, based on Eq. (13.32), we conclude that if
the torque at the ankle is greater than h1, and that at the hip smaller than h2, the
angular acceleration at the hip will be negative. This means that in this case the
trunk will rotate forward around the hip joint. It should be noticed that h1 and h2 are
the moments generated by the Coriolis, centrifugal and gravitational accelerations at
the ankle and hip joints. When the angular velocities are small, then, based on
Eqs. (13.15) and (13.16), we can take that h1 and h2 are approximately equal to the
moments generated by the gravitational forces at the ankle and hip, respectively. In
order to stop the motion, the acceleration of the humanoid’s CM in the x-direction
must be negative, as shown in Fig. 13.11. Since A11 is by absolute value signifi-
cantly greater than A12 (Eqs. 13.18 and 13.19), the effect of the ankle motion on the
CM motion is much greater than the effect on the motion of the trunk (Eq. 13.17).
By the same token, in order to stop the system it is necessary to generate a positive
angular acceleration at the ankle. Also, the ZMP position is directly related to the
driving torque at the ankle, which is given by the following equation:

τ1 = ZMPXððm1C1 cos q1 +m2l1 cos q1 +m2lC2 cosðq1 + q2ÞÞ q1..

+ m2lC2 cosðq1 + q2Þ q2.. −m1 ⋅ lC1q ̇ 21 sin q1 −m2l1q ̇ 21 sin q1

−m2lC2ðq1̇ + q2̇Þ2 sinðq1 + q2Þ+ ðm1 +m2ÞgÞ.
ð13:33Þ

As in the previous case, this equation provides a limit to the maximum τ1 that
may be applied at the ankle. However, the maximum torque τ1 does not guarantee
that the angular acceleration at the ankle will be positive and that CM will decel-
erate. The maximum angular acceleration of the CM for the case when only the
ankle joint is active is:

q ̈MAX
1 =

τMAX
1 − h1
H11

. ð13:34Þ

Maximum angular acceleration when both the ankle and the hip are active is:

q ̈MAX
1 =

1
H11H22 −H21H12

H22ðτMAX
1 − h1Þ−H21ðτMIN

2 − h2Þ
� 	

. ð13:35Þ

It is easy to show that:

H22

H11H22 −H21H12
>

1
H11

ð13:36Þ
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from which it follows that the same torque at the ankle joint in the case when both
joints are active can generate a much greater angular acceleration at the ankle than
when only this joint is active. Therefore, the simultaneous motion of the ankle and
the hip may produce a significantly greater deceleration of the CM motion that is to
compensate for a significantly larger disturbance. Besides, this way allows simul-
taneous deceleration of the CM motion and control of the ZMP position, so that if
during the compensating movement the CM projection is found outside the support
area, simultaneous motion at the ankle and the hip can “pull in” the CM projection
into the support area. When the compensation is performed by the motion only at
the ankle, there will be a direct relationship between the angular acceleration at the
ankle (and thus the CM acceleration) and ZMP position (Eq. 13.29). Since the ZMP
must be within the support area, this narrows the margin for the deceleration of the
CM motion in the x-direction. And these are just the reasons why the compensation
involving both the ankle and the hip can compensate for the disturbances of greater
intensity compared to the case when compensation is performed by the ankle only.

However, this strategy has also its limitations. From (13.25) one can see that the
angular accelerations at the ankle and hip are limited because the foot-ground
contact is unilateral (the foot can push, but not pull, the support), so that the vertical
component of the ground reaction force is always directed upwards. Another
constraint comes out from the maximum amplitude of the torque that can be
generated by the actuators at the hip.

13.5.5 Compensation Simulation—Only by Ankle
and Using Simultaneously Ankle and the Hip Joints

In the first case we consider the realization of compensation using only the ankle. In
the initial moment, the robot stands still with both feet on the ground. The torques at
the joints (there exists only gravitational loads) are constant, so that the control
inputs are also constant and we can write:

utij = u0j , j∈ 2, ..., 46f g, ð13:37Þ

where utij is the motor voltage activating the joint j at the moment ti, whereas u0j is
the reference control voltage, which in this example corresponds to the gravitational
load of the joints prior to the disturbance. At a certain moment, the disturbance
force of an amplitude of 510 N and profile shown in Fig. 13.8a, starts to act in the
direction of the x-axis. The force transfers a momentum of 18 kgm/s, which brings
about the CM motion at a speed of 0.21 m/s.

Immediately after the occurrence of the disturbance, the compensation by the
action at the ankle is to start, to stop the CM motion in the x-direction, but so that
dynamic balance is preserved (the ZMP has to remain within the support area). The
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deviation of the CM from its initial position, desired ZMP position,2 and the ZMP
position error are calculated in the following way:

ΔCMti
X = CM0

X −CMti
X , ð13:38Þ

refZMPtiX = refZMPti− 1
X +ΔCMti

X Kpcz +Kicz +Kdcz
� 	

−ΔCMti− 1
X Kpcz − 2Kdcz

� 	
+ΔCMti− 2

X Kdcz,
ð13:39Þ

ΔZMPtiX =
refZMPtiX −ZMPtiX . ð13:40Þ

Kpcz represents the proportional feedback gain aiming to control the CM position via
the ZMP position, while Kdcz and Kicz are the derivative and integral gains used in
(13.39). In view of the fact that the system is symmetric at both ankles (joints 8 and
16 in Fig. 13.3), the same control voltage is applied, calculated in the following way:

Δuti8, 16 =Δuti− 1
8, 16 +ΔZMPtiX Kpz +Kdz +Kiz

� 	

− ΔZMPti− 1
X Kpz + 2Kdz

� 	
+ΔZMPti− 2

X Kdz, ð13:41Þ

uti8, 16 = uti− 1
8, 16 +Δuti8, 16, ð13:42Þ

where Δuti8, 16 designates the control (voltage) increment at the moment ti (joints 8
and 16) calculated in the form of a PID regulator minimizing the deviation of the
ZMP position. Such obtained control increment is added to the control from the
preceding time instant. Expression (13.41) is obtained in a similar way as (13.39).
Kpz, Kdz and Kiz represents proportional, derivative and integral gains with respect
to the deviation of ZMP position, used in (13.41).

All the joints apart from two ankles should be stiff. Because of that, the actuators
at these joints are velocity-controlled, and the desired velocity is zero. The control
law is:

2The ZMP position when the compensating action is ended coincides with the CM position.
Hence, it is important that the ZMP position to which the system returns (denoted here as the
reference one) is defined so as to minimize the deviation of the actual CM position from its
position prior to the action of the disturbance. This can be done in the form of the PID regulator in
the following way:

refZMPtiX =KpczΔCMti
X +Kicz ∑

i

j=1
ΔCMtj

X +Kdcz ΔCMti
X −ΔCMti− 1

X

� 	

Expression (13.39) is obtained by subtracting the above expression, written for the time instant
ti− 1, from the expression written for the time instant ti.
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Δq ̇tij = − q ̇tij , ð13:43Þ

utij = uti− 1
j +Δq ̇tij Kpvj +Kivj +Kdvj

� 	
−Δq ̇ti− 1

j Kpvj − 2Kdvj
� 	

+Δq ̇ti− 2
j Kdvj, j∈ 2..46f g\ 8, 16f g. ð13:44Þ

Kpvj represents proportional, Kdvj derivative and Kivj integral gain to control the
velocity at the joint j. It should be noted that these gains are different for each of the
joints (Table 13.3).

Figure 13.12a shows the resulting humanoid motion obtained by the simulation.
The CM position prior to the disturbance coincides with the reference one. Since
only the ankle joint is active, the angle at this joint prior to the disturbance is equal
to the angle at the instant when the CM position attains its reference value. From
this, it comes out that the initial posture is identical to the final one, as shown in
Fig. 13.12a. The figure shows also the posture when the robot is inclined most, and
this corresponds to the moment when the CM velocity in the x-direction drops to

Table 13.3 Gains used in the simulation

CM position feedback gains
(Eq. 13.39)

ZMP position
feedback gains
(Eq. 13.41)
applied at ankle
joints

Kpcz Kdcz Kicz Joint Kpz Kdz Kiz

15.64 7750 0.0022 8 and 16 15.64 39.72 0.4443
Gains for the regulation of the angular
velocity at the joint

Joint Kpvj Kdvj Kivj Joint Kpvj Kdvj Kivj

2 and 10 112.3 142.7 6.38 27 541.7 688 30.8
3 and 11 178.3 170.1 13.48 28 545.2 692.3 31.0
4 and 12 140.2 133.6 10.61 29 543.3 689.9 30.9
5 and 13 174.8 222 9.93 30 544.3 691.2 30.9
6 and 14 60.89 77.35 3.45 31 544.9 692.0 31.0
7 and 15 63.5 80.67 3.607 32 546.9 694.6 31.1
8 and 16 64.1 81.42 3.64 33 546.6 694.2 31.1
9 and 17 59.34 75.38 3.37 34 532.4 676.1 30.2
18 144.4 137.6 10.9 35 534.9 679.3 30.4
19 180.3 171.8 13.7 36 599.2 761.1 34.0
20 597.6 758.9 33.9 37 604.3 767.6 34.3
21 592.6 752.7 33.7 38 82.0 104.2 4.7
22 533.2 677.2 30.3 39 and 43 217.8 276.6 12.4
23 535 679.6 30.4 40 and 44 62.4 79.2 3.5
24 547.2 695 31.1 41 and 45 91.6 116.4 5.2
25 547.7 695.7 31.1 42 and 46 69.6 88.5 4.0
26 544.4 691.4 30.9
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zero, after which the robot gradually returns to the initial posture. Figure 13.13a
shows the motion of the ZMP and CM in the x-direction, whereas Fig. 13.13b
shows the velocity of the CM motion in the same direction.

As can be seen from Fig. 13.13b, there is at the beginning an abrupt jump of the
CM velocity, which is a consequence of the disturbance force influence on the trunk.
The maximum reference ZMP position (refZMPMAX

X ) is selected so that its distance to
the foot front edge is 25 mm. This ensures that in the case of an overshoot or
disturbance, control system can keep the ZMP within “safe area” and the system
remains dynamically balanced. After the occurrence of the disturbance, the reference

Fig. 13.12 a Compensating movement obtained by the ankle joint, b by the ankle and hip joints
simultaneously

Fig. 13.13 a ZMP position (thick dashed line) and CM position (thick full line), foot borders (thin
dashed line) and b CM velocity
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ZMP position becomes equal to maximum allowed one. The actual ZMP attains
quickly the reference position (Fig. 13.13a). After approximately 1 s the CM velocity
drops to zero (Fig. 13.13b), after which the CM returns gradually to its initial
position, and after about 4 s the robot settles down, and the CM position coincides
with the position that existed prior to the action of the disturbance. If the disturbance
force increases, and the CM moves in the x-direction, further from the maximum
allowed ZMP position, the angular acceleration will become positive and the robot
will fall down. As is evident from Fig. 13.13a, the CM position is close to the ZMP
position, which means that the intensity of the applied disturbance force was close to
the maximum that can be compensated for by applying this strategy. In the second
case, the disturbance compensation is performed by simultaneous movement at the
ankle and hip joints. In the initial moment, the robot stands still with both feet on the
ground. Control applied before disturbance start is the same as in the previous case
(Eq. 13.37).

The second case, we consider is compensation by ankle and hip joints simul-
taneously. The disturbance force acting on the robot produces a momentum of
43 kgm/s, which will cause the movement of the CM of the overall system. The
disturbance is immediately followed by the compensating movement, simultane-
ously at both the ankle and the hip. Thus, with the aid of the ankle it will be possible
again to regulate the ZMP position (Eqs. 13.41 and 13.42), but in this case we will
adopt the reference ZMP position to be the maximum one that is allowed by the
foot dimension:

refZMPtiX =
refZMPMAX

X . ð13:45Þ

Instead of controlling the motion of the hip (joints 4 and 12), the inclination will
be performed by the first joint of trunk (joint 18). By the trunk motion is regulated
the position of the CM projection, and itis reference position is at the same place as
prior to the occurrence of the disturbance. The control for this joint can be written in
the form:

uti18 = uti− 1
18 +ΔCMti

X Kpc +Kic +Kdc
� 	

−ΔCMti− 1
X Kpc − 2Kdc

� 	
+ΔCMti− 2

X Kdc.

ð13:46Þ

In the case considered, the Kpc = 3636 is proportional, Kic = 1.652 integral and
Kdc = 5.77 ⋅ 105 derivative gaint.

As in the previous case, all the joints apart from the two ankle joints (8 and 16)
and the first trunk joint (18), are immobile. The motion of the ankle joints is
controlled according to Eqs. (13.41) and (13.42), the control of the trunk joint
(18) is given by Eq. (13.46), whereas all remaining joints are stiff and their control
is performed according to Eqs. (13.43) and (13.44).

When the velocity of the CM becomes sufficiently small, the compensation is
(say at the instant T) switched to the action of the ankle joint only. The motion of
the first link of the trunk (joint 18) should be stopped, and this has to be done
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gradually, to avoid abrupt acceleration change and undesired effects on the ZMP
position. Hence the control of this joint will be velocity-based:

Δq ̇ti18 = 1− f
ti −T
0.8s

� �� �
q ̇T18 − q ̇ti18, ð13:47Þ

uti18 = uti− 1
18 +Δq ̇ti18 Kpv18 +Kiv18 +Kdv18

� 	
−Δq ̇ti− 1

18 Kpv18 − 2Kdv18
� 	

+Δq ̇ti− 2
18 Kdv18.

ð13:48Þ

The gains for the regulation of angular velocity at the joint 18 are given in
Table 13.3. In this case, the reference velocity changes with time. The function
f ensures a smooth convergence of the instantaneous velocity to zero. Since this
function in the initial moment is zero, the reference velocity is equal to the
instantaneous one. After 0.8 s, (predefined time for the trunk deceleration), the
value of the function f becomes 1, so that the reference velocity at the joint 18 will
be reduced to zero. Of course, to drive the joint 18 to such state appropriate control
(Eq. 13.48) is needed.

Control by the ankle and calculation of the reference ZMP position are the same
as in the case of compensation by the ankle only (Eqs. 13.38–13.42). All the joints
apart from the two ankles joints (8 and 16) and first joint of the trunk (18) should
remain stiff, and the control law for these joints will not change (Eqs. 13.43 and
13.44).

Figure 13.12b depicts the movement obtained in three characteristic moments. It
shows the posture when the disturbance force is starting, the moment when the
compensation by the ankle and hip switches to the compensation by the ankle only,
and the posture when the system stopped.

Figure 13.14a shows the positions of the ZMP and CM in the x-direction,
whereas Fig. 13.14b shows the CM velocity in the same direction. In both figures is
marked the moment when the simultaneous compensation by the ankle and hip
switches to the compensation by the ankle only.

Fig. 13.14 a ZMP position is shown by the thick dashed line and CM position by the thin full
line. Thin dashed lines show the foot borders b CM velocity. Also, it is shown the moment when
the compensation by the ankle and hip switches to the compensation by the ankle only
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Like in the previous case, an abrupt jump of the CM velocity can be seen
(Fig. 13.13b) in the beginning of the disturbance action. By comparing Figs. 13.13b
and 13.14b one can see that in the case of the compensation by the simultaneous
movement at the ankle and the hip, the CM velocity drops much faster to zero,
although the disturbance intensity was more than twice higher than in the previous
case. As can be seen from Fig. 13.13a, the CMP shifts very little during the whole
movement and in none of the instants there exists a danger that the CM comes out
the support area. However, Fig. 13.11b shows large inclination of the trunk (almost
90°) what does not correspond to behavior of humans we may often observe.
However, what is the disturbance intensity that can be compensated for this way,
and when it is necessary to switch to the compensation by stepping, it is still an
open issue. The answer to this question should be obtained by the future research.

13.6 Conclusions

In this paper, we showed that the two types of disturbances may act on humanoid
robot: small and large. Each of them should be compensated for in a different way.

When considering small disturbances the compensation should be distributed
onto the compensation of internal synergy (preservation of a desired form of
motion) and compensation aimed at preserving dynamic balance. When there is no
danger of falling, it is necessary to intensify the activity on compensation of internal
synergy; when dynamic balance is endangered an urgent action is needed to prevent
fall, while all other actions can be postponed. An indicator of the necessity of
intensifying one or the other compensational action is the ZMP. The work
demonstrated the application of a simple and efficient way of changing the “en-
gagement degree” of corrective control for compensating internal synergy and
preservation of dynamic balance.

In case of the compensation for large disturbances, it is of absolute priority to
prevent the fall, i.e., to ensure that the ZMP position during the walk remains within
the support area. Since the disturbances are of higher intensity, the compensating
movements have to be appropriate, and the main role in them play an inertial forces.
However, their action ends after the realization of the “energetic part” of the
movement (which is always very short), and the moments of gravitational forces
take over the dominant influence on the ZMP position. As a consequence, the
compensating movement has to be such that at its end the humanoid remains in the
position that ensures its static balance.
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Chapter 14
New Adaptive Algorithm of Flexible
Spacecraft Control

Vladislav Yu. Rutkovsky, Victor M. Glumov
and Victor M. Sukhanov

Abstract A new adaptative algorithm for the system with reference model is
proposed. Its operation does not depend on the intensity and spectral composition of
the input actions and its realization does not require external disturbances estima-
tion. The proposed algorithm functioning is illustrated in the example of large space
structure (LSS) control. It is a new type of large-size spacecraft (space energy
stations and large orbiting reflectors). Such an object cannot be inserted into orbit in
assembled condition because of its big size. LSS, therefore, is assembled in orbit
and it is a discretely evolving structure. As the control object, it is a multi-frequency
oscillating system with discretely time-varying parameters and a number of freedom
degrees. In the case of large space structure control proposed algorithm was sim-
plified. Nevertheless, the control system of LSS realizes high precision.

14.1 Introduction

Since the emergence of adaptive systems with a reference model (ASRM) ([1–7]
and others), they have been addressed in hundreds of monographs and thousands of
papers. The interest in ASRM is motivated by the constructive statement of the
problem and by the beauty of the mathematical tools involved. Indeed, the existence
of a reference model provides the goal to be achieved. This implies the possibility
of applying analogs of the feedback principle to the designing of the system. This
demonstrates the constructive character of ASRM. The beauty of the mathematical
tools is manifested in that the Lyapunov’s direct method is effectively used not only
to analyze motion but also to seek algorithms for functioning ASRM that are
nonlinear, nonstationary multiply connected dynamical system.
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However, despite the intensive theoretical development of ASRM, the applica-
tion of this class of systems in practice is rather modest, which is caused by a
number of substantial shortcomings of ASRM. Specifically, the dynamic accuracy
of ASRM motion depends on the intensity and spectral composition of input
actions, on the rate of variations of parametric and coordinate disturbances, and on
the rather detailed information on the state vector of the system. All these factors
make the dynamics of ASRM motion less predictable, which discourages the
developers of actual systems. Along with this, very high dynamic accuracy of
motion (precision dynamics) is required in modern promising control system
operating under uncertainty with regard to coordinate and parametric disturbances.

It is well known that the class of variable structure systems (VSS) was under
active development for the control of nonstationary objects [8]. In the VSS class,
the dependence of the system operation on the intensity and spectral composition of
input actions and on the rate of variations in parametric and coordinate disturbances
decreases to a substantial degree. However, the VSS class has its own shortcom-
ings. For example, the range of parametric disturbances must be bounded. Another
factor is that the coefficients of regulators vary in jump, which can adversely
activate the neglected system dynamics.

In the paper by [9] a new ASRM operation algorithm is proposed that combines
the ASRM and VSS construction principles in the control of nonstationary systems
so as to converge the positive features of each of these principles and, at the same
time, to ameliorate their negative features and to achieve their smooth synergy. As a
net result, the proposed class of ASRM acquires new properties. These properties
include the independence of the ASRM motion on the intensity and spectral
composition of input actions, its independence of the range and the rate of varia-
tions of parametric and coordinate disturbances, and high dynamic accuracy of
ASRM motion.

The proposed algorithm functioning is illustrated by application to the example
of controlling a large space structure (LSS). This example case is of particular
interest because of the ongoing exploration endeavors in astronautics and inter-
planetary space explorations.

Developments of some global projects for the next stage of mastering the space
started in the mid-1980s in several countries worldwide. The required design of a
new type of spacecraft was christened the large space structures (LSS) [10]. The
scale of these projects may be illustrated by two well-known examples. For
instance, to replace the decreasing resources of energy carriers, it is planned to
construct the large solar power stations provided with solar cell panels, with a size
running up to that of a football ground, in the near-Earth space for convenience of
future explorations. There also exists a project of using the large orbiting reflectors
to illuminate by solar light the northern regions during the polar nights in order to
promote development of these underpopulated territories.

It is clear that realization of such projects requires insertion into orbits or in-orbit
assembly of large structures and control of their angular position. At the same time,
the specific properties of this new class of objects poses new challenges because of:
the infra-low (of the order of 0.01 ÷ 0.1 Hz) structural frequencies approaching the
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control frequencies of the LSS “rigid” motion; the impossibility of carrying out the
ground-based checkout tests and, as a result, very poor definiteness not only of the
object model coefficients but of its structure as well; almost complete lack of
external and internal damping of the vibrations; and the large number of the LSS
degrees of freedom. These facts have suggested the following conclusion, which
appeared in the USA Government-owned journal [10]: “… All solutions of the
problems of control of the elastic satellites that were by now established by the
international scientific community only superficially touched upon the specificity
that properly manifests itself only in the problems of controlling the large space
structures, a new class of the space objects of the near future. Therefore, new efforts
of the experts are required to solve these problems which are important for the
entire mankind.”

Such object as LSS cannot be inserted into orbit in assembled condition because
of its big size. Hence, LSS in the course of its in-orbit assembly is a discretely
evolving structure. As the control object it is a multi-frequency oscillating system
with discretely time-varying parameters and a number of freedom degrees. In the
case of the LSS control, the proposed algorithm was simplified.

Further this manuscript is organized as follows. Section 14.2 is focused on the
synthesis of the new adaptation algorithm on the grounds of an adequate dynamics
model adopted. In Sect. 14.3, the exposition continues by investigating the model of
such an LSS planet. The solution to the actual problem of controlling such an LSS
plant is then presented in Sect. 14.4. The paper ends with a certain relevant con-
clusion and references used.

14.2 Adaptation Algorithm Synthesis

Let us consider a control system obeying the following mathematical model (MM)

dφ d̸t+AðtÞφ=BðtÞgðtÞ+ f ðtÞ+ S, ð14:1Þ

where t is time and t0 is the initial point of considering t≥ t0; φT ∈Rn, g∈Rm,
f ∈Rn ðm≤ nÞ—are the vectors of state, control action, and coordinate disturbance,
respectively; AðtÞ and BðtÞ are matrices with unknown variable components; S∈Rn

is the vector of additional feedback, its components are used to compensate for the
coordinate and parametric disturbances. The vectors φðtÞ and gðtÞ are assumed to
be measurable and their components are continuously differentiable functions.

The matrices AðtÞ and BðtÞ are represented in the form

AðtÞ=A0 +ΔAðtÞ, BðtÞ=B0 +ΔBðtÞ. ð14:2Þ

Here A0 and B0 are the matrices that are chosen from the condition of the system
desired reaction on the control action at f ðtÞ≡ 0 and S≡ 0, ð−A0Þ is a Hurwitz
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matrix, ΔAðtÞ and ΔBðtÞ are unknown parametric disturbances and their compo-
nents are continuously differentiable functions.

Equation (14.1) with regard to the correlation (14.2) are rewritten as

dφ d̸t+A0φ=B0gðtÞ+dðtÞ+ S, ð14:3Þ

where dðtÞ= −ΔAðtÞφðtÞ+ΔBðtÞgðtÞ+ f ðtÞ is a vector function with nonmeasur-
able components.

The goal is to find algorithms for varying the components of S so as to com-
pensate for the influence of the disturbing vector dðtÞ on the motion of the system
described by model (14.3). The problem is solved assuming that the components
diðtÞ, i= ð1, nÞ of the vector dðtÞ are not bounded, whereas the rate of their vari-
ation is bounded, that is, dðdðtÞÞ d̸tj j≤ μi0, μi0 = const, and numerical values of μi0
are given and can be rather large. So the object of our control system is essentially a
nonstationary one.

Notice further that in the considered case the equation of reference model will be as

dφm d̸t+A0φmðtÞ=B0gðtÞ, ð14:4Þ

where φm ∈Rn.
Algorithm of adaptation (algorithm for varying the components of the vector S)

is sought depending on the measurable information so that φðtÞ converges
asymptotically to the motion φmðtÞ irrespective of the intensity and the spectral
composition of the input disturbances and the ranges of parametric and coordinate
disturbances with predictability and high dynamic accuracy of ASRM motion.

Introducing the notation

ε=φ−φm , y=dðtÞ+ S, dðdðtÞÞ d̸t= μ, dS d̸t=ψ , ð14:5Þ

we derive from (14.3) and (14.4) the system of equations

dε d̸t+A0ε= y , d d̸ty= μðtÞ+ψ . ð14:6Þ

Here, ψ =ψðt, εÞ is the desired algorithm of adaptation.
Consider now the equilibrium motion

ε=0, y≡ 0 ð14:7Þ

of system (14.6). The algorithm for varying ψ is chosen from the condition that the
motion εðtÞ and yðtÞ of system (14.6) converges asymptotically to (14.7). For this
purpose, we define the Lyapunov function

Vðε, yÞ= χðεTPεÞ+ yTy, ð14:8Þ
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where χ =const > 0, P is a symmetric positive definite matrix defined by the
equality − ðAT

0P+PA0Þ=Q and Q is a prescribed negative definite matrix fol-
lowing the Lyapunov matrix equation.

In view of system (14.6), the time derivative of function (14.8) is

dVðε, yÞ d̸t= χ εTQε
� �

+2yT ½χσ + μðtÞ+ψ �, ð14:9Þ

where σ =Pε.
The desired algorithm ψ is chosen from the condition dVðε, yÞ d̸t<0 for ε≠ 0

and y≠ 0. For this purpose, we consider the algorithm [9]

ψ = − χσ −K signðyÞ, ð14:10Þ

where K is diagonal matrix K =diagðk1, . . . , knÞ and signðyÞ is a vector of the form
signðyÞ½ �T = signðy1Þ, . . . , signðynÞ½ �.
With regard to (14.10) equality (14.9) is rearranged in

dVðε, yÞ d̸t= χ εTQε
� �

− 2 yj jTρðtÞ, ð14:11Þ

where yj jT = ð y1j j, . . . , ynj jÞ, ½ρðtÞ�T = ½ρ1, . . . , ρn� and
ρiðtÞ= ki − μisignðyiÞ, i=1, n.

Under the condition

ki > μiðtÞj j, ð14:12Þ

we have ρiðtÞ>0, and it follows from (14.8) and (14.11) that

Vðε, yÞ>0, dVðε, yÞ d̸t<0, ð14:13Þ

inequalities (14.13), which were obtained irrespective of the form of the compo-
nents of gðtÞ and dðtÞ under condition (14.12), ensure the asymptotic stability of the
motion (14.7) of the system (14.6).

We represent the manifold-based motion (MM) of the system (14.6) with
algorithm (14.10) for ψ as

d2ε d̸t2 +A0 dε d̸t+ χPε= −RðtÞ signðyÞ. ð14:14Þ

Here RðtÞ=diagðρ1ðtÞ, . . . , ρnðtÞÞ is a diagonal matrix. We can state that motion

ε≡ 0, dε d̸t≡ 0 ð14:15Þ

is asymptotically stable. In conjunction with this statement there should be noted
two peculiarities of algorithm (14.10).
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First, system (14.14) goes over to the class of systems with mathematical models
described by differential equations with discontinuous right-hand side. In such
system, a sliding mode may occur on one or more surfaces of discontinuity. This
problem requires a special consideration. But it is very important that sliding mode
does not violate inequalities (14.13).

Second, algorithm (14.10) was obtained under the condition of measurability of
the vector signðyÞ. However, it was not indicated as to how to acquire this infor-
mation. Indeed, if one assumes that the vector y is measurable, then the problem of
adaptation vanishes. This can be seen from the correlation y=dðtÞ+ S where the
vector dðtÞ is not measurable by problem formulation. It is obvious that the vector
can be calculated from the first equation of MM (14.6), but the derivative dε d̸t is
not measurable.

To solve this contradiction an additional link is introduced in the mathematical
model (14.6). This link corresponds to the small parameters that was not taken into
consideration earlier

τ dx d̸t+ x= ε, ð14:16Þ

where x∈Rn, τ=const > 0 is a known small value.
Taking into consideration (14.16) the system motion is described as

τd2x d̸t2 + ðE+ τA0Þdx d̸t+A0x= y, dy d̸t= μðtÞ+ψ . ð14:17Þ

Here E∈Rn× n is identity matrix. Now the vector dx d̸t in the second order
Eq. (14.17) is measurable.

Further it is required to solve the next problems: (14.1) what is the motion of
system (14.17) with the adaptation algorithm (14.10) at small but final values of τ or
is there an interval of values of τ for which the motion x≡ 0, y≡ 0 asymptotically
stable; (14.2) if such interval of τ does not exist then is there a domain into which
the motion of the system (14.16) enters after a finite time interval from any initial
point and remains there, at that the domain includes motion x≡ 0, y≡ 0 ? If such
domain does exist, then what are its sizes? And we are to estimate these sizes in
order to draw a conclusion about practical acceptability of the system.

Let us consider these problems to investigate the relevant solving answers.
Before proceeding further we introduce the notations z= ðz1, z2Þ, where

z1 = x, z2 = dx d̸t and y= ðy1, y2Þ, y1 = 0, and rewrite system (14.17) as

dz d̸t=A1z+Dy, dy2 d̸t= μ+ψ , ð14:18Þ

where block matrices A1 ∈R2n × 2n, D∈R2n × 2n are:

A1 =
0 E

− τ− 1A0 − τ− 1ðE+ τA0Þ
����

����, D=
0 0
0 τ− 1E

����
����.
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Let us consider non-perturbed motion

z≡ 0, y2 ≡ 0. ð14:19Þ

Again Lyapunov function is chosen as

Vðz, y2Þ= χðzTP1zÞ+ ðyT2 y2Þ, ð14:20Þ

where χ =const > 0, P1 ∈R2n×2n is a symmetric positive definite matrix defined by
the equality ðAT

1P1 +P1A1Þ=Q1, Q1 is a prescribed negative definite matrix, A1 is
the Hurwitz matrix.

In view of system (14.19) the time derivative of function (14.20) at adaptation
algorithm that is the analog of algorithm (14.10)

ψ = − χτ− 1P21z1 −K signðNÞ ð14:21Þ

it follows that

dV d̸t= χ zTQ1z
� �

+2χτ− 1 yT2P22z2
� �

− 2 y2∙signðNÞ½ �TρðtÞ. ð14:22Þ

Here N = z2 +A0z1, Pij ∈Rn× n, i, j=1, n
� �

are block matrices of the matrix

P1 =
P11 P12

P21 P22

����
����. The other involved quantities are as follows: K =diagðk1, . . . , knÞ,

signðNÞ½ �T = signðN1Þ, . . . , signðNnÞ½ �, ½y2∙ signðNÞ�T = ½y21signðN1Þ, . . . , y2nsign
ðNnÞ�, ½ρðtÞ�T = ρ1ðtÞ, . . . , ρnðtÞ½ �, ρiðtÞ= ki − μisignðNiÞ, ki > μ1j j, ρmin

i ≤ ρi ≤ ρmax
i ,

ρmin
i , ρmax

i >0.
Nonetheless, it is worthwhile to consider a modified algorithm such as

ψ = − χτ− 1P21z1 − χτ− 1P22z2 −K signðNÞ. ð14:23Þ

With this algorithm the time derivative of Lyapunov function is

dV d̸t= χðzTQ1zÞ− 2 y2 ∙ signðNÞ½ �TρðtÞ. ð14:24Þ

Expression (14.24) can be rewritten as

dV d̸t= χðzTQ1zÞ− 2 Nj jTρðtÞ− 2τ ðz3 +A0z2Þ ∙ signðNÞ½ �TρðtÞ, ð14:25Þ

where z3 = dz2 d̸t.
From the equality (14.25) it is obvious that this function is not negative definite

one. Thus, there is no interval of τ at which motion
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x≡ 0, dx d̸t≡ 0, y2 ≡ 0 ð14:26Þ

or

x≡ 0, dx d̸t≡ 0, d2x d̸t2 ≡ 0 ð14:27Þ

is asymptotically stable.
However, the derivative (14.24) in the domain

− χðzTQ1zÞ>2 y2j jTρðtÞ ð14:28Þ

takes only negative values. It is, therefore, possible to guarantee: all phase trajec-
tories of phase space of 3n-dimension from any initial position at t= t0 into domain
Vðz0, y20Þ>0, dVðz0, y20Þ d̸t<0 after a finite time interval enters into the domain
that contains the origin of coordinates and, moreover, it is limited from above by the
surface

Vðz, y2Þ=Cb, Cb =Vðzb, y2bÞ. ð14:29Þ

Here zb, y2b is the solution of Eq. (14.28) at replacement of symbol of inequality on
the symbol of equality. Domain (14.29) determines the guaranteed accuracy of the
control system. But it is important to notice that this estimation of the system
guaranteed accuracy is considerably understated. Real accuracy appears much
higher.

From the expression (14.25) it follows that one can choose a very small value of
τ at which the guaranteed accuracy can be considered as a precision one. Notice
that, at τ=0, the derivative (14.25) coincides with the expression (14.11).

14.3 Mathematical Model of the Large Space Structure

It is supposed that the LSS plant has a framed (trussed) construction and it is
assembled on orbit of light rod elements by means of free-flying space manipulation
robots. During mounting and subsequent operation LSS must be controllable in
order to maintain the desired orientation and stabilization. To this end, the LSS
needs a control unit which plays the role of the carrying (main) body to which the
other elements eventually making up the desired framed surface are attached dis-
cretely in a certain sequence.

Further, we consider for definiteness a model of LSS of an “umbrella” type (see
Fig. 14.1), which can be suited for description of the regular structures such as large
solar power stations or large orbiting reflectors [11].

At low-angular velocities of the LSS and to a first approximation its
three-dimensional motion can be considered as three independent plane motions

320 V.Yu. Rutkovsky et al.



(i.e., yaw, pitch, and roll). In this case the total mathematical model can be sepa-
rated on three independent modal-physical models [12]:

x ̄̈=mnðuÞ, mnðuÞ=MrðuÞI − 1
Σn , IΣn = ðIn + JÞ;

x ̃ï +ω2
inxĩ = kĩnmnðuÞ;

xn = xn̄ + xñ, xñ = ∑ x ̃in, i=1, n.

ð14:30Þ

Here x is a measurable controlled angular coordinate, x ̄ is the object coordinate if it
would be rigid, x ̃ is an additional deviation of the main body due to the object
elasticity, and parameters ωĩn, kĩn are the fundamental frequencies and the vibration
modes coefficients, IΣn is the summary moment of inertia of the LSS together with
motor-flywheel (J); MrðuÞ is the control action; u is the control law, n is the number
of the assembling stage, n=1,N.

Control actions MrðuÞ in Eq. (14.30) are the moments of dynamic response
forces that appear at flywheel acceleration or deceleration. These control moments
are applied to the LSS main body

Mr = −Md +Mf , ð14:31Þ

where Md is the moment created by the motor-flywheel and Mf is the drag torque
moment on the engine shaft.
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For the ball-barring DC and AC motors, as employed actuator drivers, we get

ΔMd = kuΔu− kΩΔΩ, ð14:32Þ

where k u, kΩ >0 are constant electromechanical coefficients of the barring motor
and ΔΩ is the increment of flywheel speed at changes of the control voltage Δu.

On the basis of the law of the momentum conversation for mechanical system
FS-motor the next correlation is correct

ΔΩ= − InJ − 1x ̇, ð14:33Þ

where In, J are inertia moments of the LSS and the motor respectively.
Substitution of (14.33) into (14.32) we provide the expression for the barring

motor moment

ΔMdnðuÞ= kωnx ̇+ kuΔu, kωn = InJ − 1kΩ >0. ð14:34Þ

Now, on the assumption that ΔMf≈0 the control moment Mr acting on the flexible
structure (FS) from the motor-flywheel is given by

MrnðuÞ= − ðkωnx ̇+ kuuÞ. ð14:35Þ

By substituting (14.35) into Eq. (14.30) we obtain modal-physical model of the
LSS plane motion with gyro-force stabilizer like motor-flywheel as the actuator

x ̄̈+ kωnx ̄̇= kunu− kωnx ̃̇,

x ̃ï + kĩnkωnx ̃i̇ +ω ̃2inxĩ = kĩnkunu− kĩnkωnðx ̄̇+ ∑
n

j=1, j≠ i
x ̃j̇Þ,

x= x ̄+ x ̃, x ̃= ∑n
1 xĩ, i=1, n, n=1,N, i≤ n.

ð14:36Þ

where kωn = kωI − 1
Σn >0, kun = − kuI − 1

Σn ; kωnx ̃̇ ≐ f 1̃n is a perturbation caused by the
elastic vibrations and acting on the LSS “rigid” motion via the motor-flywheel.

As it can be seen from (14.36), use of the motor-flywheel as the actuator of the LSS
orientation system gave rise to damping in the LSSmotion equations that is defined by
the moment dependence Md from flywheel angular velocity. Nevertheless, since the
coefficient kωn = kωI − 1

Σ is sufficiently small the aforementioned damping is insignif-
icant and the system (14.9) motion stability can be lost because of the perturbations on
the right-hand sides f 1̃n = kωnx ̃̇ and f 2̄n = kĩnkωnðx ̄̇+ ∑n

j=1, j≠ i x ̃j̇Þ.
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14.4 Design of the LSS Control

The LSS as a control object is a nonstationary one. Under terrestrial conditions the
coefficients of its mathematical model cannot be calculated precisely. All fre-
quencies ωĩn and the exciting coefficients kĩn of vibration modes are changed at the
very attaching of the LSS new element to the previous construction. In this con-
nection the vibration damping is a rather complicated problem.

Let us consider the possibility of suggested algorithm used for this problem’s
solution. We shall assume that our LSS has a main body and eight attached to it
flexible elements, so N =8.

The control law is realized on the computer (therefore the control system is a
discrete one)

uk = k0ð− k1xk − k2
Δxk
T0

+ SkÞ,
Δxk = xk − xk− 1, k=1, 2, . . . .

ð14:37Þ

Here Sk is the signal of a second loop of the regulator which is destined for
decreasing the vibration modes influenced on the attitude system accuracy. The
period of discreteness was chosen T0 = 0.01 s, other parameters were:
k0 = 0.03, k1 = 7.5, k2 = 275.

As the reference model was chosen the system (14.36), at x ̃i ≡ 0, that is,

x ̄M̈ + kωMx ̄Ṁ = kuMu, kωM = kωn, kuM = kun, n=3. ð14:38Þ

For the considered task, adaptive algorithm (14.21) was simplified to the next one

ψ = − χðp21ε+ p22
dε
dt
Þ−K signðc1ε+ c2

dε
dt

+
d2ε
dt2

Þ, ð14:39Þ

where p21, p22, c1, c2 = const.
Therefore at n=1, 8 in our system which has the total order n1 = 2ðn+1Þ, that is,

n1 = 2, 18. Only the first and second derivatives in the adaptive algorithm (14.39)
are used. In discrete form (using Euler method) we shall have

Sk = Sk − 1 + T0½− χðp21εk + p22ΔεkÞ
−K signðc1εk + c2Δεk +Δ2εkÞ�,

ð14:40Þ

where εk = xk − xkM , Δεk = T − 1
0 ðΔxk −ΔxkMÞ, Δ2εk =Δεk −Δεk− 1.

The coefficients of algorithm (14.40) were as follows:
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χ =0.2; p21 = 267; p22 = 887; K =350; c1 = 0.0075; c2 = 0.3.

The results of the LSS dynamics computer simulations for the case n=3 without
the adaptive control (Sk =0) are shown in Fig. 14.2.

Parameters of the LSS for n=3 were: kω3 = 0.03; ku3 = 0.002. These small
coefficient values are explained by very big values of the LSS moment of inertia
IΣn. And parameters of vibration modes were: ω ̃213 = 2.15 s− 2, k1̃3 = 0.04;
ω2̃
23 = 2.75 s− 2, k2̃3 = 0.11; ω2̃

33 = 4.4 s− 2, k3̃3 = 0.12. One can see that undamped
vibrations occur in the system.

With the suggested additional control Sk that corresponds to the algorithm
(14.40) the vibrations are damped very effectively (see Fig. 14.3). At t=75 s the
error εk (or εðtÞ) is practically equal to zero.

The results of the LSS dynamics computer simulations for the assembling stage
n=6 are shown in Figs. 14.4 and 14.5. The LSS parameters on this stage were
chosen as follows:
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Fig. 14.2 The processes xMðtÞ, εðtÞ at Sk ≡ 0, n=3
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kω6 = 0.025; ku6 = 0.0015; ω ̃216 = 0.21 s− 2, k1̃6 = 0.12; ω̃2
26 = 0.5 s− 2, k2̃6 = 0.55;

ω̃2
26 = 0.5 s− 2, k2̃6 = 0.55; ω ̃236 = 2.2 s− 2, k3̃6 = 0.14; ω̃2

46 = 3.5 s− 2, k4̃6 = 0.28;

ω̃2
56 = 9.5 s− 2, k5̃6 = 0.01; ω ̃266 = 15.2 s− 2, k6̃6 = 0.04.

In Fig. 14.4 is shown the processes of the case when the adaptive control contour
was cut out. The vibrations were not damped.

When the adaptive control was switched on the vibrations were damped to the
instant t=25 s (see Fig. 14.5).

14.5 Conclusion

The suggested novel adaptation algorithm (14.39) for LSS was obtained as the
result of a very significant simplification of algorithm (14.21). For LSS, it can be
considered only as a heuristic algorithm, but the quality of control with this algo-
rithm appeared rather high.
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The presented numerical examples and simulation results have confirmed the
validity of the proposed control design method by simultaneously achieving two
objectives: (a) the minimal feasible steady-state vector norm and (b) the prescribed
operational SM dynamics.
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Chapter 15
State-Dependent Riccati Equation-Based
Tracking Control of a Hydraulic Seismic
Isolator Test Rig

Stefano Pagano, Riccardo Russo, Salvatore Strano and Mario Terzo

Abstract This paper presents a nonlinear control for a hydraulic seismic isolator
test rig with significant nonlinearities. These are the key factors causing delay and
error in the hydraulic actuation response and highly limit the performances of the
classical linear control. Hence, a nonlinear control design based on the mathe-
matical model of the hydraulic actuator is employed. The proposed approach
consists of a nonlinear feedback control based on the state-dependent Riccati
equation (SDRE). The control performance is demonstrated by means of real-time
experiments.

15.1 Introduction

Structural responses under strong external excitations, such as earthquakes and
wind storms, can be mitigated by means of base isolation strategies [1, 2]. The base
isolation is typically effected using passive, semi-active or active systems [3, 4].
Passive and semi-active isolators have to be opportunely tested in order to evaluate
their characteristics in terms of restoring force and energy loss. To this end, these
devices are tested in order to obtain the force-displacement cycle that allows an
analytical description of their dynamic characteristics to be deduced [5, 6]. The test
rigs typically use hydraulic cylinders to impose periodic deformations on the iso-
lator and a control system guarantees that the desired displacement law is tracked.
The electrohydraulic actuation system is characterized by a high power/mass ratio
and a fast response [7]. At the same time, it exhibits significant nonlinear behaviour
due to the pressure-flow rate relationship, the dead zone of the control valve and
frictions [8]; these nonlinearities make the mathematical model more complex and,
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at the same time, highly limit the performance achieved by the classical linear
controller [9].

The traditional and widely used approach to the control of electrohydraulic
systems is based on a linear model or on the local linearization of the nonlinear
dynamics about the nominal operating point. The test rig mainly consists of a
sliding table, driven by a hydraulic cylinder, on which the vibration isolator under
test is connected; the other end of the isolator is connected to a reaction structure. In
this paper, a model-based hydraulic actuator control system, able to follow the
desired displacement law is presented and its robustness properties are checked.
Indeed in these applications it is important to design control systems that are
insensitive to the unknown forces caused by devices under test. The main step to
achieve this target is to design the controller based on a mathematical model that is
very close to the system to be controlled.

To this end, a nonlinear mathematical model is derived and employed for a
feedback control design able to enhance the performances in terms of table posi-
tioning. The proposed approach consists of a nonlinear optimal control based on the
state-dependent Riccati equation (SDRE). This strategy provides a very effective
algorithm for synthesizing nonlinear feedback controls. The controller design
procedure is carried out with no isolator employed as specimen under test. On the
contrary, in order to evaluate controller sensitiveness, tests have been executed in
presence of an isolator model. The results highlight the controller effectiveness both
in terms of tracking error and robustness.

15.2 Test Rig Description

The experimental test rig is a machine utilized to perform shear tests on seismic
isolators. The actuation system consists of a double-ended hydraulic actuator placed
between a fixed base and a sliding Table (1.8 m × 1.59 m). The hydraulic actuator
is constituted by a mobile barrel, integral with the sliding table (A), and two piston
rods linked to the fixed base (B) (Fig. 15.1).

The isolator under test (C) is located between the sliding table and a slide that
can move vertically with respect to the horizontal reaction structure (D).

A hydraulic jack (E) is positioned between the vertical reaction structure (F) and
the slide in order to make the isolator under test vertically loaded.

The supply circuit of the hydraulic actuator is mainly constituted by an axial
piston pump, powered by a 75 kW AC electric motor, a pressure relief valve and a
four-way-three-position proportional valve. The pump is characterized by a variable
displacement and it is able to generate a maximum pressure of 210 bar and a
maximum flow rate equal to 313 l/min.

The maximum horizontal force is 190 kN, the maximum speed is 2.2 m/s and the
maximum stroke is 0.4 m (±0.2 m).
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The removal of the reaction structures allows the testing machine to be used as a
shaking table.

The full-state feedback has been obtained with the following measurements:

• table position by means of magnetostrictive position sensor (FS = 0.4 m – esti-
mated uncertainty = ±1.2e−4 m);

• pressure in the two chambers of the hydraulic cylinder by means of strain gauge
sensor (FS = 400 bar – estimated uncertainty = ±1 bar);

• valve spool position by means of built-in LVDT sensor.

15.3 Mathematical Model

The mathematical model regards the test rig without the isolator installed: the
hydraulic cylinder has to move only the sliding table mass (Fig. 15.2).

In order to write the mathematical model of the hydraulic circuit, the following
hypothesis has been proposed: (a) fluid properties not depending on the tempera-
ture; (b) equal piston areas; (c) equal oil volume for each side (with the barrel in a
central position); (d) negligible internal and external fluid leakages.

Furthermore, the table has been modelled as a single Degrees of Freedom
(DOF) system on which the actuation force and the friction forces act. In particular,
the actuator can be modelled as a double-ended hydraulic cylinder driven by a
four-way spool valve.

In the following, the differential equations governing the hydraulic actuation
system dynamics are given [7]. The pressure dynamics is given by:

V0

2β
ṖL = −Apy ̇+QL, ð15:1Þ

Fig. 15.1 The experimental
test rig
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where PL = PA−PB is the load pressure, PA and PB are the pressures in the cylinder
chambers, V0 = VA = VB is the oil volume between the piston and the valve in each
side for the centred barrel position, Ap is the piston area, QL = (QA + QB)/2,
commonly called load flow, β is the effective Bulk modulus and y is the table
displacement.

The motion equation of the sliding table is:

my
..
+ μN sgnðy ̇Þ+Ff =ApPL, ð15:2Þ

where m is the movable mass, N the vertical load on the linear guides, μ the
Coulombian friction coefficient and Ff the hydraulic friction force.

In the following, the hydraulic friction is modelled as the sum of a viscous and a
Coulombian term:

Ff = σy ̇+Fc sgnðy ̇Þ, ð15:3Þ

where σ is the viscous friction coefficient and Fc the Coulomb friction force.
The valve under consideration is an overlapped four-way valve; typically, this

kind of valve is characterized by the lands of the spool that are greater than the
annular parts of the valve body. Consequently, when the spool is in the neigh-
bourhood of its central position, the flow rate is zero (dead zone).

Considering the tank pressure PT equal to zero, the analytical expression of the
load flow depends on the supply pressure Ps, load pressure and valve spool position
and is given by:

QL =DZðveÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps − sgnðveÞPL

p
, ð15:4Þ

where ve is the voltage signal proportional to the valve spool position xv and DZ(ve)
is the dead zone function. In general, neither the break-points nor the slopes of the
dead band are equal and the analytical expression for DZ(ve) is therefore:

S T
P P=cost =0

AP BP

m

y

AQ
BQ xv

µ

Fig. 15.2 Schematic of
hydraulic actuator adopted for
the mathematical model
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DZðveÞ=
kqnðve − venÞ if ve < ven

0 if ven ≤ ve ≤ vep
kqpðve − vepÞ if ve > vep

8<
: , ð15:5Þ

where ven and vep are the limits of the dead zone, kqn and kqp are the adopted gains if
ve is negative or positive, respectively.

As regards the valve dynamics, the following second-order differential equation
is adopted:

vë
ω2

nv

+
2ξv
ωnv

vė + ve = vc, ð15:6Þ

where parameters ωnv and ξv are the natural frequency and the damping ratio of the
valve, respectively; vc is the valve command voltage due to its electronic driver.
The relationship between vc and the valve input voltage u is:

vc =
kepu+ ve0 if u>0
ve0 if u=0
kenu+ ve0 if u<0

8<
: , ð15:7Þ

where ve0 is the bias, and kep, ken the gains.
Finally, the equations governing the dynamics of the whole system (sliding

table + electrohydraulic system) are:

my
..
+ ðμN +FcÞsgnðy ̇Þ+ σy ̇=ApPL

V0
2β ṖL = −Apy ̇+QL

QL =DZðveÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps − sgnðveÞPL

p
ve
..
= −ω2

nv
ve − 2ξvωnvvė +ω2

nv
vc

.

8>>><
>>>:

ð15:8Þ

The developed fifth-order model fully describes the nonlinear dynamical beha-
viour of the electrohydraulic actuation system and takes the nonlinear friction forces
and the nonlinear flow rate distribution into account.

15.4 Controller Design

The isolator test rig needs a suitable position control system that enhances tracking
performance. Taking into account the highly nonlinear behaviour of the system, a
nonlinear feedback controller has been developed. The proposed approach is based on
the state-dependent Riccati equation (SDRE) technique [10]. The SDRE algorithm
fully preserves system nonlinearities, bringing the nonlinear system to a linear
structure with state-dependent coefficient (SDC) matrices. The SDC form is obtained
by factorization of the nonlinear dynamics into the state vector and matrices that
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depend on the state itself. The Linear Quadratic Regulator (LQR) synthesis method
can be applied to this state-dependent state-space equation characterized by the SDC
matrices. The last ones constitute the coefficients of the algebraic Riccati equation that
is solved online to give the optimal control law.

The nonlinear system (15.8) can be written in the following form that brings the
system itself towards SDC factorization:

y
..
= −

σ

m
−

ðμN +FcÞsgnðy ̇Þ
y ̇m

� �
y ̇+

ApPL

m
,

ṖL = −
2βAp

V0
y ̇+

2βDZðveÞss
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps − sgnðveÞPL

p
V0

ve,

ve
..
= − 2ξvωnvvė − 1−

ve0
ve

� �
ω2

nv
ve +ω2

nv
keu,

8>>>>>><
>>>>>>:

ð15:9Þ

where:

DZðveÞss =
kqnð1− ven

ve
Þ if ve < ven

0 if ven ≤ ve ≤ vep
kqpð1− vep

ve
Þ if ve > vep

8>><
>>:

. ð15:10Þ

The nonlinear system (15.9) can be expressed as a linear-like state-space
equation using SDC factorization. The generic expression of the state-dependent
state-space equation is:

x ̇=AðxÞx+BðxÞu ð15:11Þ

in which x is the state vector, AðxÞ the state matrix and BðxÞ the input matrix.
Taking into account the nonlinear system (15.9), it follows:

x=

y ̇
y

PL

vė
ve

2
6666664

3
7777775
, ð15:12Þ

A xð Þ=

− σ
m −

ðμN +FcÞsgnðy
. Þ

y ̇m
0

Ap

m
0 0

1 0 0 0 0

− 2βAp

V0
0 0 0

2βDZðveÞss
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps − sgnðveÞPL

p
V0

0 0 0 − 2ξvωnv − 1−
ve0
ve

� �
ω2
nv

0 0 0 1 0

2
66666666664

3
77777777775

,

ð15:13Þ
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B=

0

0

0

ω2
nv
ke

0

2
6666664

3
7777775

ð15:14Þ

in which the state transition through zero is handled by means of numerical
constraints.

The system (15.9), represented in the state-space form, is nonlinear in the state,
autonomous and characterized by a fully known state by means of measurements.

The position control system of the sliding table, based on the SDRE technique,
finds an input u that minimizes the following performance index:

J =
1
2

Z∞

0

xTQx+ uTRu
� �

dt. ð15:15Þ

Q= diagð0, q, 0, 0, 0Þ is the weight matrix and R the weight coefficient. On the
basis of the LQR synthesis method, the input voltage u is:

u= − k xð Þx, ð15:16Þ

where

k xð Þ=R− 1BTPðxÞ ð15:17Þ

and Pðx ̃Þ is the solution of the following state-dependent Riccati equation:

ATðxÞPðxÞ+PðxÞAðxÞ−PðxÞBR− 1BTPðxÞ+Q= 0. ð15:18Þ

15.5 Real-Time Experiments

In order to test the effectiveness of the proposed nonlinear tracking controller,
experimental studies have been conducted on the seismic isolator test rig.

A dSPACE DS1103 controller board, equipped with a 16-bit A/D and D/A
converter, has been used for the real-time experiments. All experiments have been
conducted with a sample frequency of 1 kHz. All measured signals have been
processed through a low-pass filter to attenuate the influence of the noise. The
supplied pressure has been fixed to 6e6 Pa.

The experiments on the seismic isolator testing machine have been conducted in
presence of a typical seismic isolator [8, 9]. Hence, the hydraulic actuation system
has been utilized only for the sliding table positioning.
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The problem of computing the SDRE feedback gains reduces to solving (15.5).
The proposed approach is based on finding the eigenvalues of the associated
Hamiltonian matrix

HðxÞ= AðxÞ −BðxÞR− 1BTðxÞ
−Q −ATðxÞ

� �
. ð15:20Þ

The SDRE-based feedback gains have been obtained with a pole placement
algorithm in terms of the stable eigenvalues of H(x).

The SDRE feedback action has been implemented as a C-code function
downloaded to the controller board and implemented in real-time.

The experimental results are reported in Fig. 15.3 in terms of the target and the
experimental effective table displacement, the tracking error and the control action.

Analyzing the experimental results, it is possible to assert that the maximum
amplitude error is equal to 3e−5 m and the actuator phase lag is equal to 0.035 s.
Concerning the tracking error, its maximum value is equal to 0.009 m.

It has been experimentally demonstrated that the proposed nonlinear controller
can achieve very good performance in terms of tracking and stability.

15.6 Conclusions

An optimal nonlinear control has been proposed in this paper for a seismic isolator
test rig. A fifth-order dynamic model of the system has been derived taking into
account the typical nonlinearities of the hydraulic actuators. The parameterization

Fig. 15.3 Experimental
results of the nonlinear
SDRE-based control
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of the SDRE feedback control has been obtained directly from the fifth-order
model. The real-time implementation of the SDRE nonlinear optimal problem has
been performed with a pole placement algorithm in terms of the stable eigenvalues
of the Hamiltonian matrix.

Experiments have been conducted on the hydraulically actuated system, vali-
dating the proposed approach and theoretically obtained results.
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Chapter 16
Multi-Robot Navigation Using Market-Based
Optimization

Rainer Palm, Abdelbaki Bouguerra and Muhammad Abdullah

Abstract This paper deals with artificial force potential fields for obstacle avoid-

ance and their optimization by a market-based approach in scenarios where several

robots are acting in a shared area. Specifically, the potential field method is enhanced

by fuzzy logic, traffic rules, and market-based optimization (MBO). Fuzzy rules

are used to deform repulsive potential fields in the vicinity of obstacles to pro-

duce smoother motions around them. Traffic rules are used to deal with situa-

tions where robots are crossing each other. MBO, on the other hand, is used to

strengthen or weaken repulsive potential fields generated due to the presence of other

robots. For testing and verification, the navigation strategy is implemented and tested

in simulation of more realistic vehicles. Issues while implementing this method

and limitations of this navigation strategy are also discussed. Extensive simulation

experiments are performed to examine the improvement of the traditional potential

field (PF) method by the MBO strategy.

16.1 Introduction

In the last decades, several methods of robot navigation and obstacle avoidance have

been discussed. A prominent method for obstacle avoidance is the artificial potential

field method [1]. A review on this method given by Borenstein and Koren addresses

the advantages and disadvantages of this approach with respect to stability and dead-

locks [2]. To deal with these problems the so-called Vector Field Histogram approach

was presented, being able to cope with fast moving mobile robots in the presence

of obstacles [3]. Aicardi et al. addressed team building among mobile robots shar-

ing the same robot task and discussed the appropriate decentralized control [4]. In
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approaching situations robots act as moving obstacles where coordination is done

by online local path planning using the so-called via points. Another approach can

be found in [5] where local groups of robots share information on common potential

field regions for navigation among static and dynamic obstacles. Werling et al. deal

with tracking of nonholonomic autonomous vehicles for inner-city scenarios deal-

ing with precalculated state trajectories and their stabilization [6]. Further research

results regarding navigation of nonholonomic mobile robots can be found in [7, 8].

These few examples show the variety of methods for performing different sub-

tasks like

∙ reaching a target

∙ avoiding obstacles

∙ following traffic rules

under the assumption of stable trajectories.

A heuristic method to cope with obstacle avoidance is the fuzzy logic approach
which has been widely used for mobile robots since the early 1990s. Martinez et al.

described a system of heuristic rules based on interaction of mobile robots and traffic

rules [9]. A fuzzy obstacle controller using so-called negative fuzzy rules is reported

by Lilly [10] where a negative rule is a rule like “IF A THEN DO NOT B” in contrast

to a positive rule “IF A THEN DO B”. Stingu and Lewis combined a motion control

fuzzy rule base using an occupancy map of the environment similar to an artificial

potential field within which the robots interact [11].

Different tasks to perform at the same time makes a decentralized optimization

necessary in which context different weights for the tasks are generated. Decentral-

ized methods like multiagent control can handle optimization tasks for a large num-

ber of complex local systems more efficiently than centralized approaches. Mobile

robot navigation is an important application for agent-based control. One popular

example is the flow control of mobile platforms in a manufacturing plant using

intelligent agents [12]. Other decentral navigation strategies are the so-called utility

approach [13] and the behavioral approach [14]. Barrett et al. developed a behavioral

control strategy dealing with communicating decentralized controllers [15]. One of

the most interesting and promising approaches to cope with large decentralized sys-

tems is the market-based optimization (MBO). MB algorithms imitate economical

systems where producer and consumer agents both compete and cooperate on a mar-

ket of commodities.

Dias et al. give an overview on MB multi-robot coordination, which is based on

bidding processes [16]. The method deals with motion planning, task allocation,

and team cooperation, whereas obstacles are not considered. Gerber et al. describe

a MB recource allocation method for vehicle routing applications [17]. This method

is based on auction mechanisms where the trucks and the auctioneer are modeled as

local agents with planning and bidding capabilities.

In order to improve the performance of safe navigation of multiple robots based

on artificial potential fields the present paper adopts many ideas from [9, 18–23] in

order to combine fuzzy methods and MBO methods.
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In the context of MB navigation, combinations of competing tasks, that should be

optimized, can be manifold, for example, the presence of a traffic rule and the neces-

sity for avoiding an obstacle at the same time. Another case is the accidental meeting

of more than two robots within a small area. This requires a certain minimum dis-

tance between the robots and appropriate (smooth) maneuvers to keep stability of

trajectories to be tracked. This paper addresses exactly this point where optimization

takes place between “competing” potential fields of mobile robots: Some potential

fields are strengthened and some are weakened by a combination of MBO and fuzzy

methods depending on the local situation. Repulsive forces both between robots and

between robots and obstacles are computed under the assumption of central sym-

metrical force fields meaning that forces are computed between the centers of mass

of the objects considered. The work presented here extends the work reported in

[22] through more details of the MBO approach including discussions of its limita-

tions. Another contribution with respect to [22] is the extensive experimental setup

aimed at looking at the performance of multiple robots in a wider variety of random

scenarios.

Section 16.2.1 addresses the navigation principles applied to the task. In Sect. 16.2

navigation and obstacle avoidance using potential fields and fuzzy rules in the frame-

work of a multi-robot system are outlined. Section 16.3 gives an introduction to the

MB optimization used in this paper. The connection between the MB approach and

the system to be controlled is outlined in Sect. 16.4. Section 16.5 shows extensive

simulation experiments [24] and Sect. 16.6 draws conclusions and highlights possi-

ble future work.

16.2 Navigation, Modeling, and Obstacle Avoidance

16.2.1 Navigation Principles

A multi-robot system is constituted of individual mobile robots whose functions can

be arranged with the help of a hierarchical control architecture which adopts the idea

of a control hierarchy for industrial robots introduced by [25].

The navigation of a mobile robot is more or less located in the control levels “High

level control” and “Trajectory Planner” receiving information from higher and lower

control levels, and from the environment that consists of targets, obstacles, moving

objects (e.g., other robots), and possible team members. To illustrate the navigation

problems, let n mobile platforms (autonomous mobile robots) perform special tasks

in a working area like loading materials from a starting station, bringing them to a

target station and unloading the materials there. The task of the platforms is to reach

their targets while avoiding obstacles and other platforms.

Navigation principles for a mobile robot (platform) Pi are meant to be heuristic
rules to perform a specific task under certain restrictions originating from the envi-

ronment, obstacles Oj, and other robots Pj. Each platform Pi is supposed to have

an estimation about position/orientation of itself and the target Ti. The position of
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another platform Pj relative to Pi can be measured if it lies within the sensor cone of

Pi. Five navigation principles are used here.

1. Move in direction of target Ti.
2. Avoid an obstacle Oj (static or dynamic) if it appears in the sensor cone at a

certain distance. Always orient platform in the direction of motion.

3. Decrease speed if a dynamic (moving) obstacle Oj comes from the right.

4. Move to the right if the obstacle angles 𝛽 (see [26]) of two approaching platforms

are small (e.g., 𝛽 < 10) (see Fig. 16.3).

5. Brake in the presence of an imminent collision.

Apart from the heading-to-target movement all other navigation calculations and

actions take place in the local coordinate system of platform Pi. The positions of

obstacles (static or dynamic) Oj or other platforms Pj are also formulated in the

local frame of platform Pi.

16.2.2 Modeling of the System

In the following two nonholonomic models are presented—a car-like system which

is already discussed in [22] and a differential-drive system on the basis of which the

simulations presented in this paper are done.

16.2.2.1 Kinematic Model of a Car-Like Robot

The kinematic model of rear-driven car-like nonholonomic vehicle (see also Fig. 16.1)

is described by

q̇i = Ri(qi) ⋅ ui,
qi = (xi, yi, 𝜃i, 𝜙i), (16.1)

Ri(qi) =

⎛
⎜
⎜
⎜
⎜
⎝

cos 𝜃i 0
sin 𝜃i 0

1
li
⋅ tan𝜙i 0
0 1

⎞
⎟
⎟
⎟
⎟
⎠

,

where

qi ∈ ℜ2
—state vector.

ui = (u1i, u2i) ∈ ℜ2
—control vector, pushing/steering speed.

xip = (xi, yi)T ∈ ℜ2
—position vector of platform Pi.

𝜃i—orientation angle.

𝜙i—steering angle.

li—length of vehicle.
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Fig. 16.1 Nonholonomic vehicle

16.2.2.2 Kinematic Model of a Differential-Drive Robot

We consider differential-drive robots that have two driving wheels, each with diam-

eter r. Point P is the center point between the driving wheels. The distance between

each wheel and P is l, see Fig. 16.2.

Let the robot’s target (goal) position be (xg, yg) in a global frame as shown in

Fig. 16.2b, where

dl = distance traveled by left wheel

dr = distance traveled by right wheel

d = (dr + dl)∕2 travel distance covered by robot

𝛥 = (dr − dl)∕D, central angle, where D = 2l
R = d∕𝛥, turning radius

The error in position is Epos and the error in orientation is E
𝜃

. The aim is to reduce

Epos, which can be done by controlling the linear and angular speeds. In our imple-

mentation, a proportional control strategy is used.

[
vt
w

]
=
(
kp 0
0 k

𝜃

)
⋅
[
Epos
E
𝜃

]
, (16.2)

where

Epos =
√

Dx
2 + Dy

2
and Dx = xg − xr , Dy = yg − yr

E
𝜃

= atan2(Dy,Dx) − 𝜃r.

Here kp and k
𝜃

are proportional terms.

To move the robot the velocity vector (vt,w) is converted to (vr, vl) by Eq. (16.3)

(see [27] and Fig. 16.2b).

vr = vt + (D∕2)w,
vl = vt − (D∕2)w, (16.3)

where

vt = linear velocity

w = angular velocity

vr = linear velocity of right wheel

vl = linear velocity of left wheel
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Fig. 16.2 Differential-drive

robot a Schematic diagram

of a differential-drive robot.

b Position error from a target

position

16.2.3 Obstacle Avoidance Using Artificial Force Fields

The tracking velocity in the direction of a target is designed as a control term which

works as an attractive force
vti = kti(xip − xti), (16.4)

xti ∈ ℜ2
—position vector of target Ti

kti ∈ ℜ2×2
—gain matrix (diagonal).

In addition to that, repulsive forces may appear between platforms Pi and obsta-

cles Oj leading to repulsive velocities



16 Multi-Robot Navigation Using Market-Based Optimization 343

Fig. 16.3 Geometrical relationship between platforms

vijob = −cijob(xjp − xjob)dij
−2
ob , (16.5)

vijob ∈ ℜ2
—repulsive velocity vector between platform Pi and obstacle Oj

xjob ∈ ℜ2
—position vector of obstacle Oj

dijob ∈ ℜ—Euclidian distance between platform Pi and obstacle Oj
cijob ∈ ℜ2×2

—gain matrix (diagonal).

Repulsive forces may also appear between platforms Pi and Pj from which we get

the repulsive velocities

vijp = −cijp(xip − xjp)dij
−2
p (16.6)

vijp ∈ ℜ2
—repulsive velocity between platforms Pi and Pj

dijp ∈ ℜ—Euclidian distance between platforms Pi and Pj

cijp ∈ ℜ2×2
—gain matrix (diagonal)

The resulting velocity vdi is the sum

vdi = vti +
mob∑

j=1
vijob +

mp∑

j=1
vijp, (16.7)

where mob and mp are the numbers of contributing obstacles and platforms. It should

be emphasized that the force fields are switched on/off according to the actual sce-

nario: distance between interacting systems, state of activation according to the sen-

sor cones of the platforms, positions and velocities of platforms w.r.t. to targets,

obstacles, and other platforms. All calculations of the velocity components (16.4)–

(16.7), angles, and sensor cones are formulated in the local coordinate systems of

the platforms (see Fig. 16.3).
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Fig. 16.4 Deformation of potential fields around obstacles using fuzzy rules

16.2.4 “Deformation” of Potential Fields Using Fuzzy Rules

Potential fields of obstacles (static and dynamic) act normally independently of the

attractive force of the target. This may cause unnecessary repelling forces especially

in the case when the platform can “see” the target.

Another situation occurs when the tracking velocity |vti| becomes zero for some

reason. In this case a platform would be pushed away from an obstacle even if it

should keep its position. The goal is therefore to “deform” the repulsive potential

field so that it is strong if the obstacle hides the target and weak if the target “can be

seen” from the platform. In addition, the potential field should also be strong for a

high tracking velocity and weak for a small one (see Fig. 16.4). These requirements

can be achieved by introducing a coefficient coefij ∈ [0, 1] that is multiplied to vijob
to obtain a new vijob as follows:

vijob = −coefij ⋅ cijob ⋅ (xip − xjob)dij
−2
ob . (16.8)

The coefficients coefij can be calculated by a set of 16 fuzzy rules like

IF |vti| = B AND 𝛼ij = M, (16.9)

THEN coefij = M,

where 𝛼ij is the angle between vijob and vti. The set of 16 rules can be summarized

in a table shown in Fig. 16.5a. Z—ZERO, S—SMALL, M—MEDIUM, B—BIG are

fuzzy sets (see [28]). The corresponding membership functions 𝜇
𝛼

, 𝜇vt, and 𝜇coef are

triangular and shown in Fig. 16.5b. Finally, (16.7) can be rewritten into

vdi = vti +
mob∑

j=1
wijfuzzvijob +

mp∑

j=1
vijp, (16.10)
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Fig. 16.5 Fuzzy rules for deformation of potential fields. a Fuzzy table. b Membership functions

where

wijfuzz = coefij =
∑s

l=1 𝜇
l(|vti|, 𝛼ij) ⋅ coef lij

∑s
l=1 𝜇

l(|vti|, 𝛼ij)
, (16.11)

𝜇

l = min(𝜇vt, 𝜇𝛼

),

s—number of rules.

16.3 MB Approach

Market-based optimization is used to improve the motion behavior of robots when

other robots are present in their vicinity. The improvement aims at producing smooth

motions that avoid abrupt changes of motion due to the other moving robots. The
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improvement is sought through appropriate weighting of the repulsive forces/

velocities vijob and vijp using MBO methods.

The desired motion of platform Pi is then described by

vdi = voi +
mp∑

j=1,i≠j
wijvijp +

mob∑

j=1,i≠j
wijobvijob, (16.12)

where voi is a combination of

– tracking velocity depending on distance between platforms i and goal i
– Traffic rules

wij—weighting factors for repelling forces where
∑mp

j=1,i≠j wij = 1
wijob—weighting factors for repelling forces between platform i and obstacle j.

The first objective is to change the weights wij so that all contributing platforms

show a smooth dynamical behavior during avoiding each other. One possible option

for tuning the weights wij is to find a global optimum over all contributing plat-

forms. This, however, is rather difficult especially in the case of many interacting

platforms. Therefore, a multiagent approach has been preferred. The determination

of the weights is done by producer–consumer agent pairs in a MB scenario that is

presented in the following.

Assume that to every local system Si (platform) belongs a set ofm producer agents

Pagij and m consumer agents Cagij. Producer and consumer agents sell and buy,

respectively, the weights wij on the basis of a common price pi. Producer agents

Pagij supply weights wijp and try to maximize specific local profit functions 𝜌ij where

“local” means “belonging to system Si”. On the other hand, consumer agents Cagij
demand for weights wijc from the producer agents and try to maximize specific local

utility functions Uij. The whole “economy” is in equilibrium as the sum over all

supplied weights wijp is equal to the sum over all utilized weights wijc .

m∑

j=1
wijp (pi) =

m∑

j=1
wijc(pi). (16.13)

A “trade” between a producer and consumer agent is managed by cost functions

for both types of agents. We define a local utility function for the consumer agent

Cagij

Utility = benefit − expenditure
Uij = ̃bijwijc − c̃ijpi(wijc )

2
, (16.14)

where ̃bij, c̃ij ≥ 0, pi ≥ 0. Furthermore, a local profit function is defined for the pro-

ducer agent Pagij
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Fig. 16.6 Energy and utility function

profit = income − costs,
𝜌ij = gijpi(wijp ) − eij(wijp )

2
, (16.15)

where gij, eij ≥ 0 are free parameters which determine the average price level. It has

to be emphasized that both cost functions (16.14) and (16.15) use the same price pi
on the basis of which the weights wij are calculated. From the system Eq. (16.12) we

define further a local energy function to be minimized

̃Jij = vTdivdi ,

= aij + bijwij + cij(wij)2 → min, (16.16)

where ̃Jij ≥ 0, aij, cij > 0. The question is how to combine the local energy function

(16.16) and the utility function (16.14), and how are the parameters in (16.14) to be

chosen? An intuitive choice

̃bij = |bij|, c̃ij = cij (16.17)

guarantees wij ≥ 0. It can also be shown that, independently of aij, near the equilib-

rium vdi = 0, and for pi = 1, the energy function (16.16) reaches its minimum, and

the utility function (16.14) its maximum, respectively, (see Fig. 16.6). With (16.17)

the utility function (16.14) becomes

Uij = |bij|wijc − cijpi(wijc )
2
. (16.18)

Maximization of the local utility function (16.18) leads to

wijc =
|bij|
2cij

⋅
1
pi
. (16.19)

Maximization of the local profit function (16.15) yields

wijp =
pi
2𝜂ij

where 𝜂ij =
eij
gij

. (16.20)
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Substituting (16.19) and (16.20) into (16.13) gives the prices pi for the weights wijp

pi =

√√√√
∑m

j=1 |bij|∕cij
∑m

j=1 1∕𝜂ij
. (16.21)

Substituting (16.21) into (16.19) yields the final weights wij to be implemented in

each local system. Once the new weights wij are calculated, each of them has to

be normalized with respect to
∑m

j=1 wij which guarantees the above requirement
∑m

j=1 wij = 1.

16.4 MB Optimization of Obstacle Avoidance

16.4.1 MBO Between Active Mobile Platforms

In the following the optimization of obstacle avoidance between moving platforms

by MB methods will be addressed. Coming back to the equation of the system of

mobile robots (16.12)

vdi = voi +
mp∑

j=1,i≠j
wijvijp, (16.22)

where voi is a subset of the RHS of (16.7)—a combination of different velocities

(tracking velocity, control terms, etc.), vijp reflects the repelling forces between plat-

forms Pi and Pj. The global energy function (16.16) reads

̃Ji = voTi voi + 2voTi

mp∑

j=1,i≠j
wijvijp, (16.23)

+ (
mp∑

j=1,i≠j
wijvijp)

T (
mp∑

j=1,i≠j
wijvip).

The local energy function reflects only the energy of a pair of two interacting

platforms Pi and Pj

̃Jij = voTi voi + (
mp∑

k=1,k≠i,j
wikvikp)

T (
mp∑

k=1,k≠i,j
wikvikp)

+ 2
mp∑

k=1,k≠i,j
wikvoTi vikp
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+ 2wij(voTi +
mp∑

k=1,k≠i,j
wikvikTp )vijp (16.24)

+ w2
ij(vij

T
p vijp).

Comparison of (16.24) and (16.16) yields

bij = 2(voTi +
mp∑

k=1,k≠i,j
wikvikTp )vijp,

cij = (vijTp vijp), (16.25)

while neglecting aij because aij does not contribute to the MBO process.

16.5 Simulation Results

In order to validate the MBO navigation strategy, extensive experiments were per-

formed. Limitations of the MBO navigation strategy are also discussed by showing

the scenarios where mobile robots run into problems like deadlocks or emergency

stops.

1. Some experiments were performed to test the effect of fuzzy rules around

obstacles.

2. Experiments were performed to test MBO for different numbers of mobile robots

moving in a small area. In these experiments, simple scenarios were considered

and detailed results are described. Experiments were performed for 3, 4, and 5
robots.

3. For extensive experimentation to check the validation of MBO, an experimental

setup is used where random scenarios were generated. Experiments were per-

formed with and without obstacles; for 3, 4, and 5 robots, 20 random scenarios

were generated for each experiment.

16.5.1 Software Framework and Packages

The implementation is based on the Robot operating system (ROS) [29] using the

3D robot simulation environment Gazebo [30]. The simulated robots were all of

differential-drive type, where the erratic robot packages in ROS were extended to

incorporate the proposed navigation strategy.

An erratic robot is a differential-drive robot. It is selected for testing, as the

“erratic_robot” stack is available in ROS. This stack has a basic configuration,

hardware drivers, sensor drivers, and a simulation for erratic robots in Gazebo. A

differential-drive plug-in for the Gazebo simulator is available in the “erratic_robot”
stack.
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Table 16.1 Possible options combination of algorithm

MBO TF Algorithm behavior

1 OFF OFF Traditional PF

2 OFF ON Traditional PF with TF

3 ON OFF Traditional PF with MBO

4 ON ON Traditional PF with TF and MBO

16.5.2 Experimental Setup

The traditional potential field algorithm (PF)—by which we mean the pure PF

algorithm without any enhancement—is implemented in the ROS package

“potentialfields.” A ROS node can be started on any robot with different options.

Traffic rules (TF) and MBO are options and can be selected with the following four

combinations given in Table 16.1.

The navigation strategy is tested by the Gazebo simulator in ROS, using different

scenarios with different numbers of erratic robots. Every “erratic robot” is equipped

with a laser range finder for obstacle detection. Every robot uses its local frame to

compute its velocity vectors and tries to avoid other robots to reach its goal position.

Experiments are performed in different scenarios for each of which the data (lin-

ear and angular velocities, position in the map at time t) are logged. In this work,

five parameters are used for the performance evaluation of each robot: “accuracy,”

“completion time,” “path length,” “curvature change,” and “lateral stress.”

16.5.2.1 Evaluation Parameters

In [31] an evaluation framework is given for the testing of motion methods of mobile

robots. This framework can be used to evaluate and compare different motion meth-

ods but only on a single robot.

On the other hand, the MBO navigation strategy can be evaluated only for mul-

tiple robots navigating in a shared area where each robot uses the same method for

navigation. This makes it difficult to evaluate multi-robot navigation methods. In the

following an evaluation framework proposed by [31] is used where the evaluation

parameters are computed for every robot taking part in multi-robot navigation in a

shared area. The evaluation parameters used are as follows.

Accuracy

“Accuracy” is the distance between a robot’s actual final position xfinalpos and its tar-

get position xti. This parameter tells us whether the robot was able to reach its goal

position and how far it was from its goal? “Accuracy” is calculated by
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Accuri = ||xti − xfinalpos||. (16.26)

Completion Time

“Completion time” is the time in seconds that a robot will take to complete its navi-

gation task. For a good performance, a robot should have low completion (execution)

time. (Here, the ROS simulation time is considered because we are working in sim-

ulation)

Path Length

The “path length” is the total travel distance covered by the robot to reach its target

position. Shorter path lengths are desirable for a better performance.

Curvature Change (CC)

“Curvature change” is associated with car-like robots and is helpful to find unwanted

turns in the trajectory [31]. Since we have information about linear and angular veloc-

ities of robots, the curvature can be found using Eq. (16.27) [31]

k(i) = w(i)
v(i)

, (16.27)

where w(i) and v(i) are angular and linear velocities, respectively. The parameter

“curvature change” is computed as

CC =
∑N

i=1(|k(i)
′| . 𝛥t)

N
, (16.28)

where N is total number of time steps. A small value of CC is desirable for smooth

robot motion.

Lateral Stress (LS)

The parameter “Lateral stress” helps to find the behavior of robot while turning. It is

computed by Eq. (16.29) [31]

LS =
N∑

i=1
( v(i)

2

|r(i)|
. 𝛥t), (16.29)
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where r(i) = 1
k(i)

and v(i) and r(i) are the linear velocity and the curvature radius,

respectively. If the robot is turning at a high speed it means that LS will be high. So

a small value of LS is desirable for safe turning.

It is highly very difficult to achieve good performance in all of these parameters

at the same time. It is possible that, for example, a robot with less completion time

has a higher curvature change. The same may also be valid for other parameters.

Therefore, a trade-off between these parameters is necessary.

16.5.3 Results

16.5.3.1 Obstacle Avoidance (Comparison with and Without Fuzzy Rules)

Experiments were run to check how fuzzy rules can optimize obstacle fields. Three

different tests were run in this context. In the first test, 3 obstacles were placed

between robot initial and target positions. The robot’s movement was tested with

and without fuzzy rules as shown in Fig. 16.7a.

It can be seen that without fuzzy rules, due to an unwanted rotation of the robot

near obstacles, the robot took more time to reach its target while in the case of using

fuzzy rules, the robot can pass between two obstacles without being strongly dis-

turbed by them during the passage.

In the second test, three obstacles were placed with different configurations (non-

collinear). In Fig. 16.7b, it can be seen that without fuzzy rules, the robot path is

strongly effected by obstacle potential fields.

In the third test, the goal point was situated in the effective range of an obstacle.

In Fig. 16.7c, it can be seen that without fuzzy rules the robot was unable to reach

its target position, while in the case of using fuzzy rules the robot reached its target

position with success.

16.5.3.2 Results—Simple Scenarios

The MBO navigation approach was tested on several simple scenarios. In these sce-

narios, robots interact in a small area while heading to their goal positions. Experi-

ments are performed with and without obstacles.

Movement of Three Robots Without Obstacles

In the case of the 3 robots “𝛼,” “𝛽,” and “𝛾 ,” initial and target positions were selected

in such a way that—while moving—the robots are forced to interact with each other.

Three robots reached their target positions under the four combinations given in

Table 16.1. Navigation results can be seen in Fig. 16.8. Detailed results of each robot

can be seen in Table 16.2.
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Fig. 16.7 Performance

comparison with and without

fuzzy rules. 𝛼S (start

position) and 𝛼T (target

position.), a Three obstacles

placed in a line, b Three

obstacles placed at different

places, c Goal in obstacle

range
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Fig. 16.8 Movement of three robots without obstacles: Navigation results of different options of

the navigation algorithm, a mboOff–tfOff, b mboOff–tfOn, c mboOn–tfOff, d mboOn–tfOn

Table 16.2(d) shows the combined (averaged) result of 3 robots. It can be seen

from Table 16.2(d) that in case of MBO navigation strategy, the robots took less time

and covered less distance to complete the navigation task. CC and LS parameters

show that the movement was smooth while using this algorithm.

Movement of Three Robots with Obstacles

In this experiment, navigation of three robots was tested in a shared area where static

obstacles were also placed. Starting and target positions were selected for robots “𝛼,”

“𝛽,” and ‘𝛾’. Three obstacles were placed in the area. These positions were selected

in such a way that while moving, these robots were interacting with each other and

sensing static obstacles at the same time. With different options (from Table 16.1) of

the navigation approach, all the robots were able to reach their target positions.

Navigation results can be seen in Fig. 16.9.

Detailed results of each robot can be seen in Table 16.3. The accuracy parameter

shows that all robots succeeded in reaching their target positions. “𝛼,” “𝛽,” and ‘𝛾’

robots took less time in the case of option “mboON and tfON.” Distance covered by
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Table 16.2 Movement of three robots without obstacles: Performance comparison of different

options of the navigation algorithm

a mboOFF–tfOFF mboOFF–tfON mboON–tfOFF mboON–tfON

Accur 0.100 0.100 0.100 0.099

Time 68.100 71.400 63.000 63.900

Length 24.370 26.861 24.269 24.350

CC 0.317 0.992 0.355 0.425

LS 2.270 3.345 2.085 2.185

b

Accur 0.100 0.100 0.099 0.099

Time 67.000 69.100 65.600 67.000

Length 29.311 29.624 29.125 29.192

CC 1.681 2.375 1.459 1.558

LS 1.106 1.293 1.073 1.031

c

Accur 0.099 0.100 0.099 0.099

Time 68.900 70.200 65.800 66.500

Length 29.380 29.757 27.668 27.926

CC 0.735 0.731 0.557 0.480

LS 2.873 3.201 2.553 2.683

d

Avg Accur 0.100 0.100 0.099 0.099

Avg Time 68.000 70.233 64.800 65.800

Avg Length 27.687 28.748 27.021 27.156

Avg CC 0.911 1.366 0.790 0.821

Avg LS 2.083 2.613 1.904 1.966

each robot was also less when MBO was used. In the case of using the MBO method

the CC value was less for “𝛼” and “𝛽” robots but for “𝛾” robot it was almost same

as compared with traditional PF. The value of LS parameter was also less when the

MBO method was used showing the safe turning of robots. A combined (averaged)

result of this scenario is shown in Table 16.3(d), due to MBO a better performance

can be clearly observed from the different values of the metrics.

Movement of Five Robots Without Obstacles

In this experiment, the algorithm was tested with five robots, “𝛼,” “𝛽,” “𝛾 ,” “𝛿,” and

“𝜖.” Navigation results with different options (from Table 16.1) in Fig. 16.10 show

that the MBO navigation strategy is far better than the traditional PF, because it

reduced the unwanted effects of superimposing potential fields.



356 R. Palm et al.

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

αS

αT

x

y

βS

βT

γS

γT

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

αS

αT

x

y

βS

βT

γS

γT

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

αS

αT

x

y

βS

βT

γS

γT

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

αS

αT

x

y

βS

βT

γS

γT

(a) (b)

(c) (d)

Fig. 16.9 Movement of three robots with obstacles: Navigation results of different options of the

navigation algorithm, a mboOff–tfOff, b mboOff–tfOn, c mboOn–tfOff, d mboOn–tfOn

When “mboOFF and tfOFF” option was used all the robots safely reached their

target positions but showed unwanted movements in Fig. 16.10a. In the case of

“mboOFF and tfON,” traffic rules option was turned on (Fig. 16.10b). In this case

conditions for applying traffic rules were fulfilled by “𝛽” and “𝛾” robots. When

“mboOn and tfOFF” option was used all the robots safely reached at their target

positions but with a far better result than in Fig. 16.10a, b.

Detailed results for each robot can be seen from Table 16.4. It can be analyzed

from combined (averaged) results (Table 16.4(f )) of this scenario that the MBO nav-

igation strategy performs really well compared with traditional PF.

Movement of Five Robots with Obstacles

In this test, five robots were moving in a shared area in the presence of static obsta-

cles. Placement of starting and target positions of robots were selected in such a way

that while movement, robots were sensing static obstacles and other robots at the

same time. In this experiment the movement of the robots was tested with different

options (from Table 16.1) of algorithm. Navigation results can be seen in Fig. 16.11.
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Table 16.3 Movement of three robots with obstacles: Performance comparison of different options

of the navigation algorithm

a mboOFF–tfOFF mboOFF–tfON mboON–tfOFF mboON–tfON

Accur 0.099 0.100 0.100 0.099

Time 93.600 97.600 70.000 71.300

Length 36.626 34.636 28.171 28.690

CC 1.762 1.547 0.703 0.513

LS 5.378 4.880 2.573 3.228

b

Accur 0.100 0.099 0.100 0.099

Time 93.300 81.900 77.300 76.999

Length 36.548 33.017 32.249 32.314

CC 3.459 1.092 2.153 2.374

LS 4.406 1.711 2.188 2.481

c

Accur 0.100 0.100 0.100 0.099

Time 90.700 77.100 70.100 70.900

Length 28.402 28.646 26.213 26.254

CC 0.413 0.434 0.381 0.428

LS 3.003 2.874 2.770 2.748

d

Avg Accur 0.100 0.099 0.100 0.099

Avg Time 92.533 85.533 72.467 73.066

Avg Length 33.859 32.099 28.878 29.086

Avg CC 1.878 1.024 1.079 1.105

Avg LS 4.263 3.155 2.511 2.819

In the case of “mboOFF and tfOFF” option, traditional PF was used that helped

every robot to reach its target position safely but with unwanted movements of robots

Fig. 16.11a.

Detailed results of each robot are shown in Table 16.5. Table 16.5(f ) shows the

combined (averaged) result of this scenario, and the performance of the MBO

method can be compared with traditional PF.

16.5.3.3 Results of Random Scenarios

Navigation algorithms can behave differently in different environments and situa-

tions. So, there is a possibility that a navigation algorithm showing good results

in one scenario can give unwanted results in other scenarios. We designed a set of

random scenarios to test the performance of the proposed approach under different

crossing situations. To generate each random scenario, we subdivide the environ-
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Fig. 16.10 Movement of five robots without obstacles: Navigation results of different options of

the navigation algorithm, a mboOff–tfOff, b mboOff–tfOn, c mboOn–tfOff, d mboOn–tfOn

ment using a rectangular grid of cells, where each cell has a size of 4 by 4 meters.

The goal position of each robot is generated by randomly picking up a cell among a

set of candidate target cells. The initial position of the robot is however fixed.

A specific time period was given as an upper bound for each robot to reach its tar-

get. In this respect, we set the upper bound of completion time to be 7, 10, and 12 min

for 3, 4, and 5 robots, respectively. Failures can occur when one/many robots are not

able to reach their goal positions within the given time. For each number of robots,

we generated 20 random scenarios. The aggregated result of each navigation option

in every scenario is normalized with respect to the nonoptimized option (mboOFF

and tfOFF). The normalization is computed as the ratio of the result of each option

and the result of the nonoptimized option. In other words,

normalized result of option i = result of option i / result of option 1

By doing this normalization, the results of every scenario are equally scaled.

Median, mean, and standard deviation of normalized results of 20 random scenarios

are calculated for each number of robots (3, 4, and 5).

The MBO navigation strategy was tested with three robots “𝛼,” “𝛽,” and “𝛾” in

20 random scenarios. Figure 16.12 shows the fixed starting positions “𝛼S,” “𝛽S,” and

“𝛾S,” and the possible target positions “𝛼T ,” “𝛽T ,” and “𝛾T” to be selected randomly

for the three robots in an environment without obstacles. The starting and target

positions in an environmnet with obstacles are shown in Fig. 16.13.
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Table 16.4 Movement of five robots without obstacles: Performance comparison of different

options of the navigation algorithm

a mboOFF–tfOFF mboOFF–tfON mboON–tfOFF mboON–tfON

Accur 0.100 0.100 0.099 0.100

Time 87.000 86.800 81.600 80.900

Length 33.851 33.378 29.201 29.097

CC 0.605 0.394 0.335 0.354

LS 4.154 3.834 2.810 2.817

b

Accur 0.099 0.099 0.099 0.099

Time 72.400 74.900 67.300 70.400

Length 29.751 32.625 28.797 29.706

CC 2.165 3.513 2.674 2.814

LS 0.920 1.974 0.850 0.842

c

Accur 0.099 0.099 0.099 0.100

Time 77.399 78.200 67.400 72.100

Length 33.555 30.457 28.891 29.280

CC 0.757 0.484 0.458 0.625

LS 5.725 3.525 3.303 3.154

d

Accur 0.099 0.099 0.099 0.100

Time 82.000 76.600 74.099 67.900

Length 35.772 34.036 33.121 31.092

CC 1.466 2.008 1.318 1.220

LS 2.228 2.055 1.627 1.407

e

Accur 0.099 0.099 0.100 0.099

Time 89.000 89.500 84.700 84.200

Length 48.636 49.071 46.237 46.180

CC 0.616 0.730 0.694 0.708

LS 5.305 5.205 4.579 4.779

f

Avg Accur 0.099 0.099 0.099 0.099

Avg Time 81.560 81.200 75.020 75.100

Avg Length 36.313 35.913 33.250 33.071

Avg CC 1.122 1.426 1.096 1.144

Avg LS 3.667 3.319 2.634 2.600
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Fig. 16.11 Movement of five robots with obstacles: Navigation results of different options of the

navigation algorithm, a mboOff–tfOff, b mboOff–tfOn, c mboOn–tfOff, d mboOn–tfOn

The combined results for the three-robot test case can be seen in Fig. 16.14. The

results show that the MBO navigation method is better compared to traditional PF.

We got small standard deviation values for time and length parameters but large

standard deviation for CC and LS parameters. This can be mainly attributed to the

maneuvers aiming at avoiding possible collision with other nearby robots.

A similar behavior of the different options of the navigation approach was noticed

in the case of scenarios involving four and five robots. The results of random scenar-

ios involving four robots with and without obstacles are shown in Fig. 16.15, while

the results of scenarios with five robots are displayed in Fig. 16.16.

16.5.4 Results Summary

The proposed algorithm presented in this paper is a combination of multiple meth-

ods. Potential fields are used for a safe movement of robots from starting positions to

target positions. Fuzzy rules are used to reduce the effect of repulsive potential fields

in the vicinity of obstacles. Traffic rules are used to handle situations where robot

paths are crossing each other. The MBO navigation strategy is used to optimize repul-
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Table 16.5 Movement of five robots with obstacles: Performance comparison of different options

of the navigation algorithm

a mboOFF–tfOFF mboOFF–tfON mboON–tfOFF mboON–tfON

Accur 0.129 0.099 0.100 0.099

Time 106.500 93.700 83.000 85.300

Length 37.963 38.011 30.623 31.547

CC 2.182 1.749 0.629 1.451

LS 6.477 5.547 3.575 3.919

b

Accur 0.099 0.099 0.100 0.099

Time 88.700 79.400 72.600 71.800

Length 37.010 30.110 29.915 30.142

CC 2.505 4.349 2.124 2.119

LS 4.049 1.725 1.021 1.137

c

Accur 0.099 0.100 0.100 0.099

Time 82.400 78.400 71.200 71.200

Length 34.008 33.524 31.185 31.283

CC 1.294 0.838 0.427 0.543

LS 3.290 3.588 3.655 3.760

d

Accur 0.099 0.125 0.099 0.100

Time 91.100 98.500 79.700 80.300

Length 36.522 34.891 31.202 31.502

CC 1.239 0.982 1.662 1.480

LS 2.905 2.435 1.321 1.444

e

Accur 0.100 0.100 0.191 0.099

Time 93.900 93.300 83.200 89.200

Length 49.098 50.403 48.249 47.893

CC 0.543 1.237 0.731 0.677

LS 4.309 4.744 4.816 4.556

f

Avg Accur 0.105 0.104 0.118 0.099

Avg Time 92.520 88.660 77.940 79.560

Avg Length 38.920 37.388 34.235 34.473

Avg CC 1.553 1.831 1.115 1.254

Avg LS 4.206 3.608 2.877 2.963
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Fig. 16.12 Placement of three robots in random scenarios without obstacles: possible grid map

positions, a 𝛼 robot positions, b 𝛽 robot positions, c 𝛾 robot positions

Fig. 16.13 Placement of three robots in random scenarios with obstacles: possible grid map posi-

tions, a 𝛼 robot positions, b 𝛽 robot positions, c 𝛾 robot positions

sive potential fields of robots acting in a shared area. After using all these methods a

final velocity vector is computed and provided to the robot. It has been observed that

the navigation of mobile robots can be effectively implemented using a combina-

tion of these methods. First, fuzzy rules were tested for obstacle avoidance. It could

be observed that fuzzy rules can reduce unnecessary potential fields in the effective

region of obstacles.

In further experiments the validation of the MBO method was tested, and results

were compared with traditional PF. It has been observed that while using the tra-

ditional PF method repulsive potential fields caused unwanted motions of robots,

but after activation of the MBO option smoother results were obtained. From the

experiments it has been examined that robots using the MBO method take less time

and cover less travel distance, while values of LS parameters in different scenarios

showed that the MBO method helps in safe turnings of robots while moving. During

experiments it has been observed that the MBO method has more effect on time and

length parameters, while CC and LS are more related with low-level robot control.

In the results of random scenarios it is observed that MBO method showed better

results in most of the scenarios. However, in some scenarios MBO leads to failures

due to the limitations of MBO method.
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Fig. 16.14 Combined results of random scenarios involving three robots with and without obsta-

cles in the environment. The results are the median, mean, and standard deviation of 20 random

scenarios after normalizing w.r.t. nonoptimized case

Another point is that an increased number of robots affects the performance of

the MBO strategy. On the one hand the performance becomes better compared with

traditional PF. On the other hand some risk of collision remains due to limitations

of all methods used here. Since the proposed algorithm is a combination of different

methods, the final movement of robots will be—more or less—effected by all these

methods. This is also valid for the limitations of every method, e.g., potential fields

have a local minimum problem, traffic rules may add additional velocity vectors

causing unwanted movements of the robots. The MBO method has two limitations:

One is due to the normalization of weights to 1 that can lead to too small weights to
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Fig. 16.15 Combined results of random scenarios involving four robots with and without obsta-

cles in the environment. The results are the median, mean, and standard deviation of 20 random

scenarios after normalizing w.r.t. nonoptimized case

some robots if the number of robots in a small area grows. The second limitation of

the MBO method is that while computing the weights it only considers the positions

and does not consider orientations of other robots. These issues can be solved by

changing the normalization of weights accordingly and by considering the directions

of motion of other robots in the MBO method. These issues will be considered in

future developments.In future work, some features will be added to enable a robot

to differentiate between static and dynamic obstacles using laser range finder and to

localize itself in the global map.
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Fig. 16.16 Combined results of random scenarios involving five robots with and without obsta-

cles in the environment. The results are the median, mean, and standard deviation of 20 random

scenarios after normalizing w.r.t. nonoptimized case

16.6 Conclusion

Navigation and obstacle avoidance of mobile robots can be performed by a vari-

ety of principles like artificial potential fields, traffic rules, and control methods. It

has also been shown that a “deformation” of central symmetry using fuzzy rules

may be helpful because it takes the robot-object scenario better into account. An

important aspect is the market-based optimization (MBO) of competing potential
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fields of mobile platforms. MBO imitates economical behavior and the competition

between consumer and producer agents. By means of MBO some potential fields

will be strengthened and some weakened depending on the actual scenario. This

is required when more than two robots compete within a small area which makes

a certain minimum distance between the robots and appropriate maneuvers neces-

sary. Therefore, MB navigation allows smooth motions in such situations. Simulation

experiments have shown the feasibility of the presented method. One main aspect of

this paper was to implement and test extensively the MBO navigation strategy on

the realistic simulation environment ROS and Gasebo to be able to implement the

results to real robots.
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Chapter 17
Fault Tolerant Estimation of UAV
Dynamics via Robust Adaptive Kalman
Filter

Chingiz Hajiyev and Halil Ersin Soken

Abstract A covariance scaling based robust adaptive Kalman filter (RAKF)
algorithm is developed for the case of sensor/actuator faults. The proposed RAKF
uses variable scale factors for scaling the process and measurement noise covari-
ances and eliminating the effect of the faults on the estimation procedure. At first,
the existing covariance estimation based adaptation techniques are reviewed. Then
the covariance scaling methods with single and multiple factors are discussed. After
choosing the efficient adaptation method an overall concept for the RAKF is pro-
posed. In this concept, the filter initially isolates the fault, either in the sensors or in
the actuators, and then it applies the required adaptation process such that the
estimation characteristic is not deteriorated. The performance of the proposed filters
is investigated via simulations for the UAV state estimation problem. The results of
the presented algorithms are compared for different types of sensor/actuator faults
and recommendations about their application are given within this scope.

17.1 Introduction

Since 1990s the unmanned aerial vehicles (UAVs) has taken place in our life. There
is an overwhelming interest in them, especially in the military field, due to their
advantages such as reducing human life loss and cost of the performed mission.
They have been preferred as a part of wide range of missions from disaster control
to missile decoy [1] and can perform all these missions with low failure risk.
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Nonetheless, as an obligation for the successful mission, they must be excellent in
terms of autonomy because of the absence of a human pilot who can take the
initiative. In this sense, navigation system design for the UAVs is an open dis-
cussion [2] and fault-tolerant UAV control system constitutes an important part of
these discussions [3].

The preliminary phase for the UAV control system design is building an
observer to accurately estimate the states that will be controlled. That is a desired
procedure since it is important to know the parameters like velocity, altitude,
attitude, etc., precisely. Only if these states are estimated properly, the aircraft can
be controlled successfully. However, for such accurate estimation procedure both
the sensors and actuators should be fault free. In contrary, the estimator gives
inaccurate results and diverges by time unless it is built robust in order to overrun
these issues.

The Kalman filter (KF) approach to the state estimation is quite sensitive to any
malfunctions. If the condition of the real system does not correspond to the models,
used in the synthesis of the filter, then these changes, resulting from some possible
failures at the sensors or actuators, significantly decrease the performance of the
estimation system. In such cases, the KF can be adapted and adaptive or robust
Kalman filters can be used to recover the possible malfunctions.

The KF can be adapted and hence made insensitive to the sensor or actuator
failures by using various different techniques. The basic approaches to the adaptive
Kalman filtering problem are the multiple-model-based adaptive estimation
(MMAE) [4–6], innovation-based adaptive estimation (IAE) [7–9] and
residual-based adaptive estimation (RAE) [10, 11]. While in the first approach, a
bank of Kalman filters run in parallel under different models for the filter’s statis-
tical information, in the rest the adaptation is performed by directly estimating the
covariance matrices of the measurement and/or system noises based on the changes
in the innovation or residual sequences.

The MMAE methods described in [4–6] assume the faults are known. The
parallel running KFs are designed for the known sensor/actuator faults and the
algorithm works for the faults within these limits. Besides the MMAE approach
requires high computational load due to several KFs running parallel. As a result of
these drawbacks the MMAE method can be used only for a limited number of
applications.

Estimation of the covariance matrices by the IAE and RAE [7–11] requires using
the innovation or residual vectors for N epoch. This increases the storage burden
and presents the determination of the moving window width, N, as another problem.
Furthermore, the IAE and RAE estimators require that the number, type, and dis-
tribution of the measurements for all epochs within a window should be consistent.
If they are not, the covariance matrices cannot be estimated based on the innovation
or residual vectors.

In [12] an approach to detect and isolate the aircraft sensor/actuator faults
affecting the mean of the KF innovation is presented. The effects of the sensor and
actuator faults in the innovation of the channels are investigated, and a decision
approach for isolating the sensor and actuator faults is proposed. When a KF is
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used, the decision statistics changes regardless the fault is in the sensors or in the
actuators. On the other hand, in [12] Hajiyev and Caliskan present a robust Kalman
filter (RKF) based on the Doyle–Stein condition and show that distinguishing the
sensor and actuator faults is easy by using this RKF. Although the paper proposes
an effective method for the fault isolation, this work examines the sensor and
actuator faults affecting only the mean of the innovation, and, as another drawback,
the given measurement noise covariance adaptation procedure is hard to apply.

Another concept for the KF adaptation is to scale the noise covariance matrix by
multiplying it with a time-dependent variable. One of the methods for constructing
such algorithm is to use a scale factor as a multiplier to the process or measurement
noise covariance matrices [13]. These types of algorithms are also named as fading
memory algorithms and the adaptive Kalman filter (AKF) is referred as the adaptive
fading Kalman filter (AFKF) [14]. When the process noise covariance matrix is
scaled (Q-adaptation) there is an actuator fault to be detected. Otherwise, when the
measurement noise covariance matrix is scaled (R-adaptation), a sensor fault is
dealt with. In [14, 15], an adaptation procedure based on single-scale factor and in
[16] a scheme based on multiple-scale factors is presented. The essence of using
multiple-scale factors is the performance of the KF that varies for each variable.
Unlike the adaptation with a single-scale factor, the multiple factor based method
scales only the required terms of the process/measurement noise covariances, so
any unnecessary information loss is prevented by disregarding only the data of the
faulty sensor/actuator. Nonetheless, these papers [14–16] take only the
Q-adaptation procedure into consideration and do not examine the R-adaptation
methods. Per contra, the R-adaptation is investigated for possible sensor faults in
[17] with a considerably simpler technique, but the Q-adaptation is not touched
upon. It is shown that if there is a malfunction in the measurement system, the RKF
algorithm can be utilized, and by correcting the measurement noise covariance
matrix with the measurement noise scale factor, insensitiveness of the filter to the
current sensor faults can be ensured.

Moreover, there are also published works in the literature which are interested in
both the R- and Q-adaptations [18–20]. However, in these papers an isolation
scheme for the fault is absent. These filters can detect whether there is a fault or not,
but the type of the fault (e.g., sensor or actuator) cannot be found. Besides, they are
based on single-scale factor and for complex multivariable systems they may not be
sufficiently accurate.

In this chapter, first we review the existing estimation based adaptation tech-
niques for the process and measurement noise covariance matrices to build a robust
adaptive Kalman filter (RAKF) algorithm. Then we propose novel noise covariance
scaling based methods for the filter adaptation and compare their performance with
the existing methods. We discuss the simultaneous R- and Q-adaptations by using
different combinations of these adaptation methods and investigate their applica-
bility for the UAV state estimation in case of sensor/actuator fault. In the last part,
we introduce a RAKF algorithm, which incorporates a two-stage adaptive filter
procedure for the detection and isolation of the sensor or actuator faults, and apply
for the UAV state estimation problem.
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The chapter proceeds as follow; in Sect. 17.2 flight dynamics model of the UAV
is given. In Sect. 17.3 the KF is introduced and in Sect. 17.4 a brief description
about the KF adaptation is given. In Sect. 17.5, the noise covariance estimation
based R- and Q-adaptation techniques are reviewed. Section 17.6 presents the novel
noise covariance scaling based R- and Q-adaptation methods for building the
RAKF. In Sect. 17.7 the proposed methods are compared with the existing ones and
the simultaneous Q- and R-adaptation methodology is discussed. In Sect. 17.8 an
overall scheme for the RAKF is presented in the light of the results obtained in
advance. In Sect. 17.9 the paper is concluded.

17.2 Mathematical Model of the UAV Flight Dynamics

The dynamic characteristic of an aircraft must be known in order to build a KF for
the state estimation. In general, equation derivation process for an aircraft may be
examined in two steps; derivation of the rigid body equations of motion and the
linearization.

In the first step, six rigid body equations which consist of three force and three
moment equations, are obtained for the UAV. With the assumptions of

• the aircraft is a rigid body,
• the mass of the aircraft remains constant for a relatively short duration of time,
• the xz plane of the aircraft is the plane of the symmetry,

following force and moment equations can be written for an aircraft [21]:

Fx =m u ̇+ qw− rvð Þ, ð17:1Þ

Fy =m v ̇+ ru− pwð Þ, ð17:2Þ

Fz =m ẇ+ pv− quð Þ, ð17:3Þ

L= p ̇Ixx + qrðIzz − IyyÞ− ðr ̇+ pqÞIxz, ð17:4Þ

M = q ̇Iyy − prðIzz − IxxÞ+ ðp2 − r2ÞIxz, ð17:5Þ

N = r ̇Izz + pqðIyy − IxxÞ+ ðqr+ p ̇ÞIxz. ð17:6Þ

Here, m is the mass of the aircraft; u, v, and w are the velocity components and Fx,
Fy, and Fz are the forces acting on the plane in the body frame along x, y, and
z directions; p, q, and r are the angular rates and L, M, and N are the moments about
x, y, and z axes in the body frame; Ixx, Iyy, Izz and Ixz are the moments of inertia and
the product of inertia terms for the related axes.

These nonlinear equations can be linearized by using the small perturbation
theory [22]. Hereafter, Δ ⋅ð Þ term is used for representing the perturbed state.
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In order to apply the method, these assumptions are also made:

• The motion of the aircraft consists of small perturbations about the steady flight
condition.

• Reference flight condition is symmetric.
• The propulsive forces remain constant.
• x axis is considered as it coincides with the direction of the aircraft velocity

vector.
• If order of Δqð Þ, . . . , Δvð Þ= ε neglect the terms with the order of ε2.

After that, linearized equations of motion for the aircraft can be derived. In
general, the equations are examined in two phases; longitudinal and lateral. Con-
sequently, the linearized longitudinal equations of motion for the UAV in the state
space form is,

Δu ̇
Δẇ
Δq ̇
Δθ
Δh ̇

2
6666664

3
7777775
=

Xu Xw 0 − g 0

Zu Zw u0 0 0

Mu +MẇZu Mw +MẇZw Mq +Mwu0 0 0

0 0 1 0 0

0 − 1 0 u0 0

2
6666664

3
7777775

Δu
Δw
Δq
Δθ
Δh

2
6666664

3
7777775

+

Xδe XδT

Zδe ZδT
Mδe +MẇZδe MδT +MẇZδT

0 0

0 0

2
6666664

3
7777775

Δδe
ΔδT

� �

ð17:7Þ

and the linearized lateral equations of motion for the UAV in the state space form is,

Δβ
Δp ̇
Δr ̇
Δϕ

2
664

3
775=

Yβ
u0

Yp
u0

− u0 − Yr
u0

g cos θ0ð Þ
u0

Lβ Lp Lr 0
Nβ Np Nr 0
0 1 0 0

2
664

3
775

Δβ
Δp
Δr
Δϕ

2
664

3
775+

0 Yδr
u0

Lδa Lδr
Nδa Nδr

0 0

2
664

3
775

Δδa
Δδr

� �
. ð17:8Þ

Here, Δδe, Δδa and Δδr are the elevator, aileron and the rudder deflections, ΔδT is
the change in the thrust, Δθ is the pitch angle about y axis, Δϕ is the roll angle
about x axis, Δβ is the sideslip angle, Δh is the height, θ0 and u0 are the values of
related terms in the steady state flight, g is the gravity constant and Xu,Xw,
Xδe,XδT ,Zu, Zw,Zδe,ZδT , Mu, Mw,Mq, Mẇ, Yr, Yp, Yβ, Yδr, Lβ,Lp, Lr, Lδa, Lδr,
Mδe, MδT ,Nδa, Nδr, Nβ,Np, Nr are the stability derivatives.
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17.3 Optimal Kalman Filter for UAV State Estimation

When we built the KF algorithm for the UAV state estimation, we worked on the
combined longitudinal and lateral dynamics of the aircraft. Hence, the state vector
to be estimated is formed of n=9 states as

x= Δu Δw Δq Δθ Δh Δβ Δp Δr Δϕ½ �T , ð17:9Þ

while the control input vector is

u= Δδe ΔδT Δδa Δδr½ �T . ð17:10Þ

Then, let us introduce the UAV process and observation models for the com-
bined dynamics in state space form as follows:

xk =Fkxk− 1 +Bkuk− 1 +Gkwk, ð17:11Þ

yk =Hkxk + vk , ð17:12Þ

where, Fk is the system dynamics matrix, Bk is the control distribution matrix, yk is
the measurement vector, Gk is the transition matrix of system noises, Hk is the
measurement matrix, which is 9 × 9 identity matrix in case, and wk and vk are white
Gaussian system process and measurement noises, respectively;

E wkwT
j

h i
=Qkδkj, ð17:13Þ

E vkvTj
h i

=Rkδkj, ð17:14Þ

E wkvTj
h i

=0. ð17:15Þ

Here, Qk is the process noise covariance matrix, Rk is the measurement noise
covariance matrix, and δkj is the Kronecker delta function as

δkj =
1, k= j
0, k≠ j

�
. ð17:16Þ

After that, the KF for such combined UAV model can be given by those fol-
lowing steps [23]:

State prediction:

x ̃k k̸− 1 =Fkxk̂− 1 k̸ − 1 +Bkuk− 1. ð17:17Þ
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Covariance prediction:

Pk k̸ − 1 =FkPk− 1 k̸− 1FT
k +GkQkGT

k . ð17:18Þ

Innovation:

ek̃ = yk −Hkxk̃ k̸− 1. ð17:19Þ

Optimal Kalman Gain:

Kk =Pk k̸− 1HT
k HkPk k̸− 1HT

k +Rk
� �− 1

. ð17:20Þ

State estimation:

xk̂ k̸ = xk̃ k̸− 1 +Kkek̃ . ð17:21Þ

Covariance estimation:

Pk k̸ = I −KkHkð ÞPk k̸− 1. ð17:22Þ

Here xk̃ k̸− 1 is the predicted state vector, Pk k̸− 1 is the predicted covariance matrix,
ek̃ is the innovation sequence, Kk is the optimal Kalman gain, x ̂k k̸ is the estimated
state vector, and Pk k̸ is the estimated covariance matrix for discrete step k. Since the
Kalman gain for the KF presented here is optimal without any adaptation, the filter
may be also referred as the optimal Kalman filter (OKF).

17.4 Adaptive Kalman Filtering

17.4.1 A Priori Uncertainty

The KF, which is examined in the previous section, is valid only if all a priori
statistical data is known. Practically, we may encounter with situations where a
priori data is partially known or known with predictions, not the exact information.
In this case, the developed estimators are not optimal and the estimated values via
these algorithms may not converge. As a result, another approach might be required
to build the estimation algorithms.

A priori uncertainty degree may vary as follows.
a. Complete a priori statistical uncertainty
In this case, neither shape nor parameters of the probability distribution rule for

the components of the measured and estimated random processes are known.
However, the limited variation areas for the components of the random processes
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are given. In such a case, the estimation algorithms can be formed only on the basis
of a guaranteed approach [24].

b. Partial a priori statistical uncertainty
In this case, probability distribution rule is known for some of the components of

the measured and estimated random processes. The number for the parameters with
unknown probability characteristics should not be high. Increase in this number
deteriorates the quality of the solution for the problem. In this sense, when there is a
priori uncertainty in the parameters, distribution set is given rather than the prob-
ability distribution rule for the random processes. Estimation algorithm should be
chosen such that it satisfies the optimality criteria for the given distribution set. It
means that the estimation algorithm must be adaptive.

17.4.2 Adaptation

There are three approaches for the adaptation problem: the parametric approach,
invariant principle based approach, and structural approach. The parametric
approach is the most common one. In this approach, the algorithm uses the mea-
surement data for both estimating the required components of the random processes
and restoring a priori statistical characteristics of the dynamical system and
measurements.

For most of the parametric adaptive estimation methods, a self-tuning circuit is
added to the regular KF algorithm. When the KF is designed, it is assumed that the
statistical characteristics of the system model, measurements, and noises are known
accurately. Yet this assumption is not often ensured and the filter becomes sub-
optimal. Suboptimality might be also caused by the simplified process calculations
in the filter algorithm. As a result the adaptation of the noise covariances becomes a
necessity. Such adaptation procedure should be also followed for determining the
type of the fault caused by the suboptimality of the filter. These types of KFs with
adapted noise covariances are called as the AKF.

Possible techniques for designing the AKF are presented below:

• The MMAE is used. In the MMAE approach, a bank of KFs run in parallel
under different models for the statistical filter information matrices, i.e., the
process noise covariance matrix Q and/or the measurement noise covariance
matrix R.

• Unknown noise covariances of the KF are determined by the statistical analysis
of the innovation or residual series. This might be either as direct estimation of
the covariance matrices or as an adaptation performed on the basis of covariance
scaling (Fig. 17.1).

• Probability methods such as the maximum likelihood are used for the noise
estimation. Estimated values for the unknown noise covariances are periodically
used to renew the noise information in the filtering algorithm.
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• An iterative procedure is followed for determining the Q and R matrices. The
unknown covariances are estimated by analyzing the residual error that is a
result of using the same covariance values at the previous iteration step. This
method is generally used when the computational load is not the primary
concern.

In the next section, we review some of the common techniques for the KF
adaptation.

17.5 Adaptive Kalman Filtering with Noise Covariance
Estimation

In this section, the existing methods for the adaptive Kalman filtering, which are
based on noise covariance estimation, are reviewed and their drawbacks are
discussed.

17.5.1 Innovation-Based Adaptive Estimation (IAE)

Among the methods mentioned in the previous section the IAE is the mostly used
method for the filter adaptation [7–9]. The essence of this approach is to investigate
the behavior of the innovation sequence and determine whether the real charac-
teristics of the noise match with its a priori characteristics. When the real innovation
sequence is different than the white noise, adaptation of the process noise covari-
ance (Q) or measurement noise covariance (R) is necessary. Investigation of the

Fig. 17.1 The KF adaptation by the statistical analysis of the innovation and residual series:
a Innovation-based KF adaptation; b Residual-based KF adaptation. For both adaptation
techniques update for the process and measurement noise covariances might be either as estimation
or scaling
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innovation sequence is achieved by checking if it has zero mean expected value and
given covariance.

The covariance of the innovation sequence (e ̃j) is calculated by the formula

Cêk =
1
N

∑
k

j= k−N +1
ej̃e ̃Tj ð17:23Þ

Here N is the size of the moving window.
If a priori and real characteristics of the noise do not match, the R and Q

covariances should be estimated, respectively. Then these estimations are included
in the filtering algorithm. Hence for the AKF with noise covariance estimation the
filter is used for both estimating the states and characteristics of the noise
covariances.

In the IAE, the R and Q matrices should be updated at each iteration in
accordance with the estimations. The equations for estimating the matrices in the
IAE based AKF are

R̂k =C ̂ek −HkPk k̸− 1HT
k , ð17:24Þ

Q̂k =KkC ̂ekK
T
k . ð17:25Þ

17.5.2 Residual Based Adaptive Estimation (RAE)

In the RAE approach, the adaptation is applied on the measurement and process
noise covariances based on the changes in the residual sequence [10, 11]. The
residual sequence is formulated as

νk = yk −Hxk̂ k̸, ð17:26Þ

where x ̂k k̸ is the estimated state vector. The residual covariance is given as

C ̂νk =
1
N

∑
k

j= k−N +1
νjν

T
j . ð17:27Þ

In order to estimate the R and Q matrices the following equations are used:

Rk̂ =C ̂νk +HkPk k̸HT
k ð17:28Þ

Qk̂ =
1
N

∑
k

j= k−N +1
ΔxjΔxTj +Pk k̸ −FPk− 1 k̸ − 1FT , ð17:29Þ
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Here Pk k̸ is the estimated covariance for the recent step (k), Pk − 1 k̸− 1 is the esti-
mated covariance for the previous step (k− 1) and Δxk is the state correction
sequence, which is the difference between the estimated and predicted states as

Δxk = xk̂ k̸ − xk̂ k̸ − 1. ð17:30Þ

In the steady state we may consider just the first term of (17.29). Then regarding
Δxk =Kkνk equality, (17.29) may be approximated with (17.25) [10].

For some application areas such as the integrated INS/GPS system it is expe-
rienced that the RAE is more appropriate than the IAE for adaptive estimation.

17.5.3 Drawbacks of Adaptive Estimation Methods

Both the IAE and RAE have some certain drawbacks when they are used for the KF
adaptation. These are:

a. We need to use the innovation/residual sequences for N epoch. In this case the
computational load increases and determination of the moving window size
N appears as another problem.

b. The IAE and RAE estimators require that the number, type, and distribution of
the measurements for all epochs within a window should be consistent. If they
do not, the covariance matrices of the measurement noises cannot be estimated
based on the innovation or the residual vectors.

c. For the R estimation in the IAE, if HkPk k̸− 1HT
k >C ̂ek then R̂k becomes negative

definite and the KF may collapse.

17.6 Adaptive Kalman Filtering with Noise Covariance
Scaling

In this section, we present the novel KF adaptation techniques based on the noise
covariance scaling.

17.6.1 Innovation-Based Adaptive Scaling

R-Adaptation. The essence of the innovation-based R-adaptation is the comparison
of real and theoretical values of the innovation covariance [17]. When the
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operational condition of the measurement system mismatches with the model used
in the synthesis of the filter, then the KF gain changes related to the differentiation
in the innovation covariance matrix. Under these circumstances, the innovation
covariance differs as

C ̂ek =HkPk k̸− 1HT
k + SkRk ð17:31Þ

and so the Kalman gain becomes

Kk =Pk k̸− 1HT
k HkPk k̸− 1HT

k + SkRk
� �− 1

, ð17:32Þ

Here Sk is the measurement noise scale factor (SF).
In this approach, the Kalman gain is changed when the predicted observation

Hkxk̂ k̸− 1 is considerably different from the actual observation, yk, because of the
significant changes in the operational condition of the measurement system. In other
words, if the real value of the filtration error exceeds the theoretical error (or if a
priori and real characteristics of the noise do not match) as

tr ek̃e ̃Tk
� �

≥ tr HkPk k̸− 1HT
k +Rk

� � ð17:33Þ

the filter must be run adaptively. Here tr ⋅f g denotes the trace of the related matrix.
There are two possible techniques for scaling the R matrix. The first one is to use

just a single-scale factor (SSF) and the second one is to scale with a matrix formed
of multiple-scale factors (MSF).

For obtaining the SSF let us substitute (17.31) into (17.33) and regard that the
adaptation begins at the point where the equality condition for (17.33) is satisfied,

tr ek̃e ̃Tk
� �

= tr HkPk k̸ − 1HT
k

� �
+ Sktr Rkf g. ð17:34Þ

Then, in the light of tr ek̃eT̃k
� �

= eT̃k ek̃ equality, the SSF, Sk, can be written as

Sk =
eT̃k ek̃ − tr HkPk k̸− 1HT

k

� �
tr Rkf g . ð17:35Þ

In case of malfunction in the measurement system, the adaptation of the KF
(17.17)–(17.22) is performed via automatically correcting the Kalman gain. If the
inequality condition for (17.33) is met, then the scale factor Sk increases. Bigger Sk
causes a smaller Kalman gain (17.32), because of the covariance of the innovation
sequence (17.31) which also increases. Consequently, small Kalman gain value
reduces the effect of the faulty innovation sequence on the state estimation process
(17.21). In all other cases, where measurement system operates normally, the SSF
takes the value of Sk =1 and so the filter runs optimally.

On the other hand, as clearly demonstrated with simulations in [25, 26], using the
MSF is a healthier procedure for the adaptation since the filter disregards only the
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measurement of the faulty sensor in this case rather than disregarding all as for the SSF.
When we scale the R matrix using the MSF, the relevant term of the Kalman gain
matrix, which corresponds to the innovation channel of the faulty sensors, is fixed
individually.

In order to determine the scale matrix formed of the MSF, the real and theo-
retical values of the innovation covariance matrix must be compared like we did for
the SSF. When there is a measurement malfunction in the estimation system, the
real error will exceed the theoretical one. Hence, if a scale matrix, Sk , is added into
the algorithm as

Cêk =HkPk k̸ − 1HT
k + SkRk, ð17:36Þ

then it can be determined by the formula

Sk = Cêk −HkPk k̸− 1HT
k

� �
R− 1
k . ð17:37Þ

In case of normal operation, the scale matrix will be a unit matrix as Sk = I. Here I
represents the unit matrix. Nonetheless, Sk matrix, found by the use of (17.37) may
be non-diagonal and have diagonal elements which are “negative” or less than
“one.” This is mainly because of the limited N number and the approximation
errors. Sk matrix should be diagonal because only its diagonal terms have signifi-
cance on the adaptation since each diagonal term corresponds to the noise
covariance of each measurement (for the adaptation procedure Sk matrix is multi-
plied with the diagonal R matrix). Besides the measurement noise covariance
matrix must be positive definite (that is why the multiplier Sk matrix cannot have
negative terms) and also any term of this matrix cannot decrease in time for this
specific problem since there is no possibility for increasing the performance of the
onboard sensor (that is why the multiplier Sk matrix cannot have terms less than
one). Therefore, in order to avoid such situation, composing the scale matrix by the
following rule is suggested:

S* = diag s*1, s
*
2, . . . , s

*
n

� �
, ð17:38Þ

where,

s*i =max 1, Siif g i=1, n. ð17:39Þ

Here, Sii represents the ith diagonal element of the matrix S. Apart from that point, if
the measurements are faulty, S*k will change and so will affect the Kalman gainmatrix;

Kk =Pk k̸− 1HT
k HkPk k̸− 1HT

k + S*kRk
� �− 1

. ð17:40Þ

In case of any kind of malfunction, the element of the scale matrix, which
corresponds to the faulty component of the innovation vector, increases and so the
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terms in the related column of the Kalman gain decreases. As a consequence, the
effect of the faulty innovation term on the state update process reduces and accurate
estimation results can be obtained even in case of measurement malfunctions.

We name the R-adapted KF as the RKF since it is robust against sensor faults.
Q-Adaptation. When there is an actuator fault in the system that ends up with
changes in the control distribution matrix, the real characteristics of the noise does
not match with its a priori characteristics. As a solution the Q-adaptation should be
performed. The essence of the method is again comparing the real and theoretical
values of the innovation covariance matrix. When there is an actuator fault, the real
error will exceed the theoretical one.

Besides, it is known that using multiple factors for adaptation satisfies better
estimation accuracy [25, 26]. Hence, a fading matrix is used for the adaptation
rather than a fading factor. We name the matrix used for the Q-adaptation as fading
matrix in order to distinguish from the scale matrix used for the R-adaptation,
otherwise the function of scale and fading matrices are same. The fading matrix,Λk,
built of multiple fading factors (MFF), is added into the algorithm as

Cêk =HkðFkPk− 1 k̸− 1FT
k +ΛkGkQkGT

k ÞHT
k +Rk. ð17:41Þ

Then the fading matrix can be determined as

Λk = C ̂ek −HkFkPk− 1 k̸ − 1FT
k H

T
k −Rk

� �
× HkGkQkGT

k H
T
k

� �− 1
. ð17:42Þ

In a similar manner with the R-adaptation, the fading matrix should be diago-
nalized since the Q matrix must be a diagonal, positive definite matrix.

Λ* = diag λ*1, λ
*
2, . . . , λ

*
n

� �
, ð17:43Þ

λ*i =max 1,Λiif g i=1, n. ð17:44Þ

Here, Λii represents the ith diagonal element of the matrix Λ. Apart from that point,
if there is a fault in the system, Λ*

k must be put into process as

Pk k̸− 1 =FkPk− 1 k̸− 1FT
k +Λ*

kGkQkGT
k . ð17:45Þ

17.6.2 Residual-Based Adaptive Scaling

We may also perform a residual-based scaling for the adaptation of the R matrix. In
this case, the scale matrix formed of the MSF is

S ̃k = C ̂νk +HkPk k̸HT
k

� �
R− 1
k . ð17:46Þ
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Same as the proposed method for the innovation-based R scaling, S ̃k should be
diogonalized using the following rule:

S
*̃
= diag s ̃*1, s ̃

*
2, . . . , s̃

*
n

� �
, ð17:47Þ

s ̃*i =max 1, Sĩi
� �

i=1, n. ð17:48Þ

Here, S ̃ii represents the ith diagonal element of the matrix S ̃.
On the other hand, a residual-based scaling for the process noise covariance

adaptation is rather complicated because of the inverse matrix calculations. The
analytical solution for obtaining the residual-based MFF, Λk, is difficult. Therefore,
it is not presented and discussed in this chapter.

17.7 Adaptive Kalman Filtering for the UAV State
Estimation

17.7.1 Comparison of the Noise Covariance Estimation
and Scaling Techniques for the UAV State
Estimation

In this section we compare the KF adaptation methods based on the noise
covariance estimation and scaling. Comparison is made regarding their performance
for the UAV state estimation in case of simulated sensor/actuator faults. Fault cases
are examined individually.

In order to compare two different adaptation procedures, with the noise
covariance estimation and scaling, a set of simulations have been realized.

Simulations are run for a period of 100 s with 0.1 s of sampling time, Δt. As an
experimental platform the ZAGI UAV is chosen and KFs are run for estimating the
states of this UAV [27]. For the KF adaptation the size of the moving window is
selected asN =30. For the Q and R scaling multiple-scale and fading factors are used.

The R-adaptation algorithms are tested by implementing a sensor fault to the
filter in between 30 and 40th s. For this period of 10 s a constant term is added to
the pitch angle measurement Δθ.

In Table 17.1, means of the absolute values of error for estimations in between 30
and 40th s are given. The results are the mean for five different runs for each filter.

The table clearly shows that, as expected, the OKF cannot provide accurate
estimation results in case of sensor fault. Moreover, the RKF with innovation-based
R estimation diverges as a result of the negative definite R matrix which appears
when HkPk k̸ − 1HT

k >C ̂ek . A negative definite R estimation even for a single step
affects the filter’s estimation characteristic for a long time and if it lasts for few steps
the filter diverges. When the size of the moving window for estimation, N, is
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smaller the risk for negative definite R estimation increases. Possible method to
overcome this problem is to force the R components to be higher than a minimum
threshold or evaluate the estimations within a low pass filter but in this case the
sensor fault may not be tolerated.

When we compare the performance of the RKFs, which are working properly,
the RKF with the innovation-based R scaling gives slightly better estimation results
than the others. The main advantage of the innovation-based R scaling is updating
the R matrix in the actual time step when the filter detects the sensor fault. Nev-
ertheless, the residual-based update (both for scaling and estimation) is performed
with one step of delay and that brings about slightly poorer estimation accuracy
especially at the initial phase of the fault (at around 30th s).

The Q-adaptation algorithms are tested for the actuator failure case. The UAV
actuator fault is simulated by taking the first column elements of longitudinal
control distribution matrix nearly zero in between 70 and 80th s.

Table 17.2 gives the means of the absolute values of error for estimations in
between 70 and 80th s. The results are the mean for five different runs for each filter.
As seen the OKF fails about providing accurate estimations in case of actuator fault.
As for the AKFs, the AKF with the innovation-based Q estimation cannot tolerate
the fault since it is an approximation for (17.29). We understand that the steady state
assumption is not valid for this case. The AKF with the residual-based Q estimation
and the AKF with the innovation-based Q scaling are not affected by the fault and
can satisfy good estimation performance. The estimation performance for these two
filters is not too much different. The only drawback of the AKF with the
residual-based Q estimation is the higher computational load mainly caused by the
extra calculation for the residual sequence. Our examinations show that when the Q
is estimated using the residual sequence the filter requires almost 1.4 times more
computation than it does for the case the Q is scaled by the innovation sequence.

Table 17.1 Means of the absolute values of error for estimations in between 30 and 40th s in case
of sensor fault scenario

Parameter OKF RKF with
IREa

RKF with
RRE

RKF with
IRS

RKF with
RRS

Δu (m s̸) 1.9272 N/A 0.2479 0.0992 0.1153
Δw (m s̸) 0.5627 N/A 0.0958 0.0603 0.0805
Δq (rad s̸) 0.0822 N/A 0.0661 0.0575 0.0588
Δθ (rad) 0.5118 N/A 0.0474 0.0251 0.0378
Δh (m) 1.0979 N/A 0.7587 0.0839 0.1053
Δβ (rad) 0.0214 N/A 0.0389 0.0231 0.0229
Δp (rad s̸) 0.0335 N/A 0.0484 0.0288 0.0321
Δr (rad s̸) 0.0208 N/A 0.0458 0.0257 0.0227
Δϕ (rad) 0.0383 N/A 0.0533 0.0410 0.0439
IRE: innovation-based R estimation, RRE: residual-based R estimation, IRS: innovation-based R
scaling, RRS: residual-based R scaling. (a)Results for the RKF with IRE are not available since the
RKF diverges with negative definite R estimation
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As a consequence we may state that the novel noise covariance scaling based KF
adaptation techniques are more advantageous than the existing noise covariance
estimation based adaptation techniques. The innovation-based R scaling method
should be preferred for fault tolerance against sensor faults because of its accuracy
which is better than other adaptation methods. The innovation-based Q scaling
should be used for fault tolerance against actuator faults because of both its per-
formance and lower computational load than the estimation based techniques.

17.7.2 Simultaneous Q- and R-Adaptation

After deciding the KF adaptation techniques for the UAV state estimation in case of
sensor/actuator faults, the next step should be discussing how to integrate two
different noise covariance scaling procedures, the Q- and R-adaptations.

First of all in [8, 10] the R estimation algorithm is derived assuming full
knowledge for the Q matrix and vice versa. Therefore, when we use the R (or Q)
estimation method (both innovation- and residual-based) first we should assume
that the Q (or R) matrix is fully known. Using both estimation algorithms at the
same time cannot be in question.

Moreover all the adaptation procedures presented in this chapter are based on the
covariance (either innovation or residual) matching method. The adaptation methods
rely on each other when the estimation or scaling is performed. As also discussed in
[28] full estimation of Q and R based on the covariance matching is questionable.

One possibility might be using the innovation sequence for adapting one of the
matrices and residual sequence for the other. However, even in this case the
adaptations are sensitive against each other and both the sensor and actuator faults
cannot be tolerated at the same time. In Fig. 17.2 the estimation results for the pitch
angle of the UAV is given. The innovation-based Q scaling and residual-based R

Table 17.2 Means of the absolute values of error for estimations in between 70 and 80th s in case
of actuator failure scenario

Parameter OKF AKF with IQE AKF with RQE AKF with IQS

Δu (m s̸) 0.8164 1.4045 0.3474 0.1803
Δw (m s̸) 1.3785 0.9983 0.2532 0.2416
Δq (rad s̸) 0.3030 0.0778 0.0892 0.0654
Δθ (rad) 0.1784 0.1805 0.0344 0.0407
Δh ðm) 0.0911 0.1091 0.0973 0.0891
Δβ ðrad) 0.0208 0.0301 0.0240 0.0204
Δp ðrad s̸) 0.0304 0.0331 0.0173 0.0332
Δr ðrad s̸) 0.0230 0.0276 0.0271 0.0203
Δϕ ðrad) 0.0277 0.1135 0.0435 0.0461
IQE: innovation-based Q estimation, RQE: residual-based Q estimation, IQS: innovation-based Q
scaling
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scaling methods are run at the same time. There is a sensor fault in between 30 and
40th s and actuator faults in between 70 and 80th s. The top plot gives the KF
estimation and actual value. The middle plot presents the estimation error and the
lower one shows the estimation variance. As seen although the actuator fault is
tolerated the effects of the sensor fault cannot be removed. The results are similar if
we try to integrate two adaptation methods with different combinations such as the
innovation-based R scaling and residual-based Q estimation. That proves the
necessity for a fault isolation scheme for using the Q- and R-adaptation methods at
the same time. In the next section, we propose the overall RAKF algorithm
including the fault isolation procedure.

17.8 The RAKF Algorithm for the UAV State Estimation

17.8.1 The Overall RAKF Algorithm

In this section, an integration scheme for the R- and Q-adaptation methods is
proposed such that a RAKF, which is insensitive against both the sensor and
actuator faults, is built at the end. Multiple factors based adaptation is performed in
both methods. Moreover because of the proved superiority, the noise covariance
scaling technique is used for the adaptation.

First of all, remark that, due to the scale matrix or fading matrix (depending on
the fault type) the covariance of the estimation error of the filter increases compared
to the OKF (as seen in Fig. 17.2). Therefore, the RAKF algorithm is operated only

0 10 20 30 40 50 60 70 80 90 100
0

2

4

th
et

a(
ra

d)

pitch angle "theta" estimation Kalman Estimation

Actual Value

0 10 20 30 40 50 60 70 80 90 100
-5

0

5

er
ro

r(
ra

d)

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

va
ri

an
ce

 (
ra

d 
2
)

time(sec)

Fig. 17.2 Estimation of the pitch angle in case of sensor fault (between 30 and 40th s) and
actuator fault (between 70 and 80th s). Innovation-based Q scaling and residual-based R scaling
methods are run at the same time for the KF adaptation
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when the fault is detected and in all other cases the procedure is run optimally with
the OKF (17.17)–(17.22). The process is controlled by a kind of statistical infor-
mation. At that point, following two hypotheses may be introduced:

• γ0; the system is normally operating,
• γ1; there is a malfunction in the estimation system.

To detect the failures a statistical function may be defined as

βk = e ̃Tk HkPk k̸ − 1HT
k +Rk

	 
− 1
ek̃ . ð17:49Þ

This statistical function has χ2 distribution with s degree of freedom where s is the
dimension of the innovation vector. If the level of significance, α, is selected as

P χ2 > χ2α, s
� �

= α; ; 0 < α<1, ð17:50Þ

then the threshold value, χ2α, s can be found. Hence, when the hypothesis γ1 is
correct, the statistical value of βk will be greater than the threshold value χ2α, s, i.e.,

γ0: βk ≤ χ2α, s ∀k
γ1: βk > χ2α, s ∃k. ð17:51Þ

On the other hand, after detecting the fault in the system, the key point is
detecting the type of the fault (either a sensor or actuator fault). After that the
appropriate adaptation (the R- or Q-adaptation) may be applied. The fault isolation
can be realized by an algorithm similar to the one proposed for the aircrafts in [12,
29]. When a KF is used, the decision statistics changes regardless the fault in the
sensors or in the actuators. If a RKF based on the Doyle–Stein condition is used, it
is easy to distinguish the sensor and actuator faults. The KF that satisfies the
Doyle–Stein condition is referred in [29] as the RKF insensitive to the actuator
failures and may be used for fault isolation as well in our study. If the sensor fault
occurs, the R-adaptation is realized; or the procedure is continued with the
Q-adaptation. The Doyle–Stein condition is

KðI +HϕsKÞ− 1 =BsðHϕsBsÞ− 1. ð17:52Þ

Here K is the filter gain, I is unit matrix, H is the system measurement matrix, Bs is
the control distribution matrix in continuous time, and ϕs = ðsI −FsÞ− 1, where Fs is
the system matrix in continuous time. The RKF is very useful for isolating the
sensor and control surface failures as it is insensitive to the latter failures. If the KF
process noise covariance matrix is chosen as

QðqrÞ=Q+ q2r BsVBT
s , ð17:53Þ
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then the RKF is obtained. Here, Q is the process noise covariance matrix for the
nominal plant, qr is a parameter that approaches to infinity and V is any positive
definite symmetric matrix.

The algorithm architecture given in Fig. 17.3 summarizes the integrated R- and
Q-adaptation procedures [30].

Fig. 17.3 System architecture for the proposed RAKF algorithm

388 C. Hajiyev and H.E. Soken



17.8.2 Numerical Example

In order to examine the effectiveness of the proposed RAKF, it has been applied for
the state estimation of the ZAGI UAV. Simulations are run for 100 s and at some
specific period sensor/actuator faults are implemented to the system. Simulations
are also repeated for the OKF so as to compare results with the RAKF algorithm.

In simulations, χ2α, s is taken as 21.7 and this value comes from the chi-square
distribution when the degree of freedom is 9 and the reliability level is 99 %.

The graph for the statistical values of βk in case of using the OKF is shown in
Fig. 17.4. As seen, except the periods, where the sensor and actuator failures occur,
βk is lower than the threshold. On contrary, when one of these failures occurs βk
grows rapidly and exceeds the threshold value. Hence γ1 hypothesis is judged to be
true and it is shown that by using such procedure the fault can be detected.

The results for the fault isolation process are given in Fig. 17.5. As mentioned,
the RKF insensitive to actuator failures is used for this isolation process. The
behavior of the statistics βk in the case of sensor/actuator failures shows that
detecting the actuator failure is not possible when the RKF is used since it is
insensitive against such faults; on the other hand, the sensor failure is detected
immediately. Hence the fault isolation can be realized by using such procedure.
The RKF, which is insensitive to actuator failures and sensitive to sensor failures, is
employed to isolate the sensor and actuator failures in the proposed RAKF algo-
rithm (See Fig. 17.3).

In order to test the RAKF algorithm, first, sensor fault is formed by adding a
constant term to the measurement of pitch angle, Δθ in between 30 and 40th s. The
constant term is nearly at same magnitude with the measurement, so that the
measurement’s magnitude is doubled for those instants of time. Then the actuator
fault is simulated by taking the first column elements of longitudinal control dis-
tribution matrix nearly zero in between 70 and 80th s. In the presented figures, the

Fig. 17.4 Behavior of the
statistics βk when the OKF is
used: Measurement failure in
between 30 and 40th s and
actuator failure in between 70
and 80th s
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top plot gives the KF estimation and actual value, the middle plot presents the
estimation error and the lower one shows the estimation variance (17.22).

As it is clear from Figs. 17.6 and 17.7, the RAKF gives superior estimation
results than the OKF in both cases.

The RAKF precisely detects the type of fault and tunes itself according to the
adaptation rule. Hence, it secures accurate estimation results for the whole process

Fig. 17.5 Behavior of the statistics βk when the RKF is used: Measurement failure in between 30
and 40th s and actuator failure in between 70 and 80th s
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Fig. 17.6 Estimation of the pitch angle by the OKF in case of bias sensor fault (between 30 and
40th s) and actuator fault (between 70 and 80th s)

390 C. Hajiyev and H.E. Soken



while the OKF fails in both sensor and actuator fault conditions. Also, note that
similar results are obtained for all other estimated longitudinal parameters.

As the second testing scenario for the RAKF, this time sensor fault is charac-
terized by multiplying the variance of the noise of the velocity component Δθ
measurement with a constant term in between 30 and 40th s (measurement noise
increment) whereas the actuator fault is not changed. As Figs. 17.8 and 17.9 show,
again the OKF outputs contain error while the RAKF algorithm achieves estimation
of the states accurately.
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Fig. 17.7 Estimation of the pitch angle by the RAKF in case of bias sensor fault (between 30 and
40th s) and actuator fault (between 70 and 80th s)
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Fig. 17.8 Estimation of the pitch angle by the OKF in case of noise increment sensor fault
(between 30 and 40th s) and actuator fault (between 70 and 80th s)
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Another consequence of the second fault scenario is the good performance of the
fault isolation scheme. Regardless the type of the sensor fault, isolation scheme can
distinguish type of the fault effectively and the RAKF works properly.

17.9 Conclusions

In this chapter, first we reviewed the existing estimation-based adaptation tech-
niques for the process and measurement noise covariance matrices to build a robust
adaptive Kalman filter (RAKF) algorithm. Then we proposed novel noise covari-
ance scaling based methods for the filter adaptation and compared their perfor-
mance with the existing methods. These comparisons showed that the proposed
noise covariance scaling based adaptation methods satisfy better performance. After
that we discussed simultaneous R- and Q-adaptations by using different combina-
tions of these adaptation methods and investigated their applicability for the UAV
state estimation in case of sensor/actuator fault. In the last part, we introduced a
RAKF algorithm, which incorporates a two-stage adaptive filter procedure for the
detection and isolation of the sensor or actuator faults, and applied it for the UAV
state estimation problem. The results prove that the RAKF algorithm is capable of
isolating the sensor/actuator faults and tolerating their effects on the estimation
procedure.
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Fig. 17.9 Estimation of the pitch angle by the RAKF in case of noise increment sensor fault
(between 30 and 40th s) and actuator fault (between 70 and 80th s)
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Chapter 18
Guidance Laws and Navigation Systems
for Quadrotor UAV: Theoretical
and Practical Findings

Stojche Deskovski, Vasko Sazdovski and Zoran Gacovski

Abstract There is an increasing interest in the unmanned aerial vehicles (UAVs)
technologies in the recent years. UAVs are essential for many applications where
human presence is considered unnecessary, dangerous, or impossible. These
applications include variety of scientific, civilian, and military applications. This
paper reflects the efforts that we are taking over the years toward a deeper under-
standing of these technologies. Presentation of low-cost, small-size quadrotor UAV
that we are using is given. Our research activities in the Guidance Navigation and
Control (GN&C) algorithms for quadrotor UAV are discussed here.

18.1 Introduction

Remotely operated unmanned aerial vehicles (UAVs), semiautonomous or auton-
omous aerial vehicles (AAVs) are finding increasing use in a variety of civilian,
scientific, and military applications. Civilian applications include traffic monitoring,
pollution monitoring, urban planning, crop yield prediction, livestock inventory,
inspection of man-made structures (power lines and pipelines), and many others.
Scientific applications include the use of UAVs for weather/atmospheric monitor-
ing, climate research and monitoring, agricultural monitoring aerial imagery and
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mapping, ore detection, and many others. Military applications include intelligence
gathering and surveillance, airborne reconnaissance, electronic countermeasures
and electronic warfare, search and rescue (SAR) support, weapons delivery sys-
tems, airborne drones for weapons training, etc.

Although modeling and control of aerial vehicles are well-understood problems,
today’s operational UAVs are still limited in terms of their autonomy. They are
typically remotely operated during takeoff and landing, while inflight navigation is
done by controlling the aerial vehicle along a programmed (way point) trajectory
using global positioning system (GPS) and inertial navigation system (INS).
Planning of the trajectory usually is done by human operators on the ground, prior
the flight. Today’s UAVs are equipped with state of the art vision, infrared and laser
sensors. But still most of the analysis of the collected data is done after the flight
and the detected failures are normally remotely handled.

Future UAVs have a need of high levels of autonomy and independence. These
requirements are critically connected to the sensing, computational, and interpreta-
tional competence of the vehicles. Future autonomous navigation systems for UAVs
need to provide reliable navigation parameters (position, velocity, and attitude) in
environments where there is limited knowledge or there is not any knowledge of the
environment. Usually in these applications the vehicles encounter obstacles. This
brings a need to change the planned path, i.e., revise the motion in order to achieve
collision-free path. The environment uncertainty and complexity is a critical issue
here. The capability of trajectory planning in dynamic (changing) and unknown
environments is to be very important for the future autonomous vehicles.

This paper is organized as follows. Section 18.2 presents a concept of low-cost,
small-size quadrotor UAV which is very attractive for research and development.
Section 18.3 is reserved for the navigation system of the quadrotor UAV. The
current trends are discussed as well as some advanced ideas are presented. Sec-
tion 18.4 discusses the guidance and control laws for quadrotor UAV. Simulation
results are given in Sect. 18.5. The conclusions and future work are part of
Sect. 18.6.

18.2 Concept of Low-Cost Unmanned Aerial
Vehicle–Quadrotor

Quadrotor is a type of UAV, which consists of four independent propellers attached
at each corner of a cross-frame, see Fig. 18.1. The propellers 1 and 3 rotate anti

clockwise, whereas propellers 2 and 4 rotate clockwise with angular speeds Ω!1, Ω
!

3

and Ω!2, Ω
!

4, respectively.
Because of this kind of orientation of angular speeds, the resultant angular speed

becomes Ω!= − Ω!1 + Ω!2 − Ω!3 + Ω!4, see Fig. 18.1, where its direction is along
the z axis in the body frame BðP; x, y, zÞ. On this way the yaw angular speed ψ ̇ψ
becomes smaller and can be maintained to zero value. The propellers thrust have
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same direction because of their different attack angles under which the attack edges
are set. The total thrust force is F ⃗=F ⃗1 +F ⃗2 +F ⃗3 +F ⃗4.

This configuration also offers the advantage of lateral motion without changing
the pitch of the propeller blades. Fixed pitch simplifies rotor mechanics and reduces
the gyroscopic effects. The control of the quadrotor is achieved by commanding
different speeds to different propellers, which in turn produces differential aero-
dynamic forces and moments. For hovering, all four propellers rotate at same speed.
For vertical motion, the speed of all four propellers is increased or decreased by the
same amount, simultaneously [5].

In order to pitch and move laterally in that direction, speed of propellers 3 and 1
is changed conversely. Similarly, for roll and corresponding lateral motion, speed of
propellers 2 and 4 is changed conversely. To produce yaw, the speed of one pair of
two oppositely placed propellers is increased while the speed of the other pair is
decreased by the same amount. This way, overall thrust produced is same, but
differential drag moment creates yawing motion. In spite of four actuators, the
quadrotor is still an under-actuated system.

Fig. 18.1 Quadrotor helicopter, geometry, acting forces and moments, coordinate frames, Euler’s
angles and angular rates
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The quadrotor UAV named Flying Frog that we are using in our research work
presents a custom upgrade of flying set from KKMultiCopter. The quadrotor is
upgraded with Inertial Measurement Unit (IMU) (Atomic IMU from Sparkfun
Electronics) and a smart phone, as shown on Fig. 18.2.

18.3 Quadrotor Navigation System

Many of today’s operational UAV navigation systems rely on inertial sensors as a
primary measurement source. Inertial navigation (IN) is the process of calculating
position by integration of velocity and computing velocity by integration of the total
acceleration, known as specific force acceleration [10, 11, 15]. IN as a stand-alone
navigation system suffers many drawbacks that complicate its usage. Errors from
instrumentation, computational, alignment, and environmental nature cause the
INto diverge slowly with time. From the 1990s and still today the GPS is the
dominant navigation aid for IN. This GPS/IN integration was addressed in the
research work of [12].

GPS-aided IN today can be considered as a well-understood and mature inte-
gration solution. A large number of articles and papers that discuss about
GPS-aided IN are available today. Specialized books that treat IN, GPS, and their
integration in a unified framework, are available [3, 7, 8]. Current research activities
in this area are focused on implementation of different filter techniques then the
classical Kalman Filter techniques [14]. The apparent goal is “to improve’’ the
Kalman filter results and implement nonlinear filtering techniques.

In a number of scenarios GPS measurements may be completely unavailable or
simply they may be not precise enough in order to update the INS. Tunnels,
canyons, forests, and urban areas are typical examples. Also the GPS signal can be
jammed. Driven primarily by this reasons alternative methods of aiding IN have
seen great attention. Vision-aided IN apparently has been the favored solution in the
past several years. This is a case particularly because of its low cost, long range and
high resolution and most importantly because of its passive property [14].

The single video camera is favorite hardware setup for aerial vehicles. It has
small weight and can be easily mounted on the vehicle. The lack of depth infor-
mation presents a serious drawback of the single camera. Motion of the vehicle is
required to estimate the depth information. Large uncertainty may be reflected in

Fig. 18.2 Quadrotor Flying Frog
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the depth estimate because of the correlation of the camera motion with the depth
information. Laser scanners and laser-range finders as well as ultrasound range
finders may provide the needing depth information and provide aiding information
to the single video camera. But their big size and greater weight limits it use on
quadrotor UAVs. Quadrotor UAVs will become small, highly maneuverable, and
very agile. Quadrotor UAV equipped with single video camera with an ability to
perceive and understand the three-dimensional world is to be fundamental for
autonomous navigation systems. Motion, i.e., maneuvers may provide the neces-
sary aiding information to the single video camera. Therefore, there will be a need
of intelligent maneuvering techniques so that reliable and accurate navigation
parameters are provided. This will require coordination with the guidance and
control measurements and the vehicle task itself for performing the needing vehicle
maneuvers (movements) and achieving better navigation accuracy.

18.4 Quadrotor Guidance and Control System

Structure of the developed quadrotor guidance and control system is presented in
Fig. 18.3. Quadrotor control system is designed using two-degree-of-freedom
controller design concept [4, 9] which consists of feedforward controller and linear
feedback controller.

The quadrotor feedforward controller consists of trajectory generator and in-
verse model of quadrotor dynamics. The trajectory generator and the dynamic
inverse model together generate the feasible-feedforward reference trajectory, or
nominal state vector xo and nominal input vector uo required to track a given
reference trajectory. In this work, the inverse model derivation is based on
six-degree-of-freedom model of quadrotor.

Fig. 18.3 Block diagram of quadrotor guidance and control system
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The linear feedback controller is used to correct errors between the desired
(reference) and actual trajectories. In case of quadrotor, linear feedback controller
has three parts: attitude controller for control and stabilization of quadrotor rota-
tional motion which is represented with Euler’s angles, ϕ, θ,ψ, and angular rates
p, q, r, or ϕ, θ, ψ ̇; altitude controller which corrects error between desired
(nominal, reference) high ho = − zoo and actual high h= − zo; and position con-
troller correcting errors between nominal and actual position of CG in plane parallel
to horizontal plane Oxoyo. The design of the linear controllers can be made using
different design techniques known in linear control theory.

Block Quadrotor 6DOF model contains quadrotor motion equations which are
derived from equations of motion for a six-degree-of-freedom rigid body,
neglecting earth’s rotation and slopes. Therefore, earth’s fixed axis system
GðO; xo, yo, zoÞ (see Fig. 18.1) is assumed to be the inertial reference. Quadrotor
body-fixed system BðP; x, y, zÞ, has its origin in the quadrotor’s center of mass
(CM), point P, Fig. 18.1.

Rigid body dynamic and kinematic equations of motion in vector-matrix form
[5], are:

V̇B = − ω̃BVB +m− 1ðRA
B +FBÞ+TGBgG, ð18:1Þ

ω̇B = − I− 1
B ωB̃IBωB + I− 1

B ðMA
B +MF

B +MgBÞ, ð18:2Þ

q̇= fðωB,qÞ, ð18:3Þ

ṘG =TT
BGVB, ð18:4Þ

where: VB = ½Vx,Vy,Vz�T is the velocity vector of CM; ωB = ½p, q, r�T is angular rate
vector; RG = ½xo, yo, zo�T is the position vector of CM; gG = ½0, 0, g�T is the accel-
eration of gravity; ω̃B is a skew-symmetric matrix constituted by components of the
vector ωB; q= ½q0, q1, q2, q3�T is quaternion vector which uniquely determines the
attitude of the body; TBG is the transformation matrix from G to B coordinate
systems; m is the mass, and IB is the inertia matrix of the quadrotor; RA

B = ½X,Y ,Z�T ,
MA

B = ½L,M,N�T , FB = ½0, 0,Fz�T , MF
B = ½Mx,My,Nz�T , are vectors of aerodynamic

and reactive forces and moments, respectively.MF
gB = ½Mgx,Mgy,Ngz�T is a vector of

gyroscopic moments due to rotation of propellers. Subscripts B and G denote that
vectors are presented in body (B), or in inertial coordinate system (G). Quaternion
differential Eq. (18.3) are used for attitude determination because they are linear and
do not have singularities at certain points like the standard Euler’s angles equations.
The transformation matrix TBG =TT

GB is used to transform vectors from G to
B coordinate systems and conversely.

Part of the quadrotor model are the propellers where the inputs are the DC
motor’s angular rates, Ω1, Ω2, Ω3, Ω4, and outputs are the forces F ⃗1, F ⃗2, F ⃗3, F ⃗4

400 S. Deskovski et al.



which generate thrust and control moments (see Fig. 18.3). This model is nonlinear
and has the following form [1, 2]:

Fz = bðΩ2
1 +Ω2

2 +Ω2
3 +Ω2

4Þ, Ω= −Ω1 +Ω2 −Ω3 +Ω4,

½Mx, My, Mz�T = ½lbð−Ω2
2 +Ω2

4Þ, lbð−Ω2
1 +Ω2

3Þ, dð−Ω2
1 +Ω2

2 −Ω2
3 +Ω2

4Þ�T ,
ð18:5Þ

where l is the length from CM to the propellers, b [Ns2] is the thrust factor,
d [Nms2] is the drag factor. DC motors are represented with first-order transfer
function GmiðsÞ=ΩiðsÞ u̸iðsÞ=Kmi ð̸Tmis+1Þ, i=1, 2, 3, 4 which is sufficient to
reproduce the dynamics between the input (command) signals ui, i=1, 2, 3, 4, and
propeller’s true speeds Ωi, i=1, 2, 3, 4.

Quadrotor dynamic inversion is based on the six-degree-of-freedom mathe-
matical model of the quadrotor. This approach is different than the model
(18.1)–(18.2) used for quadrotor dynamic simulation. In this case the force
Eq. (18.1) is described in earth-fixed (inertial) coordinate GðO; xo, yo, zoÞ. Instead
the quaternion Eq. (18.3) for rotational kinematic equation, the Euler kinematic
equations are used and in the force and moment equations, the aerodynamic and
gyroscopic effects are neglected. This model is presented in [6].

Block diagram of the inverse model implemented in quadrotor guidance and
control system is given in Fig. 18.4. The inverse model consists of three modules:
quadrotor dynamic inversion, inversion of propeller equation, and inversion of DC
motors equation.

The desired output of the quadrotor system is yo = ½RoT
G , ψo�T where

Ro
G = ½xoo, yoo, zoo�T is three-dimensional trajectory given in earth-fixed coordinate

GðO; xo, yo, zoÞ, and ψo is given yaw angle, and both are results from the path
planning process. Output of the module Trajectory generation are the position

Fig. 18.4 Inverse model block diagram
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Ro
G = ½xoo, yoo, zoo�T , velocity Vo

G = ½Vo
xo ,V

o
yo ,V

o
zo �T , and acceleration aoG = ½aoxo , aoyo , aozo �T

vectors of desired quadrotor CG motion, Fig. 18.3.
Inversion procedure and equations in the blocks in quadrotor dynamic inversion

module are described in more detail in [6]. Outputs of the quadrotor dynamic
inversion module are nominal force and moments, Fo

z ,M
o
x ,M

o
y ,M

o
z .

Now by inverting the propeller Eq. (18.5), we get the nominal angular rates of
the propeller’s rotors, Ωo

1,Ω
o
2,Ω

o
3,Ω

o
4. This nominal angular rates we use for

determination of nominal inputs in DC motors, uo1, u
o
2, u

o
3, u

o
4. For our inversion we

use only the gains of DC motors.
Next we find the nominal control vector uo = ½uo1, uo2, uo3, uo4�T . At the end of the

process offorming the inversemodel, we form the nominal state vector,xo, (Fig. 18.4).
The nominal control vector uo = ½uo1, uo2, uo3, uo4�T will keep quadrotor near the

nominal trajectory with error which is dependent on the present disturbances then
on the parameters of the nominal trajectory, quadrotor dynamics, and other factors.
For stabilization and for reducing the error linear feedback controllers are designed.

Design of these controllers is based on linear model of quadrotor which
describes the dynamics with respect to nominal trajectory/state of quadrotor. In
Fig. 18.3, the three modules for attitude and position control are presented.

Attitude control keeps the three-dimensional orientation of the quadrotor to
desired (nominal) values. For roll, pitch and yaw control, and stabilization we used
PD controllers which are determined from

uv =Kpvεv +Kdvεv̇, εv = vd − v, v=ϕ, θ,ψ , vd =ϕd ,ϕd,ψ
o, ð18:6Þ

where Kp is the proportional gain, Kd is the derivative gain, and ε is the error
(difference) between nominal (desired or referent one) and the measured variables.

The altitude controller keeps the distance of the quadrotor from the ground at the
desired value. For altitude control we use Proportional Integral Derivative
(PID) controller which is determined by the following equation:
uh =Kphεh +Kdhεḣ +Kih

R t
0 εhdt, εh = ho − h, where Kph,Kdh,Kih are proportional,

derivative, and integral gain, respectively, εh is the error, ho = − zoo is the desired
(nominal) height, and h= − zo is the is actual altitude measured with suitable
sensor. The autonomous takeoff and landing algorithm adapts the altitude reference
ho to follow the dynamics of the quadrotor for taking off or landing.

Position control keeps the quadrotor over the desired point. Horizontal motion is
achieved by orienting the thrust vector towards the desired direction of motion. This
is done by rotating the vehicle itself in the case of a quadrotor. Position control is
performed by rolling or pitching the quadrotor in response to a deviation from the
yooðtÞ or xooðtÞ references, respectively. In the module Position control (Fig. 18.3)
two PD controllers are used whose outputs, ϕy, θx, are added to the nominal roll and
pitch angles, ϕo,θo, which are elements of the nominal state vector xoðtÞ, and so,
they are part of the inputs of attitude control: ϕd =ϕo +ϕy, θd = θo + θx.
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Inputs in the Command summation module are the nominal control uo and the
commands from the linear controllers: uh, uϕ, uθ, uψ summarized in appropriate way
to get control signal uðtÞ=uoðtÞ+ΔuðtÞ, ΔuðtÞ= ½Δu1, Δu2, Δu3, Δu4�T ,
Δu1 = uh + uθ − uψ , Δu2 = uh − uϕ + uψ , Δu3 = uh − uθ − uψ , Δu4 = uh + uϕ + uψ .

18.5 Simulation and Results

In accordance with block diagram in Fig. 18.3 and the equations that describe each
module we developed the simulation model of the quadrotor in
MATLAB/Simulink. The parameters of the quadrotor which are used in the sim-
ulation are: m=1 kg-mass, Ix = Iy =8.1 × 10− 3, Iz =14.2 × 10− 3 kgm2

—moments
of inertia, d=1.1 × 10− 6 Nms2-drag factor, l=0.24 m–length from CG to pro-
pellers, b=54.2 × 10− 6 Ns2 trust factor, Jtp =104× 10− 6 Nms2—propeller total
moment of inertia [13].

Several experiments were carried out for testing the mathematical model of the
quadrotor and its guidance and control system. Here we present results from two
simulation experiments, named Experiments 18.1 and 18.2.

Experiment 18.1 Input here is the nominal trajectory in spiral form which is gen-
erated using three-dimensional kinematic model of moving point. Figure 18.5
presents how the quadrotor follows this trajectory. Figure 18.6 shows the time
history of the nominal and actual coordinates of the vehicle.

Experiment 18.2 The generated referent trajectory has closed form and has three
parts: takeoff phase, flight on constant altitude, and landing at the start position.
Figure 18.7 shows how the quadrotor tracks given reference trajectory. Figure 18.8
shows the time history of the nominal and actual altitude and we can see how well
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quadrotor tracks the desired altitude. In Fig. 18.9 we can see the profile of the nominal
and actual velocity components. Figure 18.10 presents the time history of the nominal
and actual Euler’s angles.
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18.6 Conclusion and Future Work

In this paper, we gave an overview of our research work throughout the years in the
UAV technologies. Our particular research interests are in the Guidance Navigation
and Control (GN&C) algorithms for UAVs. We are using low-cost, small-size
quadrotor UAV. This UAV platform is helping us and our students to tackle chal-
lenging problems in the field of Guidance, Navigation and Control, where advanced
control, global optimization approaches, state and parameter estimation techniques,
modeling techniques can be practiced. Applications will focus on fault tolerant and
reconfigurable flight control design, flights envelop clearance and protection, optimal
terminal area energy management, GPS/Inertial/Air data integrated navigation system.
Further, we are continuing on developing algorithms for trajectory generation and its
optimization in various scenarios and conditions (fast maneuvers, fast winds, etc.).
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Part IV
Control and Supervision in Multi-Agent

and Industrial Systems

Logic habitually assumes numerals are being employed, and therefore it is not
applicable to this life but rather to some celestial existence.

Bertrand Russell



Chapter 19
Distributed Supervisory Strategies
for Multi-agent Networked Systems

Alessandro Casavola, Emanuele Garone and Francesco Tedesco

Abstract Novel distributed supervisory strategies for multi-agent linear systems

connected via data networks and subject to coordination constraints are presented

in this paper. Such a coordination-by-constraint paradigm is based on the online

management of the prescribed set points and it is characterized by a set of spatially

distributed dynamic systems, connected via communication channels, with possibly

dynamical coupling amongst them which need to be supervised and coordinated in

order to accomplish their overall objective. Two distributed strategies will be fully

described and analysed. First, a “sequential” distributed strategy will be presented

where only one agent per decision time is allowed to manipulate its own reference

signal. Such a strategy will be instrumental to introduce a more effective “parallel”

distributed strategy, in which all agents are allowed, under certain conditions, to

modify their own reference signals simultaneously. Finally, some cases of study will

be presented to show the effectiveness of the proposed methods.

19.1 Introduction

The problem of interest here is the design of distributed supervision strategies based

on Command Governor (CG) ideas for multi-agent systems in situations where the

use of a centralized coordination unit is impracticable because requiring unrealistic

or unavailable communication infrastructures. A centralized solution to this problem

has been recently proposed in [2] in the quite general context depicted in Fig. 19.1.

There, the master station is in charge of supervising and coordinating the slave sys-

tems via a data network. In particular, ri, gi, xi, yi, and ci represent, respectively,
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Fig. 19.1 Multi-agent master/slave architectures

the nominal references, the feasible references, the states, performance-related, and

coordination-related outputs of the slave systems. In such a context, the supervision

task can be expressed as the requirement of satisfying some tracking performance,

viz. yi ≈ ri, whereas the coordination task consists of enforcing some pointwise-in-

time constraints ci ∈ Ci and/or f (c1, c2,… , cN) ∈ C on each slave system and/or on

the overall network evolutions. To this end, the supervisor is in charge of modifying

the nominal references into the feasible ones, when the tracking of the nominal refer-

ences would produce constraint violations and hence loss of coordination. Examples

of such a situation include groups of vehicles cooperatively converging to a desired

formation [11], large-scale chemical processes [20], supply chain management sys-

tems [9], and coordination of generators in networked power systems [15] to mention

a few.

In this paper we move toward distributed strategies for solving the above task

in large-scale applications based on novel CG ideas recently proposed in [13]. The

novel distributed context is depicted in Fig. 19.2, where the supervisory task is now

distributed amongst several agents which are assumed to be able to communicate

amongst them and with the regulated plants as well. See also [10, 11] for recent

results on distributed Model Predictive Control (MPC) schemes of relevance here.

The CG approach (see [2, 8, 14]) is a well-known and established methodology

that provides a simple and effective way to enforce pointwise-in-time constraints

along the trajectories of a closed-loop system. The CG is a nonlinear device which

is added to a precompensated control system. Whenever necessary, the CG modifies

the reference to the closed-loop system so as to avoid constraint violations.
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Fig. 19.2 Multi-agent

architectures

In the above “traditional” contexts, the CG action is determined on the basis of the

knowledge of the actual measured state. In this paper, on the contrary, we will make

use of a recently proposed Feed-Forward CG solution [6, 13] to the CG design prob-

lem, which, at the price of some additional conservativeness, is able to accomplish

the CG task in the absence of an explicit measure or estimate of the state.

It is important to remark that the use of such a novel FF-CG scheme introduces

many technical challenges for the development of distributed schemes which have

to be carefully managed. In this respect, in [5] and [3] several theoretical aspects

of this novel sequential distributed scheme have been clarified, in particular those

related to the liveness of the method, which is the analysis of conditions avoiding the

occurrence of deadlock situations.

The main advantages of such a scheme are in its simplicity and in the low commu-

nication rates required for its implementation, remarkably lower than other distrib-

uted approaches—e.g., those based on consensus mechanisms. The basic idea is that

only one agent per time is allowed to modify its own reference signal. This approach,

although behaving increasingly slower for an increasing number of agents, is any-

way of interest in all situations whereby the coordination problem consists of few and

slow set point adjustments, e.g., in all small-/medium-scale situations where the set

points change infrequently or slower than the system dynamics. Its derivation is also

instrumental to build up faster “parallel” version of the scheme in which, whenever

possible, all agents are allowed to modify their own reference signals simultaneously.

See [4, 12] for a preliminary study on parallel distributed CG schemes and [7, 18]

for more complete results. For distributed CG schemes tailored to solve the collision

avoidance problem for unmanned vehicles please refer to [17, 19].
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19.2 System Description and Problem Formulation

Consider a set of N subsystems A = {1,… ,N}, each one being a Linear Time

Invariant (LTI) closed-loop dynamical system regulated by a local controller which

ensures stability and good closed-loop properties when the constraints are not active

(small-signal regimes when the coordination is effective). Let the ith closed-loop

subsystem be described by the following discrete-time model:

⎧
⎪
⎨
⎪
⎩

xi(t + 1) = 𝛷iixi(t) + Gigi(t) +
∑

j∈A −{i}
𝛷ijxj(t),

yi(t) = Hy
i xi(t)

ci(t) = Hc
i x(t) + Lig(t),

(19.1)

where t ∈ ZZ+, xi ∈ IRni is the state vector (which includes the controller states under

dynamic regulation), gi ∈ IRmi is the manipulable reference vector which, if no con-

straints (and no CG) were present, would coincide with the desired reference ri ∈ IRm

and yi ∈ IRmi is the output vector which is required to track ri. Finally, ci ∈ IRnci rep-

resents the local constrained vector which has to fulfil the set-membership constraint

ci(t) ∈ Ci, ∀t ∈ ZZ+, (19.2)

Ci being a convex and compact polytopic sets. It is worth pointing out that, in order

to possibly characterize global (coupling) constraints amongst states of different sub-

systems, the vector ci in (19.1) is allowed to depend on the aggregate state and

manipulable reference vectors x = [xT1 ,… , xTN]
T ∈ IRn

, with n =
∑N

i=1 ni, and g =
[gT1 ,… , gTN]

T ∈ IRm
, with m =

∑N
i=1 mi. Moreover, we denote by r = [rT1 ,… , rTN]

T ∈
IRm

, y = [yT1 ,… , yTN]
T ∈ IRm

and c = [cT1 ,… , cTN]
T ∈ IRnc

, with nc =
∑N

i=1 n
c
i , the

other relevant aggregate vectors. The overall system arising by the composition of

the above N subsystems can be described as

⎧
⎪
⎨
⎪
⎩

x(t + 1) = 𝛷x(t) + Gg(t)
y(t) = Hyx(t)
c(t) = Hcx(t) + Lg(t),

(19.3)

where

𝛷 =
⎛
⎜
⎜
⎝

𝛷11 … 𝛷1N
⋮ ⋱ ⋮

𝛷N1 … 𝛷NN

⎞
⎟
⎟
⎠
,G =

⎛
⎜
⎜
⎝

G1 … 0
⋮ ⋱ ⋮
0 … GN

⎞
⎟
⎟
⎠
.

Hy =
⎛
⎜
⎜
⎝

Hy
1 … 0
⋮ ⋱ ⋮
0 … Hy

N

⎞
⎟
⎟
⎠
,Hc =

⎛
⎜
⎜
⎝

Hc
1

…
Hc

N

⎞
⎟
⎟
⎠
,L =

⎛
⎜
⎜
⎝

L1
…
LN

⎞
⎟
⎟
⎠
.
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It is further assumed that

A1. The overall system (19.3) is asymptotically stable.

A2. System (19.3) is off-set free, i.e., Hy(In −𝛷)−1G = Im.

Roughly speaking, the CG design problem we want to solve is that of locally deter-

mine, at each time step t and for each agent i ∈ A , a suitable reference signal gi(t)
which is the best approximation of ri(t) such that its application never produces con-

straints violation, i.e., ci(t) ∈ Ci,∀t ∈ ZZ+, i ∈ A .

Classical centralized solutions to the above-stated CG design problem (see [2, 8])

have been achieved by finding, at each time t, a CG action g(t) as a function of the

current reference r(t) and measured state x(t):

g(t) ∶= g(r(t), x(t)) (19.4)

such that g(t) is the best approximation of r(t) under the condition c(t) ∈ C , where

C ⊆ {C1 ×⋯ × CN} is the global admissible region. In [13], the Feed-Forward
CG (FF-CG) approach has been proposed, where a CG action having the following

structure

g(t) = g(r(t), g(t − 𝜏)) (19.5)

was proved to have similar properties of the standard CG state-based approach when

computed every 𝜏 steps and kept constant between two subsequent updatings, with-

out hinging upon on the explicit knowledge of the state vector.

Here we recall the algorithm and notation of the FF-CG approach proposed in

[13] which will be relevant for the forthcoming discussion. To this end, consider, for

a given 𝛿 > 0, the following sets:

C
𝛿

∶= C ∼ B
𝛿

W
𝛿

∶= {g ∈ IRm ∶ cg ∈ C 𝛿}, (19.6)

where B
𝛿

is the ball of radius 𝛿 centred at the origin and A ∼ E is the Pontryagin set

difference defined as {a ∶ a + e ∈ A ,∀e ∈ E }. In particular, W
𝛿

, which we assume

non-empty, is the convex and closed sets of all constant commands g whose corre-

sponding equilibrium points cg ∶= Hc(In −𝛷)−1Gg + Lg satisfy the constraints with

margin 𝛿. By taking the definitions of 𝛥g(t) ∶= g(t) − g(t − 𝜏) and x
𝛥g ∶= xg(t)−xg(t−𝜏)

into account, we can present the Feed-Forward CG selection algorithm as follows:

The FF-CG Algorithm
REPEAT AT EACH TIME t

1.1 IF (t==𝜅𝜏, 𝜅=1, 2…)

1.1.1 SOLVE g(t) = argmin
g

∥ g − r(t) ∥2
𝛹

(19.7)

SUBJECT TO ∶
{
g ∈ W

𝛿

(g−g(t−𝜏))∈𝛥G (g(t−𝜏)) (19.8)
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1.2 ELSE g(t) = g(t − 1)
2.1 APPLY g(t)
3.1 UPDATE 𝜌(t) = 𝛾𝜌(t − 𝜏) + maxk≥0 ∥ Hc𝛷

k(I −𝛷)−1G𝛥g(t) ∥ .

where 𝛹 > 0 is a weighting matrix and 𝛾 ∈ (0, 1) suitably chosen; moreover,

𝛥G (g) ∶=
{
𝛥g ∶∥ Hc

𝛷

k(I −𝛷)−1G𝛥g ∥≤ 𝜌g+𝛥g − 𝛾𝜌g,∀k ≥ 0
}

(19.9)

is the set of all admissible 𝜏-step incremental commands 𝛥g which ensure constraint

satisfaction with 𝜌g representing the minimum distance between cg and the border of

C . Details on the computation of 𝜌g can be found in [13]. It is worth noticing that the

sets W
𝛿

, 𝛥G (g) and the generalized settling time 𝜏 can be computed from the outset.

19.3 Distributed CG

Here we introduce two distributed CG schemes based on the above FF-CG approach

assuming that the agents are connected via a communication network. Such a net-

work is modelled with a communication graph: an undirected graph G = (A ,B),
where A denotes the set of the N subsystems and B ⊂ A ×A the set of edges rep-

resenting the communication links amongst agents. More precisely, the edge (i, j)
belongs to B if and only if the agents governing the ith and the jth subsystems

are able to directly share information within 𝜏 sampling times. The communication

graph is assumed to be connected, i.e., for each couple of agents i ∈ A , j ∈ A , there

exists at least one sequence of edges connecting i and j, with the minimum number

of edges connecting the two agents denoted by di,j. The set of all agents with a direct

connection with the ith agent will be referred to as Neighbourhood of the ith agent
Ni = {j ∈ A ∶ di,j = 1}.

19.3.1 Sequential Procedure (S-FFCG)

The following procedure is quite similar to the serial method presented in [20]. Let

G be a Hamiltonian graph and assume, without loss of generality, that the sequence

H = {1, 2,… ,N − 1,N} is a Hamiltonian cycle. The idea behind the approach is

that only one agent per decision time is allowed to manipulate its local command

signal gi(t), while all others are instructed to hold their previous values. After each

decision, the agent in charge will update the global command received from the pre-

vious updating agent and will forward this new value to the next updating agent in the

cycle. Such a polling policy implies that, eventually after a preliminary initialization

cycle, at each time instant the “agent in charge” always knows the whole aggregate

vector g(t − 𝜏).
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By exploiting this observation we can define the following distributed SSCG

algorithm:

Sequential-SSCG Algorithm (S-SSCG)—Agent i

REPEAT AT EACH TIME t

1.1 IF(t==𝜅𝜏, 𝜅=0, 1,…)&&(𝜅modN) == i

1.1.1 RECEIVE g(t−𝜏) from the previous agent in the cycle H
1.1.2 SOLVE

gi(t) = argmingi ∥ gi − ri(t) ∥2
𝛹i

SUBJECT TO ∶{
g(t)=[gT1 (t−𝜏),…,gTi ,… ,gTN(t−𝜏)]

T∈W 𝛿

(gi − gi(t − 𝜏)) ∈ 𝛥G 0
g,i

(19.10)

1.1.3 APPLY gi(t)
1.1.4 UPDATE g(t)=[gT1 (t−𝜏),… , gi(t),… , gTN(t−𝜏)]

T

1.1.5 TRANSMIT g(t) to the next agent in H

1.2 ELSE

1.2.1 APPLY gi(t) = gi(t − 1)

where 𝛹i > 0 is a weighting matrix, 𝜅modN is the remainder of the integer division

𝜅∕N and

𝛥G 0
g,i =

{
𝛥gi

|||[0, 0,… , 𝛥gTi ,… , 0]T ∈ 𝛥Gg

}

is the set of all possible command variations for gi in the case that the commands of

all other agents are frozen.

In [16] the following proposition has been proved for the S-FFCG under the

assumption:

A3—Viability Property. Each point belonging to 𝜕(W
𝛿

) in (19.6) is viable, 𝜕(W
𝛿

)
denoting the border of W

𝛿

.

For additional details about liveness and viability please refer to [3].

Proposition 19.1 Let assumptionsA1-A2-A3 be fulfilled. Consider system (19.3) as
the composition of N subsystems in form (19.1) along with the distributed S-FFCG
selection rule and let an admissible aggregate command signal g(0) = [gT1 (0),… , gTN(0)]

T

be applied at t = 0. Then

1. for each agent i ∈ A the algorithm produces at each time step a feasible local
command gi(t);

2. constraints are fulfilled for all t ∈ ZZ+;
3. the overall system is asymptotically stable. In particular, whenever r(t) ≡ r, the

sequence of the aggregate vectors g(t) = [gT1 (t),… , gTN(t)]
T converges in finite

time either to r or to an admissible approximation inW 𝛿 which is Pareto-optimal
w.r.t. the local objective functionals ||gi − ri||2

𝛹

, i = 1,… ,N.
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19.3.2 Parallel FFCG (P-FFCG)

The main drawback of the S-FFCG algorithm is that, every 𝜏 time instants, only

one agent per time is allowed to modify its local command. This yields to a reduced

capability to track the desired reference r(t). In order to overcome such a limitation,

any agent should be enabled to select its local command every 𝜏 time instants. The

two key points to be considered in building up such a kind of strategy are

(a) the definition of the information set available to each agent

(b) the determination of a set of decentralized “selection rules” such that the com-

position of all feasible local commands satisfies global constraints (19.8).

With regards to the information available to each agent, we will assume that each

agent acts as a gateway in redistributing data amongst the other no directly connected

agents. Then, at each time instant t, the ith agent has knowledge of the following

vector:

𝜉i(t − 𝜏) = [gT1 (t − di,1𝜏),… , gTi (t − 𝜏),… , gTN(t − di,N𝜏)]T .

It results that the most recent information on the applied commands shared by all

agents at each decision time t is given by the vector

𝜉(t − 𝜏) = [gT1 (t − dmax,1𝜏),… , gTN(t − dmax,N𝜏)]T ,

where dmax,i = maxj∈A di,j.
The main idea behind the proposed selection rule is that of generating, every 𝜏

steps and on the basis of the information shared by all the agents in the network,

a set of decoupled alternative constraints (one for each agent) such that their local

fulfilment implies the fulfilment of global constraints (19.8). In other words, at each

computation step, we substitute the admissible region (19.8) for 𝛥g by its set Carte-
sian decomposition [1]. If such decomposition is opportunely performed, the prob-

lem decouples and each agent will have simply to fulfil the inclusion into a local set

in the form

𝛥gi(t) ∈ 𝛥Gv,i(t), i = 1,… ,N (19.11)

with𝛥Gv,i(t) ⊆ IRnci
, i = 1,… ,N convex and compact sets containing 0nci for all t ≥ 0.

It remains now to understand how to generate local decoupled constraints that

ensure global constraints satisfaction. The first step is to observe that if constraints

(19.11) were satisfied at each time step, then we could define the set of all feasible

values for the actual command g(t), to be computed on the basis of the common

information vector 𝜉(t − 𝜏), as follows:

𝛯(t − 𝜏) = {𝜉(t − 𝜏)} +
+
((

𝛥Gv,1(t − 𝜏) ×⋯ + 𝛥Gv,1(t − dmax,1𝜏)
)
×⋯

⋯ ×
(
𝛥Gv,N(t − 𝜏) +⋯ + 𝛥Gv,N(t − dmax,1𝜏)

))
,

(19.12)
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where + denotes the Pontryagin set sum defined as X + Y = {z = x + y ∶ ∀x ∈
X,∀y ∈ Y}. On the basis of the above feasible values for g(t − 𝜏), the set of admis-

sible aggregate command variations can be easily computed as follows:

𝛥G
W

𝛿

𝛯(t−𝜏) = {𝛥g|𝛥g ∈ 𝛥G (g),∀g ∈ 𝛯(t − 𝜏)}
∩ {𝛥g|(g + 𝛥g) ∈ W

𝛿

,∀g ∈ 𝛯(t − 𝜏)}.
(19.13)

Finally, the (approximated) Cartesian decomposition generating the agent-wise

decoupled constraints (19.11) should satisfy the following set inclusion condition:

𝛥Gv,1(t) ×⋯ × 𝛥Gv,N(t) ⊆ 𝛥G
W

𝛿

𝛯(t−𝜏). (19.14)

Note also that, because 𝛯(t − 𝜏) is the common information shared by all agents in

the network, then, once an opportune objective function is defined, all agents will

be able to independently determine the same collection of sets 𝛥Gv,i(t), i = 1,… ,N.
We can finally describe the Parallel FF-CG procedure to be performed every 𝜏 steps:

1.1 Each agent determines the collection of sets 𝛥Gv,i(t), i = 1,… ,N as the solution

of own instance the following optimization problem

max
𝛥Gv,i(t),i=1,…,N

V(𝛥Gv,1(t) ×⋯ × 𝛥Gv,N(t))

subject to (1.14),
(19.15)

where V(⋅) denotes a possible measure of the volume of a set (to achieve

good dynamical properties we want (𝛥Gv,1(t) ×⋯ × 𝛥Gv,N(t)) to be as large as

possible)

2.1 if the distance between 𝜉(t − 𝜏) and the boundaries of W
𝛿

is larger, then a pre-

determined threshold 𝜖thr; each agent can choose its own reference by solving

the following convex optimization problem:

gi(t) = argmin
gi

‖gi − ri(t)‖2
𝛹i

subject to (gi − gi(t − 𝜏)) ∈ 𝛥Gv,i(t)
(19.16)

2.2 otherwise, after an opportune initialization phase, all agents simultaneously

change the strategy and go sequentially under the S-FFCG strategy, where

the agent in charge is constrained inside a pre-determined virtual constraint

𝛥Gseq,i, i = 1,… ,N.

The threshold 𝜖thr and the pre-determined sets 𝛥Gseq,ii = 1,… ,N are design parame-

ters and have to be chosen accurately in order to ensure good dynamical performance

during the switching phases.

Remark 19.1 It has been proved in [18] that the same properties pertaining to the S-

FFCG scheme and reported in Proposition 19.1 still apply for the P-FFCG algorithm

here presented. Details are here omitted for space reasons. It is finally worth remark-
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ing that low communication efforts are necessary for implementing the distributed

strategies, which anyway do not affect the online computational burdens because

data are exchanged only after the computation and application of local commands.

19.4 Illustrative Example: Coordination of Autonomous
Vehicles

In Fig. 19.3, a system consisting of two dynamically coupled masses is presented.

Such a system, we will refer to as the m2-system, represents in essence a pair of

unmanned vehicles transporting an elastic membrane. The system is described by

the following equations:

miẍi = −k(xi −
∑

j∈Ni
xj) − 𝛽(ẋ1 −

∑
j∈Ni

ẋj) + Fx
i

miÿi = −k(yi −
∑

j∈Ni
yj) − 𝛽(ẏ1 −

∑
j∈Ni

ẏj) + Fy
i ,

(19.17)

where (xi, yi), i ∈ A = {1, 2} are the coordinates of the ith mass position w.r.t a

Cartesian reference frame and (Fx
i ,F

y
i ), i ∈ A , the components along the same ref-

erence frame of the forces acting as inputs for the two slave systems. Ni denotes the

neighbourhood of the ith agent, in this case: N1 = {2} and N2 = {1}. The follow-

ing system parameters are assumed: 𝛽 = 1
[

N s

m

]
, k = 1

[
N

m

]
,mi = 1 [kg],∀i ∈ A .

Discrete-time simulations with a sampling time of Tc = 0.1 [s] have been undertaken.

Each subsystem has been precompensated by an optimal LQ state-feedback local

controller.

The problem we consider here is the coordination of the planar motions of those

two masses along two continuously parameterized paths r1(𝛼1) ∈ IR2
, r2(𝛼2) ∈ IR2

where 𝛼1 ∈ [0, �̄�], 𝛼2 ∈ [0, �̄�] are real parameters. It is required that each agent tracks

its own path by progressively increasing the value of 𝛼i(t) at the maximum speed

compatible with the following constraints:

|||F
j
i(t)

||| ≤ 0.5 [N] j = x, y, i ∈ A ,

|𝜈i(t) − ri(𝛼i(t))| ≤ 0.05 [m] i ∈ A ,

|||𝛼i(t) − 𝛼j(t)
||| ≤ 0.04, i ∈ A , j ∈ Ni.

(19.18)

Fig. 19.3 Planar system of

two dynamically coupled

masses
m2m1

x

k

Fy

F F

β

F
x
1

x
2

21
yy
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Fig. 19.4 a Planar system of three dynamically coupled masses (m3-system). b Planar system of

four dynamically coupled masses (m4-system)

The first set of inequalities represents input-saturation constraints on the four

forces Fx
i and Fy

i , i ∈ A , acting as inputs to the vehicles. They have to be taken into

account in order to avoid the generation of trajectories out of the actuator ranges.

The second set of constraints represents the component-wise accuracy of the vehicle

positions 𝜈i(t) = [xi(t), yi(t)] with respect to the target rigid motion ri(𝛼i(t)). Finally,

the third group of constraints represents the coordination constraints between the

agents: the agents have never to be “too far apart” in the parameter progression in

order to maintain the formation shape (Fig. 19.4).

In this example, we will consider the rigid motions r1(𝛼), r2(𝛼) for 𝛼 ∈ [0, 4]
reported in Fig. 19.5a, consisting of a combination of circular and translational uni-

form motions generated by assuming the two masses to be rigidly connected 0.2-

m-long way apart and the rigid system rotating around its centre of mass which

translates uniformly along a quadratic path of side L = 1m. For comparisons, the

system trajectories achieved by the use of the centralized Standard CG strategy [2]

and the two presented distributed approaches are depicted in Fig. 19.5b–d for the first

1000 simulation steps. Those trajectories correspond to the evolution of 𝛼i(t), i = 1, 2
shown in Fig. 19.6. As expected, the use of distributed schemes introduces a certain

level of conservativeness w.r.t. centralized CG approaches. However, with regards to

the P-FFCG method it is worth pointing out here that, even if the Cartesian decompo-

sition undertaken in this example was based on the very conservative computation

of the maximal volume inscribed hypercube, the performance degradation is very

moderate.

In order to evaluate the scalability of the proposed algorithms, formations of three

and four masses, hereafter denoted as m3-system and m4-system, have been consid-

ered (see Fig. 19.4a). The same constraints (19.18) and parameterized paths used

for the two-mass model (shown in Figs. 19.7a and 19.9a) have been considered. The

simulative results are depicted in Figs. 19.7, 19.8 and Figs. 19.9, 19.10, respectively.
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(a) (b)

(c) (d)

Fig. 19.5 Tracking trajectories for the m2-system: a Reference Trajectories, b Standard CG,

c S-FFCG, d P-FFCG
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Fig. 19.6 Computed 𝛼1(t), 𝛼2(t) for the m2-system: Standard CG (-), P-FFCG (-.-), S-FFCG(- -)
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(a) (b)

(c) (d)

Fig. 19.7 Tracking trajectories for the m3-system: a Reference Trajectories, b Standard CG,

c S-FFCG, d P-FFCG
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Fig. 19.8 Computed 𝛼1(t), 𝛼2(t), 𝛼3(t) for the m3-system: Standard CG (-), P-FFCG (-.-),

S-FFCG(- -)
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(a) (b)

(c) (d)

Fig. 19.9 Tracking trajectories for the m4-system: a Reference Trajectories, b Standard CG,

c S-FFCG, d P-FFCG
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Fig. 19.10 Computed 𝛼1(t), 𝛼2(t), 𝛼3(t), 𝛼4(t) for the m4-system: Standard CG (-), P-FFCG (-.-),

S-FFCG(- -)
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0 100 200 300 400 500 600 700 800 900 1000
−0.05

0

0.05
Precision Constraints

ε
1 x

0 100 200 300 400 500 600 700 800 900 1000
−0.05

0

0.05

ε
1 x

0 100 200 300 400 500 600 700 800 900 1000
−0.05

0

0.05

ε
1 x

Time [steps]

(a)

(b)

(c)

Fig. 19.11 Formation accuracy constraints of agent 1. a m2-system. b m3-system. c m4-system):

Standard CG (-), P-FFCG (-.-), S-FFCG(- -)

In Fig. 19.11, the accuracy constraints for a single agent of each formation are

depicted for all the simulated systems. The results of the centralized CG scheme are

contrasted with those pertaining to both distributed algorithms. It is worth noticing

that the centralized solution is more active and the constrained signal is often near to

the constraints’ boundaries. On the contrary, the distributed methods present a more

conservative behaviour. It is also worth noticing the particular “pulsing” constrained

signal behaviour for the S-FFCG algorithm: a remarkable variation is produced due

to the action of the “agent in charge”. After this time and by the time this agent is “in

charge” again, no set point modifications are produced for this agent. A much more

smoother behaviour can be noticed on the contrary for the P-FFCG policy.

Finally, in Table 19.1 the online computational burdens and network usage are

reported for all schemes. The CPU times are related, in the distributed case to a single

agent and in the centralized case to the unique supervisor in charge. The exchanged

information amounts: in the distributed case to data exchanged by an agent with the

rest of the network (it is the same for each agent in this example), in the centralized

case the data received and transmitted by the unique CG device.

Table 19.1 CPU time—exchanged information

CPU time (ms) TX Data (bit/agent)

m2 m3 m4 m2 m3 m4

CG 5.0 5.5 6.1 384 576 768

P-FFCG 3.8 4.7 4.8 128 328 512

S-FFCG 0.47 0.38 0.35 128 192 256
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19.5 Conclusions

In this paper, novel classes of distributed CG schemes have been discussed for

dynamically coupled linear systems subject to local and global constraints. The key

point was to resort to a novel FF-CG scheme that does not require an explicit mea-

sure of the state to be implemented. Two distributed coordination algorithms have

been singled out and their constraints fulfilment and stability properties highlighted.

Comparisons with a centralized solution have been also presented and commented

in the final illustrative example. The presented results are encouraging and stimulate

further research on the topic.
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Chapter 20
Petri Net-Based Synthesis of Agent
Cooperation by Means of Modularity
and Supervision Principles

František Čapkovič

Abstract A possibility how the principles of modularity and supervision can be uti-

lized at synthesis of the agent cooperation is pointed out in this paper. Subsystems

modelling agents of different kinds are understood to be discrete-event systems mod-

ules. They are modelled by means of place/transition Petri nets (P/T PN). A desired

strategy of the mutual behaviour of agents during their cooperation is expressed by

conditions for the discrete-event systems (DES) based supervisor synthesis. Then,

the synthesized supervisor obtrudes the cooperation strategy on the agents at the

realization of a common job. Such a procedure can be utilized step by step also at

the synthesis of more complicated structures of cooperating modules (e.g. groups of

agents) in order to achieve a prescribed behaviour of the global structure altogether.

The supervisor synthesis is realized either by means of the P/T PN place invariants

(P-invariants) or in virtue of the extended method where P-invariants are comple-

mented by conditions imposed on P/T PN transitions and/or on the Parikh’s vector

(especially in order to express priorities). The soundness of the approach is illustrated

by simple examples.

20.1 Introduction

While not long ago the term agents was exclusively used for abstract software enti-

ties (modules), at present we can speak also about the agents with a material sub-

stance (i.e., material agents) especially in manufacturing systems (e.g. robots, differ-

ent intelligent machines and/or automatically guided vehicles, even whole produc-

tion lines cooperating each other), transport systems (e.g. trains in railways, local

tracks), communication systems (e.g. sender, receiver, communication channel), etc.,

or persons, e.g. in business processes (vendor, customer, manager, buyer, contrac-

tor) and in other social systems. The behaviour exhibited by such devices, companies,
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persons have the character of discrete-event systems (DES). DES are systems dis-

crete in nature. Their behaviour is driven by means of occurrence of discrete events.

To describe DES different kinds of Petri nets (PN) are often used. Namely, PN yield

both the graphical symbolization and the mathematical description of DES. In this

paper the place/transition PN (P/T PN) will be applied to model the behaviour of

autonomous DES modules as well as the behaviour of groups of cooperating mod-

ules. To ensure the desired cooperation of modules in a prescribed fashion the meth-

ods of DES supervising (beside others) can be utilized. Understand the structure of

P/T PN to be the bipartite directed graph

⟨P, T , F, G⟩, P ∩ T = ∅, F ∩ G = ∅, F ⊆ P × T , G ⊆ T × P, (20.1)

where P = {p1, p2, … , pn} is the set of places pi, i = 1,… , n, representing states

of elementary processes, T = {t1, t2, … , tm} is the set of transitions tj, j = 1,… ,m,

representing states of elementary discrete events, F is the set of directed arcs (the

graph edges) oriented form places to transitions, and G is the set of directed arcs (the

graph edges) oriented form transitions to places. Thus, F, G express, respectively,

causal relations places → transitions and transitions → places and can be replaced

by incidence matrices 𝐅, 𝐆. Formally, the dynamics of P/T PN can be expressed as

⟨X, U, 𝛿, 𝐱0⟩, X ∩ U = ∅, (20.2)

where X = {𝐱0, 𝐱1, … , 𝐱N} is the set of state vectors; 𝐱k ∈ X, k = 0, 1,… ,N rep-

resents the state vectors of elementary places in the step k of the system dynam-

ics development; U = {𝐮0, 𝐮1, … , 𝐮N} is the set of control vectors; 𝐮k ∈ U, k =
0, 1,… ,N represents the state vectors of elementary transitions in the step k of the

system dynamics development; 𝛿 ∶ X × U → X is the transition function; 𝐱0 is the

initial state vector. The transition function 𝛿 can be transformed into the system form.

The system form of the P/T PN-based model of a DES module dynamics is given

as follows:

𝐱k+1 = 𝐱k + 𝐁.𝐮k , k = 0, … , N, (20.3)

𝐁 = 𝐆T − 𝐅, (20.4)

𝐅.𝐮k ≤ 𝐱k, (20.5)

where k is the discrete step of the dynamics development; 𝐱k = (𝜎k
p1
,… , 𝜎

k
pn
)T is

the n-dimensional state vector; 𝜎
k
pi

∈ {0, 1,… , cpi}, i = 1,… , n express the states

of atomic activities by 0 (passivity) or by 0 < 𝜎pi ≤ cpi (activity); cpi is the capacity

of pi; 𝐮k = (𝛾kt1 ,… , 𝛾

k
tm
)T is the m-dimensional control vector (the state vector of

transitions); its components 𝛾

k
tj
∈ {0, 1}, j = 1,… ,m represent occurring of ele-

mentary discrete events (e.g. starting or ending the activities, failures, etc.) by 1
(presence of the corresponding discrete event) or by 0 (absence of the event); 𝐁,

𝐅 (the incidence matrix of the graph edges corresponding to F), 𝐆 (the incidence
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matrix of the graph edges corresponding to G) are the matrices of integers; 𝐅 =
{fij}n×m, fij ∈ {0,Mfij}, expresses the causal relations among the states (as causes)

and the discrete events occurring during the DES operation (as consequences) by

0 (nonexistence of the relation) or by Mfij > 0 (existence and multiplicity of the

relation); 𝐆 = {gij}m×n, gij ∈ {0,Mgij}, expresses analogically the causal relations

among the discrete events (as causes) and the DES states (as consequences); 𝐁 is

given according to (20.4); (.)T symbolizes the matrix or vector transposition. Just

such an exact mathematical expression of P/T PN, in contrast to high-level PN, yield

the possibility to deal with the cooperation synthesis in analytical terms.

Developing (20.3) at simultaneous respecting (20.5) it can be written that

𝐱1 = 𝐱0 + 𝐁.𝐮0, (20.6)

𝐱2 = 𝐱1 + 𝐁.𝐮1 = 𝐱0 + 𝐁.(𝐮0 + 𝐮1), (20.7)

... ... ... ... ... ... ... ... ...

𝐱k = 𝐱0 + 𝐁.(𝐮0 + 𝐮1 +⋯ + 𝐮k−1) = 𝐱0 + 𝐁.𝐯, (20.8)

where 𝐯 =
∑k−1

i=0 𝐮i in (20.8) is named as the Parikh’s vector. It gives us information

about how many times the particular transitions are fired during the development of

the system dynamics from the initial state 𝐱0 to the state 𝐱k.
Because not only the behaviour of agents but also the cooperation of agents exhibit

attributes of DES we can utilize PN model for cooperating modules too.

This paper represents the extension of the conference COSY 2011 paper [12].

20.2 Modularity at Building des Models

Having the PN models of DES modules we can build different DES structures. Con-

sider a group of NA agents {A1, … , ANA
}. When the agents Ai, i = 1, … , NA, are

autonomous, the incidence matrices are block diagonal as follows:

𝐅=

⎛
⎜
⎜
⎜
⎜
⎜
⎝

𝐅1 𝟎 …𝟎 𝟎
𝟎 𝐅2…𝟎 𝟎
⋮ ⋮ ⋱ ⋮ ⋮
𝟎 𝟎 …𝐅NA−1 𝟎
𝟎 𝟎 …𝟎 𝐅NA

⎞
⎟
⎟
⎟
⎟
⎟
⎠

; 𝐆=

⎛
⎜
⎜
⎜
⎜
⎜
⎝

𝐆1 𝟎 …𝟎 𝟎
𝟎 𝐆2…𝟎 𝟎
⋮ ⋮ ⋱ ⋮ ⋮
𝟎 𝟎 …𝐆NA−1 𝟎
𝟎 𝟎 …𝟎 𝐆NA

⎞
⎟
⎟
⎟
⎟
⎟
⎠

.

Namely, the diagonal blocks 𝐅i, 𝐆𝐢, i = 1, … , NA represent the incident matrices

of the agent Ai. However, when the agents are mutually connected the incidence

matrices of the DES model can have three principal forms as follows. Each form

depends on the fact how the modules are interconnected. The P/T PN models of

DES modules can be connected
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1. either by means of PN transitions

2. or by means of PN places

3. or, finally, by means of both the PN transitions and PN places.

However, the interconnections

∙ can be created by a qualified mathematical method of synthesis;

∙ can result from a real situation—e.g. mutual interconnections of production lines

is prescribed by the production technology;

∙ can be created intuitively—i.e., ad hoc in a self-contained process of manual

synthesis—see Example 20.5.

While the first possibility is supported by scientific methods, the second and third

ones are based especially on human experience. However, sometimes they can be

supported by the first one in order to improve the quality of cooperation or a degree

of automation—e.g. see and compar the Examples 20.1 and 20.3.

20.2.1 Interconnections by PN Transitions

When interconnections consist (exclusively) of additional PN transitions the struc-

ture of the block diagonal matrices will be augmented for submatrices expressing

the interconnections among the modules. Thus, the matrices 𝐅, 𝐆 are the following:

𝐅 =
(
blockdiag(𝐅i)i=1,NA

|𝐅c
)
; 𝐆 =

(
blockdiag(𝐆i)i=1,NA

𝐆c

)
,

𝐁 =
(

blockdiag(𝐁i)i=1,NA
|𝐁c

)
,

where 𝐁i = 𝐆T
i − 𝐅i; 𝐁ci = 𝐆T

ci
− 𝐅ci ; i = 1, … , NA; 𝐅c = (𝐅T

c1
, 𝐅T

c2
, … , 𝐅T

cNA
)T

𝐆c = (𝐆c1 , 𝐆c2 , … , 𝐆cNA
); 𝐁c = (𝐁T

c1
, 𝐁T

c2
, … , 𝐁T

cNA
)T . Here, 𝐅i, 𝐆i, 𝐁i represent

the parameters of the PN-based model of the module (agent) Ai. 𝐅c, 𝐆c, 𝐁c repre-

sent the structure of the interface between the cooperating agents.

20.2.2 Interconnections by PN Places

Alike, when the interconnections consist (exclusively) of additional PN places, the

shape of the matrices is as follows:

𝐅 =
(

blockdiag(𝐅i)i=1,…,NA

𝐅d

)
; 𝐆 =

(
blockdiag(𝐆i)i=1,NA

|𝐆d
)
,
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𝐁 =
(

blockdiag(𝐁i)i=1,…,NA

𝐁d

)
,

where𝐁i=𝐆T
i − 𝐅i;𝐁di = 𝐆T

di
− 𝐅di ; i = 1, … , NA;𝐅d = (𝐅d1 , 𝐅d2 , … , 𝐅dNA

);𝐆d =
(𝐆T

d1
, 𝐆T

d2
, … , 𝐆T

dNA
)T ; 𝐁d = (𝐁d1 , 𝐁d2 , … , 𝐁dNA

). 𝐅i, 𝐆i, 𝐁i, i = 1, … , NA, repre-

sent the parameters of the PN-based model of the agent Ai, and 𝐅d, 𝐆d, 𝐁d represent

the structure of the interface between the cooperating agents.

20.2.3 Interconnections by both PN Places and PN
Transitions

Finally, when the interconnections consist of both the additional PN places and the

additional PN transitions the matrices acquire the following form:

𝐅 =
(

blockdiag(𝐅i)i=1,NA
𝐅c

𝐅d 𝐅d↔c

)
; 𝐆 =

(
blockdiag(𝐆i)i=1,NA

𝐆d
𝐆c 𝐆c↔d

)
,

𝐁 =
(

blockdiag(𝐁i)i=1,NA
𝐁c

𝐁d 𝐁d↔c

)
,

where 𝐁i = 𝐆T
i − 𝐅i; 𝐁di = 𝐆T

di
− 𝐅di ; 𝐁ci = 𝐆T

ci
− 𝐅ci ; i = 1, … , NA; 𝐁d↔c =

𝐆T
c↔d − 𝐅d↔c. Here 𝐅, 𝐆, 𝐁 have a special structure. Each of them has the big diag-

onal block describing the structure of autonomous agents and the specific part in

the form of the letter L turned over the vertical axe. 𝐅d↔c, 𝐆c↔d, 𝐁d↔c are situated,

respectively, on their diagonals just in the breakage of the turned L. Here, in effect the

interconnection has a form of the cooperation with a new PN subnet (quasi another

agent) containing nd additional places and mc additional transitions. Its structure is

given by the (nd × mc)-dimensional matrix 𝐅d↔c and (mc × nd)-dimensional matrix

𝐆c↔d. The row and the column consisting of corresponding blocks model the con-

tacts of the kernel with the autonomous agents.

20.2.4 Connecting PN Modules of Agents by PN Transitions

Any system (even the continuous one) has minimally two discrete states—idle and

working. Discrete events execute switching between them. The idle system can be

switched on by a discrete event (e.g. start) while the running system can be switched

off (stopped) by another discrete event. However, besides such events concerning

the single agents, other discrete events can start or stop interconnections among the

agents. Consequently, to illustrate the first kind of interconnecting the PN modules,

i.e., by means of the PN transitions, let us introduce the following example.
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Example 20.1 Consider six production lines in a factory recycling the collected

waste plastic given in Fig. 20.1.

Four upper lines produce the plastic double foil from the granulate prepared from

the waste plastic. The model of such a production line based on first-order hybrid

Petri nets (FOHPN) is presented in [11]. Here, only the cooperation of the lines will

be discussed.

Two lower lines produce rolls of plastic bags from the double foil. We can

encounter a kind of such rolls of bags everyday in supermarkets when we buy fruits,

bread, pastry, etc., or at home we insert bags from another kind of rolls into the bin in

our kitchen or into the dust basket at cleaning our flat or into the waste paper basket

in our office.

In Fig. 20.1 a rough schema of the cooperation of two groups of lines is displayed,

namely, the group of four autonomous foil producing lines and the group of two

autonomous lines producing bags.

The PN places {p1, p4, p7, p10} represent the continuous production of the foil,

{p2, p5, p8, p11} represent the cutting a bales of the foil with a determined weight

Fig. 20.1 The Petri net-based model of the rough conception of the supposed cooperation of the

production lines
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and delivering the bale to the buffers {p3, p6, p9, p12}. The PN places {p13, p16}
represent the continuous rolling lines processing the double foil into the form of the

belt of bags, {p14, p17} represent the rolling the belt into rolls of a prescribed length

(prescribed number of bags) and {p15, p18} represent buffers of the rolls.

The transitions {t13, t14} make possible the cooperation of the first foil production

line either with the first or with the second rolling lines. Likewise, {t15, t16} makes

possible the cooperation of the second foil production line with the rolling lines,

{t17, t18} the cooperation of the third foil production line with the rolling lines, and

finally {t19, t20} the cooperation of the fourth foil production line with the rolling

lines.

We can built the system structure as follows:

𝐅i=1,⋯,6 =
⎛
⎜
⎜
⎝

1 0
0 1
0 0

⎞
⎟
⎟
⎠
; 𝐆i=1,⋯,4 =

(
0 1 0
1 0 1

)
; 𝐆i=5,6 =

(
0 1 0
0 0 1

)
,

𝐅c =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

;𝐆T
c =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 1 0 1 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

However, it has to be said that in Fig. 20.1 is only a rough structure. Namely, the

behaviour of such a structure does not determine any order or priorities as to the

cooperation of the lines from the first group with the lines from the second group.

In such a form it is not suitable either from the idle time point of view or from the

technological point of view. Namely, the dimensionality of the double foil in bales

from different lines is not the same—it may be different as to the width of the foil and

as to the thickness of the foil itself. Therefore, the displayed structure is incomplete.

Thus, it is necessary to define rules for cooperation, i.e., when and how the lines can

cooperate. The supervision can help us on this way. The extended correct schema



436 F. Čapkovič

will arise after imbedding the supervisor synthesized by means of supervision—see

Example 20.3 introduced below in the part Sect. 20.3.2.

20.3 Supervision and the Agent Cooperation

A supervisor for DES subsystems can be suitable in general for avoiding the egoistic

effort of autonomous agents, especially in case of limited sources (working space,

raw materials or semiproducts, energy, etc.). Namely, by means of prohibition some

states of the global system describing the multi-agent system (MAS), e.g. like the so-

called mutex (mutual exclusion), a useless ’haggle’ of agents each other for a priority

can be removed on behalf of the global system purposes. However, on the contrary,

the supervision process can be understood to be a carrier of the cooperation in the

sense of the global system politics. In such a way the conditions for the supervisor

synthesis represent the desired cooperation of agents in a group of agents or in MAS.

In both cases some constraints have to be satisfied in order to achieve the desired

behaviour (i.e., to synthesize the supervisor). Here, two kinds of constraints known

from supervising methodology in DES control theory will be considered. Namely,

(i) the constraints based on the P-invariants—[3, 5, 7–10, 13]; (ii) the generalized

constraints based not only on the PN places but also on the PN Parikh’s vector and/or

on the PN transitions—[2–4].

20.3.1 Using P/T PN P-Invariants at Agent Cooperation
Synthesis

The principle of the method is based on the PN P-invariants [3, 4, 6] being the vec-

tors, 𝐯, with the property that multiplication of these vectors with any state vector

𝐱k ∈ Xreach (i.e., reachable from a given initial state vector 𝐱0 ∈ Xreach) yields the

same result (the relation of the state conservation): 𝐯T .𝐱k = 𝐯T .𝐱0. Because of (20.3)

𝐯T .𝐱k = 𝐯T .𝐱0 + 𝐯T .𝐁.𝐮k. Hence, to satisfy the previous definition of P-invariants,

the condition 𝐯T .𝐁 = 𝟎 has to be met. P-invariants are useful in checking the prop-

erty of mutual exclusion. To eliminate a selfish behaviour of autonomous agents at

exploitation of limited joint resources it is necessary to allocate the sources to indi-

vidual agents rightly, with respect to the global goal of MAS. Such a constraint of

the agents behaviour and violation of their autonomy is rather in favour of MAS than

in disfavour. In case of the existence of several (e.g. nx) invariants in a PN, the set

of the P-invariants is created by the columns of the (n × nx)-dimensional matrix 𝐕
being the solution of the homogeneous system of equations

𝐕T
.𝐁 = 𝟎∕. (20.9)
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This equation represents the base for the supervisor synthesis method. Some addi-

tional PN places (slacks) can be added to the PN model in question. The slacks create

the places of the supervisor. Hence (20.9) can be rewritten as

[𝐋, 𝐈s].
[
𝐁
𝐁s

]
= 𝟎∕; 𝐋.𝐁 + 𝐁s = 𝟎∕; 𝐁s = −𝐋.𝐁; (20.10)

where 𝐈s is (ns × ns)-dimensional identity matrix with ns ≤ nx being the number of

slacks, (ns × n)-dimensional matrix 𝐋 of integers represents (in a suitable form) the

conditions 𝐋.𝐱 ≤ 𝐛 (𝐛 is the vector of integers), imposed on marking of the original

PN and the (ns × m)-dimensional matrix 𝐁s = 𝐆T
s − 𝐅s yields (after its finding by

computing) the structure of the PN-based model of the supervisor. Thus, the super-

visor structure respects the actual structure of the matrix 𝐋. The supervised system

(the group of autonomous agents augmented for the supervisor) is characterized by

the augmented state vector and the augmented structural matrices as follows:

𝐱a =
[
𝐱
𝐱s

]
; 𝐅a =

(
𝐅
𝐅s

)
; 𝐆T

a =
(
𝐆T

𝐆T
s

)
, (20.11)

where 𝐅s and 𝐆T
s represent the supervisor structure. They correspond to the inter-

connections of the supervisor and autonomous agents. Analogically, the initial state

of the supervisor
s𝐱0 can be computed as

[𝐋 | 𝐈s].
[
𝐱0
s𝐱0

]
= 𝐛 ; s𝐱0 = 𝐛 − 𝐋.𝐱0, (20.12)

where 𝐛 is the vector of the corresponding dimensionality (i.e., ns) with integer

entries representing the limits for number of common tokens—i.e., the maximum

numbers of tokens that the corresponding places can possess altogether (i.e., to share

them).

Example 20.2 Let us show how easy the dining philosophers problem defined by

[1] can be solved by means of the supervisor synthesis. In computer science, this

problem is an illustrative example of a common computing problem in concurrency.

It is a classic multi-process synchronization problem where five computers competed

for access to five shared tape drive peripherals. It was named as dining philosophers

problem. Namely, five philosophers are sitting at a circular table with a large bowl

of spaghetti in the centre doing one of two things—eating or thinking. While eating,

they are not thinking, and while thinking, they are not eating. A chopstick is placed

in between each philosopher. Each philosopher has one chopstick to his left and one

chopstick to his right. It is assumed that a philosopher must eat with two chopsticks.

The philosopher can only use the chopstick on his immediate left or right.

The PN-based model of the situation for one philosopher is given in Fig. 20.2.

In case of five philosophers the thinking is modelled by the PN places p1, p3, p5,
p7, p9 and eating is represented by the places p2, p4, p6, p8, p10. In this situation all
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Fig. 20.2 The PN-based

model of one philosopher

activities

of the philosophers are thinking—p1, p3, p5, p7, p9 are active—i.e., no chopsticks

are necessary. However, formally they are expressed by means of the PN places p11,

p12, p13, p14, p15—see Fig. 20.3, apart from interconnections. The defined problem

can be solved by the supervisor synthesis method. The incidence matrices of the PN

models of the autonomous agents Ai, i = 1, … , 5 are

𝐅i =
(
1 0
0 1

)
; 𝐆T

i =
(
0 1
1 0

)
; 𝐁i =

(
−1 1
1 −1

)
.

Fig. 20.3 The PN-based

model of the supervised

dining philosophers
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Consider that the initial states are the same

i𝐱0 = (1, 0)T ; i = 1,… , 5.

The parameters of the PN model of the group of autonomous agents can be expressed

as follows:

𝐅 = blockdiag(𝐅i)i=1,5; 𝐆 = blockdiag(𝐆i)i=1,5,

𝐱0 = (1𝐱T0 ,
2𝐱T0 ,

3𝐱T0 ,
4𝐱T0 ,

5𝐱T0 )
T
.

The conditions imposed on the autonomous agents are

𝜎p2 + 𝜎p4 ≤ 1
𝜎p4 + 𝜎p6 ≤ 1

𝜎p6 + 𝜎p8 ≤ 1
𝜎p8 + 𝜎p10 ≤ 1

𝜎p10 + 𝜎p2 ≤ 1.

Verbally it means that two adjacent agents (neighbours) must not eat simultaneously.

These conditions yield the matrix 𝐋 and the vector 𝐛 as follows

𝐋 =

⎛
⎜
⎜
⎜
⎜
⎝

0 1 0 1 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0
0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 1

⎞
⎟
⎟
⎟
⎟
⎠

; 𝐛 = (1, 1, 1, 1, 1)T .

Hence,

𝐁s = −𝐋.𝐁; s𝐱0 = 𝐛 − 𝐋.𝐱0,

𝐁s =

⎛
⎜
⎜
⎜
⎜
⎝

−1 1 −1 1 0 0 0 0 0 0
0 0 −1 1 −1 1 0 0 0 0
0 0 0 0 −1 1 −1 1 0 0
0 0 0 0 0 0 −1 1 −1 1

−1 1 0 0 0 0 0 0 −1 1

⎞
⎟
⎟
⎟
⎟
⎠

, ; s𝐱0 =

⎛
⎜
⎜
⎜
⎜
⎝

1
1
1
1
1

⎞
⎟
⎟
⎟
⎟
⎠

𝐅s =

⎛
⎜
⎜
⎜
⎜
⎝

1010000000
0010100000
0000101000
0000001010
1000000010

⎞
⎟
⎟
⎟
⎟
⎠

; 𝐆T
s =

⎛
⎜
⎜
⎜
⎜
⎝

0101000000
0001010000
0000010100
0000000101
0100000001

⎞
⎟
⎟
⎟
⎟
⎠

.
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Fig. 20.4 The PN-based model of the three groups cooperation

The structural matrices 𝐅s, 𝐆s of the supervisor give us the structural interconnec-

tions between the philosophers and the chopsticks. Using the supervisor synthesis

the problem was easily resolved. The PN-based model of the solution—the cooper-

ating agents—is given in Fig. 20.3. Of course, the conditions for cooperation can be

more complicated. Consider, e.g. the group of five simple autonomous agents GrA =
{A1, A2, A3, A4, A5} with the same structure like those handled above. Let us solve

the situation when it is necessary to ensure that only one agent from the subgroup

Sgr1 = {A1, A4, A5} and only one agent from the subgroup Sgr2 = {A2, A4, A5}
and only one agent from the subgroup Sgr3 = {A3, A4, A5} can simultaneously

cooperate with other agents from GrA. In other words, the agents inside the des-

ignated subgroups must not work simultaneously. Even, the agents A4 and A5 can

work only individually (any cooperation with other agents is excluded). However,

the agents A1, A2, A3 can work simultaneously. Now, the conditions prescribing the

cooperation of agents are

𝜎p2 + 𝜎p8 + 𝜎p10 ≤ 1,
𝜎p4 + 𝜎p8 + 𝜎p10 ≤ 1,
𝜎p6 + 𝜎p8 + 𝜎p10 ≤ 1.

After the supervisor synthesis the PN model of the cooperating agents is displayed

in Fig. 20.4.

20.3.2 A General Approach to Agent Cooperation Synthesis

Of course, the previous approach does not cover all cases occurring in practice. To

widen a class of cooperation fashions the more general approach has to be used.

One of possibilities how to do this is the extended method. The method gives us the

possibility to impose some conditions also on the P/T PN transitions as well as on the

components of the P/T PN Parikh’s vector. On this way especially the Parikh’s vector
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is very important and useful because it allows us to force conditions concerning the

priorities of elementary agents in case of utilizing common sources (e.g. access to a

critical space, power consumption, etc.). The general linear constraints for supervisor

synthesis were described in [2] in detail. Concentrated form of them can be expressed

as follows

𝐋p.𝐱 + 𝐋t.𝐮 + 𝐋v.𝐯 ≤ 𝐛, (20.13)

where 𝐋p, 𝐋t, 𝐋v are, respectively, (ns × n)−, (ns × m)−, (ns × m)−dimensional

matrices. The matrix 𝐋p corresponds to the matrix 𝐋 introduced in the previous

method. The matrix 𝐋t expresses the conditions imposed on the linear combinations

of transitions, while the matrix 𝐋v expresses the conditions imposed on the linear

combinations of the components of Parikh’s vector. When 𝐛 − 𝐋p.𝐱 ≥ 𝟎 is valid—

see e.g. [2]—the supervisor with the following structure and initial state

𝐅s = max(𝟎, 𝐋p.𝐁 + 𝐋v, 𝐋t); 𝐋pv = 𝐋p.𝐁 + 𝐋v, (20.14)

𝐆T
s = max(𝟎, 𝐋t − max(𝟎, 𝐋pv)) − min(𝟎, 𝐋pv), (20.15)

s𝐱0 = 𝐛 − 𝐋p.𝐱0 − 𝐋v.𝐯0, (20.16)

guarantees that constraints are verified for the states resulting from the initial state.

Here, the max(.) is the maximum operator for matrices. However, the maximum is

taken element by element. Namely, in general, for the matrices 𝐗, 𝐘, 𝐙 of the same

dimensionality (n × m, the relation 𝐙 = max(𝐗, 𝐘) it holds that zij = max(xij, yij),
i = 1, … , n, j = 1, … , m. The same holds for min(.).

The following examples illustrate usage of the extended methods of the supervisor

synthesis:

Example 20.3 Consider the production system mentioned above in Example 20.1

introduced in

Sect. 20.2.4. At forming the rules defining the mutual cooperation of the lines we

have to respect the facts as follows: (i) any bale of the foil from output buffers of the

four foil production lines can enter only one of the two rolling machines; (ii) only

one bale can enter any rolling machine; (iii) next bale can enter the rolling machines

after finishing the rolling process, i.e., when all the rolls are put into their output

buffers. Hence, the verbal conditions (i), (ii) mean that the transition functions of the

PN transitions t13 − t20 have to satisfy the conditions

𝛾t13 + 𝛾t15 + 𝛾t17 + 𝛾t19 ≤ 1, (20.17)

𝛾t14 + 𝛾t16 + 𝛾t18 + 𝛾t20 ≤ 1, (20.18)

while the verbal condition (iii) means that the places p13 − p16 has to meet the con-

ditions

𝜎p13 + 𝜎p14 ≤ 1, (20.19)

𝜎p16 + 𝜎p17 ≤ 1. (20.20)
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Consequently, we have the matrices 𝐋t and 𝐋p as follows:

𝐋t =
(
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1

)
,

𝐋p =
(
0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0

)
.

Utilizing the general procedure for supervisor synthesis the lines cooperation can

be synthesized. Thus, we obtain the supervisor with the structure described by the

matrices

𝐅s =
(
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1

)
,

𝐆T
s =

(
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

)

and the initial state

s𝐱0 =
(
1
1

)
.

Then, the PN model of cooperating lines is given in Fig. 20.5.

Example 20.4 Consider an agent with the PN model given in Fig. 20.6. It can be

seen that although the PN-based model of the agent is relatively simple, it contains

double oriented arcs. They induce more complicated behaviour, especially as to the

dimension of the feasible states space represented by the PN reachability tree (RT).

Number of places of the agent PN model is n = 4, while the number of transitions

is m = 3. The agent is in the initial state
1𝐱0 = (2, 0, 1, 0)T . The model structural

matrices are the following:

𝐅 =
⎛
⎜
⎜
⎜
⎝

2 0 0
0 1 0
0 0 1
0 2 0

⎞
⎟
⎟
⎟
⎠

; 𝐆 =
⎛
⎜
⎜
⎝

0 1 1 0
1 0 0 0
1 0 0 2

⎞
⎟
⎟
⎠
.

Have another agent with the same structure and with the same initial state
2𝐱0 =

1𝐱0. Impose the following constraints for the agents cooperation, exclusively on the

entries v1 and v4 of the Parikh’s vector 𝐯 = (v1, … , v6)T , namely

v1 − v4 ≤ 2, (20.21)

v4 − v1 ≤ 2. (20.22)

Let us analyse the influence of the vector 𝐛 on the number of the nodes of the P/T PN

reachability tree which represents the dimension of the module (agent) state space.
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Fig. 20.5 The Petri net-based model of the supervised cooperation of the production lines

Fig. 20.6 The PN-based

model of the DEDS modul

(subsystem)

It means that the number of firing the transitions t1, t4 is limited in both directions

(i.e., when either t1 is fired before t4 or vice versa). In such a case 𝐋p = 𝟎, 𝐋t = 𝟎.

Because of the constraints (20.13)

𝐋v.𝐯 ≤ 𝐛; 𝐋v =
(

1 0 0 −1 0 0
−1 0 0 1 0 0

)
; 𝐛 =

(
2
2

)

and when e.g. 𝐯0 = (1, 0, 1, 1, 0, 1)T because of the relations (20.14)–(20.15) con-

cerning the supervisor parameters we have
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Table 20.1 The influence of the vector 𝐛
Vector 𝐛 Symmetric structure Asymmetric structure nRT s𝐱0
(2, 2)T YES NO 245 (2, 2)T

(2, 1)T NO YES 196 (2, 1)T

(1, 2)T NO YES 196 (1, 2)T

(1, 1)T YES NO 147 (1, 1)T

(0, 1)T NO YES 98 (0, 1)T

(1, 0)T NO YES 98 (1, 0)T

(0, 0)T YES NO 4 (0, 0)T

𝐅s = 𝐋v; 𝐆T
s = 𝟎∕; 𝐁s = 𝐆T

s − 𝐅s = −𝐋v.

Consequently, the augmented system (supervised cooperation of agents) has the

structure as follows

𝐁a =
(
𝐁
𝐁s

)
=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−2 1 1 0 0 0
1 −1 0 0 0 0
1 0 −1 0 0 0
0 −2 2 0 0 0
− − − − − −
0 0 0 −2 1 1
0 0 0 1 −1 0
0 0 0 1 0 −1
0 0 0 0 −2 2
− − − − − −

−1 0 0 1 0 0
1 0 0 −1 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

Because of (20.16) the initial state of the supervisor is as follows

s𝐱0 = 𝐛 − 𝐋v.𝐯0 =
(
2
2

)
−
(
0
0

)
=
(
2
2

)
.

Finally, the initial state of the augmented system is

𝐱0a =
(

𝐱0
s𝐱0

)
=
(
2 0 1 0 | 2 0 1 0 | 2 2

)T
.

The structure of the cooperating agents is given in Fig. 20.7 where p9, p10 (i.e., the

principle part of the supervisor) mediate (or interfere with) the agents cooperation.

Besides this, the agents autonomy is fully conserved. Here,
s𝐱0 = (2, 2)T and the

number of the corresponding RT nodes is nRT = 245.
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Fig. 20.7 The PN-based

model of the cooperating

DEDS subsystems

Let us test the influence of 𝐛 on structural properties of the RT of the PN mod-

elling the cooperating agents. When 𝐛 = (2, 1)T or 𝐛 = (1, 2)T nRT = 196. When

𝐛 = (1, 1)T nRT = 147, when 𝐛 = (0, 1)T or 𝐛 = (1, 0)T nRT = 98 and 𝐛 = (0, 0)T
nRT = 4. As we can see in Table 20.1, the approach yields the big variability of

the system dynamics (measured by the number of the nodes of the RT (nRT ) cor-

responding to the PN model of cooperating agents). In the last case (the last row of

the Table 20.1) the transitions t1, t4 are absolutely blocked (i.e., excluded from the

activities—they cannot be fired). The RT adjacency matrix 𝐀RT of such a structure

and corresponding reachable states (the RT nodes) being the columns of the matrix

𝐗reach are:

𝐀RT =
⎛
⎜
⎜
⎜
⎝

0 3 6 0
0 0 0 6
0 0 0 3
0 0 0 0

⎞
⎟
⎟
⎟
⎠

; 𝐗reach =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

2 3 2 3
0 0 0 0
1 0 1 0
0 2 0 2
2 2 3 3
0 0 0 0
1 1 0 0
0 0 2 2
0 0 0 0
0 0 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

In this case only events modelled by t3, t6 can be activated (i.e., fired). Thus, also

events modelled by t2, t5 cannot occur because of passive p2, p6, respectively. Of

course, we can change also the entries of 𝐯0 in order to change the
s𝐱0, but the given

structure of 𝐋v does not give us many possibilities in this case (note the product

𝐋v.𝐯0).

When we choose e.g. 𝐯0 = (1, 0, 0, 0, 0, 0)T , we indeed obtain another initial

state of the supervisor, namely,
s𝐱0 = (1, 3)T , but at the same 𝐛 = (2, 2)T we have

the same number of RG nodes (namely, 245).

Thus, we can find that (i) on the one hand the approach is robust, but (ii) on the

other hand it conserves a big autonomy of the agents. In such a way the global aim
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of a group of agents (or MAS), expressed by means of demands on the synthesized

supervisor, is joined with local aims of the individual agents.

Example 20.5 When we consider other conditions for the supervisor synthesis of

the agents in the precious example, namely, in the form

2.t1 + p5 ≤ 4, (20.23)

2.t4 + p1 ≤ 4, (20.24)

i.e., t1 affecting A1 can be fired even two times consecutively, but in dependency on

the marking of the place p5 belonging to A2 and conversely, t4 can be fired even two

times consecutively, but in dependency on the marking of p1. This yields (starting

with the initial states of the agents
A1𝐱0 = (2, 0, 1, 0)T and

A2𝐱0 = (0, 1, 1, 0)T ) the

cooperation given in Fig. 20.8. Namely, considering

𝐮0 = (1, 0, 1, 1, 0, 1)T ; 𝐯0 = 𝟎; 𝐛 = (4, 4)T

and expressing the constraints in the following form

𝐋t =
(
2 0 0 0 0 0
0 0 0 2 0 0

)
; 𝐋p =

(
0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0

)
,

we obtain the supervisor structure and its initial state as follows

𝐅s =
(
2 0 0 0 1 1
0 1 1 2 0 0

)
; 𝐆T

s =
(
2 0 0 2 0 0
2 0 0 2 0 0

)
; s𝐱0 = (2, 0)T .

It follows from this example that in general we can express practically arbitrary con-

straint to affect the behaviour of agents.

Fig. 20.8 Another

PN-based model of the two

agents cooperation
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20.4 Self-Contained Synthesis of the Supervisor

Many times the cooperation can be synthesized manually, based on the experience or

the structure results directly from a prescribed technology of production (e.g. in case

of cooperation of production lines in a factory). No scientific method for synthesizing

the agent cooperation is necessary there.

To illustrate such an approach of synthesizing the cooperation in virtue of expe-

rience, let us introduce the example of the agents’ negotiation in general. Consider

two subjects (robots, model of human managers, etc.) and the communication chan-

nel between them. The PN models of the subjects can be created manually based

on the creator experience. Let us illustrate such a situation in detail by means of the

following example.

Example 20.6 Consider two agents A1, A2 and the interface (the communication

channel) between them given in Fig. 20.9. The agents can represent different kinds of

technical devices (e.g. intelligent robots), model of the behaviour of human managers

of factories, etc. The communication channel can be understood to be the third agent

which makes possible to realize the negotiation process between the agents.

The interpretation of PN places is the following: p1—A1 does not want to com-

municate; p2—A1 is available; p3—A1 wants to communicate; p4—A2 does not

want to communicate; p5—A2 is available; p6—A2 wants to communicate; p7—

communication and p8—availability of the communication by means of the interface

(a communication channel).

The interpretation of the PN transitions is clear, but let us emphasize: t9—fires

the communication when A1 is available and A2 wants t10—fires the communication

whenA2 is available andA1 wants t12—fires the communication when bothA1 andA2
want to communicate each other. From Fig. 20.9 it is clear, the interface realizing the

negotiation process has the form of the PN module (PN subnet). The P/T PN-based

model of the agents communication has the following parameters:

Fig. 20.9 The negotiation

of two agents
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𝐅 =
⎛
⎜
⎜
⎝

𝐅A1
𝟎 𝐅A1−A2

𝟎 𝐅A2
𝐅A2−A1

𝟎 𝟎 𝐅neg

⎞
⎟
⎟
⎠
=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 0 | 0 0 0 0 | 0 0 0 0
1 0 1 0 | 0 0 0 0 | 1 0 0 0
0 0 0 1 | 0 0 0 0 | 0 1 0 1
− − − − | − − − − | − − − −
0 0 0 0 | 0 1 0 0 | 0 0 0 0
0 0 0 0 | 1 0 1 0 | 0 1 0 0
0 0 0 0 | 0 0 0 1 | 1 0 0 1
− − − − | − − − − | − − − −
0 0 0 0 | 0 0 0 0 | 0 0 1 0
0 0 0 0 | 0 0 0 0 | 1 1 0 1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

𝐆T =
⎛
⎜
⎜
⎝

𝐆T
A1

𝟎 𝐆T
A1−A2

𝟎 𝐆T
A2

𝐆T
A2−A1

𝟎 𝟎 𝐆T
neg

⎞
⎟
⎟
⎠
=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0 | 0 0 0 0 | 0 0 0 0
0 1 0 1 | 0 0 0 0 | 0 0 1 0
0 0 1 0 | 0 0 0 0 | 0 0 0 0
− − − − | − − − − | − − − −
0 0 0 0 | 1 0 0 0 | 0 0 0 0
0 0 0 0 | 0 1 0 1 | 0 0 1 0
0 0 0 0 | 0 0 1 0 | 0 0 0 0
− − − − | − − − − | − − − −
0 0 0 0 | 0 0 0 0 | 1 1 0 1
0 0 0 0 | 0 0 0 0 | 0 0 1 0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

To use the parameters at simulation it is necessary to choose an initial state—e.g.

𝐱0 = (0, 0, 1, 0, 0, 1, 0, 1)T or 𝐱0 = (0, 0, 1, 0, 1, 0, 0, 1)T , etc.

In such a way, modelling of more cooperating agents is possible too.

20.5 Conclusion

The modular synthesis of the agent cooperation, especially that based on supervision,

was presented and illustrated in this paper.

Agents of different kinds are modelled by modules (subsystems of discrete-event

systems) based on place/transition Petri nets. The agent cooperation strategy to be

forced to agents is synthesized by means of DES supervision methods. It represents

the prescribed goal of the global agent system or multi-agent system (MAS). After

this manner the supervisor, being the product of the synthesis, is obtained. The syn-

thesized supervisor is the carrier of the cooperation strategy and its realizer. During

the agents activity the supervisor ensures the fulfilling the prescribed goal repre-

sented by the cooperation strategy. Namely, at the realization of a common job of

agents the supervisor obtrudes the cooperation strategy on the agents and in such a

way it makes possible to reach the prescribed goal of the global system.

The supervisor synthesis is realized here by means of two methods: (i) the

method based on the P/T PN place invariants (P-invariants) and (ii) in virtue of the



20 Petri Net-Based Synthesis of Agent Cooperation by Means . . . 449

extended method where P-invariants are complemented by different kinds of condi-

tions imposed on P/T PN transitions and/or on the Parikh’s vector.

The presented procedure can be utilized also for cooperation of more complicated

structures of modules (represented by groups of agents) in order to achieve a pre-

scribed behaviour of the global structure altogether. Consequently, the idea intrudes,

that we can utilize this approach for organizing the MAS behaviour in a very big

measure, namely, within of an exactly predefined global strategy.

Such an understanding the agent cooperation is very important especially for

“material” agents, e.g. those working in manufacturing systems (like robots, auto-

matically guided vehicles, etc.), in transport systems, etc. However it can be utilized

also in other kind of cooperating agents comprehended in business processes, social

systems, etc.

The application of the approach was illustrated by several simple examples. The

approach seems to be sound and hopeful. It makes possible to examine very deep

and detailed mutual interferences of agents in a group to achieve a global aim.

Moreover, there exist two advantages of the presented approach: (i) the approach

in question is linear; (ii) it can be computed in analytical terms. In such a way it

represents a contribution to computational intelligence.

Acknowledgments The author thanks the Slovak Grant Agency for Science VEGA for support-

ing the research performed in the project # 2/0075/09 (solved in the years 2009–2012) and in the

consecutive project # 2/0039/13 (being solved in the years 2013–2016).

References

1. Dijkstra, E.: Hierarchical ordering of sequential processes. Acta Informatica 1(2), 115–138

(1971)

2. Iordache, M.: Methods for the supervisory control of concurrent systems based on Petri nets

abstraction. Ph.D. thesis, University of Notre Dame, USA (2003)

3. Iordache, M., Antsaklis, P.: Supervision based on place invariants: a survey. Discret. Event

Dyn. Syst. 16(4), 451–492 (2006)

4. Iordache, M., Antsaklis, P.: Supervisory Control of Concurrent Systems: A Petri Net Structural

Approach. Birkhäuser, Boston (2006)

5. Moody, J., Antsaklis, P.: Supervisory Control of Discrete Event Systems Using Petri Nets.

Kluwer Academic Publishers, Norwell (1998)

6. Murata, T.: Petri nets: properties, analysis and applications. Proc. IEEE 77(4), 541–580 (1989)

7. Čapkovič, F.: Des modelling and control vs. problem solving methods. Int. J. Intell. Inform.

Database Syst. 1(1), 53–78 (2007)

8. Čapkovič, F.: Modelling, analysing and control of interactions among agents in mas. Comput.

Inform. 26(5), 507–541 (2007)

9. Čapkovič, F.: Des control synthesis and cooperation of agents. In: Nguyen, N., Kowalczyk, R.,

Chen, S. (eds.) ICCCI 2009: Computational Collective Intelligence, Wroclaw, Poland, Octo-

ber 5–7, 2009. Proceedings. Lecture Notes in Artificial Intelligence, vol. 5796, pp. 596–607.

Springer (2009)

10. Čapkovič, F.: Automatic control synthesis for agents and their cooperation in mas. Comput.

Inform. 29(6+), 1045–1071 (2010)



450 F. Čapkovič

11. Čapkovič, F.: Cooperation of hybrid agents in models of manufacturing systems. In: O’Shea, J.,

Nguyen, N., Crockett, K., Howlett, R., Lakhmi, C. (eds.) Proceedings of KES-AMSTA 2011:

Agent and Multi-Agent Systems: Technologies and Applications, Manchester, UK, June 29-

July 1, 2011. Lecture Notes in Artificial Intelligence, vol. 6682, pp. 221–230. Springer (2011)

12. Čapkovič, F.: Modularity and supervision in petri net based synthesis of agents cooperation.

In: Proceedings of ETAI/COSY 2011, pp. 195–200. IEEE (2011)

13. Yamalidou, E., Moody, J., Lemmon, M., Antsaklis, P.: Feedback control of petri nets based on

place invariants. Automatica 32(1), 15–28 (1996)



Chapter 21
Adaptive Internal Model-Based Distributed
Output Agreement in a Class of Multi-Agent
Dynamic Systems

Esma Gül and Veysel Gazi

Abstract In this study we consider the distributed output agreement problem in a

class of multi-agent dynamic systems with uncertainties. The problem is formulated

as a nonlinear servomechanism problem and an adaptive internal model-based con-

troller is used to achieve agreement of the agent outputs using local information.

Various agent neighborhood topologies are considered and the performance of the

system is verified using simple numerical simulations.

21.1 Introduction

The problem of distributed agreement or distributed consensus is one of the impor-

tant problems in the recently popular multi-agent dynamic systems literature [6, 11].

Inspired by the behavior of swarms in nature, in which global agreement (also

referred to as consensus or synchronization) is achieved based only on limited local

information and local interactions, engineering studies have aimed to uncover the

principles and mechanisms of such behavior.

One of the studies which analytically consider the distributed state agreement

problem is [18], where the authors consider an averaging model with time-dependent

bidirectional interaction links. A more general model as well as unidirectional

time-dependent communication/interaction topology was considered by Moreau in

[25]. Similarly, Ren and Beard considered a weighted averaging model with time-

dependent unidirectional communication in [28]. Furthermore, a time-dependent

unidirectional weighted averaging model with asynchronous operation and time

delays in the information flow was considered in [9]. These studies are mostly in dis-

crete time setting, although [18] has some parts in continuous time as well. Another
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work which considers the problem mostly in continuous-time setting is [27] where

the authors consider a model with time delays and investigate the problem for vari-

ous communication/interaction topologies using tools from algebraic graph theory,

matrix theory, and control theory. Another related work is [21] where the authors

derive necessary and sufficient conditions for reaching agreement in a group of

unicycles.

In this article we consider the distributed output agreement problem within the

framework of output regulation. The output regulation problem has been studied

extensively in the literature including output regulation of linear systems [3–5], non-

linear systems [16, 17], robust and structurally stable as well as semi-global and

global regulation [1, 15, 19, 22, 23, 31], output regulation using adaptive internal

models [24, 30], output regulation in systems with switched exosystems [8], and

decentralized output regulation [10, 36]. Output regulation techniques have been

also applied to formation control of multi-agent systems [2, 7, 13, 14].

In [32, 33] the authors considered output synchronization (i.e., distributed output

agreement) in multi-agents systems and derived necessary conditions for achieving

synchronization. In a follow-up study in [34] the same authors developed also syn-

chronizing controllers for multi-agent systems composed of linear agents. Similar

studies can be found in [20, 35], where the authors approach the distributed output

agreement problem in multi-agent systems composed of agents with linear dynam-

ics from the perspective of output regulation. In this article we develop a controller

to achieve distributed output agreement in a class of multi-agent systems composed

of agents with nonlinear dynamics. Moreover, we assume that there are unknown

parameters and external disturbances in the agent dynamics. Furthermore, the exoge-

neous signals are also assumed to be generated by systems with unknown parameters.

To overcome these difficulties we use an adaptive internal model-based procedure

from [30] to achieve agreement. The output agreement considered here can also be

viewed as aggregation of the multi-agent dynamic system and cohesive collective

motion afterward. Various agent neighborhood topologies are considered. Numeri-

cal simulations are performed to illustrate the effectiveness of the control strategy.

This work was presented in [12].

21.2 Agent Model and Problem Definition

Consider a multi-agent system consisting of N agents with motion dynamics

�̇�i = fi0(𝜒i, xi, 𝜇i, 𝜔i)
ẋi1 = xi2

⋯

ẋiri = firi (𝜒i, xi, 𝜇i, 𝜔i) + bi(𝜔i)ui
yi = xi1, (21.1)
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where yi ∈ ℝm
is the output, x⊤i = [x⊤i1,… , x⊤iri ] is the vector of the output and its

derivatives, and zi = [𝜒⊤

i , x
⊤

i ]
⊤ ∈ ℝn

is the local state of agent i. Similarly, ui ∈ ℝm

is its local control input, 𝜇i ∈ ℝt
is its local exogenous input, and 𝜔i represents the

unknown parameters of agent i. The functions fi0, firi , and bi are assumed to be smooth

and known. Moreover, it is assumed that bi(𝜔i) are positive and bounded away from

zero for all values of the unknown parameters 𝜔i within a set of interest.

The local exogenous inputs 𝜇i to the agent dynamics represent the local distur-

bances affecting the agent dynamics. These disturbances can adversely affect the

agreement efforts by the agents and are to be rejected by the agent control inputs.

It is assumed that 𝜇i are generated by parameterized neutrally stable systems whose

poles lie on the imaginary axis and are simple poles for each value of the correspond-

ing parameters. We assume that the local exogenous systems are of the form

�̇�i = g
𝜇i
(𝜂i)𝜇i, 1 ≤ i ≤ N, (21.2)

where 𝜂i represents the unknown parameters of the local exosystem i. These para-

meters are assumed to belong to a bounded set of appropriate dimensions.

Consider the problem in which the agents are required to reach consensus or

agreement on a variable of interest using only local information from their neigh-

bors without knowledge of the global picture. The variable of interest can be the

whole state, part of the state, or some function of the state of the agents. The distrib-

uted state agreement problem (i.e., the case in which the variable of interest consists

of the whole state of the agents) has been considered extensively in the literature.

In this article we consider the problem of output agreement which is a more general

and considerably more difficult problem. In particular, the output agreement prob-

lem allows for more heterogeneous systems. This is because in the state agreement

problem the dimensions of the states (i.e., state spaces) of the agents must be the

same. In contrast, in the output agreement problem the dimensions of only the out-

puts (i.e., the output spaces) of the agents must be the same allowing for multi-agent

systems composed of agents with different internal dynamics (i.e., number of inter-

nal states). Moreover, some neighborhood definitions may bring extra restrictions for

the analysis of the system. For example, there might be cases in which the neighbor-

hood definition between agents is based not on the output itself (i.e., the agreement

variable) but on different portions of the state. In such a case the controller should

also keep connectivity in addition to achieving agreement.

If the outputs of the agents represent the agent positions, achieving agreement

results in aggregation in the multi-agent system and in cohesive motion thereafter.

The case considered in this paper can be interpreted in this manner. Note that the

aggregation point and the resultant trajectory of motion are emergent entities. In

other words, these variables depend on the initial positions/states, the neighborhood

structure or the dynamic change in the neighborhood structure of the agents, and the

effect of the disturbances none of which are known a priori.
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Let us denote with Ni, i = 1,… ,N the set of neighbors of agent i. This is the set

of agents from which agent i can obtain information. Then, the distributed output

agreement problem can be stated as follows.

Probelm 21.1 For every agent i, i = 1,… ,N, design the control inputs ui based on

information from only their neighbors Ni such that the outputs yi of the agents satisfy

lim
t→∞

‖yi(t) − yj(t)‖ = 0 (21.3)

for all agents i and j (i, j = 1,… ,N).

Note once more that in the definition in Problem 21.1 the agent control inputs

ui are required to use information obtained from only the neighbors Ni of agent i
implying only local interactions and local information exchange between agents. The

output agreement, on the other hand, is required to be achieved on a global scale. For

this to be feasible the agent neighborhood topology plays an important role. In the

following section we will briefly discuss the connectivity requirements and some

neighborhood topologies considered in the simulations.

21.3 Neighborhood Topologies

Different topologies can be used to define the neighborhood relationship between

agents. Moreover, the information flow can be unidirectional or bidirectional. The

neighborhood topology of the multi-agent system can be represented using a directed

graph. In order to guarantee continuation of the information flow in the multi-agent

system and to facilitate achieving agreement it is required that the neighborhood

graph satisfies some connectivity conditions. These conditions can be expressed in

different forms and can also vary depending on the interconnection schemes such

as unidirectional (non-reciprocal) or bidirectional (reciprocal) interaction, existence

of cycles, etc. (see for example [9, 18, 21, 25, 27, 28] and the references therein).

We assume that the necessary connectivity properties are satisfied and the informa-

tion flow is not a real concern. For example, for unidirectional static neighborhood

topology, a necessary and sufficient condition is that the interaction/interconnection

graph has a spanning tree. This can be also stated as a requirement imposed on the

Laplacian matrix of the interaction/interconnection graph in the form of multiplicity

of the zero eigenvalue. In other words, the zero eigenvalue of the Laplacian matrix

must be of multiplicity one. Another alternative statement of the same connectivity

requirement is to have an agent which is connected to all agents in the multi-agent

system. The reader should see the cited references for the related discussions. In this

study we consider static neighborhood topologies only. I particular we consider fully

connected, ring, and random neighborhood topologies which are briefly discussed

below.

RingNeighborhood Topology: The ring neighborhood topology is a static topol-

ogy in which the overall neighborhood of the system constitutes a ring. If the
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information flow is bidirectional every agent has two neighbors—one on its vir-

tual right and one on its virtual left. In other words, the neighborhood sets of the

agents can be expressed as Ni = {i − 1, i + 1} for i = 2,… ,N − 1, N1 = {N, 2}, and

NN = {N − 1, 1}. If the information flow is unidirectional, the neighborhood sets

are given by Ni = {i + 1} for i = 1,… ,N − 1 and NN = {1}. Note that in the ring

topology there is a path from every agent to every other agent in the multi-agent

system and information from any agent can flow/propagate to all other agents. The

case when agents interact based on unidirectional ring topology is known as cyclic

pursuit in the literature. There is a relevant literature on the problem of cyclic pursuit.

One can see for example [29] and the references therein.

Fully Connected Neighborhood Topology: Fully connected neighborhood

topology is another static topology. In this topology, every agent is a neighbor of

every other agent and we have Ni = {1,… ,N} ⧵ i for all i. In this topology informa-

tion from any agent reaches all the other agents in one step.

Random Neighborhood Topology: Random neighborhood is a neighborhood in

which the agent neighbors are determined non-deterministically. Such a neighbor-

hood can be defined to evolve in time as a dynamic neighborhood topology. However,

in this study we consider a static implementation. In particular, in order to achieve

random neighborhood at the beginning of the simulation for every agent i and for

every corresponding pair (i, j) a random number 𝜀ij is generated. Then this number

is compared to a predefined threshold 𝜀 and if 𝜀ij < 𝜀 agent j is assigned a neighbor

of agent i. Otherwise, i.e., if 𝜀ij ≥ 𝜀, they are considered not to be neighbors. In other

words, the neighborhood of agent i can be expressed as

Ni = {j, j ≠ i ∶ 𝜀ij < 𝜀}. (21.4)

Note that the agent neighbors do not change during the simulation. Moreover, since

𝜀ij are independent from 𝜀ji, the topology is unidirectional in general. In case bidi-

rectional (reciprocal) interactions are desired one can generate only one number (say

𝜀ij) for every pair (i, j) and simply assign 𝜀ji = 𝜀ij.

Note that as mentioned the above topologies are static topologies. In other words,

the agent neighborhoods do not vary with time. We have not considered dynamic

neighborhood in this study for two main reasons. First of all dynamic change or

switching in the topology may result in instantaneous jump and discontinuities in the

local error variables. Second, although some uniform connectivity requirements are

still imposed, the agents may get disconnected and remain isolated for some period

in a dynamic neighborhood topology. Given agents with nonlinear dynamics these

issues need further attention and can be topics of further research.

The fully connected and ring neighborhood topologies satisfy the connectivity

requirement for achieving consensus. The random neighborhood topology, on the

other hand, may not satisfy the connectivity requirement. In other words, in the ran-

dom topology it might be the case that there is no agent which is connected to all

other agent in the multi-agent system. In any case, whether the connectivity require-

ment is satisfied or not is determined at the beginning of the simulation and remains

unchanged throughout the run.
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21.4 Controller Design

In this section we will present the development of the agreement controller. First of

all note that when output agreement occurs, i.e., the condition (21.3) in Problem 21.1

is satisfied, the outputs of all agents satisfy

lim
t→∞

yi(t) = 𝜙(t), 1 ≤ i ≤ N, (21.5)

where the common output trajectory 𝜙(t) is called synchronous or consensus trajec-

tory [32, 33].

It was argued in [32, 33] that in order for the output synchronization (i.e., agree-

ment) problem to be solvable, the agents need to have internal models which can

generate the consensus trajectory 𝜙(t) in (21.5). In other words, for some system

of the form

ṡ = g(s),
𝜙 = q(s), (21.6)

whose output is 𝜙(t) in (21.5), the agents need to have a copy (or an appropriate

equivalent) of the system in (21.6) in their internal dynamics or local controllers in

order to achieve consensus. If the consensus trajectory 𝜙(t) is known one can define

the output error for agent i as

ēi(t) = yi(t) − 𝜙(t) (21.7)

and the problem reduces to individual output tracking problem. In other words, if

𝜙(t) is known one can design the controllers ui(t) of the agents such that to track

the 𝜙(t) mapping in order to perform the desired behavior. However, since 𝜙(t) is

emergent (it depends on the initial conditions and the possibly time-varying interac-

tions), requiring that the agents know it a priori is not realistic. Moreover, assuming

that it is known by the agents effectively means introduction of a global variable and

is in conflict with the properties of multi-agent dynamic systems. In particular, if

𝜙(t) is known there is no need even for interagent interactions to achieve agreement.

Therefore, since the agents do not know 𝜙(t) and can obtain information from only

their neighbors in the set Ni, the average output error for agent i with respect to its

neighbors can be defined as

ei(t) =
1

|Ni|

∑

j∈Ni

(yi(t) − yj(t)), (21.8)

where |Ni| denotes the number of agents in the set Ni. This is an unweighted aver-

age. It is also possible to define a weighted average in which the individual out-

put errors (yi(t) − yj(t)) are scaled by weighting coefficients based on various means

such as priority, reliability of information from the corresponding agents, and others.
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Note also that the above average error does not require knowledge of absolute infor-

mation. Instead, it can be calculated using only relative information/measurements.

In other words, to calculate the error in (21.8) the agents need to know only the dif-

ference between their own output and the outputs of their neighbors and they do not

need the exact values of neither their own output nor the outputs of their neighbors.

Note that although ēi(t) in (21.7) and ei(t) in (21.8) are different variables they are

related. In particular, having ēi(t) = 0 for all i implies ei(t) = 0 for all i. The reverse,

on the other hand, holds only when the interagent interaction graph is connected.
1

In

other words, when the interagent interaction graph is connected ei(t) = 0 for all i also

implies ēi(t) = 0 for all i. This implies that, given that the connectivity requirement

is satisfied, one can design the local agent controllers ui(t) such that to drive the local

errors ei(t) to zero in order to achieve output agreement.

Given the fact that it is a necessary condition to have local internal models but not

realistic for the agents to know them or the consensus trajectory, one can introduce

local internal models with unknown parameters and update their parameters until

agreement is achieved. This is the approach we take here. We use a procedure from

[30] to update the parameters of the local internal models. As inputs to the local

internal models and in general to the agent (error feedback) controllers we use the

local errors ei(t) in (21.8). In order to parameterize the internal model we need to

assume some structure and parameterize the system in (21.6). In order to be able to

approach the problem from the output regulation context we assume that (21.6) are

linear of the form

ṡ = G(𝜎)s
𝜙 = Qs, (21.9)

where 𝜎 denotes the unknown parameters which belong to a bounded set of appro-

priate dimensions. We also assume that for all values of the unknown parameters 𝜎

the matrix G(𝜎) has all its eigenvalues on the imaginary axis. Moreover, the eigen-

values are assumed to be simple excluding possibly one repeated eigenvalue at the

origin. This type of system can model/generate wide range of signals including con-

stant, periodic, and ramp signals or a combination of these. Stable eigenvalues are

excluded since they lead to modes which decay to zero. Similarly, since the unstable

eigenvalues lead to modes which can quickly diverge they are also outside of the

scope of interest. From here one can deduce that it is expected that the agent outputs

agree on an unknown trajectory which is possibly a combination of constant, ramp,

and periodic (i.e., sinusoidal) signals. Note also that the local internal models (the

local controllers) of the agents must also compensate for the local external distur-

bances in (21.2). Therefore, one can define the local unknown exosystems for the

agents in the form

1
Here we use the term connected loosely meaning that at least minimum connectivity conditions

are satisfied and there are no agents or groups of agents which are disconnected from the rest of

the multi-agent system. For example, as mentioned earlier for static unidirectional topology it is

sufficient that the interaction topology has a spanning tree.
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ṡi = gi(𝜎i)si =
[
G(𝜎) 0
0 g

𝜇i
(𝜂i)

]
si, (21.10)

where si = [s⊤, 𝜇⊤

i ]
⊤

is the state of the local exosystem, and 𝜎i = [𝜎⊤

, 𝜂

⊤

i ]
⊤

represents

its unknown parameters. The local controller of every agent will possess a parame-

terized adaptive local internal model which is updated based on the local error ei(t)
in (21.8). The discussion below closely follows the controller development procedure

in [30] with appropriate modifications and discussions wherever necessary.

The dynamic equations of the local error feedback controllers can be written in

the form

̇
𝜉i = 𝜈i(𝜉i, ei)
ui = 𝜃i(𝜉i), 1 ≤ i ≤ N, (21.11)

where 𝜉i represent the local controller states of appropriate dimensions. These con-

trol laws should be designed such that for all initial conditions in a neighborhood

around the origin

lim
t→∞

ei = 0, 1 ≤ i ≤ N (21.12)

are satisfied for every 𝜎i. As mentioned earlier, provided that the connectivity require-

ment is satisfied, this will lead to satisfaction of (21.3) in Problem 21.1.

The problem is solvable if there exist

zi = 𝜋i(si, 𝜔i) =
[
𝜁i(si, 𝜔i)
𝜗i(si, 𝜔i))

]

and

ui = ci(si, 𝜔i)

with 𝜋i(0, 𝜔i) = 0 and ci(0, 𝜔i) = 0, 1 ≤ i ≤ N mappings such that the equations

𝜗i1 = 𝜙

𝜗ij =
𝜕𝜗i(j−1)

𝜕si
gi(𝜎i)si, j = 2,… , ri

𝜕𝜗iri

𝜕si
gi(𝜎i)si = firi (𝜁i, 𝜗i, si, 𝜔i) + bi(𝜔i)ci

𝜕𝜁i

𝜕si
gi(𝜎i)si = fi0(𝜁i, 𝜗i, si, 𝜔i) (21.13)

are satisfied. Note that in (21.13) the variables 𝜗ij = 𝜗ij(si, 𝜔i), 𝜙 = 𝜙(si, 𝜔i), 𝜁i =
𝜁i(si, 𝜔i), and ci = ci(si, 𝜔i) are functions of the external inputs si and the unknown

parameters 𝜔i. In this equation the first equality follows from the fact that when
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the error is zero we have 0 = yi − 𝜙(si, 𝜔i) and xi1 = yi. In the above equation, the

expression

𝜕𝜗i(j−1)(si, 𝜔i)
𝜕si

gi(𝜎i)si = Lṡi𝜗i(j−1)(si, 𝜔i)

represents the Lie derivative applied to the elements of the vector 𝜗i(j−1)(si, 𝜔i). In

this formulation in order for the problem to be solvable we assume that there exist

mappings 𝜁i(si, 𝜔i), 1 ≤ i ≤ N such that the equation

𝜕𝜁i(si, 𝜔i)
𝜕si

gi(𝜎i)si = fi0(𝜁i(si, 𝜔i), 𝜗i(si, 𝜔i), si, 𝜔i)

is satisfied for all i. In addition, we assume that for all i the equalities

L𝛽iṡi ci(si, 𝜔i) = ai0(𝜎i)ci(si, 𝜔i) + ai1(𝜎i)Lṡici(si, 𝜔i)

+⋯ + ai(𝛽i−1)(𝜎i)L
𝛽i−1
ṡi

ci(si, 𝜔i) (21.14)

are satisfied for corresponding integers 𝛽i and real numbers ai0(𝜎i), ai1(𝜎i),… ,

ai(𝛽i−1)(𝜎i) such that for all 𝜎i the roots of the polynomial

pi(𝜆) = 𝜆

𝛽i + ai(𝛽i−1)(𝜎i)𝜆
𝛽i−1 +⋯ + ai1(𝜎i)𝜆 + ai0(𝜎i)

are simple roots on the imaginary axis. In the above equation, the expression

Lkṡi𝜙(si, 𝜔i) =
𝜕

𝜕si
(Lk−1ṡi

𝜙(si, 𝜔i))gi(𝜎i)si

represents the k’th order Lie derivative for k > 1.

Under the above assumptions there exists solution of the equations in (21.13) for

zi = 𝜋i(si, 𝜔i) and ui = ci(si, 𝜔i)with𝜋i =
[
𝜁

⊤

i , 𝜗
⊤

i
]
⊤

, 𝜗i =
[
𝜙

⊤

, Lṡi𝜙
⊤

, ⋯ Lri−1ṡi
𝜙

⊤

]
⊤

and

ci = [bi(𝜔i)]−1
(
Lriṡi𝜙(si, 𝜔i) − firi (𝜁i, 𝜗i, si, 𝜔i)

)
. (21.15)

Note that this vector controller linearizes and decouples the input–output chan-

nels and applies the corresponding regulating controller. However, it is not imple-

mentable since it contains unknown entities. Nevertheless, it can be estimated. In

particular, the above assumptions imply the existence of

𝜏
𝜎i
(si, 𝜔i) =

⎡
⎢
⎢
⎢
⎢
⎣

ci(si, 𝜔i)
Lṡici(si, 𝜔i)

⋯
L𝛽i−1ṡi

ci(si, 𝜔i)

⎤
⎥
⎥
⎥
⎥
⎦
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transformations which satisfy

Lṡi𝜏𝜎i (si, 𝜔i) = Φi(𝜎i)𝜏𝜎i (si, 𝜔i)
ci(si, 𝜔i) = Γi𝜏𝜎i(si, 𝜔i) (21.16)

Using these transformations, the systems

ṡi = gi(𝜎i)si,
�̇�i = 0,
ui = ci(si, 𝜔i), 1 ≤ i ≤ N (21.17)

which generate the controllers in (21.15) are immersed into linear and observable

systems (internal models)

̇
𝜉i = Φi(𝜎i)𝜉i,
ui = Γi𝜉i, 1 ≤ i ≤ N (21.18)

which can generate the same outputs as the systems in (21.17) (i.e., the controllers

ci(si, 𝜔i)). The matrices Φi(𝜎i) and Γi in this equation are in block diagonal form

given by Φi(𝜎i) = diag(Φi(𝜎i),… ,Φi(𝜎i)) and Γi = diag(Γi,… ,Γi) where Γi =[
1 0 0 ⋯ 0

]
and Φi(𝜎i) are in controllable canonical form with the last row com-

posed of the coefficients in (21.14) or basically {ai0(𝜎i), ai1(𝜎i), ai2(𝜎i),⋯ , ai(𝛽i−1)(𝜎i)},

respectively. Note that this is a completely decoupled system composed of m sub-

systems which can be treated independently. In addition, the parametrization of the

internal model (21.18) has a very important role for the solution of the problem.

Based on a result in [26] it was stated in [30] that the internal model (Φi(𝜎i),Γi)
in (21.18) can be parameterized as

M
𝜎

Φ(𝜎)M−1
𝜎

= F + GΨ(𝜎), Ψ(𝜎) = ΓM−1
𝜎

for any Hurwitz matrix F and vector G such that (F,G) is controllable. Note that

Φ(𝜎) and F + GΨ(𝜎) are similar matrices and have the same eigenvalues. Using

this parametrization for each dimension j (i.e., for each input–output channel j) the

internal models can be represented in a parameterized form with the equations

̇
𝜉ij = (Fi + GiΨij(𝜎i))𝜉ij,
uij = Ψij(𝜎i)𝜉ij, 1 ≤ i ≤ N. (21.19)

As discussed above the values of the 𝜎i parameters are unknown. Therefore, for

every agent i = 1,… ,N and for each dimension j = 1,… ,m the initial conditions

Ψi0(𝜎i) of Ψij(𝜎i) are obtained using nominal values and the actual Ψij(𝜎i) are esti-

mated. The estimation of the Ψij(𝜎i) is represented with ̂Ψij.
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As discussed above the errors ei(t) are measurable. In case their derivatives are

also known, following the strategy in [30], for the j′th input–output channel (j =
1,… ,m) the corresponding parameter vectors ̂Ψij can be updated by

̇
̂Ψij = −𝛾i

(
e(ri−1)ij + kri−1i bi0eij +⋯ + kibi(ri−2)e

(ri−2)
ij

)
, (21.20)

where 𝛾i > 0 and ki > 0 are positive constants and the coefficients bi0, bi1,… , bi(ri−2)
are chosen such that the polynomials

pi(𝜆) = 𝜆

ri−1 + bi(ri−2)𝜆
ri−2 +⋯ + bi1𝜆 + bi0

are Hurwitz. Then defining

𝜃ij = e(ri−1)ij + kri−1i bi0eij +⋯ + kibi(ri−2)e
(ri−2)
ij

as was shown in [30] for agent i and for each input–output channel j = 1,… ,m the

corresponding controller

̇
𝜉ij = (Fi + Gi

̂Ψij)𝜉i − KiGi𝜃ij
̇
̂Ψij = −𝛾i𝜃ij
uij = ̂Ψij𝜉ij − Ki𝜃ij, (21.21)

where the gains Ki > 0 are sufficiently large, can be used as local controller for regu-

lating the output error to zero. In the formulation here, this controller leads to output

agreement. As can be seen from Eq. (21.21) the control inputs uij, j = 1,… ,m; i =
1,… ,N contain two components. The first components (i.e., ̂Ψij𝜉ij together with

the dynamics of 𝜉ij and the adaptation of ̂Ψij) constitute the adaptive internal mod-

els, whereas the second components (i.e., Ki𝜃ij) are stabilizing controllers. The final

controllers applied to the agents are ui = [ui1,… , uim].
Although it is normal to know the output errors ei(t), in some applications we

may not know their derivatives. In such a situation the controller given above cannot

be implemented and needs to be modified. In case in which the derivatives of the

error are unknown, they can be estimated using a high gain observer. This observer

is a linear system with dynamic equation given by

̇x̂ij = Mgix̂ij + Lgieij, (21.22)

where the Mgi and Lgi matrices are of the form
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Mgi =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

−ḡic̄i(ri−1) 1 0 ⋯ 0
−ḡ2i c̄i(ri−2) 0 1 ⋱ ⋮

⋮ ⋮ ⋱ ⋱ 0
−ḡri−1i c̄i1 ⋮ ⋱ 1
−ḡrii c̄i0 0 ⋯ ⋯ 0

⎤
⎥
⎥
⎥
⎥
⎥
⎦

,Lgi =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

ḡic̄i(ri−1)
ḡ2i c̄i(ri−2)

⋮
ḡri−1i c̄i1
ḡrii c̄i0.

⎤
⎥
⎥
⎥
⎥
⎥
⎦

For every agent i the c̄i0, c̄i1,… , c̄i(ri−1) coefficients in its observer are chosen such

that the corresponding polynomial

pic(𝜆) = 𝜆

ri + c̄i(ri−1)𝜆
ri−1 +⋯ + c̄i1𝜆 + c̄i0

is Hurwitz and ḡi > 0.

The states of the observer x̂ij correspond to the estimates of the derivatives of the

error eij. Therefore, the 𝜃ij variables in the above controller can be redefined as

̂
𝜃ij = x̂ijri + kri−1i bi0x̂ij1 +⋯ + kibi(ri−2)x̂ij(ri−1),

where ki and the coefficients bi0, bi1,… , bi(ri−2) are chosen as discussed above. Then

for sufficiently large Ki > 0 the controllers defined as

̇x̂ij = Mgix̂ij + Lgieij
̇
𝜉ij = (Fi + Gi

̂Ψij)𝜉ij − KiGisat(li, ̂𝜃ij)
̇
̂Ψij = −𝛾isat(li, ̂𝜃ij)

uij = ̂Ψij𝜉ij − Kisat(li, ̂𝜃ij) (21.23)

given in [30] can be used as local error feedback controllers to regulate the output

errors to zero. In the setting in this study they lead to output agreement. The sat
function used in (21.23) is a saturation function defined as

sat(l, 𝛼) =
{

𝛼 if |𝛼| ≤ l
l 𝛼

|𝛼|
if |𝛼| > l.

The high gain observer may lead to initial large approximation errors and therefore

result in large control signals in the system, which, on the other hand, may lead to

instabilities. This is the reason for using the saturation function since it limits the

effect of the approximation errors and prevents the system from such instabilities.
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21.5 Simulation Results

In this section, we present the simulation results obtained by applying the adaptive

controller discussed in the preceding section. The system we consider consists of

N = 6 unity-mass agents moving in ℝ2
with motion dynamics

ẋi = vi
v̇i = 𝜇i + 𝜔iui,
yi = xi (21.24)

where xi ∈ ℝ2
is the position, vi is the velocity (z⊤i = [x⊤i , v

⊤

i ] is the state), ui ∈ ℝ2

is the control input of the i’th agent/robot, 𝜇i ∈ ℝ2
represents a periodic disturbance

acting on the agents, and 𝜔i ∈ ℝ2×2
represents the coefficient matrix of unknown

parameters which we choose as a diagonal matrix. The diagonal elements of 𝜔i have

constant values which are randomly chosen from the set {0 < 𝜔i < 5} for each agent

and the 𝜇i = [𝜇i1, 𝜇i2]⊤ disturbances are generated by neutrally stable systems of the

form [
̇
�̄�ij1
̇
�̄�ij2

]
=
[
0 −𝛼ij
𝛼ij 0

] [
�̄�ij1
�̄�ij2

]

𝜇i1 = �̄�ij1

with random initial values within the interval [3, 8] for j = 1, 2 and the actual values

of the 𝛼ij parameters are not known. The values of 𝛼ij are also chosen randomly within

the set {0 < 𝛼ij < 1}.

For each dimension j = 1, 2 of the agent dynamics we use a six-dimensional inter-

nal model which contains two pairs of eigenvalues on the imaginary axis and an

eigenvalue at the origin with multiplicity two. One of the eigenvalue pairs on the

imaginary axis is for the unknown disturbance 𝜇ij, whereas the remaining eigenval-

ues are for the unknown consensus trajectory. The nominal (initial) values of the

eigenvalues and the off-diagonal coefficient of the repeated eigenvalue at the origin

are chosen randomly such that one pair of the imaginary poles is within [−j2, j2],
another pair is within [−j3, j3], and the off-diagonal coefficient related to the repeated

eigenvalue is within [0, 1]. The Fi matrix is calculated such that the roots of its char-

acteristic polynomial are at {−1,−2,−3,−4,−5,−6}. Based on this choice and the

randomly chosen initial values the Fi, Gi, and Ψi0(𝜎i) matrices are calculated. They

are typically in the form

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−15.2814 8.6390 2.9589 −1.0662 0.3143 0.1233
−8.6390 −1.4293 −2.0711 0.5233 −0.1638 −0.0629
2.9589 2.0711 −2.2021 1.7301 −0.4145 −0.1743
1.0662 0.5233 −1.7301 −1.5384 1.4055 0.3148
0.3143 0.1638 −0.4145 −1.4055 −0.4010 −0.5328

−0.1233 −0.0629 0.1743 0.3148 0.5328 −0.1478

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦
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[
−4.6374 −0.8452 0.4827 0.1599 0.0479 −0.0187

]
⊤

and [
−4.6374 0.8452 0.4827 −0.1599 0.0479 0.0187

]
.

Note that the entries of these matrices can be different for every agent i and for

each dimension j. The entries also change from simulation to simulation based on

the random initial parameters such that the eigenvalues of Fi + GiΨij0(𝜎i) match the

eigenvalues of Φi(𝜎i) for the “nominal” values of the parameters 𝜎i (which are also

chosen randomly).

We assume that only the output errors are measurable and use a high gain

observer. The values of the ḡi parameter of the high gain observer, and ki, bi0, Ki, 𝛾i,

and li parameters of the controller are chosen as 100, 5, 0.5, 100, 1, and 10, respec-

tively. The values of the c̄i0 and c̄i1 parameters of the high gain observer are chosen

such that the roots of the pic(𝜆) polynomials are {−12,−13}.

Simulations are performed for the ring, fully connected, and random neighbor-

hood topologies.

Ring Neighborhood Topology: We consider the bidirectional ring neighborhood

topology for which the output errors of the agents can be expressed as

e1 =
1
2

(
(y1 − yN) + (y1 − y2)

)
,

ei =
1
2

(
(yi − yi−1) + (yi − yi+1)

)
, i = 2,… ,N − 1,

eN = 1
2

(
(yN − yN−1) + (yN − y1)

)
.

As mentioned earlier, it is a static neighborhood and the neighbors of the agents

do not change during motion. The agent interactions are reciprocal in this topol-

ogy. Agents start their motion from random initial states with components within

the set [0, 100]. Figure 21.1 shows example output trajectories for the agents. As can

be seen from the figure the agent outputs agree in a short period of time and con-

tinue aggregated motion after that. The resultant trajectory varies from simulation to

−700 −600 −500 −400 −300 −200 −100 0 100
−350

−300

−250

−200

−150

−100

−50

0

50

100

p
x

p y

Agent Motions in Space

0 100 200 300 400 500 600 700
−20

0

20

40

60

80

100

120

p
x

p y

Agent Motions in Space

Fig. 21.1 Example output trajectories for bidirectional ring neighborhood topology
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Fig. 21.2 Output errors for bidirectional ring neighborhood topology

simulation. It is emergent and depends on the initial states, initial and actual values

of the unknown parameters, and the disturbances affecting the agent dynamics. The

plots of the corresponding average interagent distances are shown in Fig. 21.2. One

can observe from the figure that the average interagent distances quickly decay to

the vicinity of zero and agreement is achieved.
2

Similar results are obtained for the

unidirectional (non-reciprocal) ring neighborhood topology. The output errors in the

unidirectional neighborhood topology can be expressed as

ei = (yi − yi+1), i = 1,… ,N − 1,
eN = (yN − y1).

The results obtained for the unidirectional neighborhood topology are in general

qualitatively similar to the results obtained for the bidirectional topology and are

not presented here. As mentioned earlier, the case when agents interact based on

unidirectional ring topology is known as cyclic pursuit. For a relevant literature on

the problem of cyclic pursuit one can consult for example [29] and the references

therein.

The values of the updated parameters ̂Ψij (a six-dimensional vector for each j =
1, 2 or basically the x-coordinate and the y-coordinate) for one of the agents (agent

1) for the above two cases are plotted in Fig. 21.3. The plots on the left-hand side

show the parameters on the x and y axes (i.e., for j = 1 and j = 2) for the first case,

whereas the plots on the right-hand side show the parameters for the second case.

Initial change in the parameter values is large. However, they are quickly updated and

the rate of change decreases. The update continues until the error and its derivatives

(or the states of the high gain observer) become zero.

Fully Connected Neighborhood Topology The fully connected neighborhood

topology is also a static topology in which every agent is connected to every other

agent in the group. The output error for this case for agent i can be expressed as

2
At the time the simulation is stopped, the average interagent distance is very close to zero and

continues to decrease.
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Fig. 21.3 Parameters for agent one for bidirectional ring neighborhood topology

ei(t) =
1

N − 1

N∑

j=1,j≠i
(yi(t) − yj(t)),

where N is the number of agents. We use the same values and procedures discussed

above for determining the initial conditions and controller parameters.

Figure 21.4 shows example agent output trajectories for the case of the fully con-

nected neighborhood topology. Both simulations shown in the figure last for 50 s. The

results are in general qualitatively similar to the case of ring neighborhood topology.

As mentioned, every simulation run results in emergent common output trajectory

(due to the different initial conditions and disturbances). The possibilities of distinct

agreement trajectories are infinite.

The plots of the average interagent distances and the ̂Ψij parameter values for the

above cases are shown in Figs. 21.5 and 21.6, respectively. As expected the average

interagent distances converge to zero in both cases and the parameters converge to

relatively constant or slowly varying values (which are also expected to converge

with time).

The nature of the agreement trajectory can be affected by the (size of the regions

for the) initial conditions (both state and parameter) as well as the controller parame-
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Fig. 21.4 Example output trajectories for fully connected neighborhood topology
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Fig. 21.5 Output errors for fully connected neighborhood topology

ters. Another important factor which affects the agreement trajectory is the external

disturbances acting on the agent dynamics. Example plots of the disturbances acting

on the agent dynamics for the above two cases (i.e., the simulations shown for the

fully connected neighborhood topology) are shown in Fig. 21.7. Each of the plots in

Fig. 21.7 shows the disturbance signals for all agents i = 1,… , 6 and for all dimen-

sions j = 1, 2 (a total of 12 signals on each plot). In other words, different agents and

different components of the state of the agents are affected by different unknown

disturbances. However, agreement is still achieved despite these adverse effects.

Random Neighborhood Topology The last considered neighborhood is the ran-

dom neighborhood topology in which the neighborhood relations between the agents

are determined at the beginning of the simulation based on (21.4). They are kept

constant throughout the simulation run. Note that since the neighborhood is random

sometimes the resultant neighborhood graph may not satisfy the required connectiv-

ity property. We perform simulations for two cases. In the first case the necessary

connectivity requirement is satisfied, whereas in the second case it is not.
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Fig. 21.6 Parameters for agent one for fully connected neighborhood topology
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Fig. 21.7 Disturbances for fully connected neighborhood topology

For the first simulation, the value of the 𝜀 parameter in (21.4) is chosen as 0.5.

This means that while the agent neighbors are assigned at the beginning of the simu-

lation the chance of an agent to become a neighbor of another agent is 50%. For the

second simulation, on the other hand, we use 𝜀 = 0.3 which results in 30% chance of

an agent to become a neighbor of another agent. Figure 21.8 shows the agent trajec-

tories and the output errors for these simulations. The plots on the left-hand side of
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Fig. 21.8 Paths and output errors for random neighborhood topology

the figure correspond to the first simulation in which the connectivity requirement is

satisfied, whereas those on the right-hand side correspond to the second simulation

in which the connectivity requirement is not satisfied. As one can easily see from the

figure the result for the first case is qualitatively similar to the results presented above

for the other considered topologies. In particular, in the first simulation the agent out-

puts quickly converge to a common trajectory and the output errors converge to zero.

In contrast, in the second simulation agent outputs diverge in different directions and

the output errors continue to increase as time progresses and output agreement is not

achieved. This result shows the importance of the connectivity for the information

flow and therefore for achieving agreement in the multi-agent dynamic system. In

particular, for the case of unidirectional topology if there is no spanning tree in the

connectivity graph (implying that there are one or more agents which are not con-

nected to the rest of the group and cannot obtain information from them), it is not

possible to guarantee achieving of agreement. Therefore, for the random neighbor-

hood topology with the neighborhood determination strategy in (21.4) one needs to

choose larger value of 𝜀 in order to increase the probability of agent pairs becoming

neighbors and therefore the probability of satisfaction of the connectivity require-

ment.
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21.6 Concluding Remarks

In this study we considered the problem of distributed output agreement (output

synchronization) in a class of multi-agent dynamic systems composed of agents with

nonlinear dynamics with unknown parameters and external disturbances. The local

disturbances are generated by neutrally stable exosystems with unknown parameters.

We approach the problem within the context of output regulation using an adaptive

internal model-based control strategy based on [30]. An adaptive internal model is

introduced to counter effect the disturbances and to estimate the unknown consensus

trajectory. The agents achieve agreement using only local information. A high gain

observer is used to estimate the derivatives of the local output errors. Numerical

simulations are performed in order to illustrate the performance of the controller.

The obtained results verify the effectiveness of the proposed controller.
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Chapter 22
An Example of Fault Detection
and Reconfiguration-Based Tolerance
Within Distributed Embedded Control
Systems

Matjaž Colnarič, Domen Verber and Matej Šprogar

Abstract This chapter introduces some devised solutions for fault detection within
embedded control systems. These are a follow-on to the successful IST FW5 project
IFATIS at the Laboratory for Real-Time Systems of the Faculty of Electrical
Engineering and Computer Science. The topic will first be elaborated on and the
overall results of the original project are presented. Then in continuation some later
enhancements and improvements will be shown together with original implemen-
tations of specific parts, e.g. discrete field-programmable gate array (FPGA)- and
programmable system on chip (PSoC)-based fault monitoring cells.

22.1 Introduction

Embedded computer control systems are the ‘invisible minds’ behind most modern
industrial and other technical appliances. Their major spread can be observed even
within critical safety environments, where failures can have serious or even fatal
consequences. However, highly dependable programmable embedded systems for
critical safety applications still lack proper scientific treatment. In addition to being
dependable controllers must be flexible in order to cut production costs. Flexibility,
which is achieved mainly by programmability is, however, in conflict with
dependability because it requires a large number of components and features that
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increase their complexities and thus decrease their abilities for predicting their safe
functioning.

Faults within programmable control systems are unavoidable. Fault management
as a discipline embraces four types of approaches [11]:

(a) Fault avoidance prevents faults during the design phase;
(b) Fault removal attempts to find faults before the system enters service (testing);
(c) Fault detection finds faults during system service and minimises their effects,

and
(d) Fault tolerance allows the system to operate correctly even in the presence of

faults.

A number of excellent elaborations of this domain can be found, for example
[2, 9] and others.

Failure within a system can be handled, for example by redundancy, diversity,
reconfiguration, etc. First, however, it must be detected. In regard to detection some
sort of dependable monitoring subsystem must be used that detects abnormalities
and triggers appropriate corrective actions. It is because of the complexities it
necessarily introduces to the system that safety-related issues for the system should
be designed, evaluated and implemented independently, and in parallel with the
functional part within which it is finally integrated.

Fault detection, isolation and tolerance were the significant points of interest
during the 3-year EC IST 5th Framework Program project IFATIS (Intelligent
Fault-Tolerant Control in Integrated Systems), which started in 2002 and was
concluded in 2005. Its major goals were to establish a framework for exploring
intelligent fault-tolerant control technology, to devise a novel methodology, and to
develop a corresponding software tool.

Based on the outcome and knowledge obtained during IFATIS, our work has
continued towards enhancing and improving the techniques and measures. In this
chapter we first provide a brief overview of the IFATIS project, together with some
suggestions for improving the original architecture. In the second part we introduce
a monitoring cell as a non-intrusive fault detecting device. Finally, two alternative
implementations are compared in the discussion section.

This chapter is improved and partly enhanced version of the contribution to the
COSY 2011 Special International Conference on Complex Systems, which was
held in Ohrid, Republic of Macedonia, on September 16–20, 2011 in honour of
Prof. Georgi M. Dimirovski [5].

22.2 Brief IFATIS Project Overview

Failures within the systems are usually dealt with by redundancy and diversity [1,
11]. The most obvious model is n-modular redundancy, where the system as a
whole is replicated n-times (e.g. TMR—Triple Modular Redundancy). This model
is used where very high dependability is required (i.e., control systems in avionics).
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Nevertheless, such a scenario is often too expensive to be used in less demanding
cases.

Instead of n-modular redundancy, the main idea of the IFATIS project was based
on reconfiguration. In this case, the system normally works with full configuration
in the absence of failures. In the cases of failures by any components, the remaining
parts of the system are checked and the best possible configuration is sought,
consisting of a sound subset of the parts. The performance of the system may be
degraded but there is a chance that the system may survive the failure.

The architecture supporting the idea is hierarchically designed (for the details
please refer to [10]. It is based on a logical structure called the Fault-Tolerant
Control Cell (FTC) that controls a partial process. FTCs have access to process
inputs and outputs, perform a control function on them and communicate with each
other, see Fig. 22.1. In the data path from the process inputs via the control function
to the outputs, there are a number of integrity checks and other measures enhancing
the fault tolerance such as functionality checking, consistency checking, checking
pairs, information redundancy, loop-back testing, watchdog timers, etc. Their
detailed descriptions can be found in [11].

An important part of a system is its Function Monitor for supervising the
integrity of the data and the functioning of the control function. If any abnormality
is detected the Local Reconfiguration and Mode Control Block (LRMC) is activated
in order to find an alternative solution to the function that has failed. Alternative or
redundant resources and/or functions are employed if available or the system’s
performance is degraded gracefully in order to survive the situation.

If this is impossible, the problem is reported to the next hierarchically higher
level, the Group Resource Reconfiguration Manager (GRRM), which is in charge
of finding a solution from amongst the FTCs within the group. If that also fails, at
the highest hierarchical level there is the Global Resource Reconfiguration Manager

Fig. 22.1 Fault-tolerant
control cell FTC. For a
description of the signals,
please see Fig. 22.2
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that tries to reconfigure the whole system. The architecture of the IFATIS model is
given in Fig. 22.2.

The above logical model is mapped onto an essentially symmetrical
multiprocessor-distributed hardware architecture consisting of multiple processors
and peripheral interfaces connected by a fault-tolerant communication system.
An FTC may be mapped on one or more processors or it may share part of a
processor with other FTCs, as shown in the example in Fig. 22.3.

In the hardware design, special care was taken when selecting proper processing
and peripheral devices. It is based on Texas C6711DSK processor boards with a
TMS320C6711 DSP processor. In order to provide for the necessary low-level
functionality (communication, enhanced fault tolerance, modularity, increased
performance) a daughter board has been developed using XILINX Spartan II
FPGAs. There is also a dedicated peripheral module implemented for supporting
the specific fault tolerance measures during peripheral data transfer. A photo of the
prototype is shown in Fig. 22.4.

• A actuator information (mode dependent)
• C cross-communication between FTC functions 
• D diagnosis results 
• M mode decisions and resource allocations
• N resource needs and urgencies for all possible modes
• R resource-specific information 
• S sensor information (mode dependent)
• FTC fault-tolerant control (function, implemented by software, running 

on controller modules)

Fig. 22.2 Fault detection architecture of the IFATIS approach
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Although it was not followed in the laboratory prototype for simplicity reasons,
in order to prevent common mode failures the redundant resources should be
designed diversely, thus offering different levels of service quality. In general,
simpler systems should provide higher levels of integrity. In regard to ultimate
safety, simple automata (even falling into the SIL4 [7]) could also be available as a

Fig. 22.3 Mapping of FTCs onto the architecture

Fig. 22.4 Implementation of the IFATIS architecture
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last resort for providing fail-safe behaviour in those cases when the system
encounters a non-recoverable failures.

22.2.1 Modifications to the Model

The architecture has been modified following the successful conclusion of the
IFATIS project and based on its global concept. First, in the original model the
hierarchy of higher level reconfiguration managers (Group Resource Reconfigu-
ration Manager (GRRM) and Global Resource and Reconfiguration Manager), from
Fig. 22.2 was limited to the two levels, although there is no real reason for this. In
the new implementation we decided to leave it open. Any architecture from a single
to arbitrary number of levels should be feasible.

Next, the software implementation of the blocks was found to be complex and
resource-consuming and most of all it affected the performance of the overall
control application. It was for this reason that we considered the possibility of
moving the monitoring functions to autonomous, custom-designed modules, the
functions of which could be generalised or even learned from the behaviour of the
control system.

Further elaboration of the proposed model in more detail is given in [4].

22.3 Fault Detection by Monitoring Cells

In order to decouple fault detection from the control functions, a special component
called a monitoring cell (MC) has been introduced; its function being to supervise
the control function. This section of the chapter introduces the MC concept for
embedded control systems. It will be shown how it can be implemented within
hardware using either discrete components with FPGA or the PSoC.

In comparison to the IFATIS model of the fault-tolerant control cell (Fig. 22.1),
the monitoring cell can be considered as that part of the function monitor that looks
at the relationship between the sensory data (S) and the actuation signals (A). The
function monitor itself is more application-specific and may include more knowl-
edge about the expected behaviour of the control function.

The task of the MC is to detect those run-time faults that are difficult to discover
because they are a consequence of an unpredictable event or chain of events. One
way to detect them is to observe whether the system’s states are within reasonable
limits at all times. In order to recognise what is ‘normal’ we propose observing the
system during normal operations by recording all inputs, outputs and internal states
that are believed to affect a system’s future behaviour. Based on these recordings a
machine-learning technique can be used to ‘learn’ about the normal behaviour.
Evolutionary algorithms (EAs), for example are one suitable paradigm for this task;
as an early reference please consider [6].
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The causes of faults within such systems are either hardware or software-related;
and additionally the input and output signals may not comply with the functional
specifications of the system thus also causing faulty behaviour. In hard real time a
system’s improper temporal behaviour is also considered as a fault. Another less
obvious reason for errors is the temporal inconsistencies of the signals; e.g. the
signals’ changes can be too fast, the frequency of events can be too high, etc.

Figure 22.5 shows how the control function is monitored by the monitoring cell.
The outputs y and the internal states m at the instant t + 1 are determined by the
inputs x and internal states at the instant t.

y t+1ð Þ,m t+1ð Þð Þ =F x tð Þ,m tð Þð Þ; t∈N.

The basic task of a monitoring cell is to monitor the validities of the input and
output values and (possibly) the internal states of the control process. As a result,
the correctness c is reported to a higher fault management layer that will handle the
detected fault. If feasible, an additional diagnostics parameter d can also be
provided.

The control cell under surveillance must have physically accessible input and
output signals. Since it can implement any (sub) process it is important to identify
those control functions with clear and explicit relationships between the input and
output signals. The monitored control cell is considered a grey box with defined
external functional behaviour and with at least a partly known internal structure that
is observable through its obtainable internal states. There are several reasons for this
decision:

• The monitored component is not necessarily a black box and this knowledge can
reveal additional and more accurate information about any faulty behaviour.

• The white box (similar to the one chosen in IFATIS model) can be too complex.
If chosen, it is necessary to implement the monitor cell physically inside the
original software and hardware in order to limit any communication problems.
This, however, is very intrusive and would increase the complexity and reduce
the performance of the control part, which would be counterproductive.

Fig. 22.5 Concept of the
monitoring cell
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• White box implementation on the same resources would introduce another
central point of failure.

• Clear separation between the control and monitoring functions simplifies the
design; both functions can be carried out separately and by different designers
with diverse competences, thus enhancing dependability to some extent.

If the control function is a component with well-defined behaviour but unknown
internal structure, it can also be taken as a black box. We propose physically
separating the control part and the monitoring cell, i.e., to employ separate hard-
ware. Whilst it may be more expensive, it provides much more competent imple-
mentation of the above guidelines. Also, complexity is kept lower by partitioning of
the functions.

In order to allow for the grey box implementation the input and output digital
and analogue signals need to be observable, as well as the internal states. There are
a number of possibilities for the latter: either they are made accessible via standard
parallel or serial interfaces at the control cell, or another feature of contemporary
processors is made use of, such as JTAG boundary scan testing and in-system
programming [8] or a concept similar to the ‘background debugging mode’
high-speed clocked serial debugger interface of the CPU32 Motorola family.

The monitoring cell should be in regard to order of magnitude less complex than
the control cell and should have as little interference as possible with the control
environment. It should be built from simple and robust components with low
probabilities of failure. The consequence could be that the complexities of moni-
toring functions may be limited (e.g. no floating-point arithmetic, etc.). This limi-
tation, however, could be advantageous because the simplicity such a system would
allow for formal verification and possible certification by a certification authority.

When an abnormality is detected by a monitoring cell, the diagnostic mechanism
will attempt to acquire as many details as possible. An error or a failure, together
with a possible description, will be coded within the diagnostic signal and allotted
to the upper layers of the fault management system where appropriate actions will
be taken by, e.g. the reconfiguration manager. This, however, is beyond the scope
of this chapter.

The monitoring cell operates in a PLC fashion: it collects all the signals from the
process’ inputs and outputs, as well as any accessible system states. It then elab-
orates the evaluation function E (here only the general outlook will be given; for a
detailed description please refer to [13]:

Eðx(t), m(t), x(t+1), m(t +1), y(t +1)).

Note that the function E can operate on both new and old instances of x and m,
thus allowing for early detection of any discrepancies regarding the inputs and
internal states at the instant t + 1.

The evaluation function performs a simple classification of input signals into a
legal or illegal class. However, it is not always possible to find a sharp boundary
between valid and invalid states. Additional buffer zones should be introduced
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where the validity of the signals cannot be determined. In addition, to simplify the
analysis and implementation, a system under observation can be analysed at its
subsystem’s level. The partial evaluation function Ei, which evaluates the ith
subsystem, determines the correctness ci of the subset signal si. Let si represent the
inputs x, m, y at instants t and t + 1. Function Ei is then evaluated to express
correctness ci for the signals si :

ci =Ei ðsiÞ,

ci ∈C= valid, invalid, undeterminedf g.

This enables a simple validation of each signal. For example, any invalid input
value can be detected (possibly from a faulty sensor) and/or illegal output can be
detected and, consequently, isolated.

In [13], the space of the possible signals s is roughly divided by orthogonal
hypercubes, areas in which input signals x, m, y result in valid, invalid and
undetermined states. As an illustration, please consider the next Fig. 22.6.

The round-shaped grey area represents the space regarding the instances of
correct signals. This space is embraced by the three hypercubes H1, H2 and H3.
The MC classifies signals according to their positions: signals inside any hypercube
are valid, signals outside invalid. The hatched area represents the model’s error
space, where the signals are considered valid, although they should be recognised
as invalid. The undetermined tag can be given to signals either because they are
(i) close to the hypercube’s borders or, if feasible, (ii) have inconsistent classifi-
cations by two or more independent hyperspace models used simultaneously.

In simpler deterministic cases, the hypercubes can be drawn in advance at the
design time. If the behaviour of the system is not fully known, however, some
automated process of hypercube creation must be applied. In both cases the
machine-learning techniques can be used. In any case, the task of drawing bounding
hypercubes is a multi-objective optimisation task [3] with two conflicting goals:
high accuracy and high generalisation. In addition, the more hypercubes employed

Fig. 22.6 A possible
partitioning of the signal
space
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the more resources are needed for their implementation. Again, the details are given
in [13].

22.4 Implementations of the MC

The MC can be implemented in several ways. If the original application code is
available and can be modified, the MC can be implemented as a set of monitoring
routines that run together with the control software on the same processing
resources, as it was in the case of the IFATIS model. After the input is acquired, the
pre-evaluation routine is called. It evaluates the individual signals, quantifies them
and stores them for later assessment. Similarly, post-evaluation routine is called
before output is produced. Additionally, it also checks for proper mappings between
inputs and outputs.

The next example shows how these routines can be integrated into the code.
Each input, output and other parts of the algorithm are associated with a constant
that identifies them.

functon PerformTask: 
AcquireInputs(i1,i2) 
if not MCEvaluateInputInt(INPUT1_ID,i1) then

HandleException
if not MCEvaluateInputFloat(INPUT2_ID,i2) then

HandleException 
MCSetDeadline(FUNCTION1_ID)
Compute(i1,i2,o1) 
if not MCEvaluateOutputInt(OUTPUT1_ID,o1) then

HandleException 
if not MCEvaluateResults(FUNCTION1_ID) then

HandleException 
ProduceOutputs(o1) 

The main disadvantage of this approach is that modifying the original code
necessarily distorts the temporal characteristic of the system. Also, changing of the
original application is not always possible. Therefore, because of this, this approach
was unconsidered for further research.

A higher degree of dependability and agility can be achieved by using dedicated
hardware solutions. Continuous reduction of prices for the hardware makes this
approach economically acceptable. In the case that the evaluation function cannot
be set in advance, the monitoring device should run in two different operational
modes. In the ‘learning’ mode it measures and records the input and output signals.
These measurements are subsequently used as a learning base for the offline con-
struction of the monitoring function. In the ‘monitoring’ mode of operation it
actually monitors the control system.
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The conceptual diagram of the MC monitoring hardware implementation is
shown in Fig. 22.7. Signals from the control system s are connected to a set of
registers that implement the two-stage FIFO buffers. They hold their current value s
(t) and the previous values s(t − 1). The analogue and numeric values are processed
by the quantisation blocks (labelled Q in Fig. 22.7). Each quantisation block
transforms the input into a corresponding discrete value in order to simplify the
evaluation. Signals s may also contain some internal states m of the control system.
In order to observe the dynamics of the signal, the block Δsi(t) compares new and
previous values and calculates the difference by producing additional information
for the evaluation. The operation of the MC’s components is synchronised using a
simple sequencer according to those external synchronisation signals that indicate
the beginnings of each execution cycle. The outputs c and d are generated by
evaluation logic based on the rules set by the function E.

22.4.1 Implementation with Discrete Components

In the first case study, a solution was performed using discrete analogue devices, an
FPGA unit, and a simple microcontroller. 12 bit A/D converters ADS7841 with
serial communication interfaces were used for the A/D conversion. The FPGA was

Fig. 22.7 Implementation of
the monitoring cell

Fig. 22.8 Discrete monitoring logic for a single analogue signal
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Spartan-IIe with 3072 programmable slices and 8 KB of dedicated memory blocks.
This hardware was also used in other experiments [12].

The monitoring logic for one of the analogue signals is shown in Fig. 22.8.
The state machine periodically generates control signals that trigger A/D con-

version and, after conversion is completed, stores the result within the two-stage
FIFO registers. By utilising the FPGA device it is possible to implement a number
of state machines that work in parallel, each serving a single A/D interface. Sim-
ilarly, the discrete digital signals are acquired periodically by other state machines.
The basic evaluation is performed by a set of range comparators, each testing
whether the input value is within the predetermined range. The results from this and
other evaluation channels are then combined with simple Boolean evaluation logic,
which is implemented as a truth table inside the dedicated memory blocks of the
FPGA—the status signals are interpreted as a memory address containing the
appropriate output.

The output c states whether all the signals are within the valid ranges; whilst
output d is a vector designating the validities of individual inputs. All the constants
for the range comparators and the contents of the memory blocks are generated
offline and may only be changed by full re-initialisation of the FPGA device.
Approximately 150 slices are used for implementing the evaluation logic for a
single evaluation channel with four range comparators. A simple 8-bit microcon-
troller is used for communication with the fault management system. It is also
needed for initialisation of the MC at start-up, for initial data acquisition, and later
for the debugging and diagnostic. It is possible to implement the microcontroller
within the FPGA; however, some functionality (e.g. enhanced debugging) is lost.

The evaluation function E, based on the hypercubes, is in the form of truth tables
and range pairs loaded into the memory blocks that compose the evaluation logic.
Unfortunately, the data consume a lot of sparse on-chip memory that limits the
applicability of this approach.

22.4.2 Implementation Using Programmable SoC

The former solution requires separate analogue circuits for analogue signal
manipulation. Nowadays, very compact and low-cost technology is available with
programmable system on chip. These chips integrate a microcontroller and a
number of configurable blocks of analogue and digital logic, as well as pro-
grammable interconnects. Additionally, a fast CPU, Flash programme memory,
SRAM data memory and configurable I/O ports are included.

In the case study, the PSoC CY8C29466 Mixed Signal Array is used (PSoC is a
trademark for a family of programmable SoC devices by Cypres). The analogue
part is composed of a dozen configurable blocks, each allowing the creation of
complex analogue functions such as A/D and D/A converters, comparators, filters,
amplifiers, etc. More complex functions can be implemented by combining several
primitive cells. The digital part is composed of several digital blocks. Each block is
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an 8-bit resource that can be used alone or combined with other blocks to form 8,
16, 24 and 32-bit peripherals. The capabilities of these blocks are greater than their
counterparts in a typical FPGA device and may be configured as counters and
timers, PWMs, different serial communication interfaces, etc. The CPU has full
control over the configuration of the analogue and digital blocks.

A conceptual diagram of the MC evaluation logic with PSoC is shown in
Fig. 22.9. Each channel consists of a Programmable Gain Amplifier (PGA) and a
6-bit Successive Approximation Register (SAR) A/D converter. The PGA allows
for adaptation to different signal levels. In this way low-voltage signals can be
measured with a lower loss of precision. An off-chip voltage divider is required for
measuring signals greater than 5 V. The hardware provides four analogue data
acquisition channels that can be expanded to eight by using the also provided
two-way analogue multiplexers. The digital part of the device allows for up to 16
bits of discrete data acquisition. Although it is possible to implement buffering and
preliminary signal evaluation with digital cells on this device these features were
implemented in software because of various limitations regarding the digital part.

The sequencing and the evaluation logics are executed by the microprocessor. It
is implemented as a series of tests that check the inclusion of variables in the
hypercubes. The hypercube parameters are loaded into the device during the ini-
tialisation phase.

22.4.3 Discussion About Different Implementations of MC

The solution using discrete analogue devices is somewhat more robust and
adaptable to various situations. It can use different kinds of A/D converters for
accommodating various kinds of signals. In addition, the external A/D converters
are usually much less sensitive to voltage overloads. Another important benefit of
using this approach is its speed because multiple monitoring channels and evalu-
ation logic can be constructed within the same device. The sampling, quantisation
and evaluation of different signals occur in parallel. If the evaluation logic is simple
enough, the execution cycle time is within a range of several microseconds. This is
much shorter than the time needed for A/D conversion. Therefore, it is possible to
evaluate the signals from one execution cycle whilst acquiring the signals from the

Fig. 22.9 Logical organisation of a single analogue acquisition channel with PSoC
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next one. The drawback of this solution is its inflexibility (it has to be done for each
application), its limited scalability to more complex evaluation functions and its
price. The estimated price for the parts used in the experiments is more than 30 €
and increases with each additional A/D converter. In contrast the programmable
SoC solution can cost (for up to four analogue channels) less than 5 €.

The solution with programmable SoC devices is much more compact and
requires less supporting components than the previous one. However, apart from
the A/D conversion, all the data processing is performed by the microprocessor.
This impacts on the execution time because all evaluations must be done sequen-
tially. For example, for a configuration where two analogue signals were observed
and evaluated within four regions (as in Fig. 22.7), the execution time of the
evaluation was 83 µs (using a 24 MHz system clock). In contrast, a typical A/D
conversion takes only 25 µs. Therefore the evaluation cannot be performed in
parallel with the conversion. If more dimensions are needed, the execution time
increases accordingly. This is in contrast to the first approach where an additional
variable has almost no impact on the execution time due to the parallel nature of the
execution.

The case studied use only simple evaluation functions, although more complex
regions than the hypercubes could be used, possibly also requiring higher mathe-
matical operations such as multiplications. Modern FPGA and PSoC devices are
capable of implementing instant multiplications by means of dedicated multipli-
cation circuits. However, only integer or fixed-point arithmetic is feasible.

22.5 Future Work

Although both implementations of the MC were successfully done, the integration
of (possibly only one of) them still needs to be employed. Based on this, it will be
tested as to whether the approach is practically feasible for a typical control
application. In the meantime, much faster and more capable programmable hard-
ware devices have become available and they will be used for the experiments.
Furthermore, the design of the system, its configuration and composition of the
function E should be automated and included within the application design process.

There are some other possible usages for the MCs. When mapping functions
between inputs and outputs are simple enough, MC can be implemented before the
actual process is built, thus emulating its behaviour. Consequently, it could sub-
stitute for the process or serve as an additional test bed.

MC could also be used as a last resort for fault tolerance in situations of primary
process failure. Based on the simplified knowledge when mapping inputs onto
outputs, it could be expected to generate rough output results.
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Chapter 23
Predictive Control of Complex Industrial
Thermal Processes

Goran Stojanovski and Mile Stankovski

Abstract This paper is oriented toward presenting the advanced predictive control
methods in thermal processes which have been developed and/or practically
implemented at the ASE Institute in FEEIT Skopje. The thermal processes usually
have high fuel consumption and therefore the optimization of the fuel costs is
extremely important. With reducing of these costs we dramatically reduce the costs
of the final product. In such direction, the advanced control methods for thermal
processes usually lean toward faster response and increased robustness, in this case,
using predictive techniques.

23.1 Introduction

Control and supervision as well as identification and simulation modeling of hybrid
complex systems have been a subject of extensive research for a longer period. The
overall control of heat treatment plants, that involves both regulation and
task-oriented controls, is a typical problem of this kind, therefore very attractive and
interesting to the scientist.

The real-world dynamical processes can be described as a non-separable interplay
of the three fundamental natural quantities of energy, matter, and information. The
processes in which energy and matter are also simultaneously carriers of informa-
tion, which is governing the former ones, largely coincide with the dynamics and the
feasible thermodynamics equilibrium of the thermal systems [1, 2].
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In heat treatment plants, the accuracy of temperature control has a major impact
on the quality of the product and the used energy [3–7]. One of the early reviews of
control practice, [8], showed there have been surprisingly few attempts to use
advanced types of control. This is due, in part, to the difficulty of obtaining repre-
sentative models of furnaces [3, 4, 9–12]. Moreover, on the grounds of the results in
[13–15] and of an innovated deeper understanding, [9], now it can be argued that a
good and well-validated identified process model could lead to a rather poor con-
troller design which may cause serious stability difficulties at the real-world plant
[14]. Thus, facing the issue of matching criteria for control and identification [16] the
necessity of iterative identification and control redesign is inevitable [13, 14].

It should be noted that this research has been instrumental to derive model
predictive controllers for high consumption industrial furnaces of different types as
an addition to the standard decoupling and Multiple Input Multiple Output (MIMO)
controllers for multivariable processes. These controllers based on a well-identified
model aim to increase the productivity of the plant.

23.2 System Identification of the Industrial Furnace
in FZC 11-Oktomvri

Thermal systems such as high-power, multi-zone furnaces usually consist of very
complex processes of energy conversion and transfer processes which seem to be
ideally suited for new designs of improved control and supervision strategies.

Typical steel mill slab pusher furnaces as in Skopje Steelworks [1, 2, 9] have
high installed power and are operated with combined gas/oil fuel in a heavy-duty
field environment. Also, they do require considerable maintenance support. In order
to control the thermal processes properly, we must make proper process identifi-
cation. In this paper we have used the MIMO model derived with identification of
the furnace in the factory “FZC 11 Oktomvri” defined in [10].

This model was derived with structural and parameter identification using step
response and Pseudorandom Binary Sequence (PRBS) techniques. For the
dynamical heating regulation, the furnace process is represented by its 3 × 3 system
model (transfer function for the heating zones only, and not the equalizing main-
tenance zone); the family of 3 × 3 models are used throughout this paper all having
nine transfer paths. In this section we will explain only the key points from the
process of the system identification and we will present the complete matrix of
transfer functions.

23.2.1 Steady-State Gain Matrix

Steady-state gain matrix is given as in (23.1) where values are in [˚C/MJ/min].
Here, we see a symmetrical matrix K, which is also clear from recorded
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input–output characteristics; for, these results out of the furnace construction.
Taking into consideration furnace load changes, i.e., heating pipes/tubes with dif-
ferent dimensions, the steady-state gain values change is inverse proportional. That
is, the bigger is the pipe mass the smaller is the gain, because for the same tem-
perature much larger heat quantity is needed, that require much more combustion
fuel, e.g. bigger fuel flow. On the other hand, smaller mass pipes require lower heat
quantity, and steady-state gain gets bigger. For this reason, direct path steady-state
gains are bigger for one-third than those in the first-neighbor paths, and bigger for
one-tenth from gains in the direct paths in the non-neighbor paths. Note that these
gain values demonstrate that interactions between transfer paths are very strong to
be neglected, and do independent process control design for each zone separately.

K =
12 8 1.25
8 12 8

1.25 8 12

2
4

3
5. ð23:1Þ

23.2.2 Time-Delay Matrix

Taking into consideration everything what has been given above, time delays can
be approximated with matrix with time delays values which are not average values
between maximal and minimal time delay for different loads, but values nearer to
the maximal ones. This is for reasons that time delays presence in systems are much
unfavorable case for control. On the grounds of recorded step response transients
with thermocouples and the stochastic identification experiments, a family set of
approximate values for path time delays has been found. A good set is given (23.2)
where matrix values are expressed in minutes.

τ=
1.2 2.5 5
2.5 1.2 2.5
5 2.5 1.2

2
4

3
5. ð23:2Þ

Dynamic of system transfer paths is aperiodic. However via model identification
using PRBS signal, and then data processed through
SYSTEMS IDENTIFICATION TOOLBOX, we concluded that the best results
give the set of second-order models

Gij sð Þ=Kij exp − τdijs
� �

̸ T1s + 1ð Þ T2 + 1ð Þ, ð23:3Þ

where matrix of process gains is given by
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K =ΔΘ Δ̸Q. ð23:4Þ

By estimating the transfer function, we concluded that all transfer paths have almost
the same dynamics; this is obvious from poles within the unit circle. For this reason,
and for the fact that the model has to correspond for a family of pipe dimensions,
we take all path transfer dynamics be given by an average of models for maximal
and minimal loading. Therefore transfer function matrix for MIMO system gas-fired
furnace system is given by

GðSÞ=

12e− 1.2s

ð6.22s+1Þð0.7s+1Þ
8e− 2.5s

ð6.22s+1Þð0.7s+1Þ
1.25e− 5s

ð6.22s+1Þð0.7s+1Þ
8e− 2.5s

ð6.22s+1Þð0.7s+1Þ
12e− 1.2s

ð6.22s+1Þð0.7s+1Þ
8e− 2.5s

ð6.22s+1Þð0.7s+1Þ
1.25e− 5s

ð6.22s+1Þð0.7s+1Þ
8e− 2.5s

ð6.22s+1Þð0.7s+1Þ
12e− 1.2s

ð6.22s+1Þð0.7s+1Þ

2
66666664

3
77777775
.

ð23:5Þ

This transfer function matrix (Eq. 23.5) is a result of identification of gas-fired
furnace system in operation, and thus used as plant representation in appropriate
control design.

23.3 Predictive Control of Industrial Thermal Processes

23.3.1 Predictive Control

Process industries need an easy to setup predictive controller that costs low, and
maintains an adaptive behavior which accounts for time-varying dynamics as well
as potential plant mismodeling. Accounting these requirements, the Model Pre-
dictive Control (MPC) has evolved into one of the most popular techniques for
control of complex processes.

As presented in [17] the essence of model-based predictive control (MBPC or
MPC) lies in optimization of the future process behavior with respect to the future
values of the executive (or manipulated) process variables. The use of linear,
nonlinear, hybrid, and time-delay models in MPC is motivated by the drive to
improve the quality of the prediction of inputs and outputs [1, 2, 17, 18].

23.3.2 Switched Predictive Control

For control, the process is approximated with p linear affine models (23.6) that build
a hybrid PWA state space model, as presented in [19]
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xðk+1Þ=AixðkÞ+BiuðkÞ+ f i

yðkÞ=CixðkÞ+DiuðkÞ+ gi
if

xðkÞ
uðkÞ

� �
∈Pi, i∈ f1, . . . ., pg, ð23:6Þ

where k is the discrete time index, Ai, Bi, Ci, Di state space matrices, fi, gi the affine
vectors, u ∈ Rm input, x ∈ Rn state, and Pi valid region of the state + input space in
Rm+n. The system is subject to input and state constraints. For each region Pi a
model exists and for it the corresponding mp-MPC controller is designed. The
active model is determined by model selection algorithm from estimated state
values. Each step time, the active controller computes the control signal. The
control scheme of such controller is presented in Fig. 23.1.

This MPCs use linear models of the nonlinear system to predict the future
behavior. The models are linearized around different working points of the plant.

The model selection algorithm is the most important part of the multiple model
MPC. Usually, it is a function depending on the inputs and outputs of the system
which results with appropriate model of the system. In more complicated systems
Kalman filter is used to estimate the system states, and afterward the algorithm
selects the appropriate model. The stability of the proposed controller will depend
mainly on the process of switching with this algorithm.

23.3.3 Predictive Control with Genetic Algorithms
Optimization

The genetic algorithm for optimization of MPC was proposed by [20, 21]. Since
then there are few more applications papers and algorithm improvements like the
ones presented in [22, 23]. Nevertheless the potential for implementing GA-MPC
applications is widely unused.

Model predictive control algorithms are usually implemented on models with
linear or fixed constraints of the process and control variables. Although sufficient

Fig. 23.1 Multiple model
predictive control scheme
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for most of the controllers and processes, in some particular cases, nonstandard
constraints cannot be neglected. In this work we present an easy to go method for
incorporating nonstandard constraints in model predictive controllers using genetic
algorithm optimization.

23.3.4 Hybrid Model Predictive Control

A hybrid system denotes in general a system composed of two unlike components.
A hybrid control system is a control system with both continuous and binary/integer
signals. Such a system generates a mixture of continuous and discrete signals,
which take values in a continuum (such as the real numbers R) and a finite set (such
as a, b, c), respectively.

Here we present a hybrid model for a high consumption industrial furnace that
should represent the real plant more accurately. On the basis of this model, we will
design controller(s) that will lead to increasing of the control system performance.

The basic idea behind the discrete hybrid automaton which is essential part of
the model predictive control systems is presented in Fig. 23.2.

23.3.5 Discrete Time Hybrid Model

In order to implement hybrid control we must introduce the hybrid model based on
the furnace dynamics. The hybrid model of the furnace was previously defined in
[24]. The model for the temperature is discrete and it is represented with
Eqs. (23.7)–(23.10).

Fig. 23.2 Discrete time
hybrid automata
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Ti½k+1�= Tout − ðTi½k�−ToutÞ 0.5 ð̸Tmax −ToutÞ− αif g
+0.05ðTi½k− 1�−ToutÞ+ θiFiðuÞðTmax −Ti½k�Þ ̸∈ ,

ð23:7Þ

α1 = 0.945− hcF − hcB 5̸

α2 = 0.945− hcF 3̸− hcB 3̸

α3 = 0.945− hcF 5̸− hcB,

ð23:8Þ

F1ðuÞ= nS1 ⋅U1k− 3 + nS2 ⋅U1k− 4 + nF1 ⋅U2k− 4

+ nF2 ⋅U2k− 5 + nD1 ⋅U3k− 6 + nD2 ⋅U3k− 7

F2ðuÞ= nS1 ⋅U2k− 3 + nS2 ⋅U2k− 4 + nF1 ⋅U1k− 4

+ nF2 ⋅U1k− 5 + nF1 ⋅U3k− 4 + nF2 ⋅U3k − 5

F3ðuÞ= nS1 ⋅U3k− 3 + nS2 ⋅U3k− 4 + nF1 ⋅U2k− 4

+ nF2 ⋅U2k− 5 + nD1 ⋅U1k− 6 + nD2 ⋅U1k− 7,

ð23:9Þ

θi =
1 if pipei = 0
0.95 if pipei = 1,

�
ð23:10Þ

hcF =
0 if Frontdoor is closed `` = 0''

0.005 if Frontdoor is open `` = 1''

�

hcB =
0 if Backdoor is closed `` = 0''

0.005 if Backdoor is open `` = 1'',

� ð23:11Þ

where nS1 = 1.195; nS2 = 0.6232; nF1 = 0.07968; nF2 = 0.04155; nD1 = 0.01245;
nD2 = 0.006492. Tmax represents the maximum temperature that can be achieved in
this furnace and is equal to 1300. Signals hcF, hcB (23.11), and θi (23.10) are logic
signals that can change their value according to the process dynamics and represent
disturbances of the system. The outdoor temperature around the furnace Tout is
continuous state disturbance to this system.

23.4 Simulation Results

23.4.1 Model Predictive Control

In order to discuss the quality of the MPC algorithm we will compare the results
with standard industrial PID decoupling control as we have described in [25]. The
results for the temperature in the first furnace zone are presented on Fig. 23.3. The
solid (red) line represents the control with decoupling PID, and the intercepted
(blue) line represents the results obtained with MPC. It is obvious that MPC drives
the system faster to the steady state, and they sustain the direct output disturbances
in proper manner.
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The control signal in zone 1 is shown in Fig. 23.4. The values of the control
signals (which represent the fuel consumption from 0 to 100 %) vary a lot. While
the decoupling control has very slow reaction to the direct output disturbances, the
MPC tries to eliminate their influence to the system all the time. Furthermore, if we
calculate the fuel consumption norms during the time of the experiment we obtain
that the norm for the consumed fuel for control with MPC is 18,817, and the norm
for fuel consumption with the decoupling control algorithm is 20,699. As we can
see there is a difference, and it is in favor of MPC. This means that with using the
MPC algorithm we managed to obtain faster response and more robust control
(regarding the direct output disturbances) compared to the decoupling PID control,
for a smaller fuel consumption norm.

Fig. 23.3 The temperature in
the first zone of the furnace

Fig. 23.4 The control signal
applied on the first control
valve
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23.4.2 Switched MPC

As another advanced control method for thermal processes we will present the
multiple model MPC algorithm for control of high consumption industrial furnace.
The executed simulation [25] compares the results from the control of the plant with
regular MPC and multiple model MPC, which can also be known as switched
MPC. The results of the simulation for the temperature in zone 1 are presented in
Fig. 23.5. Additionally with the MMMPC we slightly reduce the fuel consumption
norm for the furnace.

23.4.3 Predictive Control with Genetic Algorithm
Optimization

In this subsection we will present an effective algorithm for GA-MPC for dealing
with nonstandard and/or nonlinear constraints. Genetic Algorithms (GAS) inspired
by Darwinian theory, represents powerful nondeterministic iterative search heuristic
[21]. Genetic algorithms operate on a population which consist of encoded strings,
each string represents a solution. This algorithm uses the crossover operator in order

Fig. 23.5 Temperature in
zone 1 MPC versus SMPC

Fig. 23.6 Predictive control loop with GA
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to obtain the new solutions. We use this algorithm in order to make an optimization
of the cost function of the MPC. The basic structure of a GA-MPC algorithm is
presented in Fig. 23.6.

The model of the high consumption industrial furnace has nontypical constraint.
The maximum power generation from pump supplying the three control valves is
155 units, while each from the valves can use up to 100 units (if available).
Although it can implement standard constraints as in (23.7), the MPC algorithm
cannot implement the constraint as presented with (23.8).

0 ≤ ui ≤ 100, i=1, 2, 3, ð23:7Þ

u1 + u2 + u3 ≤ 155. ð23:8Þ

The proposed GA-based MPC algorithm was simulated on a MIMO system and the
results are found to be reasonably good. We applied the algorithm on a model of a
high consumption industrial furnace [24] and compared the result with conventional
industry control methods such as Min–Max MPC. The control goal is to keep the
temperature in the three zones of the furnace at the referent temperature, with

Fig. 23.7 Temperature in the
first zone of the furnace

Fig. 23.8 Comparison of the
calculated and effective
control actions regarding the
energy consumption
constraint
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minimum possible fuel consumption. The simulation experiment will be conducted
in conditions of malfunctioning of one of the power lines. The temperature in the
first zone of the industrial furnace is presented in Fig. 23.7.

The sum of the control signals that is subject to the nonstandard constraint is
presented in Fig. 23.8. We can notice that the control signal calculated using the
genetic optimization-based MPC algorithm never violate the constraints. On the
other hand, when using the min–max optimization-based MPC algorithm, we have
two different values for the control signals. The first one is the calculated value by
the algorithm that has no maximum fuel constraint, and the second one is the
effective value of the fuel that has been used in the respective sampling period. The
values of the control signals, for the first zone of the furnace, both for min–max and
GA-based MPC are depicted in Fig. 23.9.

The simulations of the proposed MPC with genetic algorithm optimization can
track the referent temperature reasonably good under the defined constraints. We

Fig. 23.9 Sum of the control
signals in the furnace

Fig. 23.10 Timing of the
logic variable disturbances of
the furnace during the
simulation
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have presented an easy solution for implementing nonstandard constraints in MPC
algorithms that improve the results of the standard MPC algorithms while slightly
increasing the processing power.

23.4.4 Hybrid Model Predictive Control

To verify the hybrid approach for control of high consumption industrial furnace
the authors have conducted series of simulations. The Disturbance signals from the
front and the back door, and the timing of the pipe entering in the first zone of the
furnace are graphically represented in Fig. 23.10. In Fig. 23.10 the logic variable for
pipes entering zone 1 is presented. The logic variables for zone 2 and 3 have
deterministic dependence on this value with fixed delay. In reality this delay is

Fig. 23.11 Temperature in
the second zone of the furnace
during the simulation

Fig. 23.12 Valve openings
on the second valve of the
furnace during the simulation
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represented through the line speed of the conveyor driving the pipes in the furnace,
but this is to be done in near future. During this simulation a fixed delay time of
10 min between zones is adopted. During the simulation the continuous disturbance
signal Tout has value of 15.

The main results for the second zone are presented in Fig. 23.11 where the
temperatures in the respective zones of the furnace are presented along with the
reference signal. The control signals applied to the three control valves respectively
are presented in Fig. 23.12.

From the presented results it is obvious that introducing the hybrid control
approach for high consumption industrial furnace improves the quality of the
control. The controller leads the system faster to the referent set point and the
steady-state error is acceptable. The hybrid MPC—one linearized model method,
has also satisfactory results. Nevertheless we must point out that the tracking of the
referent trajectory is best when it is near the linearization point(s), and as the
referent trajectory moves from this point we have bigger error in the control
algorithm. This is more expressed in the hybrid controller with only linearization
point, which is linearized near 800˚. In this case it is obvious that output tracks the
reference without any problem near this region, but if we have work plans that
require a lot of temperature changes throughout the temperature domain of the
furnace, the multimodel hybrid approach is to be considered. The previous remark
regarding the performance of the controller near the linearization point also stands
for the multimodel hybrid approach. The difference here is that we have several
models and the difference between the set point and the active model cannot be very
big. Logically, if we introduce more models linearized in different operating points
we will increase the performance of the controller, but also we will increase the
complexity and the time necessary to perform the optimization.

Regarding the control signals, from the presented control signal in the second
zone (Fig. 23.12) we can note that the hybrid controllers have fast reaction time to
the disturbances. When there is new pipe entering in the one of the zones of the
furnace, the control signal in the respective zone, acts toward stabilization of the
temperature. Also we can note that when the furnace is operating near 800˚, the
controller generates the same control value, but if we move far from this central
linearization point, the calculated values for the control action differ a lot.

The presented new model incorporates the logic signals that act as disturbances
to the furnace (new pipe entering in the zone, opening of the back and the front
cooling door). Also in order to improve the performance of the furnace, multipoint
linearization was implemented on five characteristic points in the temperature
domain. These results are confirmed with the presented simulation results.
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23.5 Further Control of Industrial Thermal Processes

The future of thermal processes control is definitely the new intelligent control
methods. These processes usually have high consumption and reducing this con-
sumption even slightly can significantly contribute to the cause of less expensive
production.

We have presented some of the modern control methods which although
effective in testing and simulation still are not largely used in the industry.
Nowadays we have overrun the problem of computer burden which these algo-
rithms introduce into the system and a path is open for their massive use.

On another side using these algorithms (especially two or multilevel algorithms)
we can dramatically increase the quality of the products. Adding a supervising level
in the system allows the operator or the management team to compromise between
low-cost products on one side and extra quality products on the other.

23.6 Conclusions

In this paper we have presented predictive control methods for high consumption
thermal processes. Sophisticated MIMO solutions based on CPA/CVE approach are
more difficult for effective functional maintenance. Moreover, operating personnel
is reluctant to accept them, which rules out the idea of on-site in-process redesign.
The same conclusion may be drawn for the intelligent control methods such as
two-level fuzzy control, model predictive control, and switched model predictive
control.
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Chapter 24
Closed-Loop Control with Evolving Gaussian
Process Models

Juš Kocijan and Dejan Petelin

Abstract This contribution presents a new development in the design of control

system based on evolving Gaussian process (GP) models. GP models provide a prob-

abilistic, nonparametric modelling approach for black-box identification of nonlin-

ear dynamic systems. They can highlight areas of the input space where prediction

quality is poor, due to the lack of data or its complexity, by indicating the higher vari-

ance around the predicted mean. GP models contain noticeably less coefficients to be

optimised than commonly used parametric models. While GP models are Bayesian

models, their output is normal distribution, expressed in terms of mean and variance.

Latter can be interpreted as a confidence in prediction and used in many fields, espe-

cially in control system. Evolving GP model is the concept approach within which

various ways of model adaptations can be used. Successful control system needs as

much as possible data about process to be controlled. If the prior knowledge about the

system to be controlled is scarce or the system varies with time or operating region,

this control problem can be solved with an iterative method which adapts model

with information obtained with streaming data and concurrently optimises hyperpa-

rameter values. This contribution provides: a survey of adaptive control algorithms

for dynamic systems described in publications where GP models have been used

for control design, a novel and improved closed-loop controller with evolving GP

models and an example for the illustration of proposed control algorithm.
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24.1 Introduction

Increasingly complex systems are expected to be handled with new technologies

among them with control system technologies. There exist a range of control design

methods depending on the sort of system model and amount of information that is

available. Various adaptive, self-learning or other learning approaches are frequent

to tackle the problem of low initial prior knowledge about the system to be controlled

or in the case of time-variant or nonlinear systems. Often various kinds of computa-

tional intelligence methods for model development that result in so-called black-box

models are used for these kinds of control problems. This paper deals with control

system design based on Gaussian process (GP) models.

GP models provide a probabilistic, nonparametric modelling approach for black-

box identification of nonlinear dynamic systems. They can highlight areas of the

input space where model prediction quality is poor, due to the lack of data or its com-

plexity, by indicating the higher variance around the predicted mean. This property

can be incorporated in the closed-loop control design. GP models contain noticeably

less coefficients to be optimised than parametric models that are frequently used in

control design.

The aim of this chapter is to present an improved closed-loop controller with

evolving GP models and place it within contemporary research on adaptive control

methods based on GP models and to demonstrate a proposed control algorithm based

on GP model.

The chapter is structured as follows. First the modelling with Gaussian processes

in general and the modelling of dynamic systems with GP models is explained. Then

a short review of adaptive control methods based on GP models is given. Adaptive

control with evolving GP model is introduced next. The control method is demon-

strated with an illustrative example. This example demonstrates the performance and

the adaptation of closed-loop tracking control in different operating regions with a

computer simulation study.

24.2 Systems Modelling with Gaussian Processes

A GP model is a flexible, probabilistic, nonparametric model that enables the pre-

diction of output-variable distributions. Contrary to parametric modelling methods

where a structure is usually presumed and the parameters are optimised with regres-

sion, the GP-based modelling is different in the sense that the structure of the map-

ping function is not presumed, but the data themselves are used to describe the map-

ping function. The modelled system is, therefore, not approximated by fitting the

parameters of the selected basis functions, but rather with the relationship among

the measured data. The model of the nonlinear mapping function is called the GP

model as the output of the GP model is by prior belief considered to be a GP. GP

model’s properties and application potentials are reviewed in [29].
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A GP is a collection of random variables that have a joint multivariate Gaussian

distribution. Assuming a relationship of the form y = f (𝐳) between the input 𝐳 and the

output y, we have y1,… , yN ∼ N (0,Σ), where 𝛴pq = Cov(yp, yq) = C(𝐳p, 𝐳q) gives

the covariance between the output points corresponding to the input points described

by vectors 𝐳p and 𝐳q. Thus, the mean 𝜇(𝐳) and the covariance function C(𝐳p, 𝐳q) fully

specify the Gaussian process.

The value of the covariance function C(𝐳p, 𝐳q) expresses the correlation between

the individual outputs f (𝐳p) and f (𝐳q) with respect to the inputs 𝐳p and 𝐳q. Note that

the covariance function C(⋅, ⋅) can be any function that generates a positive semi-

definite covariance matrix. It is usually composed of two parts,

C(𝐳p, 𝐳q) = Cf (𝐳p, 𝐳q) + Cn(𝐳p, 𝐳q), (24.1)

where Cf represents the functional part and describes the unknown system we are

modelling, and Cn represents the noise part and describes the model of the noise.

For the noise part it is most common to use the constant covariance function, pre-

suming white noise. The choice of the covariance function for the functional part also

depends on the stationarity of the data used for modelling. Assuming stationary data

the most commonly used covariance function is the square exponential covariance

function. The composite covariance function is therefore

C(𝐳p, 𝐳q) = v1 exp

[

−1
2

D∑

d=1
wd(zpd − zqd)2

]

+ 𝛿pqv0, (24.2)

where wd, v1 and v0 are the ‘hyperparameters’ of the covariance function, D is the

input dimension and 𝛿pq = 1 if p = q and 0 otherwise. In contrast, assuming non-

stationary data the polynomial or its special case, the linear covariance function, can

be used. Other forms and combinations of covariance functions suitable for various

applications can be found in [29]. The hyperparameters can be written as a vector 𝜃 =
[w1,… ,wD, v1, v0]T. The parameters wd indicate the importance of the individual

inputs: if wd is zero or near zero, it means the inputs in dimension d contain little

information and could possibly be neglected.

To accurately reflect the correlations present in the training data, the hyperpa-

rameters of the covariance function need to be optimised. Due to the probabilistic

nature of the GP models, the common model optimisation approach, where model

parameters and possibly also the model structure are optimised through the minimi-

sation of a cost function defined in terms of model error (e.g. mean square error), is

not readily applicable. A probabilistic approach to the optimisation of the model is

more appropriate. Actually, instead of minimising the model error, the probability

of the model is maximised.

GP models can be easily utilised for a regression calculation. Consider a matrix

𝐙 of N D-dimensional input vectors where 𝐙 = [𝐳1, 𝐳2,… , 𝐳N]T and a vector of the

output data 𝐲 = [y1, y2,… , yN]. Based on the data (𝐲,𝐙), and given a new input vec-

tor 𝐳∗, we wish to find the predictive distribution of the corresponding output y∗.
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Based on the training input data 𝐙, a covariance matrix 𝐊 of size N × N is deter-

mined. The overall problem of learning unknown parameters from data corresponds

to the predictive distribution p(y∗|𝐲,𝐙, 𝐳∗) of the new target y∗, given the training

data (𝐲,𝐙) and a new input 𝐳∗. In order to calculate this posterior distribution, a

prior distribution over the hyperparameters p(𝜃|𝐲,𝐙) can first be defined, followed

by the integration of the model over the hyperparameters

p(y∗|𝐲,𝐙, 𝐳∗) =
∫

p(y∗|𝜃, 𝐲,𝐙, 𝐳∗)p(𝜃|𝐲,𝐙)d𝜃. (24.3)

The computation of such integrals can be difficult due to the intractable nature of

the nonlinear functions. A solution to the problem of intractable integrals is to adopt

numerical integration methods such as the Monte Carlo approach. Unfortunately,

significant computational efforts may be required to achieve a sufficiently accurate

approximation.

In addition to the Monte Carlo approach, another standard and general practice

for estimating hyperparameters is the maximum marginal-likelihood estimation, i.e.,

to minimise the following negative log marginal-likelihood function [29]:

l (𝜃) = −1
2
ln(∣ 𝐊 ∣) − 1

2
𝐲T𝐊−1𝐲 − N

2
ln(2𝜋). (24.4)

As the likelihood is, in general, nonlinear and multi-modal, efficient optimisation

routines usually entail the gradient information. The computation of the derivative

of l with respect to each of the parameters is as follows:

𝜕l (𝜃)
𝜕𝜃i

= −1
2
trace

(
𝐊−1 𝜕𝐊

𝜕𝜃i

)
+ 1

2
𝐲T𝐊−1 𝜕𝐊

𝜕𝜃i
𝐊−1𝐲. (24.5)

For performing a regression, the availability of the training input data described

with matrix 𝐙 and the corresponding output data described with vector 𝐲 is assumed.

As already mentioned, the aim is to find the distribution of the corresponding output

y∗ for some new input vector 𝐳∗ = [z1(N + 1), z2(N + 1),… , zD(N + 1)]T.

For the collection of random variables [y1,… , yN , y∗] we can write:

[𝐲, y∗] ∼ N (0,𝐊∗) (24.6)

with the covariance matrix

𝐊∗ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐊 𝐤(𝐳∗)

𝐤T(𝐳∗) 𝜅(𝐳∗)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (24.7)
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where 𝐲 = [y1,… , yN] is a 1 × N vector of training targets. The predictive distribu-

tion of the output for a new test input has a normal probability distribution with a

mean and variance [29]

𝜇 = 𝐤(𝐳∗)T𝐊−1𝐲, (24.8)

𝜎

2 = 𝜅(𝐳∗) − 𝐤(𝐳∗)T𝐊−1𝐤(𝐳∗), (24.9)

where 𝐤(𝐳∗) = [C(𝐳1, 𝐳∗),… ,C(𝐳N , 𝐳∗)]T is the N × 1 vector of covariances between

the test and training cases, and 𝜅(z∗) = C(𝐳∗, 𝐳∗) is the covariance between the test

input itself.

The obtained model, in addition to the mean value, provides information about the

confidence in the prediction by the variance of the predictive distribution. Usually,

the confidence of the prediction is depicted with a 2𝜎 interval, which is about 95%
confidence interval. This confidence region can be seen in the example in Fig. 24.1

as a grey band. It highlights the areas of the input space where the prediction quality

is poor, due to the lack of data or noisy data, by indicating a wider confidence band

around the predicted mean.

GP models can, like neural networks, be used to model static nonlinearities and

can therefore be used for the modelling of dynamic systems [1, 16, 17] as well as time

series, if lagged samples of the output signals are fed back and used as regressors.

A review of recent developments in the modelling of dynamic systems using GP

models and its applications can be found in [15] and [14]. It is important to stress that

the model prediction in the form of GP is just an approximation when the Gaussian

assumption is not fulfilled, which is in line with common engineering practice.

A dynamic GP model is trained as the nonlinear autoregressive model with an

exogenous input (NARX) representation, where the output at time instant k depends

on the delayed output y and the exogenous control input u:

Fig. 24.1 Using GP

models: in addition to the

prediction mean value (full
line), we obtain a 95 %

confidence interval (grey
band) for the underlying

function y
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y(k) = fS(y(k − 1),… , y(k − n), u(k − 1),… , u(k − n)) + 𝜈(k), (24.10)

where fS denotes a function, 𝜈(k) is white noise disturbance with normal distrib-

ution and the output y(k) depends on the regression vector 𝐳(k) = [y(k − 1), y(k −
2),… , y(k − n), u(k − 1), u(k − 2),… , u(k − n)] at time instant k. This model nota-

tion can be generalised to mutivariable cases, i.e., cases with multiple inputs and

outputs.

For the validation of obtained dynamic GP model the nonlinear output error

(NOE), also called parallel, model is used. This means that the NARX model is used

to predict a further step ahead by replacing the data at instant k with the data at instant

k + 1 and using the prediction ŷ(k) from the previous prediction step instead of the

measured y(k). This is then repeated indefinitely. The latter possibility is equivalent

to simulation. Simulation, therefore, means that only on the basis of previous samples

of a process input signal u(k − i) can the model simulate future outputs. Frequently,

the mean value of prediction ŷ(k) is used to replace y(k), which is called ‘naive’ sim-

ulation. Other possibilities, where the entire distribution is used, are described in,

e.g. [17].

24.3 Adaptive Control Algorithms Based on Gaussian
Process Models

Control is the activity that makes a system behave in the desired way. There are many

reference books available describing a variety of control methods, their design pro-

cedures and their applications. This section provides only a review of some of the

adaptive control methods that are based on GP model and were published in litera-

ture. Reader is referred to [15] and [13] for more comprehensive review of control

methods based on GP model.

Adaptive controller is the controller that continuously adapts to some changing

process. Adaptive controllers emerged in early 60s of the previous century. At the

beginning these controllers were mainly adapting themselves based on linear models

with changing parameters. Since then several authors have proposed the use of non-

linear models as a base to build nonlinear adaptive controllers. These are meant for

the control of time-varying nonlinear systems or of time-invariant nonlinear systems

that are modelled as parameter-varying simplified nonlinear models.

Various divisions of adaptive control structures are possible. One possible divi-

sion [12] is into open-loop and closed-loop adaptive systems.

Open-loop adaptive systems are gain-scheduling or parameter-scheduling con-

trollers. Closed-loop adaptive systems can be further divided to dual and non-dual

adaptive systems.

Dual adaptive systems [11, 36] are those where the optimisation of the informa-

tion collection and the control action are pursued at the same time. The control signal

should ensure that the system output cautiously tracks the desired set-point value and
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at the same time excites the plant sufficiently to accelerate the identification process.

The solution to the dual-control problem is based on dynamic programming and the

resulting functional equation is often the Bellman equation. Not a large number of

such controllers have been developed.

The difficulties in finding the optimal solution for adaptive dual control lead to

suboptimal dual adaptive controllers [11, 36] obtained by either various approxima-

tions or by reformulating the problem. Such a reformulated adaptive dual control

problem is when a special cost function is considered, which consists of two added

parts: control losses and an uncertainty measure. This is appealing for application

with the GP model that provides measures of uncertainty.

Many adaptive controllers in general are based on the separation principle [36]

that implies separate estimation of system model, i.e., system parameters, and the

application of this model for control design. When the identified model used for

control design and adaptation is presumed to be the same as the true system then the

adaptive controller of this kind is said to be based on certainty equivalence principle

and such an adaptive controller is named non-dual adaptive controller. The control

actions of non-dual adaptive controller do not take any active actions that will influ-

ence the uncertainty.

When using the GP model for the adaptive control, different from gain-scheduling

control, the GP model is identified online and this model is used in the control algo-

rithm. The block scheme showing the general principle of adaptive control with the

GP model identification is given in Fig. 24.2. It is sensible that advantages of GP

models are considered in the control design, which relates the GP model-based adap-

tive control at least to suboptimal dual adaptive control principles. The uncertainty

of model predictions obtained with the GP model prediction are dependent, among

others, on local learning-data density, and the model complexity is automatically

related to the amount and the distribution of the available data—more complex mod-

els need more evidence to make them likely. Both aspects are very useful in sparsely

populated transient regimes. Moreover, since weaker prior assumptions are typically

applied in a nonparametric model, the bias is typically lower than in parametric mod-

els.

ADAPTATION
ALGORITHM

PROCESSCONTROLLER
r u y

GP MODEL
IDENTIFICATION

Fig. 24.2 General block scheme of the closed-loop system with adaptive controller
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The above ideas are indeed related to the work done on the adaptive dual control,

where the main effort has been concentrated on the analysis and design of adaptive

controllers based on the use of the uncertainty associated with parameters of models

with a fixed structure [11, 32].

The major differences in up-to-now published adaptive systems based on GP mod-

els are in the way how the online model identification is pursued.

Increasing the size of the covariance matrix, i.e., ‘blow-up model’, with the in-

streaming data and repeating model optimisation is used in papers [19, 20, 30–32],

where more attention is devoted to control algorithms and their benefits based on

information gained from the GP model and not on the model identification itself.

Another adaptive control algorithm implementation is control with feedback for

cancelling nonlinearities with the online learning of the inverse model. This sort of

adaptive control with the increasing covariance matrix with the in-streaming data is

described in [22]. Two sorts of online learning for the mentioned feedforward con-

tained control are described in [23]. The first sort is with moving window strategy,

where the old data are dropped from the online learned model, while the new data is

accommodated, the second one accommodates only new data with sufficient infor-

mation gain. These applications of referenced inverse GP models do not use entire

information from the prediction distribution, but they focus on the mean value of

prediction.

A lot of GP model-based adaptive control algorithms from the referenced publi-

cations are based on the minimum-variance controller. One of the reasons is that the

minimum-variance controller explores the variance that is readily available with the

GP model prediction.

The minimum-variance controller in general [12] looks for a control signal u(k)
in time instant k that will minimise the following cost function:

JMV = E(‖𝐫(k + p) − 𝐲(k + p)‖2). (24.11)

In this case, JMV refers to the covariance of the error between the vector of reference

values 𝐫(k + p) and the controlled outputs p-time steps in the future, 𝐲(k + p). The

desired controller is thus the one that minimises these variances, hence the name

minimum-variance control. The optimal control signal 𝐮opt can be obtained by min-

imising selected cost function. The minimisation can be done analytically, but also

numerically, using any appropriate optimisation method.

The cost function (24.11) can be expanded with a penalty terms and generalised to

multiple-input multiple-output case leading to generalised minimum-variance con-

trol [31].

JGMV = E(||𝐫(k + 1) − 𝐲(k + 1)||2𝐐) + ||𝐮k||2𝐑, (24.12)

where matrix 𝐐 is positive definite matrix and 𝐑 is polynomial matrix with the back-

ward shift operator q−1. The matrix𝐐 elements and matrix𝐑 polynomial coefficients

can be used as tuning parameters.
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The method named Gaussian Process Dynamic Programming (GPDP) is a

Gaussian-process-model-based adaptive control algorithm with a proximity to adap-

tive dual control. The details of the method are described in [8]. The following

description is summarised from [8, 10]. The evolution of the method can be fol-

lowed through time with publications [8–10, 27, 28].

GPDP is an approximate dynamic programming method, where cost functions,

so-called value functions in the dynamic programming recursion are modelled by

GPs.

The reader is referred to [8] for details and a demonstration of the method. Unfor-

tunately, according to the method’s authors [8], GPDP cannot be directly applied

to a dynamic system because it is often not possible to experience arbitrary state

transitions. Moreover GPDP method does not scale that well to high dimensions.

More promising for engineering control applications is Probabilistic Inference

and Learning for COntrol (PILCO) method, described in [5–7].

PILCO is a policy search method and an explicit value function model is not

required as in GPDP method. The general idea of the method is to learn the system

model with reinforcement learning and control the closed-loop system, taking into

account the probabilistic model of the process. The algorithm can be divided into

three layers: a top level for the controller adaptation, an intermediate layer for the

approximate inference for long-term predictions and a bottom layer for learning the

model dynamics.

The PILCO method was applied to real systems, e.g. robotic systems [7].

24.4 Evolving GP-Model-Based Control

An adaptive minimum-variance controller based on evolving Gaussian process model

[24] is presented in this section. The basic idea of control based on evolving system

model is that system GP model evolves with in-streaming data and the information

about system from the model is used for its control. One option is that the informa-

tion can be in the form of GP model prediction for one or several steps ahead which

is then used to calculate optimal control input in the controlled system. The other

option would be, for example prediction of some particular part of the model, e.g.

parameters, like in [2], and online calculation of controller.

The proposed control is actually a variation of the control proposed in [25]. The

main difference is an online learning method used for adapting GP model. It should

be noted that an efficient adaptation of the GP model is crucial, as the calculation of

the optimal control input is based on the GP model’s prediction. However, a notice-

able drawback of GP model identification is the computation load that increases with

the third power of the amount of input data due to the calculation of the inverse of

the covariance matrix. This computational complexity restricts the amount of train-

ing data to, at most, a few thousand cases. To overcome the computational limitation

issues, only a subset of the most informative data is to be used. In the literature, such

a subset is called the active set or the basis vectors set [4] and its elements are called
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basis vectors [4], inducing variables [26] or basis functions [18]. The basic idea is

to retain the bulk of the information contained in the full training dataset, but reduce

the size of the covariance matrix so as to facilitate a less computationally demanding

implementation of the GP model. As the data is in-streaming the GP model should

be adapted continuously. In other words, the online learning method should process

every new piece of streaming data sequentially.

In the previous version of the controller [25] we used Csato’s method named

sparse online Gaussian processes [4]. Its main disadvantage is twofold. The first

one is a lack of ability to update hyperparameter values in an online fashion. In other

words, for adequately learning optimised hyperparameters are needed in advance, so

their values should be optimised before we apply controller to the system. Usually,

there is some available data that can be used for optimisation of hyperparameter val-

ues, but obtained values are optimal only for the current data presenting the system’s

dynamics. But, if the data presents only one region of the system’s dynamics or if

the system is time variant, obtained hyperparameter values most likely will not be

optimal enough in other regions or time spans. The second disadvantage is potential

computational instabilities [34] or unguaranteed convergence of the algorithm for

nonlinear systems [3]. Therefore, we propose evolving GP models [24] to be used

for adapting controller’s GP model.

The basic idea of evolving GP models is that all influential parts of the GP model

should be adapted online. The GP model is fully determined by the training data and

the covariance function. In the case of sparse approximation which we use, the train-

ing data is actually represented by the active set. Usually, the training data, especially

in case of dynamic systems, has more than one input dimensions, so-called regres-

sors, which have various influence on output data. Moreover, some regressors may

be fallacious and can present additional noise to model. Thus, selection of regressors

is important part of modelling as well. As described in Sect. 24.2, with selection of

appropriate type or a combination of various types of covariance function a prior

knowledge of the system is included in the model. Nevertheless, with optimisation

of hyperparameter values the model is even more adjusted to real system. So, there

are four parts that can evolve:

∙ the regressors,

∙ the active set,

∙ the type of covariance function and

∙ the hyperparameter values.

Although the proposed concept considers all four parts that can evolve, our imple-

mentation is somewhat more facile. In dynamic nonlinear systems, where the non-

linear mapping between input and output can not be easily formulated, frequently

the squared exponential covariance function is used presuming smoothness and sta-

tionarity of the system. That means the covariance function is fixed and does not

need to evolve. Furthermore, the squared exponential covariance function can be

used with automatic relevance determination (ARD) which is able to find influential

regressors [29]. With the optimisation of the hyperparameter values, uninfluential

regressors have smaller values and as a consequence have smaller influence to the
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result. Therefore, all available regressors can be used. Consequently, only the active

set and hyperparameter values have left to be adapted sequentially.

With every incoming data, first its information gain regarding the current GP

model is estimated. This is done in two phases. In the first phase a prediction of

the current input data is calculated based on the current GP model. If the differ-

ence between mean value of prediction and current data output is small enough, it

means that the current GP model can accurately predict the output of the incom-

ing data. Furthermore, if also the variance of the prediction is small, the current

data most probably does not contain any new information regarding the current GP

model, thus there is no need to include current data into the GP model. Otherwise,

we include current data into the GP model. If this inclusion causes the excess of the

preset maximal active set size, the less informative data in the active set should be

removed. The less informative data is found by calculating the negative log marginal

likelihood from Eq. (24.4) for all subsets of the active set of length m = n − 1, where

m is the preset maximal size of the active set and n is the size of the exceeded active

set.
1

The subset with the lowest negative log marginal likelihood is preserved and

the remaining data is removed. After every update of the active set, the hyperpara-

meter values are optimised by minimising negative log marginal likelihood. This can

be done with any suitable optimisation method. In our case the conjugate gradients

optimisation method is used.

The described online learning method is, besides the selected control algorithm,

the main difference between the control we propose and PILCO method [5]. Due

to the nature of the policy search methods, PILCO is implemented as batch learning

method. That means the model is updated at the end of every cycle, during which new

measurements are collected. As the number of collected measurements is usually

high enough that a sequential learning is not convenient, but rather offline learning

is used, since it can consider all recently collected data. By default, a full GP model

is used, but in case the number of data points exceeds a particular threshold a sparse

pseudo-input Gaussian process [35] can be used.

An illustrative example that shows operation of minimum-variance control based

on evolving GP model is given in the following section.

24.5 Illustrative Example

To assess the proposed controller we used the nonlinear dynamic system [21]

described by

y(k + 1) =
y(k)

1 + y2(k)
+ u3(k) + 𝜈, (24.13)

1
It should be noted that for calculation of the negative log marginal likelihood the inverse of the

covariance matrix is needed. In our case the inverse of the covariance matrix should be calculated

for every subset. But, this computational demanding task can be speeded up by calculating the

Cholesky decomposition of the exceeded active set of length n only once and then downdates it for

every data in it by using low-rank updates [33].
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Fig. 24.3 Observed data and the most informative data—active set showed on the surface of

selected nonlinear system. The grey mesh denotes the nonlinear mapping of the system to be con-

trolled, orange pluses and green crosses denote first and second regions, respectively, while red
circles denote the active set

where u is system’s input signal, y is system’s output signal, 𝜈 is white noise of nor-

mal distribution with standard deviation 0.005 that contaminates the system response

and the sampling time is one second. The nonlinearity in the region of interest for the

benchmark system is depicted by a grey mesh in Fig. 24.3. The illustrative example

is adapted from [15].

The requirement of the closed-loop control is to follow the set-point, depicted

in Fig. 24.4, as close as possible. We start off with an empty GP model’s active set

and with some default hyperparameter values log 𝜃 = [0; 0; 1; −1], which are quite

different comparing to the optimal ones. The set-point signal is a combination of

periodic pulses in two different regions. The first region is between 0.5 and 1.5 and

the second one between 3 and 4. The priority of such a signal is to show that the pro-

posed approach for control system based on evolving GP models is able to learn from

scratch, without any prior model, and to update regarding the dynamics changes.

The data stream contains only 250 data points (shown in Fig. 24.4), which serve the

demonstration requirements. We preset the maximal active size to 50 data points.

The used control cost function is variation of minimum variance cost function from

Eq. (24.11)

J(k) = [r(k) − [y(k − 1) − E(ŷ(k − 1))] − E(ŷ(k))]2. (24.14)

The term y(k − 1) − E(ŷ(k − 1)) is to make the control algorithm insensitive to errors

in the steady-state gain with subtracting the discrepancy between the latest plant

output and the latest model most likely output.



24 Closed-Loop Control with Evolving Gaussian Process Models 517

0 50 100 150 200 250
−6

−4

−2

0

2

4

6

 

 

k

y

10 15 20 25
−1

0

1

2

k

y

135 140 145
1.5

2.5

3.5

4.5

k
y

95% conf. int.
set−point
output
prediction

Fig. 24.4 Simulation of controller based on evolving GP model. The black dashed line denotes
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Fig. 24.5 Optimal control
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minimum variance controller

using GP model’s
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As the controller has no prior knowledge about the system, the system’s output

oscillates at the beginning, Fig. 24.4. Figure 24.5 shows the corresponding optimal

control signal. Nevertheless, the controller observes enough data to successfully, but

with some overshoot, follow the first step. Afterwards, the controller easily follows

the set-point signal, even in the second region, where the nonlinearity is locally dif-

ferent. The complete nonlinearity, including both regions, can be seen in Fig. 24.3,

where orange pluses and green crosses denote first and second regions, respectively.

However, at the beginning of these regions also some overshoots appear, but the

output quickly gets settled.

The final active set is depicted in Fig. 24.3. The most informative data points,

selected from in-streaming data with the proposed evolving method, are denoted with
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Fig. 24.6 Traces of the

hyperparameter values

changing through time and

the active set updates.

Coloured solid lines denote

hyperparameter values and

vertical grey lines denote

time instants when the GP

model was updated with new

data
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red circles. It is clear that the selected data points are evenly distributed through all

nonlinear space, which indicates that the proposed method successfully adapts the

GP model according to operating regions. The times when the GP model is updated

are depicted in Fig. 24.6 as light grey lines. It can be seen that most updates occur,

as expected, at changes of the set-point signal, especially at changes in dynamics.

Similarly, holds for hyperparameter values, whose traces through the process are

also shown in Fig. 24.6, denoted as coloured solid lines. It can be seen that hyper-

parameter values are mostly changing in a region of the first three steps, when most

new information about the system is obtained. Once near-optimal values are reached,

hyperparameter values are changing in a much smaller scale.

The main purpose of this implementation of the closed-loop control is the model

adaptation according to system’s dynamics. Therefore, once enough data about the

system is obtained, the controller easily follows the set-point signal and adapts the

GP model. But the controller can be further improved to somehow explore unknown

space, especially at the beginning of the process or in any other cases when it is

not possible to follow the set-point signal due to the lack of information about the

dynamics. With such an improvement the controller is able to follow almost arbitrary

changes in the process dynamics.

24.6 Conclusions

In this chapter an adaptive closed-loop control based on evolving GP models is

described. Evolving GP model is the model where not only hyperparameters, but

also the content of covariance matrix is changing with new in-streaming data that

have enough information content in comparison with the previously contained data.

This way the model keeps up with the dynamics which changes with the change of

operating region.

The evolving GP model is upgraded with the minimum-variance controller that

completes the proposed adaptive closed-loop system.
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The illustrative example shows the satisfactory performance of the adaptive con-

trol with no initial knowledge and with a rapid change of operating region during its

operation.

The proposed control algorithm which, we believe, is an improvement over sim-

ilar and previously proposed algorithms is meant as a step forward in the control of

nonlinear and time-variable dynamic systems with possible presence of uncertain-

ties and disturbances. Potential applications of the proposed control are foreseen in

fields of rehabilitation engineering and biotechnology, robotics, process and power

engineering and elsewhere where nonlinear and time-variable dynamic systems can

be found.
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Part V
Novel Control Ideas

and Variable-Structure
Systems Control

So far as laws of mathematics refer to reality, they are not certain. And so far as
they are certain, they do not refer to reality.

Albert Einstein



Chapter 25
Attenuation of Uncertain Disturbances
Through Fast Control Inputs

Alexander B. Kurzhanski and Alexander N. Daryin

Abstract This paper introduces a new class of controls that ensure an effect similar

to that produced by conventional matching conditions between control and distur-

bance inputs in a linear system, but now for a broader class of such inputs. Namely,

this is due to an application of piecewise-constant control functions with varying

amplitudes, generated by approximations of “ideal controls,” which are linear com-

binations of delta functions and their higher order derivatives. Such a class allows to

calculate feedback control solutions by solving problems of open-loop control, thus

reducing the overall computation burden.

25.1 Introduction

The design of closed-loop control strategies is a cornerstone in mathematics of con-

trol under unknown disturbances. As is well known, such problem solutions require

that controls depend not only on time (as under open-loop), but also on the online

state of the system. But these are rather difficult to calculate. Here below, for a linear

system , we indicate a new class of bounded controls (the so-called “fast controls”)

that effectively solve the problem of closed-loop target control under unknown distur-

bances with given hard geometric bounds. This is reached by reducing the problem of

closed-loop control to simpler problems of open-loop control. The new class of con-

trols is constructed through approximations of generalized impulse controls inputs

that admit higher derivatives of delta functions [2, 12–14].
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25.2 The Problem

Consider the following linear system with control u and uncertain disturbance v:

ẋ(t) = A(t)x(t) + B(t)u(t) + C(t)v(t), t ∈ [t0, t1]. (25.1)

The vector dimensions are x ∈ ℝn
, u ∈ ℝm

, v ∈ ℝk
, m, k ≤ n and the time interval

[t0, t1] is fixed in advance. The given matrix functions A(t) ∈ ℝn×n
, B(t) ∈ ℝn×m

,

C(t) ∈ ℝn×k
are assumed sufficiently smooth to allow our further constructions.

The disturbance v(t) is a piecewise-continuous function subject to hard bound

v(t) ∈ Q(t), t ∈ [t0, t1], where Q(t) is a set-valued function with values in convℝk
—

the class of nonempty convex compacts in ℝk
. The function Q(t) is taken continuous

in the Hausdorff metric. It could be, for example, defined by inequalities ||||vi(t)|||| ≤ 𝜈i,

i = 1,… , k.

The aim of the control is to steer the system to a given target set M ∈ convℝn
at

a prespecified time t1, despite the disturbances.

Considered here is the class of control functions described as follows. It is well

known from theories of control under uncertainty and differential games [1, 5–7, 10]

that if B(t) ≡ C(t) and the control u(t) belong to the same class as v(t), then solutions

to terminal control problems(like min-max over u, v of the distance to set M ∈
convℝn

, at terminal time) are the same for both open-loop and closed-loop controls.

Such requirements on control and disturbance inputs are known as “matching con-

ditions,” which may be such: if u(t) ∈ P(t), then P(t) = 𝛼(t)Q(t), ||𝛼(t)|| ≥ 1, so

that bounds on u and v are similar (“homothetic”).

However, a completely different situation arises when no type of matching condi-

tions is true. In this case the closed- loop control problem is much harder to solve than

the open loop, and may require a significant increase in the computational burden.

Loosely speaking, we have the next.

Problem 25.1 Specify classes of controls that allow to reduce the closed-loop ter-

minal min-max problem to problems of open-loop control.

It is known that in the case of conventional matching conditions between u and

v the solutions may avoid the operation of convexification, which is crucial in the

absence of such conditions and requires a larger computational burden. The main
point of the present paper is that here we present a class of controls that produces

a similar effect, and actually allows to avoid convexification for broader cases than

conventional matching conditions. This is the class of piecewise-constant functions

with varying amplitudes, generated by approximations of “ideal controls”—linear

combinations of delta functions and their higher order derivatives. Such a class

allows to calculate feedback controls by solving problems of open-loop control,

avoiding operations of convexification.
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25.3 Generalized Controls

Let the control input u be a generalized function (a distribution) of order s. The

latter may be presented as the sum of generalized derivatives of functions Uj(⋅) ∈
BV([t0, t1];ℝm) of bounded variation, namely [4, 13]:

u(t) =
s∑

j=0

dj+1Uj(t)
dtj+1 , Uj(⋅) ∈ BV([t0, t1];ℝm). (25.2)

In particular, as indicated in [9], the optimal generalized control problem of steering

the system to a prescribed state in the absence of uncertainty has the form

u(t) =
n∑

i=1

s∑

j=0
hi,j𝛿

(j)(t − 𝜏j), (25.3)

where 𝛿(t) = 𝜒

′(t) is the delta function—the generalized derivative of the (“Heavi-

side”) function𝜒(t) ∈ BV[t0, t1]; vectors hi,j ∈ ℝm
define the direction and the ampli-

tude of the generalized impulses, 𝜏i are the times of these impulses.

Substituting control input (25.2) into the original differential equation (25.1), we

come to the next impulse control system [9]:

dx(t) = A(t)x(t)dx(t) +B(t)dU(t) + C(t)v(t)dt, (25.4)

on t ∈ [t0, t1], where

B(t) =
[
L0(t) … Ls(t)

]
,

and matrix functions Lj(t) are here defined by the recurrence relations

L0(t) = B(t), Lj(t) = A(t)Lj−1(t) − L′
j−1(t). (25.5)

The new function U(t) =
[
U0(t) … Us(t)

]
∈ BV([t0, t1];ℝm(s+1)) is a a generator

of impulse control through its derivatives, as shown in (25.3). Its aim is to ensure

x(t1 + 0) ∈ M .

Higher order generalized impulses may increase the control possibilities in the

sense that RangeB(t) ⊇ RangeB(t) (here and further Range is the column space of

a matrix).

Assumption 25.1 There exists an s ≤ n − 1 such that RangeB(t) ⊇ RangeC(t) for

all t ∈ [t0, t1].

This assumption holds if, for example, A(t) ≡ A, B(t) ≡ B, and [A,B] is a con-

trollable pair. In this case the minimum value of s coincides with the controllability

index of the system.
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We now replace the “ideal” impulse control in system (25.4) by physically real-

izable bounded functions. To do that we introduce a hard bound on the control input

𝐮(t) = dU∕dt: 𝐮(t) ∈ P(t). Then system (25.4) acquires the form

ẋ(t) = A(t)x(t) +B(t)𝐮(t) + C(t)v(t), t ∈ [t0, t1]. (25.6)

Here 𝐮(t) =
[
u0(t) … us(t)

]
∈ ℝm(s+1)

, and the aim of the control is again x(t1) ∈ M .

It is known that if the matching condition holds
1

(B(t)P(t) −̇C(t)Q(t)) + C(t)Q(t) = B(t)P(t) (25.7)

then the solution of feedback control problem simplifies significantly [6, 7]. This

condition is equivalent to convexity of f (𝓁) = 𝜌 (𝓁 | B(t)P(t)) − 𝜌 (𝓁 | C(t)Q(t))—
the difference in support functions for sets B(t)P(t) and C(t)Q(t).

Our aim will be to match the bounds of control and disturbance in order to satisfy

condition (25.7). With set Q(t) given, there exist at least the next two approaches:

1. Choose an appropriate P(t).
2. Choose P(t) such that B(t)P(t) −̇C(t)Q(t) ≠ ∅. Then choose a set ̂Q(t) ⊇ Q(t)

such that the matching condition will hold.

25.4 Choosing Appropriate Constraints

25.4.1 General Case

Lemma 25.1 For any set N (t) ∈ convRangeB(t) there exists a set P(t) ∈
convRm(s+1), such that B(t)P(t) = N (t).

Assumption 25.2 Matrices A(t) and B(t) are such that rankB(t) ≡ const. Further-

more, the indices of basis columns of B(t) may be chosen as piecewise-constant

functions of t with a finite number of discontinuities.

Lemma 25.2 Under Assumption 25.2 function P(t) may be chosen piecewise-
continuous in t and upper semicontinuous in x with respect to inclusion.

Then for the matching condition to hold, it is sufficient to set

N (t) = 𝛼C(t)Q(t) +N0(t), 𝛼 ≥ 1,

where N0(t) ∈ convRangeB(t) is a parameter set-valued function that may be used

for fine-tuning.

1
Symbol −̇ denotes the geometric (Minkowski) difference of the sets: A −̇B = {x | x + B ⊆ A}.
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25.4.2 Special Case

Consider a system with A(t) ≡ A, B(t) ≡ B where the pair [A,B] is completely con-

trollable. We assume that the constraint on disturbance Q(t) ≡ Q and the matrix

C(t) ≡ C are as described below.

In this case

B(t) ≡ B =
[
B AB … AsB

]
.

Suppose the disturbance is 𝐯(t) =
[
v1(t) … vr(t)

]
and matrix C is

C =
[
k1Aj1B … krAjr B

]
, 0 ≤ j1 < j2 < … < jr ≤ s; ki ∈ ℝ.

Suppose the constraint on disturbance Q is

||||v1(t)|||| ≤ 1, … ,
||||vs(t)|||| ≤ 1.

Then the constraint on control may be chosen as

||||u0(t)|||| ≤ 𝜇0, … ,
||||us(t)|||| ≤ 𝜇s,

and the matching condition holds if

𝜇j1 ≥ k1, … , 𝜇jr ≥ kr.

25.4.3 Example

Consider a three-body oscillating system [15]

⎧
⎪
⎨
⎪
⎩

mẅ1 = k(w2 − 2w1) + mv1(t),
mẅ2 = k(w3 − 2w2 + w1) + mv2(t),
mẅ3 = k(w2 − w3) + mu(t) + mv3(t),

(25.8)

that consists of a chain of linked weights of mass m connected by springs of stiff-

ness k. Variables wj are the displacements of the weights from equilibrium. Control

u and disturbance vj are the forces applied to the weights. We assume the hard bound

on disturbance
|||
|||vj(t)

|||
||| ≤ 𝜈j, j = 1, 3.

The matching condition for the system (25.8) does not hold since the control u
only enters the last equation, whereas the disturbance is present in each of the equa-

tions.
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Rewriting the system (25.8) in normal form (denoting 𝜔 = k∕m) we get

⎧
⎪
⎪
⎨
⎪
⎪
⎩

ẋj = x3+j, j = 1, 3;
ẋ4 = 𝜔(x2 − 2x1) + v1(t),
ẋ5 = 𝜔(x3 − 2x2 + x1) + v2(t),
ẋ6 = 𝜔(x2 − x3) + u(t) + v3(t).

(25.9)

To fulfill conditionRangeB(t) ⊇ RangeC(t) it is necessary to apply distributions

at least of order s ≥ 4. In our example we choose s = 5. Then matrix B(t) will be

B =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 𝜔

2

0 0 0 𝜔 0 −3𝜔2

0 1 0 −𝜔 0 2𝜔2

0 0 0 0 𝜔

2 0
0 0 𝜔 0 −3𝜔2 0
1 0 −𝜔 0 2𝜔2 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

To match the bounds on u and v we first perform a linear substitution of variables:

û1 = u1 − 𝜔u3 + 2𝜔2u5, û3 = 𝜔u3 − 3𝜔2u5, û3 = 𝜔

2u5,
û2 = u2 − 𝜔u4 + 2𝜔2u6, û4 = 𝜔u4 − 3𝜔2u6, û6 = 𝜔

2u6.

Then the system (25.9) takes the form

⎧
⎪
⎨
⎪
⎩

ẋ1 = x4 + û6(t), ẋ4 = 𝜔(x2 − 2x1) + +û5(t) + v1(t),
ẋ2 = x5 + û4(t), ẋ5 = 𝜔(x3 − 2x2 + x1) + û3(t) + v2(t),
ẋ3 = x6 + û2(t), ẋ6 = 𝜔(x2 − x3) + û1(t) + v3(t).

We further choose the bounds on the controls as

||||û1(t)|||| ≤ 𝛼3𝜈3,
||||û3(t)|||| ≤ 𝛼2𝜈2,

||||û5(t)|||| ≤ 𝛼1𝜈1, 𝛼j ≥ 1.

Controls û2(t), û4(t), û6(t) may be bounded by an arbitrary convex set. In particular,

we may set û2(t) = û4(t) = û6(t) = 0 in order to preserve the original physical sense

(the control is a force which acts only on the velocities, but not on the displacements).

25.4.4 Constraints for Disturbance

Let function P(t) satisfy the following assumptions:

1. B(t)P(t) −̇C(t)Q(t) ≠ ∅;

2. B(t)P(t)— is a generating set [11, p. 324] in the space RangeB(t).
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Recall that X ∈ convℝn
is a generating set if for any set Y ⊆ ℝn

satisfying

X −̇Y ≠ ∅, there exists a set Z ∈ convℝn
such that X −̇Y +Z = X . Since

X −̇Z +Z = X in this case, the matching condition holds for sets X and Z .

Then by Lemma 25.1 we replace the set Q(t) with ̂Q(t) ⊇ Q(t) such that (25.7)

is true.

Next we indicate how one can choose a generating set for the constraint on control.

For n = 2 any nonempty convex compact set is generating [11, Theorem 4.2.6].

For n ≥ 3, let the Assumption 25.1 hold. Choose basis columns of B(t)—we

assume that these are first q columns (otherwise we renumber them). Then B(t) =[
B1(t) B2(t)

]
, where B1(t) ∈ ℝn×q

is a matrix of full rank. The control may be rep-

resented as 𝐮(t) =
[
𝐮1(t) 𝐮2(t)

]
, 𝐮1(t) ∈ ℝq

. Choose constraint on 𝐮(t) in the follow-

ing way:

1. constraint on 𝐮𝟏 is one of:

(a)
|||
|||(𝐮1)j

|||
||| ≤ 𝜇j;

(b) ||||𝐮1|||| ≤ 𝜇.

2. 𝐮𝟐 = 0 (temporarily).

Then by [11, Theorems 4.2.3, 4.2.4, 4.2.7] the set B(t)P(t) is generating. Num-

bers 𝜇j (or number 𝜇) should be chosen such that

B(t)P(t) −̇C(t)Q(t) ≠ ∅.

After the extended set ̂Q(t) is chosen, the zero constraint on 𝐮2(t) may be replaced

with an arbitrary constraint 𝐮2(t) ∈ P2(t).

25.5 Control Inputs for the Original System

The suggested approach allows us to find a feedback control for system (25.6), so that

then, for a certain realization of v(t), one may calculate the control trajectory 𝐮(t).
After that it is necessary to indicate the corresponding control input for the original

system (25.1).

It is not possible to apply representation (25.2) directly, since the smoothness

(and even the continuity) of function 𝐮(t) is originally not guaranteed. To overcome

this difficulty, we suggest to approximate the generalized controls using one of the

following schemes:

1. In (25.3), replace the derivatives of delta functions by their bounded approxi-

mations. In this case we come to a system different from (25.6), for which it is

necessary to apply the theory of the above.

2. Solve the control problem for the system (25.6), then approximate the realization

of the control 𝐮(t) by functions sufficiently smooth to apply the representation

(25.2).
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25.5.1 First Scheme

Following [3, 8], we replace in (25.3) the derivatives of the delta function by their

piecewise-constant approximations:

u(t) =
n∑

i=1

s∑

j=0
hi,j𝛥

(j)
h (t − 𝜏j), (25.10)

where 𝛥

(0)
h (t) = h−1𝟏[0,h](t),

𝛥

(j)
h (t) = h−1

(
𝛥

(j−1)
h (t) − 𝛥

(j−1)
h (t − h)

)
. (25.11)

Note the following properties of the approximations.

1. The weak* limit (as h → 0) of 𝛥
(j)
h (t) in the space of generalized functions of order

j is 𝛿
(j)(t).

2. Recurrence relations (25.5) lead to the next explicit form of these functions:

𝛥

(j)
h (t) = h−(j+1)

j∑

i=0
(−1)iCi

j𝟏[ih,(i+1)h](t).

The Cauchy formula for system (25.6) is

x(𝜗) = X(𝜗, t0)x0 +
s∑

j=0
∫

𝜗

t0
X(𝜗, t)Lj(t)uj(t)dt

+
∫

𝜗

t0
X(𝜗, t)C(t)v(t)dt. (25.12)

Note that functions Lj(t) from (25.5) are defined by relations

Lj(t) = (−1)jX(t, t0)[X(t0, t)B(t)](j).

We then represent these as convolutions with derivatives of the delta function:

Lj(t) = X(t, t0)
∫ℝ

X(t0, 𝜏)B(𝜏)𝛿(j)(𝜏 − t)d𝜏,

After that we pass to approximations (25.11):

M(j)
h (t) =

∫

t+(j+1)h

t
X(t, 𝜏)B(𝜏)𝛥(j)

h (𝜏 − t)d𝜏. (25.13)
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Theorem 25.1 Matrix functions M (j)
h (t) satisfy recurrence relations

M(j)
h (t) = h−1(M(j−1)

h (t) − X(t, t + h)M(j−1)
h (t + h)),

M(0)
h (t) = h−1

∫

t+h

t
X(t, 𝜏)B(𝜏)d𝜏.

In particular, for A(t) ≡ A, B(t) ≡ B

M(j)
h = h−j(I − e−Ah)jM(0)

h , M(0)
h = h−1

[

∫

h

0
eAtdt

]
B.

Theorem 25.2 Let the matrix function A(t) be continuous, and B(t) be s + 1 times
continuously differentiable. Then functions M(j)

h (t) will converge to Lj(t) uniformly
on [t0, t1], j = 0,… , s as h → 0.

Corollary 25.1 Under the stated conditions, the matrix function

Mh(t) =
(
M(0)

h (t) … M(s)
h (t)

)

converges to B(t) uniformly on [t0, t1] as h → 0.

Corollary 25.2 If rankB(t) ≡ n, then for sufficiently small h > 0 one also has rank
Mh(t) ≡ n.

Substituting into (25.12) the functions Lj(t) by M(j)
h (t) we get

xh(𝜗) = X(𝜗, t0)x0 +
s∑

j=0
∫

𝜗

t0
X(𝜗, t)M(j)

h (t)uj(t)dt

+
∫

𝜗

t0
X(𝜗, t)C(t)v(t)dt. (25.14)

This is the Cauchy formula for system

ẋh(t) = A(t)xh(t) +Mh(t)𝐮(t) + C(t)v(t). (25.15)

Theorem 25.3 Trajectories xh(t) of system (25.15) converge uniformly to the trajec-
tory x(t) of the system (25.6) with h → 0 over [t0, t1].

Theorem 25.4 Let u(t) ≡ 0, v(t) ≡ 0 for t ∈ (𝜗, 𝜗 + (s + 1)h]. Then

xh(𝜗 + (s + 1)h) = x(𝜗 + (s + 1)h),
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where x(t) is the trajectory of the original system (25.1) with control

uh(t) =
s∑

j=0
∫

t

t0
𝛥

(j)
h (t − 𝜏)uj(𝜏)d𝜏. (25.16)

Note that uh(t) is non-anticipative: it depends only on values of 𝐮(𝜏) for 𝜏 ≤ t, i.e.,

it may be calculated using only the information available by time t.
Theorems stated above provide the following scheme for calculating control

inputs in the original system:

1. Fix h > 0 and consider system (25.15).

2. Apply one of the approaches to choose the bounds on control and disturbance,

with B(t) replaced by Mh(t). (Due to Corollary 25.2, if RangeB(t) = ℝn
, then

RangeMh(t) = RangeB(t).)
3. For system (25.15) with chosen constraints design a feedback control U (t, x).
4. Find the realization of control trajectory 𝐮(t).
5. Using (25.16), find the control input for the original system (25.1). (Since uh(t)

depends only on the past values of 𝐮(t), it may be calculated online.)

25.5.2 Second Scheme

Here we briefly describe the second scheme of calculating the control input for the

original system. Let 𝐮(t) =
[
u0(t) … us(t)

]
be the realization of the control of system

(25.6). We approximate it by convolving with sufficiently smooth functions �̂�(t) =[
û0(t) … ûs(t)

]
:

ûj(t) = h−1
∫

t1

t0
Kj((t − 𝜏)∕h)uj(𝜏)d𝜏.

The convolution kernels Kj(t) should satisfy the following requirements: Kj(t) = 0
for t < 0; Kj(t) ≥ 0 for t ≥ 0; Kj(t) is j times continuously differentiable; they satisfy

the normalization condition: ∫
∞
0 Kj(t)dt = 1.

One may select Kj(t), for example, as the following piecewise-polynomial

functions:

Kj(t) = 𝟏[0,1](t)Cj(t(1 − t))j+1, Cj =
(2j + 3)!
((j + 1)!)2

.

The control �̂�(t) corresponds to the next control input for the original system (25.1):

û(t) =
s∑

j=0
û(j)j (t) =

s∑

j=0
h−(j+1)

∫

t1

t0
K(j)

j ((t − 𝜏)∕h)uj(𝜏)d𝜏.
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This approximation has the following properties.

1. ûj(t) → uj(t) almost everywhere when h → 0.

2. Trajectories x̂(t) of the system (25.1) under control û(t) coincide with the trajec-

tories of the system (25.6) under control �̂�(t). The latter converge pointwise to

the trajectories x(t) of the system (25.6) under control 𝐮(t).
3. û(t) depends only on values of 𝐮(𝜏) for 𝜏 ≤ t, i.e., it may be calculated using only

the information available by time t.

25.5.3 Example

Consider system

{
ẋ1(t) = x2(t) + v1(t),
ẋ2(t) = u(t) + v2(t),

with hard bound on disturbance as ||||v1|||| ≤ 𝜇1, ||||v2|||| ≤ 𝜇2.

For this system we have

B(t) =
[
0 1
1 0

]
, Mh(t) =

[
h∕2 1
1 0

]
.

To apply the first scheme, we make a linear change of variables: û1(t) = hu1(t)∕2 +
u2(t), û2(t) = u1(t), which leads to system (25.15) of form

{
ẋh1(t) = xh2(t) + û1(t) + v1(t),
ẋh2(t) = û2(t) + v2(t).

Here one may choose the following constraint on control: ||||û1|||| ≤ 𝜈1, ||||û2|||| ≤ 𝜈2,

where 𝜈j ≥ 𝜇j.

Applying the second scheme we get a system (25.6) of form

{
ẋ1(t) = x2(t) + u1(t) + v1(t),
ẋ2(t) = u2(t) + v2(t),

where the hard bound on control may be also chosen as ||||u1|||| ≤ 𝜈1, ||||u2|||| ≤ 𝜈2, with

𝜈j ≥ 𝜇j.
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Fig. 25.1 Control input uj(t) for the system (25.6)
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Fig. 25.2 Control input for the original system (25.1) calculated by the first (left) and the second

scheme (right)

Suppose a control realization for system (25.6) is depicted in Fig. 25.1. Then

Fig. 25.2 shows the control inputs for the original system (25.1) as calculated using

both schemes. Here t0 = 0, t1 = 5, h = 0,5.
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Chapter 26
Sliding Manifold Design for Linear
Systems with Scalar Unmatched
Disturbances

Boban Veselić, Branislava Draženović and Čedomir Milosavljević

Abstract Although variable structure control systems (VSCS) are insensitive to
so-called matched disturbances in ideal sliding mode (SM), they are vulnerable to
the unmatched ones. This paper offers an efficient sliding manifold design method
that minimizes the impact of unmatched disturbances onto SM dynamics. System
sensitivity upon an unmatched constant external disturbance is evaluated through
the steady-state vector norm. An infinite set of the sliding hyperplanes that mini-
mize the chosen optimization criterion is determined. A way of selecting a manifold
out of that set that provides adopted SM dynamics is also suggested. The proposed
approach has been demonstrated on several numerical examples and investigated by
computer simulations.

26.1 Introduction

Theoretical invariance to parameter perturbations and exogenous disturbances in
ideal sliding mode (SM) is the main reason for the unabated interest in variable
structure control (VSC) systems that lasts more than half a century. Conditions for
such superior property were revealed and formulated in [1] by Draženović (1969),
originally termed as invariance conditions, nowadays worldwide known as the
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matching conditions. This means that the SM dynamics is insensitive to the mat-
ched disturbances. However, unmatched disturbances have impact on the SM
dynamics. In some cases SM along certain manifolds can result in severe dynamics
deterioration under action of unmatched disturbances. This is the reason why SM
control (SMC) systems with unmatched disturbances have attracted certain atten-
tion of the scientific community.

There are several approaches in dealing with unmatched disturbances within the
context of SMC. Generally, they can be categorized into two groups according to
the nature of the disturbances.

The first group is related to unmatched uncertainties of parametric nature, i.e.,
disturbances that occur due to parameter perturbations. A nonlinear control strategy
providing motion both close to the sliding manifold and as close as possible to the
ideal SM dynamics was proposed in [2] for a practical uncertainty class.

Dynamical approach to sliding manifold formulation is another aspect that can
explicitly deal with unmatched uncertainties in SM. In [3] certain states were treated
as inputs to the reduced order system that describes SM dynamics. Using an
adaptive technique to design fictitious controllers for these inputs, the unmatched
uncertainties can be tackled. This technique assumes certain constraints to the
unmatched uncertainties as well as online estimation of the uncertainties present in
the reduced order system. A similar concept of pseudo-control inputs into sliding
function was utilized in [4, 5]. A new invariance condition in terms of LMI pro-
viding a linear sliding manifold that ensures SM dynamics to be stable and invariant
to the matched and unmatched uncertainties was proposed in [6]. However, it is
important to emphasize that the considered type of unmatched disturbances
diminish as system states approach origin, so the asymptotic stability still can be
achieved.

In case of other type of unmatched disturbances, which besides parametric
contain external disturbances as well, asymptotic stability is never attained.
A nonvanishing unmatched disturbance will force system trajectory to wander
along the sliding manifold, not converging into the origin. The only way to handle
this problem is to construct a sliding manifold that in some sense minimize SM
dynamics sensitivity upon the unmatched disturbances. A way to choose sliding
manifold in integral SMC systems that does not amplify the impact of an unmat-
ched disturbance onto SM dynamics was proposed in [7]. Another appropriate
sliding manifold selection [8] guarantees trajectory convergence into the minimal
invariant ellipsoid for linear systems. State vector norm was used as a measure of
SM sensitivity upon unmatched disturbances in [9]. Condition for a sliding
hyperplane to minimize steady-state vector norm for linear scalar control systems
subjected to a constant unmatched external disturbance was established. By
imposing a single multiple eigenvalue that describes SM dynamics, the explicit
solution was found.

This paper further studies minimization of a steady-state-based criterion function
for linear systems under action of unmatched constant and slowly varying external
disturbances. A new sliding manifold design method is developed that very effi-
ciently finds an infinite set of sliding manifolds that minimize the optimization
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criterion. Furthermore, possibility of an arbitrary choice of SM dynamics under the
minimization requirement is examined. Eigenvalue constraints are revealed in
certain cases, for which a way to select and attain the feasible SM dynamics is
suggested. The proposed sliding manifold design approach has been demonstrated
on several numerical examples and verified by computer simulations.

The reminder of this paper is organized as follows. Section 26.2 analyzes impact
of unmatched disturbances onto SM dynamics. A new sliding manifold design
method is proposed in Sect. 26.3. Feasibility of arbitrary SM dynamics is investi-
gated in Sect. 26.4. Demonstration of the developed method on three numeric
examples is given in Sect. 26.5, whereas the simulation results are presented in
Sect. 26.6. The paper ends with some concluding remarks and references.

26.2 SM in Systems with Unmatched Disturbances

Consider a linear dynamic system given by

x ̇ðtÞ=AxðtÞ+BuðtÞ+ jvðtÞ, ð26:1Þ

where x∈ℜn is the state vector, u∈ℜm ðm< nÞ is the control vector, A∈ℜn× n and
B∈ℜn×m are the system and input matrices, respectively, j∈ℜn is the disturbance
input vector, and v∈ℜ represents a bounded external additive disturbance,
jvðtÞj≤M <∞, ∀t>0. The matching condition [1] implies that the disturbance acts
through the control channel, that is, ][rank][rank BjB = . It is assumed in the paper
that this condition is not fulfilled in the considered system (26.1), i.e.,

][rank][rank BjB > . Also, it is assumed that the pair (A,B) is controllable and rank
(B) = m.

Linear sliding manifolds, upon which SM is organized, are mainly used in SMC
systems. A linear sliding manifold is defined by

σðxÞ=Cx=0, C∈ℜm× n, σ = ½σ1, σ2, . . . , σm�T, ð26:2Þ

under restriction detðCBÞ≠ 0, where σ is the switching function vector. The sliding
manifold σ =0 that is the intersection of m sliding hyperplanes σi =0 ,i=1, . . . ,m
includes the state space origin as the equilibrium point. To establish SM in a finite
time it is sufficient to attain conditions σiσ ̇i ≤ − ηijσij, ηi >0, i=1, . . . ,m by an
appropriate vector control, usually having discontinuous nature.

System dynamics in SM can be obtained using equivalent control method.
Linear equivalent control [1] is a fictive linear control that provides sliding along
the hyperplane (26.2). It can be determined from the well-known condition

σ =0∧ σ ̇ u= ueqj =0 ⇒ ueq = − ðCBÞ− 1CðAx+ jvÞ. ð26:3Þ
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Substitution of (26.2) into (26.2) gives the full-order SM dynamics

x ̇ðtÞ=AeqxðtÞ+ jeqvðtÞ, CxðtÞ=0,

Aeq =PA, jeq =Pj, P= I −BðCBÞ− 1C.
ð26:4Þ

It is obvious that the matrix P primarily determines SM behavior (26.4). To
realize the impact of unmatched disturbances onto SM dynamics it is necessary to
examine the properties of projector P.

Lemma 26.1 Projector P has m zero eigenvalues and the remaining n-m eigen-
values are ones.

Proof Suppose that λ is an eigenvalue of P, with the associated eigenvector v, so
that P v= λv. Then P2v=PðP vÞ=PðλvÞ= λP v= λ2v, indicating that P2 has λ2

eigenvalue associated with the unchanged eigenvector v. Since P2 =P, identity
λ= λ2 must hold for each eigenvalue of P. The last equation has two solutions, λ=0
and λ=1, showing that the eigenvalues of P can take only two values, 0 or 1. It is
shown in [10] that rank(P) = n-rank(B(CB)−1C) = n-rank(B). Since rank(B) = m,
then rank(P) = n-m. Consequently, P has m zero eigenvalue, while the remaining n-
m eigenvalues must be ones. □

Remark 26.1 Left and right eigenvectors that correspond to the zero eigenvalues of
P are defined by C and B, respectively. It is obvious that CP = 0 and PB = 0.

Remark 26.2 Matrix Aeq has m zero eigenvalues (CAeq =CPA=0). Consequently,
detðAeqÞ=0 implying that Aeq is a singular matrix.

Remark 26.3 The remaining n-m nonzero eigenvalues of Aeq defines SM dynamics
and should be stable.

Since ][rank][rank BjB ≠ , i.e., the disturbance is unmatched, jeq ≠ 0 and the
equivalent disturbance jeqvðtÞ in (26.4) affects SM dynamics. Let v(t) be an
unknown constant scalar disturbance, i.e., v(t) = Vh(t), 0 <V ≤M and h(t) is the
unity step function. Then the system trajectory will reach a nonzero steady state
xð∞Þ= limt→∞ xðtÞ≠ 0 along the manifold. By letting t→∞ in (26.4) under
condition limt→∞ x ̇ðtÞ=0, it is obtained

⎥
⎦

⎤
⎢
⎣

⎡−
=⎥

⎦

⎤
⎢
⎣

⎡
⇒

=
−=

0
)(

,0)(

,)( Vj
x

C

A

Cx

VjxA eqeqeqeq ð26:5Þ

System (26.5) consists of n + m equations with n unknowns. Since
rankðAeqÞ= n−m, a unique solution for xð∞Þ exists. To solve this matrix equation
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with respect to xð∞Þ, Eq. (26.5) is left multiplied by an nx(n + m) matrix [ ]TT CAeq
.

Then it follows

[ ] [ ]
.)()(

0
)(

TTT

TTTT

VjAxCCAA

Vj
CAx

C

A
CA

eqeqeqeq

eq
eq

eq
eq

−=+⇒

⇒⎥
⎦

⎤
⎢
⎣

⎡−
=⎥

⎦

⎤
⎢
⎣

⎡
ð26:6Þ

Now it is easy to find the steady state

xð∞Þ= − ðAT
eqAeq +CTCÞ− 1AT

eqjeqV , ð26:7Þ

which, apart from A, B, and j, depends also on matrix C explicitly and implicitly
through Aeq.

However, a more elegant approach in determining the steady state using the
properties of the projector P is proposed in the following lemma.

Lemma 26.2 Steady state of system (26.4) on the sliding manifold (26.2) can be
expressed as

xð∞Þ=A− 1ðBk− jVÞ, ð26:8Þ

with k∈ℜm being some vector and under assumption that the matrix A is
nonsingular.

Proof Equation (26.5) that defines the steady state may be rewritten as

PðAxð∞Þ+ jVÞ=0, Cxð∞Þ=0. ð26:9Þ

According to equality PðAxð∞Þ+ jVÞ=0 it can be concluded using property
PB = 0 that the vector Axð∞Þ+ jV may be expressed as Axð∞Þ+ jV =Bk, where
k is a constant vector. Under assumption that A is invertible, xð∞Þ may be found as
(26.8). □

Remark 26.4 Expression (26.8) is free of matrix C, but xð∞Þ is on the sliding
manifold so Cxð∞Þ=0 must also hold.

Let x0ð∞Þ denote normalized steady state that is obtained as x0ð∞Þ= xð∞Þ V̸ .

26.3 Linear Sliding Manifold Design

As established in the previous section, SM dynamics is affected by unmatched
disturbances. Consequently, the steady state differs from the origin and depends on
the matrix C. It is reasonable then to search for the sliding manifolds that provide
minimal steady-state error for given unmatched disturbance. Sensitivity of the SM
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dynamics upon unmatched disturbances is evaluated here by means of Euclid vector
norm jjxjj= ðxTxÞ1 2̸, which represents state distance from the origin. Therefore, the
proposed optimization criterion may be expressed in a form

J = xTð∞Þxð∞Þ= jjxð∞Þjj2. ð26:10Þ

Substitution of (26.7) into criterion function (26.10) gives

JðCÞ= jTeqAeqðAT
eqAeq +CTCÞ− 2AT

eqjeqV
2. ð26:11Þ

Matrix C can be decomposed as C= ½c1 c2⋯cm�T where vectors ci ∈ℜ1× n,
i=1, . . . ,m represent rows of C. To minimize a vector-valued scalar function
Jðc1,⋯, cmÞ it is necessary that m gradient vectors be zero, that is,

∇Jðc1, . . . , cmÞ= ∂J
∂ci

= ∂J
∂ci1

⋯ ∂J
∂cin

h iT
= 0, i=1, . . . ,m. ð26:12Þ

This requirement imposes an nxm-dimensional homogeneous system of nonlinear
equations with nxm unknowns. Besides trivial solutionC= 0, such systemwill have an
infinite number of solutions. Forming and solving the system (26.12) are not always so
straightforward, since difficult differentiations and calculations might be involved.

However, the result given by Lemma 26.2 simplifies the problem to optimization
with respect to vector k.

Theorem 26.1 A dynamic system (26.1) in SM along the sliding manifold (26.2),
subjected to an unmatched step disturbance v(t) = Vh(t), will have a unique steady
state

xminð∞Þ= xmin0ð∞Þ ⋅V ,
xmin0ð∞Þ=A− 1½BðBTAsBÞ− 1BTAs − I�j, ð26:13Þ

which ensures minimization of (26.10). As = ðA− 1ÞTA− 1 is a regular symmetric
matrix. Also, for n > 2 there is an infinite set of sliding manifolds defined by

,])()([
)(

1

,],[

T
0min0min2

0min1

)1(
010

−=

ℜ∈= −×
−

n

nm
n

xx
x

h

CIhCC

ð26:14Þ

where matrix C0 may be freely chosen. C0 determines SM dynamics that provides
minimal steady state (26.13).

Proof Expansion of (26.10) using (26.8) gives

J = kTBTAsBk− kTBTAsjV − jTAsBkV + jTAsjV2. ð26:15Þ

544 B. Veselić et al.



Minimization of (26.15) with respect to k can be done by solving ∂J ∂̸k=0 for
k= kmin, giving the condition

BTAsBkmin −BTAsjV =0. ð26:16Þ

Since ][rank][rank BjB ≠ , solution Bkmin = jV of (26.16) is rejected. The other
solution is kmin = ðBTAsBÞ− 1BTAsjV that according to (26.8) gives (26.13). To
prove that the steady state (26.13) ensures minimum of (26.10), it is necessary to
show that Hessian H = ∂

2J ∂̸k2 is a positive definite matrix. The second derivative
of (26.15) with respect to k gives H =2BTAsB=2BTðA− 1ÞTA− 1B. Since H can be
expressed as H =GTG, where G=

ffiffiffi
2

p
A− 1B, it can be easily verified that H has all

real nonnegative eigenvalues using singular value decomposition. Hence, H is a
positive definite symmetric matrix indicating that the attained extremum is
minimum.

To reach the minimal steady state (26.13) in SM, sliding manifold must contain
the given point. Therefore,

Cxminð∞Þ=Cxmin0ð∞Þ ⋅V =0 ⇒ Cxmin0ð∞Þ=0 ð26:17Þ

must hold. Since xmin0ð∞Þ is known, to satisfy (26.17) the elements of one column
of C must be constrained, i.e., expressed in terms of the remaining elements of
C and the elements of xmin0ð∞Þ. This means that only the remaining n − 1 columns
of C can be freely chosen. For example, if the first column of C is expressed in
terms of others, then C can be partitioned as ][ 01 CcC = , C0 ∈ℜm× ðn− 1Þ,
c1 ∈ℜm×1. According to (26.17) it follows

c1 =C0h, h=
− x2min0ð∞Þ
x1min0ð∞Þ ⋯

− xnmin0ð∞Þ
x1min0ð∞Þ

� �T
. ð26:18Þ

Then ][ 00 ChCC = , which confirms (26.14). □

Geometric interpretation of Theorem 26.1 is that the sliding manifold defined by
C must contain the origin and the predetermined xmin0ð∞Þ, in order to provide
minimal steady-state error under action of an unmatched step disturbance. Obvi-
ously, an infinite set of matrices C can be found that satisfies (26.17), defining an
infinite number of sets of m hyperplanes whose intersections contain the obtained
point, which is stable minimum.

Remark 26.5 The result from Theorem 26.1 can also be applied in case of slowly
varying disturbances v(t), when the SM dynamics is much faster than the distur-
bance change. In that case, after the transient phase, the assumption of the con-
ducted analysis x ̇ðtÞ→ 0 is valid.
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26.4 Sliding Mode Dynamics

Optimization criterion (26.10) (i.e., steady-state error minimization) imposes on
system the additional algebraic constraint in matrix C design. Besides providing
desired SM dynamics, matrix C should satisfy relation (26.17) as well. Therefore, it
is important to investigate the impact of such algebraic constraint onto feasibility of
desired SM dynamics.

The reduced-order SM dynamics can be assessed by transforming the system
into regular form [11]. Therefore, consider a coordinate change x=Tx ̄. If the input
matrix is partitioned as

0)det(,,, 22
)(

1
2

1 ≠ℜ∈ℜ∈⎥
⎦

⎤
⎢
⎣

⎡
= ××− BBB

B

B
B mmmmn , ð26:19Þ

the transformation matrix T is given by

1
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1
21

0

−

−

−
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⎡ −
=

B

BBI
T mn . ð26:20Þ

Linear transformation of system (26.1) results in the regular form
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ð26:21Þ

The switching function may be rewritten using the state transformation as
σ =Cx=CTx ̄=C ̄x ̄, ][ 21 CCCTC == , C ̄1 ∈ℜm× ðn−mÞ, C ̄2 ∈ℜm×m. In the SM, it
holds C1̄x1̄ +C ̄2x2̄ = 0, so the last m coordinates can be expressed as

x2̄ = −C ̄− 1
2 C ̄1x1̄. Hence, system dynamics in SM can be described by reduced

order system

x ̄1̇ðtÞ= ðA11 −A12C ̄
− 1
2 C ̄1Þx1̄ðtÞ+ ȷ1̄vðtÞ=ArðC ̄Þx1̄ðtÞ+ ȷ1̄vðtÞ,

x2̄ðtÞ= −C ̄− 1
2 C ̄1x1̄ðtÞ.

ð26:22Þ

If the pair (A, B) is controllable then the same holds for the pair ðA11,A12Þ and
the eigenvalues of the system matrix ArðC ̄Þ=A11 −A12C ̄

− 1
2

C1̄ can be adjusted by
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selection of matrix C ̄, i.e., matrix C. However, Matrix C cannot be entirely arbitrary
chosen, since it must satisfy (26.17).

Let the transformation matrix T be partitioned as

T =
T1
T2

� �
, T1 ∈ℜ1× n, T2 ∈ℜðn− 1Þ× n. ð26:23Þ

Taking into account (26.14), it follows

SCThTC
T

T
IhCCTC n 0210

2

1
10 )(][ =+=⎥

⎦

⎤
⎢
⎣

⎡
⋅== − . ð26:24Þ

Matrix S= ðhT1 + T2Þ∈ℜðn− 1Þ× n can also be partitioned as ][ 21 SSS = ,
S1 ∈ℜðn− 1Þ× ðn−mÞ and S2 ∈ℜðn− 1Þ×m, which gives

][][ 2120100 CCSCSCSCC === . Then, the system description in SM (26.22) can
be rewritten as

x ̄1̇ = ½A11 −A12ðC0S2Þ− 1C0S1�x1̄ + ȷ1̄v=ArðC0Þx1̄ + ȷ1̄v,

x2̄ = − ðC0S2Þ− 1C0S1x1̄.
ð26:25Þ

Obviously from (26.25), SM dynamics, which is defined by n-m eigenvalues of
matrix ArðC0Þ, can be set by selection of matrix C0. Therefore, realization of the
desired SM dynamics can be understood as a problem of providing n-m predefined
eigenvalues of the reduced order system (26.25) by means of m(n−1) adjustable
parameters of C0. Three different cases should be considered in the analysis of the
given design problem.

26.4.1 Case 1 < m < n − 1

This case may be considered as the regular one. The task is to ensure n-m desired
eigenvalues of (26.25) using pole placement technique. Obviously, the design
problem has extra degrees of freedom, since there are mn-m adjustable parameters
in C0. To solve the obtained system of equations it is necessary to arbitrary chose n
(m − 1) parameters of C0. The remaining n-m parameters are determined by solving
the system. Consequently, it may be concluded that in this case a desired eigenvalue
spectrum can be freely adopted and there are infinite number of matrices C that
provide the chosen spectrum.
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26.4.2 Case m = n − 1

This case may be considered as the singular one. Namely, for m = n − 1 matrices
C0 and S2 become square, i.e., C0, S2 ∈ℜðn− 1Þ× ðn− 1Þ. Then the product
ðC0S2Þ− 1C0 in (26.25) is equal to S− 1

2 , which leads to simplification of (25) into

x ̄1̇ = ðA11 −A12S− 1
2 S1Þx1̄ + ȷ1̄v,

x2̄ = − S− 1
2 S1x1̄.

ð26:26Þ

From (26.26) it is apparent that SM dynamics does not depend on C0, indicating
that SM dynamics cannot be chosen at all. This means that any matrix C from the
infinite set satisfying (26.17) will give fixed SM dynamics described by (26.26).

This result also has a geometrical explanation. For m = n − 1 the sliding
manifold is a line. Only a unique sliding line can be fitted through the origin and the
predetermined xmin0ð∞Þ. Hence, SM dynamics is also predetermined and cannot be
chosen.

26.4.3 Case m = 1

This is a scalar control case. SM is organized along a single sliding hyperplane in an
n − 1 dimensional subspace, offering n − 1 degrees of freedom in eigenvalue
allocation. Due to the algebraic constraint (26.17) on C, sliding hyperplane must
contain the line connecting the origin and xmin0ð∞Þ. This requirement reduces the
number of degrees of freedom by one, disabling completely free choice of the
eigenvalue spectrum. Hence, n − 2 eigenvalues can be arbitrary chosen, while the
remaining one is constrained by others.

To determine the relationship between the eigenvalues let the eigenvalue spec-
trum be denoted as λ∈ fp1, p2, . . . , pn− 1g. Elements of C ̄ can be analytically
determined using (26.22) by comparing two characteristic equations

ðs− p1Þðs− p2Þ⋯ðs− pn− 1Þ=0,

detðsI −A11 +A12C ̄
− 1
2 C ̄1Þ=0.

ð26:27Þ

The elements of C ̄ are obtained as functions of the eigenvalues

C ̄= ½ ξ1ðp1, . . . , pn− 1Þ ⋯ ξnðp1, . . . , pn− 1Þ � . ð26:28Þ

The following theorem shows how to select a desired eigenvalue spectrum and
how to obtain C0.

548 B. Veselić et al.



Theorem 26.2 For the dynamic system described in Theorem 26.1, a feasible SM
eigenvalue spectrum can be formed from n − 2 arbitrary chosen eigenvalues along
with the last eigenvalue that satisfies condition

0]det[ TT =CS , ð26:29Þ
where C ̄ is formed according to (26.28). The switching function vector C in (26.14),
which minimizes (26.10) and provides the feasible SM dynamics, is defined by

C0 =C ̄1S− 1
1 . ð26:30Þ

Proof Since in (26.28) C ̄ is expressed in terms of the desired eigenvalues, the
design task is to solve (26.24) with respect to unknown C0. It is more convenient to

rewrite it in the transposed form STCT
0 =C ̄T. This is a system of n linear equations

with n − 1 unknowns. This overdetermined system will have a unique solution only
if 1][rank)(rank TTT −== nCSS . It is easy to verify that the obtained condition
implies (26.29).

Equation (26.24) can be rewritten in the partitioned form as

C0S1 =C ̄1,
C0S2 = cn̄.

ð26:31Þ

Since the rank of system (26.24) or (26.31) is n − 1, one equation is a linear
combination of the remaining n − 1 equations. Having in mind that
rankðS1Þ= n− 1, the last equation of (26.31) may be disregarded. Hence, C0 can be
calculated using upper equation of (26.31) as (26.30). □

Remark 26.6 If the constrained eigenvalue is obtained unstable, then another
spectrum of n − 2 eigenvalues must be chosen.

Remark 26.7 For an even n − 1, if all complex eigenvalues are desired, only the
real part of the last conjugated pair may be specified. The corresponding imaginary
part should be determined to satisfy condition (26.29).

26.5 Illustrative Examples

The developed sliding hyperplane design method has been tested on three
numerical examples of controllable systems (26.1), subjected to an unmatched
disturbance v(t) = h(t) (V = 1).

26 Sliding Manifold Design for Linear Systems with Scalar … 549



Example 26.1 Consider a system whose model (26.1) is given by

A=

− 1 − 3 1 5
1 − 2 1 − 2
1 2 − 3 2
− 3 − 4 − 1 − 5

2
664

3
775 , B=

2 1
1 1
− 1 3
2 4

2
664

3
775 , j=

1
0
1
− 1

2
664

3
775. ð26:32Þ

This is the regular case since m < n − 1. Using the result from Theorem 26.1,
(26.13) gives the steady state xminð∞Þ= − 1

4148 823 74 225 834½ �T, whose norm is
minimal jjxminð∞Þjj= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

689 8̸188
p

. Now, matrix C needs to be determined that
enables reaching the minimal steady state and provides desired SM dynamics
characterized, for example, by two eigenvalues λ∈ f− 1, − 2g. Both requirements
will be fulfilled if matrix C0 is found that secures the desired spectrum of the
reduced order system (26.25). The corresponding matrices are

[ ] .

2458220824

224412730225

74967582374

823

1

,,,
0

1

21

242322

141312
0

5
32

5
24

5
206

10
239

12
5
12

10
17

11

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−−

−
==

⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

SSS

ccc

ccc
CAA

ð26:33Þ

Obviously, C0 has six adjustable parameters, so four of them may be freely
chosen. Let c13 = c24 = 1 and c14 = c23 = 0. By comparing the desired and actual
characteristic equations, the remaining two parameters can be easily determined as
c12 = 10.76 and c22 = 4.24. Finally, matrix C is calculated according to (26.14) as

C=
− 1.24 10.76 1 0
− 1.39 4.24 0 1

� �
. ð26:34Þ

As a verification of the implemented design, it can be easily proven that the
determined C satisfies (26.17), and the related equivalent matrix

Aeq =

− 14.045 − 0.82 − 4.13 − 10.087
− 3.58 − 0.47 − 0.88 − 5.0035
21.11 4.01 4.36 41.32
− 4.398 0.837 − 2.02 7.15

2
664

3
775 ð26:35Þ

of system (26.4) has the eigenvalue spectrum λ∈ f0, 0, − 1, − 2g.
Example 26.2 Consider a system (26.1) defined by

A=
− 1 4 1
1 − 2 1
1 2 − 3

2
4

3
5 , B=

2 1
1 1
− 1 3

2
4

3
5 , j=

1
0
1

2
4

3
5. ð26:36Þ
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Since m = n − 1, this example belongs to the singular case, Using (26.13),
xminð∞Þ= 1

116 5 − 16 3½ �T is obtained, having minimal norm
jjxminð∞Þjj= ffiffiffiffiffiffiffiffiffiffiffiffi

5 2̸32
p

. SM dynamics is entirely predefined by the minimal steady
state and there is no degree of freedom left, as given by (26.26). The corresponding
matrices are

[ ] [ ] ⎥
⎦

⎤
⎢
⎣

⎡
−−

==== −

12113

213716

5

1
,1, 212

9
122

5
11 SSSAA . ð26:37Þ

The eigenvalue of the reduced order system (26.26) is calculated as
λ= − 116 2̸7. Matrix C is obtained according to (26.14) as

C=
1
5ð16c12 − 3c13Þ c12 c13
1
5ð16c22 − 3c23Þ c22 c23

� �
. ð26:38Þ

Every matrix C from the infinite set of matrices defined by (26.38) will provide
minimal steady-state vector norm and will result in the predefined SM dynamics. In
deed, application of (26.38) into (26.4) gives the equivalent matrix

Aeq =
1

135

− 50 160 − 30
160 − 512 96
− 30 96 − 18

2
4

3
5, ð26:39Þ

which has no adjustable parameters and whose eigenvalues are
λ∈ f0, 0, − 116 2̸7g.
Example 26.3 Consider a scalar control system (26.1) with

A=
− 1 0 1
1 − 2 1
0 0 − 3

2
4

3
5 , B=

0
1
− 1

2
4

3
5 , j=

1
0
1

2
4

3
5. ð26:40Þ

According to (26.13) the steady state xminð∞Þ= 1
9½ 7 10 − 2 �T is obtained

with minimal norm jjxminð∞Þjj= ffiffiffiffiffi
17

p
3̸ = 1.374. An infinite number of hyper-

planes, defined by (26.14), can be constructed that minimize the steady-state vector
norm. The next step is to select an appropriate sliding hyperplane, out from that
infinite set, providing desired feasible SM dynamics. Sliding motion is described by
(26.22), where the corresponding matrices are

[ ] [ ]

.
10

11
][

,
0

1
,

21

01

7
2

7
10

21

321211211

⎥
⎦

⎤
⎢
⎣

⎡
−

==

==⎥
⎦

⎤
⎢
⎣

⎡−
=⎥

⎦

⎤
⎢
⎣

⎡
−

−
=

−

SSS

cccCCCAA

ð26:41Þ
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C ̄ that provides the eigenvalue spectrum λ∈ fp1, p2g is determined using
(26.27) as

])2)(2()3([ 3321321 ccppcppC ++++= . ð26:42Þ

Notice that c3̄ may be arbitrary chosen since it does not influence SM dynamics,
so let c3̄ be chosen as c ̄3 = 1. Feasible SM dynamics can be defined by detecting the
constraint between the eigenvalues using condition (26.29) from Theorem 26.2,
which gives

p2 = − 9ð1+ p1Þ ð̸9+ 8p1Þ, p1 ≠ − 9 8̸. ð26:43Þ

Graphical representation of the eigenvalues constraint (26.43) is depicted in
Fig. 26.1. By including the constraint (26.43) into (26.42), matrix C0 can be found
as C0 =C ̄1S− 1

1 . Finally, C is obtained by virtue of (26.14) in the following form:

C=
2ð3+ 2p1Þ2 ð̸9+ 8p1Þ

− ð2+ p1Þð9+ 7p1Þ ð̸9+ 8p1Þ
− ð27+ p1ð31+ 7p1ÞÞ ð̸9+ 8p1Þ

2
4

3
5
T

. ð26:44Þ

To check validity of the designed SM dynamics, eigenvalues of matrix Aeq

should be inspected for C given by (26.44). The resulting eigenvalue spectrum is
λ∈ f0, p1, − 9ð1+ p1Þ ð̸9+ 8p1Þg, verifying the determined eigenvalue constraint.

Remark 26.8 The steady states with associated minimal norms for all three
examples obtained using Theorem 26.1 have been confirmed by conducting opti-
mization described by (26.11) and (26.12).

Fig. 26.1 Dependence
between real eigenvalues
defining SM dynamics for the
considered third-order system
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26.6 Simulation Results

Analytically obtained results from Example 26.3 have been verified by digital
simulations. A very simple control law u= − ðCBÞ− 1ðCAx+ α sgn σÞ is employed
for SM realization in the system described by (26.1), (26.2) and (26.40), which is
subjected to a step external unmatched disturbance vðtÞ= hðt− 6Þ. Switching gain
α=3 provides reaching and existing conditions in the presence of the disturbance.
It is well known that such control law with dominant switching component may
induce chattering in real systems with unmodeled dynamics. The reason for its
application here is that the attained SM as much as possible should resemble an
ideal one, which is the assumption of the conducted analysis.

Two sliding hyperplanes have been designed that minimize steady-state vector
norm using the proposed method. The first one provides real eigenvalues that define
SM dynamics, with the chosen p1 = − 2. Constraint (26.43) gives the other
eigenvalue p2 = − 9 7̸ and the resulting sliding hyperplane vector is determined
using (26.44) as C= ½ − 2 7̸ 0 − 1 �. In the second hyperplane design, complex
eigenvalues have been imposed. Only the real part of the conjugated eigenvalues
has been chosen to be −1. The pair that satisfies (26.43) is p1, 2 = − 1± j

ffiffiffi
2

p
4̸.

Sliding hyperplane that guarantees the prescribed SM dynamics is defined by
C= ½ 1 − 9 8̸ − 17 8̸ �, according to (26.44).

State space system trajectories for those two sliding hyperplanes are depicted in
Fig. 26.2. From initial state xð0Þ= 1 − 1 0½ �T, system trajectories reach and
slide along the corresponding planes into the origin. After the action of the
unmatched disturbance, phase points are driven out of the origin along the
respective planes into an identical steady state, which belongs to the intersection of
the hyperplanes. Data analysis has confirmed that identical minimal steady state is
reached as calculated in Example 26.3. The associated state coordinates time
responses are given in Fig. 26.3.

Fig. 26.2 System trajectories for two minimizing sliding hyperplanes
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To prove that the achieved steady-state vector norm is minimal, another
hyperplane has been examined, which is constructed in the traditional way by
imposing desired SM dynamics. C= − 3 − 1 − 2½ � corresponds to the desired
double eigenvalue p1 = p2 = − 3. The resulting steady state and its norm have been
calculated as xð∞Þ= 0.11 1.44 − 0.89½ �T and jjxð∞Þjj=1.7. This comparison
confirms that the traditionally designed sliding hyperplane, having much faster SM

Fig. 26.3 State response for
the minimizing sliding
hyperplanes: a C = [−2/7 0
−1]; b C = [1 −9/8 −17/8]

Fig. 26.4 State response for
different sliding hyperplanes:
a C = [−2/7 0 −1]
(minimizing); b C = [−3 −1
−2]

Fig. 26.5 State vector norms
for different sliding
hyperplanes: (1) C = [−2/7 0
−1] (minimizing); (2) C = [1
−9/8 −17/8] (minimizing); (3)
C = [−3 −1 −2]
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dynamics, provides significantly larger steady-state vector norm than the minimal
value accomplished by the hyperplanes constructed according to the proposed
method. Figure 26.4 shows the state responses of the minimizing and
not-minimizing sliding hyperplanes, and the state vector norms for all three
hyperplanes are evaluated in Fig. 26.5.

26.7 Conclusion

The proposed linear sliding manifold design method very efficiently finds an infinite
set of sliding manifolds minimizing the steady-state vector norm in SM, under
action of unmatched constant external disturbances. The developed method avoids
necessity for complex and difficult differentiations and calculations in solving the
given optimization problem. The only prerequisite for the proposed method
application is that the system matrix A is invertible.

Three cases have been recognized in prescribing SM dynamics. The regular case
(1 < m < n − 1), when SM dynamics can be freely selected; the singular case
(m = n − 1), when SM dynamics is predetermined by the minimal steady state and
cannot be chosen at all; and the scalar control case (m = 1), when a constraint arises
between the eigenvalues, which can be easily discovered by the derived condition.

The presented numerical examples and simulation results have confirmed
validity of the proposed design method by achieving both minimal steady-state
vector norm and the prescribed SM dynamics.
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Chapter 27
Sliding Mode Based Anti-Lock Braking
System Control

Dragan S. Antić, Darko B. Mitić, Zoran D. Jovanović,
Staniša Lj. Perić, Marko T. Milojković and Saša S. Nikolić

Abstract In this paper we consider different continuous- and discrete-time sliding
mode control (SMC) techniques in the control of antilock braking system (ABS).
Having in mind that ABS is characterized by nonlinear and uncertain dynamics,
SMC is a right choice for its control because of its robust characteristics. The survey
of continuous-time SMC algorithms based on nonlinear models of ABS is given
first. Then, the discrete-time nonlinear model of ABS is derived, and the overview
of existing discrete-time SMC techniques is presented. The experimental results are
given to show the effectiveness of analyzed SMC methods.

27.1 Introduction

In order to prevent abruptly stopping of vehicle, an antilock braking system
(ABS) is used in most modern vehicles. ABS is an electronic system which
monitors and controls wheel slip during vehicle braking, helping secure stopping of
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the vehicle in that way. It also reduces stopping distances on slippery road surfaces
by limiting wheel slip and minimizing lockup, since rolling wheels have much more
traction than locked ones. Vehicle stability and steerability are improved by
reducing wheel slip, since stability increases as wheel slip decreases. If wheels stop
completely during a sudden braking, the control over vehicle is lost and it can skid
in an undesirable direction. ABS does not allow wheels to be stiffened and thus
enable driver to normally operate with the vehicle, although the brake pedal is
pressed to the end.

The first researches in ABS dated from 1930s and were conducted by Bosch,
who has been developing it since then. In 1964, Teldix GmbH, with financial help
of Bosch, constructed ABS 1 that successfully stopped wheels without locking
up. The ABS 2 was model that was first commercially used in 1978 in a series car
production of S-class Mercedes. Over the next 20 years, ABS has been significantly
improved, and nowadays it represents the standard equipment of modern vehicles.

ABS does not require any additional effort to be applied to nearly all types of
vehicles and can be successfully integrated into hydraulic and air brake systems
(including air over hydraulic). In former systems, ABS consists of a hydraulic
modulator (control valve), control electronics (central unit), and sensors mounted
on the wheels. Sensors constantly measures braking power and when braking is so
intensive that may block wheels, controller in central electronic unit sends the
command to hydraulic system to open the electromagnetic valves. This reduces the
pressure of oil in hydraulic system, and consequently the forces on the brake disks.
As soon as a wheel rotating starts, sensor sends this information to controller and it
closes solenoid valves providing maximum braking force until new wheel relock.

The main objective of controller is to provide the best adhesion of a wheel to a
surface. This is performed by controlling a road adhesion coefficient. This coeffi-
cient is defined as a proportion between the friction force, generated during
acceleration and braking phase, and the normal load of vehicle. It is shown that this
coefficient is in nonlinear dependence on wheel slip, defined as a relative speed
difference between the wheel and the vehicle. In the most papers, ABS controller is
designed to regulate wheel slip so that the road adhesion coefficient has a maximum
value. In [1], the regulator problem is analyzed by considering the constant value of
desired wheel slip, whereas another approach based on real-time estimation of
wheel slip value, with maximal road friction, is presented in [2]. In [3], it is shown
that the optimal value of wheel slip should be in the range from 0.08 to 0.3.

ABS mathematical model is uncertain and has highly nonlinear structure, and,
although this system has been used for several decades, it has not been completely
developed yet. System nonlinearities are reflected in complex braking dynamic
characteristics. Besides that, the system parameters change, and many external
disturbances are not predictable. That is why sliding mode control (SMC) methods
seem to be the right choice in the control of ABS.

SMC is a part of the well-known and studied class of discontinuous control
systems [4–6]. Sliding mode arises when system state is forced to move along a
predefined sliding surface, determined by the so-called switching function. In
sliding mode, system becomes robust to parameter perturbations and external
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disturbances, and its dynamics is of the lower order and known in advance. The
main SMC drawback is the existence of chattering. It occurs as a consequence of
the high-frequency control signal, exciting system nonmodeled dynamics. It could
potentially wear out ABS mechanical parts.

Many papers deal with the implementation of continuous-time SMC in ABS.
Digital simulation results of ABS with conventional SMC, where hydraulic brake
dynamics is neglected during the design, is shown in [7]. Traditional SMC
enhanced by a gray system theory is proposed in [1, 8]. In these papers, a gray
predictor is used to estimate the angular wheel and linear vehicle velocities. The
wheel slip control through the engine torque control is given in [9]. The moving
sliding surface is used to ensure that the system state is always on sliding surface.
The chattering problem is discussed in [10], and the integral switching function is
introduced to cope with this phenomenon. The integral sliding surface is also used
in design of SMC for hybrid electric brake system [11]. The combination of SMC
and the sliding mode observer is elaborated in [12]. In [13], SMC, allowing the
maximum value of wheel–road friction force during the braking phase, without a
priori knowledge of optimal slip, is discussed. This approach treats ABS SMC
design in different manner than the concepts based on separation principle. The
adaptive SMC of vehicle traction is considered in [14]. The proposed control
method uses the difference between vehicle and wheel velocities (denoted as slip
velocity) as controlled variable instead of the wheel slip representing the relative
difference. The adaptive law, estimating road adhesion coefficient, is combined with
the traditional SMC. The overall system stability is proved using Lyapunov theory.
The integration of SMC and pulse-width modulation (PWM) method, realized
using computer software as opposed to hardware, is given in [15]. This results in
quasi-continuous control of ABS wheel slip. In [16], the previous approach is
analyzed in detail and it is compared with traditional SMC of wheel slip. SMC
concept is also implemented in hybrid electric vehicle brake system control [17],
where a permanent magnet synchronous motor, mounted on wheel shafts via gears,
serves as a generator producing a negative torque to the rear wheels and recovering
kinetic energy into electric energy. In [18], the novel nonlinear control with integral
feedback is compared with SMC. For overall vehicle stability enhancement, the
traditional SMC is also used in wheel slip control [19], while the linear quadratic
regulator is exploited for yaw moment controller. The traditional SMC of magneto
rheological brake system is presented in [20]. The SMC with the neural networks
and the moving sliding surface is considered in [21]. The paper [22] deals with a
combination of fuzzy control (FC) and SMC. The fuzzy rules are used to obtain the
parameters of SMC with constant plus proportional rate reaching law [5]. A survey
of several continuous-time SMCs of ABS is given in [23]. In [24], ABS control
using sliding mode optimization is discussed.

The realization of SMC in discrete time gives the quasi-sliding motion [25] as a
result, and generates chattering in the O(T) vicinity of a sliding surface (T is a sam-
pling period). The survey of discrete-time SMC systems is presented in [26]. The
discrete-time SMC algorithms for ABS may be classified in the group of
input/output-based algorithms. Two approaches to design of discrete-time SMC of
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nonlinear plant exist so far: one based on discrete-time representation of linearized
plant model [27], using the combination of (generalized) minimum variance control
and discrete-time SMC [28–30], and the solution that uses the input/output
discrete-time nonlinear plant models in discrete-time SMC design [31]. The latter
approach is implemented for ABS control in [32]. The control algorithm for ABS,
proposed in [33], combines control law presented in [30], for linear plants, with [31],
for nonlinear plants, resulting in the robust control with chattering alleviation, thanks
to the filtering of relay control component [32, 34, 35]. At the same time, high system
steady-state accuracy is provided by introducing the modeling error estimation.

The paper is organized as follows. After short description of ABS given in
Sect. 27.2, the continuous-time ABS model and the most used SMC techniques are
presented in Sect. 27.3. Discrete-time ABS model and existing discrete-time SMC
algorithms are discussed in Sect. 27.4. Section 27.5 contains experimental results of
some implemented continuous-time and discrete-time SMC laws. Concluding
remarks are given in the last section.

27.2 ABS Description and Graphical Model

ABS experimental setup, manufactured by Inteco, is depicted in Fig. 27.1 [36]. It
consists of two rolling wheels. The lower vehicle-road wheel represents vehicle
motion and it has smooth surface which can be covered by desired material in order
to animate different road surface. The upper wheel models the vehicle wheel and it
permanently remains in a rolling contact with the lower wheel, as it is the case with
the real-world situation. This wheel is in connection with the balance lever and it is
equipped in a tire.

The disk brake system, mounted on the upper wheel, is connected with the brake
lever via hydraulic coupling. The brake lever is driven by the small DC motor via
steel cord. We would like to point out that the steel cord causes strong nonlinearity

Fig. 27.1 ABS experimental
framework (Inteco)
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and limitation of control input signal on 40 % of its maximum nominal value. The
lower wheel is connected to the big flat DC motor whose task is to accelerate the
wheel, while in the braking phase its power supply is switched off. Both DC motors
are controlled by pulse-width modulation (PWM) signals of the 3.5 kHz frequency.
To measure the wheel angles, two rotary encoders are installed with the accuracy of
2π/2048 = 0.175°. The wheel angular velocities are not measured and they have to
be estimated. The simplest Euler formula is used with the sample time period of
0.5 ms.

The power interface amplifies the control signals which are transmitted from the
PC to the DC motor. It also converts the encoders pulse signals to the digital 16-bit
form to be read by the PC. The PC is equipped with the RT-DAC4/USB multi-
purpose digital I/O board communicating with the power interface. The whole logic
necessary to activate and read the encoder signals and to generate the appropriate
sequence of PWM pulses to control the DC motors is configured in the Xilinx® chip
of the RT-DAC4/USB board. All functions of the board are accessed from the ABS
Toolbox which operates directly in the MATLAB®/Simulink® and the Real Time
Windows Target (RTWT) toolbox environment.

We have to make several assumptions to describe a mathematical model of ABS.
First, we observe the behavior of only one wheel (most of the vehicles have four
wheels) and a mutual influence of vehicle wheels is neglected. Second, a rolling
resistance force is ignored, as it is very small due to braking and, finally, a lon-
gitudinal dynamics of vehicle is only considered whereas the lateral and the vertical
motions are not taken into consideration. An ABS graphical model is shown in

Fig. 27.2 ABS graphical model
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Fig. 27.2. Despite this model simplification, it preserves the fundamental charac-
teristics of real system.

Notice that the vehicle velocity is equal to the angular velocity of the lower
wheel multiplied by the radius of this wheel, while the wheel velocity is equal to the
angular velocity of the upper wheel multiplied by its radius. According to Fig. 27.2
there are three torques acting on the upper wheel: the braking torqueM1, the friction
torque in the upper bearing, and the friction torque among the wheels, as well as
two torques acting on the lower wheel—the friction torques in the lower bearing
and among the wheels. Besides, two more forces are present on the lower wheel:
the gravity force of the upper wheel and the pressing force of the shock absorber. In
the next section, the mathematical model of ABS in continuous-time domain is
derived in detail.

27.3 Continuous-Time SMC of ABS

27.3.1 Continuous-Time ABS Model

Using the Newton’s second law, the upper wheel dynamics is described as

J1x1̇ =Fnr1sμ λð Þ− d1x1 − s1M10 − s1M1, ð27:1Þ

where J1 is the moment of inertia, d1 is the viscous friction coefficient andM10 is the
static friction of upper wheel. µ(λ) is the coefficient of proportion called the road
adhesion coefficient. In a similar manner, the motion of lower wheel can be defined as

J2x2̇ = −Fnr2sμ λð Þ− d2x2 − s2M20, ð27:2Þ

where J2 is the moment of inertia, d2 is the viscous friction coefficient, and M20 is
the static friction of the lower wheel, and

s= sgn r2x2 − r1x1ð Þ, s1 = sgn x1ð Þ, s2 = sgn x2ð Þ. ð27:3Þ

The friction force is assumed to be proportional to the normal pressing forceFn (the
upper wheel acting on the lower wheel), and in many papers, Fn is considered to be a
constant and its variations are treated as nonmodeled dynamics. In that case, (27.1)
and (27.2) completely describe the dynamics of simplified quarter vehicle model. The
normal force Fn can be derived from the sum of torques in the point A (Fig. 27.2) as

Fn =
Mg + s1M1 + s1M10 + d1x1
� �

L sinφ− sμ λð Þ cosφð Þ , ð27:4Þ

where Mg represents the gravitational and shock absorber torques acting on the
balance lever, L is the distance between the contact point of wheels and the
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rotational axis of balance lever and φ is the angle between the normal in the contact
point and the line L.

The controlled variable is the wheel slip, so that it is of great importance to
describe its dynamics in a proper manner. In normal operating conditions, the
angular velocity of wheel would match the forward angular velocity of vehicle.
During the braking and acceleration phases these velocities differ one from other,
and their difference is called the wheel slip λ, and it is generally defined by

λ=

r2x2 − r1x1
r2x2

, r2x2 ≥ r1x1, x1 ≥ 0, x2 ≥ 0,
r1x1 − r2x2

r1x1
, r2x2 < r1x1, x1 ≥ 0, x2 ≥ 0,

r2x2 − r1x1
r2x2

, r2x2 < r1x1, x1 < 0, x2 < 0,
r1x1 − r2x2

r1x1
, r2x2 ≥ r1x1, x1 < 0, x2 < 0,

1, x1 < 0, x2 ≥ 0,
1, x1 ≥ 0, x2 < 0,

8>>>>>><
>>>>>>:

ð27:5Þ

for all quarter vehicle model operating conditions. A zero value of wheel slip means
that wheel and vehicle velocities are equal, and when the wheel slip is equal to one
vehicle wheel is not rotating anymore and skidding on the road surface, i.e., vehicle
is no longer steerable.

The road adhesion coefficient µ(λ) is nonlinear function of wheel slip and other
physical variables, and one of its models can be defined by the following equation:

μ λð Þ= w4λ
p

a+ λp
+w3λ

3 +w2λ
2 +w1λ. ð27:6Þ

Taking into account (27.1)–(27.4), the ABS model can be rewritten in the fol-
lowing form:

x1̇ = S λ, x1, x2ð Þ c11x1 + c12ð Þ+ c13x1 + c14 + c15S λ, x1, x2ð Þ+ c16ð Þs1 x1ð ÞM1 ,

x2̇ = S λ, x1, x2ð Þ c21x1 + c22ð Þ+ c23x1 + c24 + c25S λ, x1, x2ð Þs1 x1ð ÞM1 ,

ð27:7Þ

where

S λð Þ= sμ λð Þ
L sinφ− sμ λð Þ cosφð Þ , ð27:8Þ

and

c11 = r1d1ð Þ J̸1, c12 = s1M10 +Mg
� �

r1
� �

J̸1, c13 = − d1 J̸1,

c14 = − s1M10ð Þ J̸1, c15 = r1 J̸1, c16 = − 1 J̸1, c21 = − r2d1ð Þ J̸2,
c22 = − s1M10 +Mg

� �
r2

� �
J̸2, c23 = − d2 J̸2,

c24 = − s2M20ð Þ J̸2, c25 = − r2 J̸2.

ð27:9Þ
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After acceleration of vehicle to a certain velocity, the brakes are applied. The
wheel speed decreases then and the force acting on the wheel increases, causing the
slippage between the wheel and the road surface. Vehicle speed will be greater than
wheel speed, i.e., r2x2 ≥ r1x1 and x1 > 0, x2 > 0, and the wheel slip is

λ=
r2x2 − r1x1

r2x2
, ð27:10Þ

according to (27.5).
The main goal of ABS control design is to maintain wheel slip at a particular

level, where the corresponding road adhesion coefficient, i.e., the friction force, has
maximum value. That is why we need to determine quarter vehicle model with
wheel slip as a controlled variable. Differentiating (27.10) and taking in consider-
ation that

λ=1−
r1x1
r2x2

⇒ x1 =
r2
r1

1− λð Þx2, ð27:11Þ

and s= s1 = s2 = 1, the ABS λ-model can be completely obtained from (27.7) in the
following form:

λ= f λ, x2ð Þ+ g λ, x2ð ÞM1, x2 ≠ 0, ð27:12Þ

where

f λ, x2ð Þ= − S λð Þc11 + c13ð Þ 1− λð Þ+ r1
r2x2

S λð Þc12 + c14ð Þ
� �

+
1− λð Þ
x2

S λð Þc21 r2r1 1− λð Þ+ c23

� �
x2 + S λð Þc22 + c24

� �
,

ð27:13Þ

g λ, x2ð Þ= −
r1
r2x2

c15S λð Þ+ c16 −
r2
r1
c25S λð Þ 1− λð Þ

� �
. ð27:14Þ

27.3.2 Continuous-Time SMC Algorithms

In this section we elaborate the implementation of four sliding mode techniques in
ABS control. The mathematical background of the SMC theory is given briefly.
First, traditional and integral SMCs are described, thereafter the SMC based on
constant plus proportional rate reaching law is discussed and, finally, SMC with
exponential reaching law is considered.

The control design is based on the wheel slip dynamics described by (27.12) and
the control algorithms consist of two terms: the so-called equivalent control Meq

1
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[37] and a reaching component Mr
1 σð Þ ensuring a system state to hit a sliding

surface from any initial point and to keep it moving on it

M1 =Meq
1 +Mr

1 σð Þ, ð27:15Þ

where σ is a switching function. Since the system is of the first order, the switching
function is selected as

σ = λ− λr, ð27:16Þ

where λr is a reference wheel slip. The main control design objective is to find
control providing σ =0 and, consequently, λ= λr. For system motion in sliding
mode, the equivalent control term is calculated from the condition σ ̇=0, i.e.,

σ ̇=0 ⇒ λ=0⇔f λ, x2ð Þ+ g λ, x2ð ÞMeq
1 = 0, ð27:17Þ

assuming that λr =const. Equation (27.17) yields the equivalent control brake
torque in the following form:

Meq
1 = − g λ, x2ð Þ− 1f λ, x2ð Þ, ð27:18Þ

and it is calculated on the basis of nominal system parameters. Since the nominal
values of f λ, x2ð Þ and g λ, x2ð Þ are f ̂ λ, x2ð Þ and g ̂ λ, x2ð Þ, respectively, the equivalent
control brake torque implemented in real control is

M̂
eq
1 = − g ̂ λ, x2ð Þ− 1f ̂ λ, x2ð Þ, ð27:19Þ

and, consequently, (27.15) becomes

M1 = M̂
eq
1 +Mr

1 σð Þ. ð27:20Þ

For the sake of simplicity, we denote f λ, x2ð Þ= f , f ̂ λ, x2ð Þ= f ,̂ g λ, x2ð Þ= g, and
g ̂ λ, x2ð Þ= g ̂. We assume that f ̂

�� ��<F ̂, f − f ̂
�� ��< εf and 1− g g̸ ̂j j< εg <1, where F ̂, εf ,

and εg are the positive real constants, as well as g g̸ ̂>0.
In traditional SMC control algorithm, the reaching component is selected as [8,

23, 38]

Mr
1 σð Þ= − g ̂− 1Mcsgn σð Þ, ð27:21Þ

and the brake torque becomes

M1 = M̂
eq
1 − g ̂− 1Mcsgn σð Þ. ð27:22Þ

The parameter Mc is chosen to satisfy the reaching and existence condition of
sliding mode
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σσ ̇< − η σj j, η>0, ð27:23Þ

providing that the final reaching time is

tr <
σ 0ð Þj j
η

. ð27:24Þ

Since σ ̇= λ, the substitution of (27.22) in (27.12), taking into account (27.19)
and (27.23), gives

g
g ̂

g ̂
g

f − f ̂
� �

σ +
g ̂
g
f ̂ 1−

g
g ̂

� �
σ −Mc σj j

� �
< η σj j. ð27:25Þ

The sliding motion in system defined by (27.12) with the control (27.22) will be
established if Mc is chosen according to the following inequality:

Mc >max
g ̂
g

f − f ̂
� �

+ f ̂ 1−
g
g ̂

� �
+ η

� �����
����

� �
. ð27:26Þ

Since

1− εg < g g̸ ̂<1+ εg ⇒ 1 ̸ 1+ εg
� �

< g ̂ g̸<1 ̸ 1− εg
� �

, ð27:27Þ

Equation (27.26) can be rewritten as

Mc >
εf +F ̂εg + η

1− εg
. ð27:28Þ

The reaching component of SMC is the discontinuous control signal with
high-speed switching in the neighborhood of sliding surface. In that way, the
system trajectory is forced to move always toward the sliding surface and to chatter
along it. The chattering is an undesirable phenomenon in SMC systems, since it
may excite nonmodeled system dynamics. The simplest way to alleviate the chat-
tering problem is to replace the sgn function with continuous one

h σð Þ= σ

σj j+ ρ
, ð27:29Þ

where ρ≥ 0, and the control brake torque can be redefined then with

M1 = M̂
eq
1 − g ̂− 1Mch σð Þ. ð27:30Þ
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In order to improve the system accuracy, the integral switching function

σ = λ− λrð Þ+ c1

Z
λ− λrð Þdt, ð27:31Þ

is introduced in control law (27.22) forming the so-called integral SMC in that way.
This control algorithm may influence on chattering reduction [10]. As in the pre-
vious case, the equivalent control brake torque is determined by

M̂
eq
1 = − g ̂− 1 f ̂+ c1 λ− λrð Þ� �

. ð27:32Þ

SMC with integral switching function has the same form as (27.22), and Mc is
also selected according to (27.28) in order to establish sliding motion in system.
When sliding mode exists in system, it becomes robust to parameter uncertainties
and external disturbances. This robustness is lost when the discontinuous function
(sgn(σ)) is replaced by continuous one (27.29) in the control signal.

In the case of SMC with constant plus proportional rate reaching law [5], the
switching function is also defined by (27.16) and its dynamics is determined by the
following equation:

σ ̇= λ= −Mpσ −Mcsgn σð Þ; Mp,Mc >0, ð27:33Þ

By substituting (27.33) in (27.12), the control brake torque is given by (27.20),
where M̂

eq
1 is defined by (27.19) and the reaching component of SMC is

Mr
1 σð Þ= − g ̂− 1 Mpσ +Mcsgn σð Þ� �

. ð27:34Þ

The parameters Mp and Mc are selected in accordance with the reaching and
existence condition of sliding mode

σσ ̇< − δσ2 − η σj j; δ, η>0. ð27:35Þ

The reaching time is then determined as

tr <
ln δ σ 0ð Þj j+ ηð Þ η̸ð Þ

δ
. ð27:36Þ

The implementation of (27.20), with (27.19) and (27.34), in (27.12), gives the
reaching and existence condition of sliding mode in the following form:

σσ ̇=
g
g ̂

g ̂
g

f − f ̂
� �

σ +
g ̂
g
f ̂ 1−

g
g ̂

� �
σ −Mpσ

2 −Mc σj j
� �

< − δσ2 − η σj j, ð27:37Þ
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which is fulfilled if Mc is chosen according to (27.28), while Mp satisfies

Mp >
δ

1− εg
. ð27:38Þ

The proportional component of reaching law Mp makes the reaching phase faster
in relation to traditional SMC, thus enabling selection of smaller values of the
constant component Mc. In that manner, the chattering in ABS is rather reduced
[39].

In order to alleviate the chattering phenomenon, the SMC with exponential
reaching law is proposed in [40]. The constant term of reaching law is replaced by
the exponential function adapting to the switching function variations, so that its
dynamics is defined by

σ ̇=
Mc

N σð Þ sgn σð Þ, Mc >0, ð27:39Þ

and

N σð Þ= γ + 1− γð Þe− β σj jγ , ð27:40Þ

where γ is a strictly positive constant less than one, r is a strictly positive integer,
and β is a strictly positive number, causing N σð Þ to be also strictly positive function
of σ and γ <N σð Þ<1. If we choose γ =1 Eq. (27.39) is transformed to the constant
rate reaching law

σ ̇= −Mcsgn σð Þ, Mc >0, ð27:41Þ

resulting in traditional SMC (27.22).
The control brake torque is also defined by (27.20), where M̂

eq
1 is given by

(27.19) and the reaching component of SMC is obtained from (27.12) and (27.39)
as

Mr
1 σð Þ= − g ̂− 1 Mc

N σð Þ sgn σð Þ. ð27:42Þ

The reaching and existence conditions of sliding mode can be written now in the
following form:

σσ ̇< −
η

N σð Þ σj j, η>0, ð27:43Þ
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determining the reaching time as

tr =
1
η

γ σ 0ð Þj j+ 1− γð Þ
Zσ 0ð Þj j

0

e− β σj jγdσ

0
B@

1
CA. ð27:44Þ

It can be easily shown, that the reaching time of SMC with exponential reaching
law is less than the reaching time of the traditional SMC given by (27.24). The
controller design for system with uncertain parameters is also considered in [40],
but only for g= g ̂=1. In this paper we treat the general case when both functions f
and g are uncertain, as it is already done before for traditional SMC and SMC with
constant plus proportional rate reaching law.

Based on (27.12), (27.19), (27.20), and (27.42), the condition (27.43) can be
rewritten as

σσ ̇=
g
g ̂

g ̂
g

f − f ̂
� �

σ +
g ̂
g
f ̂ 1−

g
g ̂

� �
σ −

Mc

N σð Þ σj j
� �

< −
η

N σð Þ σj j. ð27:45Þ

The inequality (27.45) is satisfied if

Mc − ĝ
g η

N σð Þ >
g ̂
g

f − f ̂
� �

+ f ̂ 1−
g
g ̂

� �� �
, ð27:46Þ

i.e.,

Mc >max
g ̂
g

N σð Þ f − f ̂
� �

+ f ̂ 1−
g
g ̂

� �� �
+ η

� �����
����

� �
, ð27:47Þ

resulting in

Mc >
γ εf +F ̂εg
� �

+ 1− γð Þe− β σj jγ εf +F ̂εg
� �

+ η

1− εg
, ð27:48Þ

according to (27.27), (27.40), and the initial assumption on system parameter
uncertainties. If (27.48) is fulfilled then the reaching condition of sliding mode is
valid in the region determined by

σj j>W , ð27:49Þ

where

W =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln

1− γð Þ εf +F ̂εgð Þ
Mc 1− εgð Þ− γ εf +F ̂εgð Þ− η

� �

β

r

vuuut
, ð27:50Þ
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is a width of boundary layer directly tuned by the parameter β and it exists if and
only if

Mc >
γ εf +F ̂εg
� �

+ η

1− εg
. ð27:51Þ

SMC based on the exponential reaching law provides smaller finite reaching
time with smaller values of control parameter Mc in comparison to the traditional
SMC.

27.4 Discrete-Time SMC of ABS

In order to implement discrete-time SMC techniques in control of ABS, the dis-
cretization of continuous-time ABS model is performed first in this section. Then,
the survey of existing control algorithms is briefly presented.

27.4.1 Discrete-Time ABS Model

We use the Euler’s forward method to derive ABS discrete-time model of (27.12),
which results in

λk+1 = f dk + gdkM1k , ð27:52Þ

where f dk = λk + Tfk λ, x2ð Þ, gdk =Tgk λ, x2ð Þ, T is a sampling period, and fk, gk , and
M1k are sampled values of f , g, and M1 at time instant k. f dk and gdk represent smooth
nonlinear functions, and it is assumed that the function gdk is strictly positive and
bounded away from zero. The system must have stable and convergent zero
dynamics, as well [41]. Notice that the plant model is linear in relation to the control
input M1k.

Due to parameter uncertainties, we use the nominal model of ABS in design of
digital SMC

λk+1 = f
d̂
k + g ̂dkM1k , ð27:53Þ

with f
d̂
k and g ̂

d
k denoting nominal values of the functions f dk and gdk , respectively. The

modeling error is defined by

εk+1 = λk+1 − λk+1 = f dk − f
d̂
k + gdk − g ̂dk

� �
M1k, ð27:54Þ
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and it satisfies

max εkj j<E, ∀k. ð27:55Þ

Equation (27.52) can be rewritten now as

λk+1 = εk+1 + f
d̂
k + g ̂dkM1k. ð27:56Þ

27.4.2 Discrete-Time SMC Algorithms

The switching function σk of discrete-time SMC algorithms corresponds to the
signal error ek

σk = ek = λk − λrefk , ð27:57Þ

since ABS model is of the first order in discrete-time domain as well.
In [31], Munoz et al. propose the discrete-time SMC algorithm for nonlinear

systems. It is slightly modified for implementation in ABS control, and given as

M1k = −
1
g ̂dk

f
d̂
k − λrefk +1 − σk + βsgn σkð Þ

� 	
, ð27:58Þ

where λrefk+1 = λrefk = const. and β= const., providing switching function dynamics

σk+1 = σk − βsgn σkð Þ+ c0εk+1. ð27:59Þ

The quasi-sliding motion stability is ensured if

β>max c0εk+1j j. ð27:60Þ

To obtain better system steady-state accuracy, the control law given in [35] is
applied for ABS control as

M1k = −
1
g ̂dk

f
d̂
k − λrefk +1 +

αT
1− z− 1 sgn σkð Þ

� �
, ð27:61Þ

giving switching function dynamics

σk +1 = σk − αT sgn σkð Þ+ c0 εk+1 − εkð Þ, ð27:62Þ

with α= const. Notice that the chattering is alleviated since the high-frequency
relay component of the control signal is passed through the digital integrator acting
as a low-pass filter.
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The existence of quasi-sliding mode is provided if [33]

αT >max c0 εk +1 − εkð Þj j, ð27:63Þ

where max c0 εk+1 − εkð Þj j determines system steady-state accuracy.
To improve the system steady-state accuracy one-step delayed modeling error

estimator is introduced in (27.61)

εk = λk − f
d̂
k− 1 − g ̂dk − 1M1k − 1, ð27:64Þ

yielding SMC law

M1k = −
1
g ̂dk

f
d̂
k − λrefk +1 +

αT
1− z− 1 sgn σkð Þ+ εk

� �
. ð27:65Þ

The switching function dynamics is now defined as

σk +1 = σk − αT sgn σkð Þ+ c0 εk+1 − 2εk + εk− 1ð Þ. ð27:66Þ

The control parameter α is selected in accordance with [33]

αT >max c0 εk+1 − 2εk + εk − 1ð Þj j, ð27:67Þ

to provide stable switching function dynamics and reach quasi-sliding mode.

27.5 Experimental Results

The experimental setup consists of ABS braking mechanism and open architecture
software environment for real-time control experiments [36]. The ABS framework
supports real-time design and implementation of advanced control methods using
MATLAB and Simulink environment in the solution of braking control problems.

This system has been used in all experiments with different control methods
employed. Due to the lack of space, only wheel slip time responses in real time are
given. The reference wheel slip is considered to be constant and it is chosen as
λr =0.2. The parameters of used ABS mathematical model are presented in
Table 27.1, depicted below.

The wheel slip response of ABS with control (27.22) is presented in Fig. 27.3,
for Mc = 8. The use of (27.29) to alleviate chattering has no effects anymore
(Fig. 27.4), especially if we know that with h(σ) instead of sgn function system
loses its robust characteristics.

Real-time experimental result of ABS with SMC, defined by (27.22), (27.31)
and (27.32), without and with chattering reduction are depicted in Figs. 27.5 and
27.6, respectively, for Mc = 8. The use of (27.29) has no significant influence on
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chattering reduction. Having this in mind, we do not utilize (27.29) in next two
SMC control algorithms, as well as the integral switching function.

Figure 27.7 presents the ABS wheel slip response with SMC specified by
(27.19), (27.20) and (27.34). To cope with nonmodeled dynamics, Mp and Mc are
chosen to be 8 and 6, respectively. This SMC algorithm improves the system
accuracy in comparison with the previously elaborated results.

Finally, SMC with exponential reaching law is implemented in control of ABS.
The parameters of the controller are: Mc = 8, γ = 1, r = 1, and β = 500. The

Table 27.1 Parameters of
ABS model

Name Value Units

r1 99.5 × 10− 3 m

r2 99 × 10− 3 M

J1 7.5281 × 10− 3 kgm2

J2 25.603 × 10− 3 kgm2

d1 1.2 × 10− 4 kgm2/s

d2 2.25 × 10− 4 kgm2/s

M10 3 × 10− 3 Nm

M20 93 × 10− 3 Nm

Mg 19.6181 Nm
φ 65.61 ◦

w1 − 0.04240011450454
w2 0.00000000029375
w3 0.03508217905067
w4 0.40662691102315
L 0.370 m
p 2.09945271667129
a 0.00025724985785

Fig. 27.3 Wheel slip
response with control (27.22)
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Fig. 27.4 Wheel slip
response with control (27.30)

Fig. 27.5 Wheel slip
response with control defined
by (27.22), (27.31) and
(27.32)

Fig. 27.6 Wheel slip
response with control defined
by (27.30), (27.31) and
(27.32)
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experimental results (Fig. 27.8) are more similar to ABS responses with traditional
SMC (with or without integral switching function) than with SMC based on con-
stant plus proportional rate reaching law. This similarity can be explained by
additional limitations of control signal introduced in real-time realization of control
algorithms. Namely, in simulations the brake torque control signal is limited in the
(0, 1) interval. This interval is too wide to be implemented in real-time control. Due
to imperfect conveyance of DC motor torque to the hydraulic brake mechanism,
realized by the steel cord, the implementation of maximum values of brake torque
control signal (during saturation) produces very high oscillations in ABS responses,
making wheel slip regulation impossible. This is caused by slow backward response
of the hydraulic system when the control signal decreases. In order to make ABS
responses more acceptable, the maximal brake torque control signal is limited on
40 % of its nominal value. Since traditional SMC and SMC with exponential

Fig. 27.7 Wheel slip
response with control defined
by (27.19) and (27.34)

Fig. 27.8 Wheel slip
response with control defined
by (27.19) and (27.42)
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reaching law require greater values of relay control term to guarantee the existence
of sliding mode, it is comprehensible why their experimental results are worse in
comparison with the results of ABS with SMC based on constant plus proportional
rate reaching law.

Figures 27.9, 27.10, 27.11 contain the wheel slip responses, obtained using
discrete-time SMC algorithms. The reference wheel slip is the same as in the
previous continuous-time case. The sampling period T is 0.005 s.

Figure 27.9 represents the results of wheel slip response with control algorithm
(27.32), (27.58). The parameter β, corresponding to αT in remaining control
algorithms, is 0.1, causing wider quasi-sliding manifold and notable oscillations in
steady state.

The wheel slip response of ABS with control (27.61) is shown in Fig. 27.10. The
parameter α is 1, which provides quasi-sliding motion with smaller control efforts.
The chattering phenomenon is alleviated thanks to the filtering of relay control
term. Due to noise and nonmodeled dynamics, the system steady-state accuracy is

Fig. 27.9 Wheel slip
response with control (27.58)

Fig. 27.10 Wheel slip
response with control (27.61)
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in wider boundaries than ones theoretically defined by ∼ αT =5× 10− 3. Com-
paring to the previous case with control (27.58), the error signal is smaller.

The best wheel slip response of ABS with discrete-time SMC algorithms, pre-
sented in Fig. 27.11, is obtained using the digital SMC (27.65) first introduced in
[33]. The parameter α is taken to be 10 times smaller than in the previous control
law, i.e., α = 0.1, and consequently αT =5× 10− 4.

The chattering is also alleviated thanks to the filtering of the relay control term
by the digital integrator. The introduction of one-step delayed modeling error
estimator signal in control law has the same effect as an implementation of one
additional integrator in control [29]. This causes better system steady-state accuracy
than with the implementation of two previously discussed algorithms.

27.6 Conclusions

The brief mathematical background of four continuous- and three discrete-time
sliding mode control (SMC) techniques, used in antilock braking system control, is
discussed here in this paper. The control algorithms are designed using continuous-
and discrete-time nonlinear wheel slip models obtained from the quarter vehicle
model. To illustrate the advantages of sliding mode control, a series of real-time
experiments are performed for all control algorithms, showing that there are great
agreements between the obtained theoretical and experimental results. Unfortu-
nately, due to mechanical constraints, the braking torque control signal should be
additionally limited to 40 % of its nominal value in order to get acceptable
experimental results. This limitation introduces greater control signal saturation
which favors continuous-time SMC with constant plus proportional rate reaching
law and discrete-time SMC with one-step delayed modeling error estimator in
comparison to other SMC laws.

Fig. 27.11 Wheel slip
response with control (27.65)
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Chapter 28
Switching Frequency Optimization
of DC/AC Inverters Using Sliding Mode

Khalifa Al Hosani and Vadim I. Utkin

Abstract It is common that a DC/AC converter for three-phase load is designed
for controlling two variables (for example, speed and flux of AC motor). An
additional degree of freedom can be utilized to minimize the switching frequency,
which depends on the voltage of the load neutral point. In this chapter, a
methodology of switching frequency minimization is proposed in the framework of
the modified hysteresis control. The load neutral point voltage is selected as the
third variable to be controlled. First, the tracking system algorithm is developed and
then optimization with the switching frequency as a criterion is performed by a
proper choice of the reference input for the neutral point voltage. The system
accuracy is determined by the width of hysteresis loop and is the same for any
switching frequency.

28.1 Problem Statement and Modeling of DC/AC Inverter

Consider the ideal-switch model of DC/AC inverter shown in Fig. 28.1 [1, 2]. The
switches Si, i=1, . . . , 6 are to be controlled such that phase currents ia, ib, and ic
track balanced sinusoidal reference currents i*a = imaxsin ωtð Þ, i*b = imaxsin ωt+ 2π

3

� �
,

and i*c = imaxsin ωt+ 4π
3

� �
respectively with minimum possible switching frequency .
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It is assumed that all phase currents ia, ib, and ic are measured. Binary switching
functions Hi ∈ 0, 1f g, i=1, . . . , 6 are defined for switches Si, i=1, . . . , 6 such that
Hi = 1 if switch Si is closed and Hi = 0 otherwise. Writing the voltage loop
equations for the circuit in Fig. 4.1 results in the following equations

L
dia
dt

+Ria +Ea = H1 −H2ð ÞVDC − vn, ð28:1Þ

L
dib
dt

+Rib +Eb = ðH3 −H4ÞVDC − vn, ð28:2Þ

L
dic
dt

+Ric +Ec = ðH5 −H6ÞVDC − vn, ð28:3Þ

where Ea, Eb, Ec are the back electromotive force EMF voltage generated by the
load or machine, and vn is the voltage of the neutral point n. It is assumed that all
voltages in this chapter are defined with respect to the middle point of DC bus
(point o in Fig. 28.1).

The DC–AC inverter shown in Fig. 28.1 can be represented using switching
matrix representation as in Fig. 28.2. The following conditions are imposed on
switching functions Hi ∈ 0, 1f g, i=1, . . . , 6

Fig. 28.1 Ideal-switch model of DC/AC inverter
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H1 +H2 = 1, ð28:4Þ

H3 +H4 = 1, ð28:5Þ

H5 +H6 = 1. ð28:6Þ

Conditions (28.4)–(28.6) simply state that at least one switch at each phase must
be closed at any instance for current in each phase to be continuous and no more
than one switch at each phase should be closed simultaneously to prevent any
voltage short circuiting. We now define new variables Ta, Tb, and Tc as

Ta =H1 −H2 =
+ 1 for H1,H2ð Þ= 1, 0ð Þ
− 1 for H1,H2ð Þ= 0, 1ð Þ,

�
ð28:7Þ

Tb =H3 −H4 =
+ 1 for H3,H4ð Þ= 1, 0ð Þ
− 1 for H3,H4ð Þ= 0, 1ð Þ,

�
ð28:8Þ

Tc =H5 −H6 =
+ 1 for H5,H6ð Þ= 1, 0ð Þ
− 1 for H5,H6ð Þ= 0, 1ð Þ.

�
ð28:9Þ

Fig. 28.2 Switching matrix representation of DC/AC inverter
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Using (28.7)–(28.9), Eqs. (28.1)–(28.3) can be rewritten as

L
dia
dt

+Ria +Ea =TaVDC − vn, ð28:10Þ

L
dib
dt

+Rib +Eb =TbVDC − vn, ð28:11Þ

L
dic
dt

+Ric +Ec =TcVDC − vn. ð28:12Þ

Summing Eqs. (28.10) and (28.11) and using the fact that phase currents are
balanced, i.e., ia + ib + ic =0, the neutral point voltage is found to be

vn =
1
3

Ta + Tb +Tcð Þ. ð28:13Þ

The line voltages can be written as

va =TaVDC , ð28:14Þ

vb =TbVDC , ð28:15Þ

vc =TcVDC. ð28:16Þ

Thus, using (28.13)–(28.16), the line-to-neutral voltages are

van = +
2
3
Ta −

1
3
Tb −

1
3
Tc

� �
VDC, ð28:17Þ

vbn = −
1
3
Ta +

2
3
Tb −

1
3
Tc

� �
VDC, ð28:18Þ

vcn = −
1
3
Ta −

1
3
Tb +

2
3
Tc

� �
VDC. ð28:19Þ

Equation (28.10) can be rewritten in matrix form as

di
dt

=K +
VDC

3L
B1U, ð28:20Þ

where i= ia ib ic½ �T , K = 1
L −Ria −Ea −Rib −Eb −Ric −Ec½ �T ,

U = Ta Tb Tc½ �T , and B1 =
2 − 1 − 1
− 1 2 − 1
− 1 − 1 2

2
4

3
5
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The problem can now be reformulated as follows: control U is to be selected

such that currents i= ia ib ic½ �T track reference currents i* = i*a i*b i*c
� �T with

minimum possible switching. Since matrix B1 is singular, two currents out of the
there currents i= ia ib ic½ �T can be controlled independently. The remaining
third current is automatically tracked because of the fact that phase currents are
balanced, i.e., ia + ib + ic =0. Thus, we have one superfluous degree of freedom,
although currents are equal to the desired values, suggesting that motion of the
system is not unique. Thus, we can use the extra degree of freedom to control one
more state variable [3]. For example, neutral voltage vn can be equal to a desired
time function. In the next section, control algorithm leading to current tracking and
switching frequency minimization through proper selection of vn is presented. In the
sequel we apply the state-of-the-art developments in the theory and application of
sliding-mode control and variable structure systems (e.g., see references [6–13]) in
order to derive switching frequency optimization using sliding-mode technique
[10].

28.2 Sliding-Mode Control Algorithm

Let surface s= sa sb s3½ �T =0 be defined as

sa = ia − i*a, ð28:21Þ

sb = ib − i*b, ð28:22Þ

s3 = ∫ v*n − vn
� �

dt, ð28:23Þ

where ia
* = imaxsin(ωt), i*b = imaxsin ωt+ 2π

3

� �
, and i*c = imaxsin ωt+ 4π

3

� �
which results

in i*a + i*b + i*c =0. ν*n is a reference voltage selectively chosen (as will be shown
later) to minimize switching frequency.

If sliding mode exists and is enforced along the sliding surface s = 0, then all
three components of s will be equal to zero and the problem will be solved.
However, the switching along each surface component depends on switching
function of all three switching surfaces. The system first needs to be decoupled such
that the switching in each surface is controlled independently from the other two
surfaces [4, 5]. The time-derivatives of the components of vector s are given by:

dsa
dt

=
di*a
dt

+
R
L
ia −

Ea

L
−

VDC

3L
2Ta −Tb − Tcð Þ, ð28:24Þ

dsb
dt

=
di*b
dt

+
R
L
ib −

Eb

L
−

VDC

3L
− Ta +2Tb − Tcð Þ, ð28:25Þ
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ds3
dt

= v*n −
VDC

3
Ta +Tb + Tcð Þ. ð28:26Þ

Equations (28.24)–(28.26) can be written in a matrix form as

ds
dt

=F −
VDC

3L
BU, ð28:27Þ

where s= sa sb s3½ �T , F = di*a
dt +

R
L ia −

Ea
L

di*b
dt +

R
L ib −

Eb
L v*n

h iT
,

B=
2 − 1 − 1
− 1 2 − 1
L L L

2
4

3
5, andU = Ta Tb Tc½ �T .

The following coordinate transformation is introduced:

s̄=B− 1s. ð28:28Þ

Using (28.27) and (28.28), the time derivative of s ̄ is

ds ̄
dt

=F ̄−
VDC

3L
U, ð28:29Þ

where F ̄=B− 1F = 1
3

di*a
dt −

R
L ia −

Ea
L + v*n

L
di*b
dt −

R
L ib −

Eb
L + v*n

L

− di*a
dt +

di*b
dt

	 

+ R

L ia + ibð Þ+ Ea +Ebð Þ
L + v*n

L

2
664

3
775, and s ̄=

s ̄1
s2̄
s3̄

2
4

3
5.

Now, U is selected as

U =
Ta
Tb
Tc

2
4

3
5=

sign s ̄1ð Þ
sign s2̄ð Þ
sign s3̄ð Þ

2
4

3
5. ð28:30Þ

Elements of F ̄ are bounded. Thus, VDC
3L should be large enough to ensure that

s ̄ ds ̄dt <0 condition is satisfied all the time [6, 7] and thus sliding mode is enforced
along the switching line s ̄=0 (and thus along s = 0) after finite time.

Consider now the special case when Ea =Eb =Ec =0. For this case,

ds ̄1
dt

=
1
3
di*a
dt

−
R
3L

ia +
v*n
3L

−
VDC

3L
sign s1̄ð Þ, ð28:31Þ

ds ̄2
dt

=
1
3
di*b
dt

−
R
3L

ib +
v*n
3L

−
VDC

3L
sign s2̄ð Þ, ð28:32Þ
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ds ̄3
dt

= −
1
3

di*a
dt

+
di*b
dt

� �
+

R
3L

ia + ibð Þ+ v*n
3L

−
VDC

3L
sign s3̄ð Þ. ð28:33Þ

Assuming that the switching function sign is implemented with a hysteresis loop
of width Δ as shown in Fig. 28.3, the switching frequency in the first phase (s̄1) is
given by

T =
1
f
= tON + tOFF =

2Δ 1
3
di*a
dt −

R
3L ia +

v*n
3L

	 


1
3
di*a
dt −

R
3L ia +

v*n
3L

	 
2
− VDC

3L

� �2 . ð28:34Þ

Thus, switching frequency in the first phase is proportional to the term
1
3
di*a
dt −

R
3L ia +

v*n
3L

	 
2
− VDC

3L

� �2
. Similarly, switching frequencies in the second and

third phases are proportional to 1
3
di*b
dt −

R
3L ib +

v*n
3L

	 
2
− VDC

3L

� �2
and

− 1
3

di*a
dt + di*b

dt

� �
+ R

3L ia + ibð Þ+ v*
n

3L

� �2

− VDC

3L

	 
2
respectively. The ultimate goal

here is to minimize the sum of switching frequencies in all three phases. Let f1, f2,
and f3 be defined as

f1 =
1
3
di*a
dt

−
R
3L

ia, ð28:35Þ

f2 =
1
3
di*b
dt

−
R
3L

ib, ð28:36Þ

f3 = −
1
3

di*a
dt

+
di*b
dt

� �
+

R
3L

ia + ibð Þ. ð28:37Þ

Fig. 28.3 Switching along the switching line s ̄=0
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The switching frequency in each phase takes a maximum value if

fi +
v*n
3L =0, i=1, 2, 3 and decreases with increasing fi +

v*n
3L

���
���. Thus, vn

* is to be

selected such that ∑
3

i=1
fi +

v*n
3L

���
��� is maximized, but without violating sliding mode

enforcement condition of any of the three phases, i.e., fi +
v*n
3L

���
���< VDC

3L . According to

this discussion, the following algorithm to select vn
* is proposed:

1. Select two of the three functions f1, f2, and f3 such that they have the same sign
(say for example fj, fk). The third function (say fl) is necessarily equal in mag-
nitude to the sum of the other two but with different sign.

2. Among the selected two functions fj, fk, select the one with the maximum
magnitude fmax =max fj

�� ��, jfkj
� �

.
3. Select v*n as v

*
n =VDCsign fmaxð Þ− 3Lfmax

Figure 28.4 shows a block diagram of the overall system along with the
switching frequency optimization algorithm’s steps involved

Fig. 28.4 Block diagram of control of DC/AC inverter with switching frequency minimization
algorithm

Table 28.1 Parameter values
for simulation in Figs. 28.5,
28.6, 28.7, 28.8, 28.9, 28.10,
28.11, 28.12 and 28.13

Parameter Value

L 12 mH
R 0.06 Ω
VDC 650 V
imax 18

ffiffiffi
2

p
A

ω 10π rad/sec
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Fig. 28.5 Currents are tracked for the case without switching frequency minimization

Fig. 28.6 Line-to-neutral voltages for the case without switching frequency minimization
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28.3 Simulation Result

To demonstrate the effectiveness of the control algorithm, the DC/AC inverter
system with governing Eqs. (28.1)–(28.3) and controller as in Fig. 28.4 is simulated
with the parameters listed in Table 28.1. To evaluate the performance of the pro-
posed optimization algorithm, two cases are presented here. The first case
(Figs. 28.5, 28.6, 28.7 and 28.8) appears when no switching frequency mini-
mization is performed. By this we mean, vn

* = 0. The second case (Figs. 28.9, 28.10,
28.11, 28.12and 28.13) takes place when frequency minimization is performed. As
can be seen from simulation results, current tracking is established for both cases.
However, switching frequency is greatly minimized when using the suggested
sliding-mode algorithm.

Fig. 28.7 Averaged line-to-neutral voltages for the case when no switching frequency
minimization is performed
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Fig. 28.9 Line currents when switching frequency is minimized

Fig. 28.8 Average neutral point voltage for the case when no switching frequency minimization is
performed
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Fig. 28.10 Line-to-neutral voltages when switching frequency minimization is performed

Fig. 28.11 Average line-to-neutral voltages when switching frequency minimization is performed
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28.4 Conclusion

The high level of heat losses for high power DC/AC converters is a crucial problem.
In contrast to DC/DC converters with inverse proportional dependence between
frequency and ripple amplitude, there exists one additional degree of freedom in
DC/AC converters: indeed, DC/AC converter for three-phase load is designed for
controlling two variables (for example, speed and flux of AC motor). An additional
degree of freedom can be utilized to minimize the frequency preserving accuracy
(or ripple amplitude) at the same level.

In this chapter, a methodology of switching frequency minimization is proposed
in the framework of multidimensional sliding-mode control. The load neutral point
voltage is selected as the third variable to be controlled. First, the tracking system
algorithm is developed and then the optimization with the frequency as a criterion is
performed by a proper choice of the reference input for the neutral point voltage.
The system accuracy is determined by the width of hysteresis loop and is the same
for any frequency.

Fig. 28.12 Average neutral point voltage when switching frequency minimization is performed

28 Switching Frequency Optimization of DC/AC … 593



References

1. Krein, P.T.: Elements of Power Electronics, 1st edn. Oxford University Press, Oxford (1997)
2. Mohan, N., Undeland, T.M., Robbins, W.P.: Power Electronics: Converters, Applications, and

Designs, 3rd edn. Wiley, New York (2003)
3. Yan, W.: Multilevel sliding mode control in hybrid power systems. Ph.D. Dissertation, The

Ohio State University, Columbus, OH, USA (2007)
4. Utkin, V.I.: Sliding Modes and their Application in Variable Structure Systems. MIR

Publishers, Moscow (1978)
5. Utkin, V.I., Guldner, J., Shi, J.: Sliding Mode Control in Electro-Mechanical Systems (2nd

edn.). Taylor & Francis, CRC Press, Boca Raton (2009)
6. Barbashin, E.A.: Introduction to the Theory of Stability (in Russian). Nauka, Moscow (1967)
7. Emelyanov, S.V. (ed.): Theory of Variable Structutre Systems (in Russian). Nauka, Moscow

(1970)
8. Utkin, V.I.: VSS—research, status and primise. Autom. Remote Control 44(9), 1105–1120

(1984)
9. Utkin, V.I.: Siding mode control design principle and application to electric drives. IEEE

Trans. Ind. Electron. 40(1), 23–36 (1993)
10. Utkin, V.I.: Sliding Modes in Control and Optimization. Springer, Berlin (1992)

Fig. 28.13 Averaged line-to-neutral voltages for the case when no switching frequency
minimization is performed. Comparison of the switching in phase a when no switching frequency
optimization algorithm is used with that when the algorithm is utilized

594 K. Al Hosani and V.I. Utkin



11. Spurgeon, S.K., Davies, R.: A nonlinear control strategy for robust sliding mode performance
in the presence of unmatched uncertainty. Int. J. Control 57(5), 1107–1123 (1993)

12. Young, K.D., Utkin, V.I., Ozguner, U.: A control engineer’s guide to sliding mode control.
IEEE Trans. Control Syst. Technol. 7(3), 328–342 (1999)

13. Sabanovic, A., Fridman, L.M., Spugeaon, S.K. (eds.): Variable Structure Systems from
Principles to Implementation. The IET Press, London, UK (2004)

28 Switching Frequency Optimization of DC/AC … 595



Chapter 29
Discrete-Time Sliding-Mode Servo
Systems Design with Disturbance
Compensation Approach

Čedomir Milosavljević, Branislava Draženović and Boban Veselić

Abstract This paper presents a chattering-free discrete-time sliding mode control
algorithm with a new combined disturbance compensator, which is based on
switching function measurement only. The complete system behaves as a
high-accuracy tracking system with an excellent compensation of matched distur-
bances. Properties of the proposed design method are demonstrated on a velocity
and a positional servo system.

29.1 Introduction

Sliding mode (SM) control (SMC) in variable structure systems is recognized as an
efficient design method providing a robust performance with respect to the
parameter uncertainties and external disturbances [1, 2]. Due to the implementation
of microprocessors in control systems and the use of computers in controller design
starting in seventies of the previous century, synthesis and application of
discrete-time (DT) control systems, and computer-based control become wide-
spread topics. The following question was crucial for its implementation: what
happens with the continuous-time (CT) SMC systems when the DT signal pro-
cessing is applied? Research [3] was one of the first to deal with the problem of
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implementing discretization into SMC. The most important results of his research
were presented in [4], where the term quasi-sliding mode has been introduced.
Later, simular results were found by Potts and Yu [5], which introduced the term
pseudo-sliding mode.

The contemporary approaches to digital algorithms realizations have introduced
some new terms: discrete-time sliding mode (DSM) and discrete-time equivalent
control [6–8]. Gao et al. [9] proposed reaching law method that controls dynamics in
the reaching phase of the SM hyperplane. Bartolini et al. [10] proposed DSM control
algorithm with a saturation function and Bartoszewicz [11] introduced a nonstationary
sliding surface in way to constraint control amplitude. Combining the reaching law [9]
and the results in [6], a new chattering-free control algorithm was proposed in [12],
having bounded control in the reaching phase. In [13, 14] comparative studies of some
Discrete-Time Sliding-Mode (DTSM) control algorithms are given.

One of the most alluring features of SMC is a possibility to achieve absolute
insensitivity to matched disturbances. It is important to note that DSMs cannot even
theoretically provide invariance neither to parameter changes nor to external dis-
turbances. Themain reason is that the control stays constant between two consecutive
samples, and thus it cannot react to disturbances and parameter variations which act
on the system all the time. It is sometimes forgotten that even in real Continuous-
Time Sliding-Mode (CTSM) absolute invariance is not possible due to limited fre-
quency of the actuators. However, a strong robustness is feasible, since in DSM it is
easy to estimate and compensate the reasonably predictable disturbances. Results in
Su et al. [15] rely on the assumption that disturbances are represented by functions
that do not change much between sampling instants. The problem of disturbance
observation or estimation has been the topic of many publications, some of which are:
[13, 16–22]. The approach [20] is based on SM active dynamical disturbance
observer, which is experimentally verified for positional systems with DC and AC
motors in [19, 21, 22].

A novel approach to find a present disturbance estimate from their previous
samples is proposed in [23]. The negative value of this estimate is then used as
compensational control which partially cancels the real disturbance effects in the
sampling moments for a linear controllable system with matched disturbances. This
paper contains a theoretically explained extension of disturbance estimation and
compensation principle proposed in [13, 19] where two control terms exist: a
nonlinear term, with limited control amplitude, and a linear one equal to DT
equivalent control. The linear term of control is chattering-free and acts alone in the
vicinity of sliding hyperplane. The estimation and compensation of constant-type
disturbance are applied in this linear mode. It has been established in [19] that the
proposed disturbance compensator increases the control system type by one. For
example, positional system can perfectly track quadratic parabola references and
fully reject constant load disturbances. This high-accuracy tracking system structure
was used in [20] as an auxiliary system for tracking error signal between controlled
process and its nominal model. It is established that the control signal of the
auxiliary system is identical to unknown output disturbance whose action is reduced
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to the plant input. Similar disturbance compensation structure was proposed by
Abidi [24] and Abidi and Šabanović [25].

The previous value of the disturbance is calculated in [23] from the present
switching function value using the recursive procedure. The estimate of the present
time value of the disturbance is obtained from the saved previous values and used to
obtain the compensational control. The equivalent control and the compensational
control are both linear in state. For many typical slow disturbances, such control
eliminates the need of switching type control, which is necessary to maintain SM in
the presence of unknown disturbances and produces chattering. Besides estimation
of constant-type disturbances, a method for estimation of ramp and quadratic
parabola type disturbances was proposed as well. The obtained estimators of
constant, ramp, and quadratic parabola disturbances become dynamical elements
which contain discrete-time integrators of the first-, the second-, and the third-order,
respectively. In the sequel, these compensators will be named compensators of the
first-, the second-, and the third-order.

Further investigations in this area [26, 27] established that a combination of the
first- and the second-order compensators gives much better dynamic behavior than
the second-order compensator alone in control of the first-order plants. Further-
more, such compensator enlarges the control system type by two, providing design
of high-accuracy tracking system. Unfortunately, this approach may lead to insta-
bility even in control of second-order plants.

This work is intended to study possibilities of application of combined distur-
bance compensator, which contain parallel connection of the first- and the
second-order compensator, for design of DTSM controllers for the first- and
second-order plants. Then, the obtained results will be applied in design of velocity
and positional servo systems, whose controlled plants may be approximated by the
first- and second-order models respectively. Influence of unmodeled dynamics will
be of particular interest.

The next section presents the model of the controlled system, the way to obtain
previous values of the disturbance, and linear disturbance estimators based on the
previous values of the disturbance for some typical cases.

29.2 Preliminaries

Consider the following continuous-time controlled plant

x ̇ðtÞ= ðA+ΔAðtÞÞxðtÞ+ ðb+ΔbðtÞÞuðtÞ+dvðtÞ, ð29:1Þ

where xðtÞ∈ℜn, uðtÞ, vðtÞ∈ℜ are, respectively, vector of the state, control, and
external disturbance. The pair (A,b) is controllable; the matrices A, b, and d are of
appropriate dimensions. The objective is to design a DTSM controller.
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Assumption 29.1 Elements of A, b, d, and upper and lower bounds of v(t) are
known, the parameter variations ðΔA,ΔbÞ and external disturbance are bounded
and matched [28], i.e., rank½bjΔAjΔbjd�= rank(bÞ is satisfied, and the plant (29.1)
is of minimum phase.

For DSMdesign purpose, model (29.1) has to be discretized. Usually, there are two
options: (i) to apply traditional discrete-time state-space model with shift operator and
(ii) to use δ-state-space model [29]. In this paper the δ-model is used for the controller
design, since it is well suited for higher sampling frequencies [30], which provides
better accuracy of DSM control system [15, 12]. Fast sampling is of great interest in
robotic applications for providing high-speed performance of motion [31].

DT mathematical model of the plant (29.1) in delta form is

δxðkÞ = ΔT − 1ðxððk+1ÞTÞ− xðkTÞÞ=AδxðkTÞ+bδðuðkTÞ+ dðkTÞÞ, ð29:2Þ

where

Aδ = T − 1ðAd − IÞ;bδ = T − 1bd; δ ∙ ðkTÞ= T − 1ð∙ððk+1ÞTÞ− ∙ðkTÞÞ,

dðkTÞ= ½dvðkTÞ+ dAðkTÞ+ dBðkTÞ�T − 1; dvðkTÞ=
Z T

0
eATdvððk+1ÞT − τÞdτ,

dAðkTÞ=
Z T

0
eATΔAððk+1ÞT − τÞxððk+1ÞT − τÞdτ; dBðkTÞ=

Z T

0
eATΔbðk+1ÞTdτ,

k = 0,1,2,… Ad and bd are matrices from the traditional discrete-time state-space
model obtained using MATLAB® command [Ad,bd] = c2d(A,b,T).

Remark 29.1 If (A,b) is a controllable pair, the pair (Aδ,bδ) is also controllable for
almost all choices of T.

Remark 29.2 For notational convenience, in the following ∙ðkÞ stands for ∙ðkTÞ.
Remark 29.3 In general, if matching conditions hold for CT system (29.1) it does
not necessarily follow that the same conditions hold in DT systems (29.2), because
the zero-order-hold (ZOH) in the control channel does not change its output value
between the sample instants. However, the corresponding error is O(T2) [15] if a
first-order disturbance compensator is used. Therefore it is reasonable to choose the
sampling time T as small as possible.

First, DT equivalent control for a nominal (undisturbed) system, d(k) = 0, will be
found. Let DSM be made using the switching function as

gðkÞ= cδxðkÞ, cδ ∈ℜ1× n. ð29:3Þ

Vector cδ defines the control system behavior in DSM. Its design will be given later.
The switching function dynamics becomes
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δgðkÞ = ΔT − 1ðgðk+1Þ− gðkÞÞ= cδδxðkÞ. ð29:4Þ

Solving (29.4) for g(k + 1) and replacing δxðkÞ from (29.2) it is obtained

gðk+1Þ= gðkÞ+ TcTδAδxðkÞ+TcδbδuðkÞ. ð29:5Þ

The DSM is defined with relation [6–8]

gðk+1Þ=0, ∀gðkÞ. ð29:6Þ

Using (29.5) and (29.6), and an assumption that cδbδ =1 usually applied in SMC,
the DT equivalent control is equal to

uðkÞ= ueqðkÞ= − T − 1gðkÞ− cδAδxðkÞ. ð29:7Þ

From (29.7) it is evident that for small T and g(k) ≠ 0 the control u(k) may be very
high. Since in real systems control magnitude is bounded, the control (29.7) was
modified in [12] as follows

uðkÞ= − cTδAδxðkÞ−minfσ,T − 1jgðkÞjgsgnðgðkÞÞ, ð29:8Þ

where σ = const > jdðkÞj takes into account the limit of the control magnitude.
To complete DSM control design, the vector cδ of the switching function (29.3)

needs to be determined. There are a few approaches. Here is given a comprehensive
approach [32] oriented to use MATLAB software for conventional control system
design via method of pole placement. Let a desired pole spectrum in
continuous-time domain be

Λ= ½λ1, λ2, . . . , λn− 1, 0�, Refλig<0, i=1, 2, . . . , n− 1. ð29:9Þ

One zero pole in the desired spectrum reflects algebraic constraint (29.6) related to
the application of SMC technique.

The corresponding spectrum in δ-domain becomes

Λδ = T − 1ðeΛT − 1Þ. ð29:10Þ

For a conventional pole placement design, state feedback vector is obtained by
MATLAB as

Kδ =placeðAδ, bδ,ΛδÞ. ð29:11Þ

The vector cδ is then obtained as [32]
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cδ = ½Kδ 1 � * pinvð½Aδ bδ�Þ . ð29:12Þ

It was shown in [12] that the system (29.2) with the control (29.8) is robustly stable
for bounded disturbances. Unfortunately, an error appears even if a constant type of
disturbance is applied. To handle this error, an additional integral action was pro-
posed in [19]. The introduced control component uI(k) is proportional to the integral
of the switching function g(k), i.e.,

uIðkÞ= αT − 1gðkÞ+ uIðk− 1Þ, 0 < α≤ 1. ð29:13Þ

Control (29.13) upgrades the system type by one with respect to the reference as
well as to load disturbance. Stability of the resulting enhanced control system needs
to be checked.

Unfortunately, the control component (29.13) deteriorates the excellent
dynamical characteristic of the system with control (29.8) such as one step reaching
of the hyperplane in the linear control mode. To prevent this drawback, the control
component (29.13) should be activated in linear control mode only.

Mathematical analysis of the introduction of additional integral control compo-
nent (29.13) was not given in [19], but it will be done in the next section. Moreover,
the main idea will be extended by application of disturbance estimation, done by
extrapolation using the measurements of the switching function g(k). In such way,
the system type and disturbance rejection capability are significantly improved.

29.3 Disturbance Compensators Synthesis

Now, consider the disturbed system (29.2) taking into account Remark 29.3,

δxðkÞ = ΔT − 1ðxðk+1Þ− xðkÞÞ=AδxðkÞ+ bδðuðkÞ+ dðkÞÞ. ð29:14Þ

The control is equal to the equivalent control (7) of the nominal system, and
assumption cδbδ =1 holds. Then, g(k + 1) becomes

gðk+1Þ= TdðkÞ or dðk− 1Þ=T − 1gðkÞ. ð29:15Þ

The similar results have been obtained by Chan [16] where a compensation algo-
rithm was proposed.

To apply the new approach, the value of the disturbance dðkÞ should be rea-
sonably well predicted from a finite number of its previous values, which is the case
with typical disturbances in a real industrial environment.

Theoretical value of the equivalent control for the system (29.14), ueqd(k) is
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ueqdðkÞ= ueqðkÞ− dðkÞ. ð29:16Þ

The procedure used to obtain (29.16) is the same as one used to obtain (29.7).
However, such control is not feasible, since the present value of the disturbance is
not known. Because of that, the real disturbance term here is replaced by a com-
pensational term denoted as ucom(k). Its role is to suppress the disturbance influence
on the system state. Now, the total control is

uðkÞ= ueqðkÞ+ ucomðkÞ. ð29:17Þ

The switching function dynamics is then

δgðkÞ= cδAδxðkÞ+ ðueqðkÞ+ ucomðkÞ+ dðkÞÞ. ð29:18Þ

Using (29.7), the future value of the switching function is

gðk+1Þ= TucomðkÞ+ TdðkÞ, ð29:19Þ

whereas the present value of the switching function becomes

gðkÞ= Tucomðk− 1Þ+ Tdðk− 1Þ. ð29:20Þ

Since the value of the switching function can be measured, and the value of the
previous compensational control is known, it is possible to estimate the previous
value of the disturbance as

destðk− 1Þ= T − 1gðkÞ− ucomðk− 1Þ. ð29:21Þ

The subscript “est” is added to emphasize that due to system parameters uncer-
tainties this theoretical value may differ from the real one. If the disturbance is
slowly changing, (29.21) may be used as a reasonable good estimate of the present
disturbance’s value.

The corresponding compensational control is

ucomðkÞ= − destðk− 1Þ= − ðT − 1gðkÞ− ucomðk− 1ÞÞ. ð29:22Þ

To obtain a better dynamics, especially to prevent chattering in the system with
unmodeled dynamics, it is not advisable to use full compensational control (29.22)
but [19]

ucomðkÞ= − ðαT − 1gðkÞ− ucomðk− 1ÞÞ; 0 < α≤ 1. ð29:23Þ

This is a recursive definition of the compensational control, and its initial value has
to be set. With this compensational control the future value of the switching
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function will depend on the difference between the real and the estimated value of
the disturbance

gðk+1Þ= TðdðkÞ− destðk− 1ÞÞ. ð29:24Þ

Obviously, the better disturbance estimation is used, and the system behavior is
closer to the disturbance-less (nominal) system.

The reasonable question is: how this additional compensational control affects
the stability of the nominal system? First, consider the system with the theoretical
equivalent control (29.16). The system has the disturbance d(k) as an input, and the
switching function g(k) as an output. The Z-transform is applied to Eqs. (29.19) and
(29.23) assuming zero initial conditions, giving

zgðzÞ= TucomðzÞ+TdðzÞÞ. ð29:25Þ

ucomðzÞ= −
α

Tð1− z− 1Þ gðzÞ. ð29:26Þ

Replacing (29.26) in (29.25) and solving for g(z) yields

gðzÞ= Tðz− 1Þ
zðz− ð1− αÞÞ dðzÞ. ð29:27Þ

It is obvious that g(z) will be stable if 0 < α≤ 1. This result was obtained in [19].
For α = 0 the switching function dynamics is equivalent to the dynamics of the
system without disturbance compensation (gðkÞ=Tdðk− 1ÞÞ. For α = 1 switching
function dynamics may be identified as one step delayed difference of disturbance
scaled with factor T2. In the later case the switching function response has an
undesirable pulse deviation.

For a faster disturbance, the estimate may be obtained as an extrapolation based
on more previous disturbance values, memorized in a buffer. The estimate obtained
by extrapolation is denoted as dappðkÞ. In general, the compensational control is
given as

ucomðkÞ= − dappðkÞ. ð29:28Þ

In this paper only slowly varying disturbance such as step and ramp functions are
considered. The estimates and the resulting compensational controls are given
below.

The step disturbance estimate:

dapp1ðkÞ= dðk− 1Þ. ð29:29Þ

The ramp disturbance estimate is a linear extension of the two previous values:
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dapp2ðkÞ=2dðk− 1Þ− dðk− 2Þ. ð29:30Þ

The compensational control for each case depends on the value of the switching
function only. By replacing (29.29) and (29.30) in (29.21), and then by applying Z-
transform and solving obtained equations for ucom(z), the following is obtained:

ðaÞ ucom1ðzÞ= −
α1
T

z
ðz− 1Þ gðzÞ, ð29:31Þ

ðbÞ ucom2ðzÞ= −
α2
T
ð2z− 1Þz
ðz− 1Þ2 gðzÞ. ð29:32Þ

It may be seen that compensational control (29.32) contains a series of two DT
integrators. These integrators deal well with ramp-type disturbances.

Introducing compensation control (29.32) in (29.25), the value of the switching
function in Z-domain is

gðzÞ= T
z

ðz− 1Þ2
ðz− 1Þ2 + α2ð2z− 1Þ dðzÞ. ð29:33Þ

For α2 = 0 gðzÞ=Tz− 1dðzÞ, i.e., gðzÞ=Tdðk− 1Þ that agrees with the relation
(29.15). For α2 = 1 the relation (29.33) becomes

gðzÞ= T3

z
ðz− 1Þ2
z2T2 dðzÞ, ð29:34Þ

which indicates that the switching function dynamics is one step delayed
second-order difference of disturbance d(k) scaled by factor T3. This introduces two
undesirable pulses in the reaching process of the sliding hyperplane. It is not
difficult to establish that two poles of (29.33) are stable and conjugate-complex
which maximum of imaginary part is 0.5 for α2 = 0.5.

From the previous explanation, it can be concluded that the given type of
extrapolations does not endanger the switching function stability for 0< α1, 2 ≤ 1,
but the reaching dynamics will be changed since unwanted pulses will arise. The
number of these pulses in the nominal system is equal to the number of integrators
introduced to obtain compensation control. To prevent this drawback, which may
cause instability if there are unmodeled dynamics, an adaptation similar to one
proposed in [19] may be applied.

Further investigations in this area [26, 27] established that the better solution to
compensate complex disturbances is to use parallel connection of compensators
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(29.31) and (29.32) instead of only compensator (29.32), which generally covers
capabilities of compensator (29.31).

In the next section, the capabilities of compensator (29.32) and combined
compensator as parallel connection of (29.31) and (29.32) will be discussed via pole
placement. First-order dynamical process will be used as controlled plant.

29.4 DTSM Control of the First-Order Plants

In case of a first-order plant, relations (29.1) and (29.2) become

x ̇ðtÞ= ða+ΔaÞxðtÞ+ ðb+ΔbÞuðtÞ+ vðtÞ, ð29:35Þ

δxðk+1Þ= aδxðkÞ+ bδðuðkÞ+ dðkÞÞ, ð29:36Þ

aδ =T − 1ðeaT − 1Þ; bδ =T − 1
Z T

0
eaτbdτ=

b
a
aδ; dðkÞ=T − 1

Z T

0
eaτ½vððk+1ÞT − τÞ+

ΔAððk+1Þ− τÞxððk+1Þ− τÞ+Δbðk+1Þ�dτ.
ð29:37Þ

Switching function dynamics is

gðk+1Þ= gðkÞ+ TcδaδxðkÞ+ TðuðkÞ+ dðkÞÞ, ð29:38Þ

and the equivalent control becomes

ueqðkÞ= − T − 1gðkÞ− cδaδxðkÞ= − ðcδT − 1 + keqÞxðkÞ. ð29:39Þ

Here, since condition cδbδ =1 holds and c and b are scalars, then

cδ = b− 1
δ =

aT
bðeaT − 1Þ . ð29:40Þ

In the z-domain, nominal plant dynamics with ZOH is described as

XðzÞ= b
a
eaT − 1
z− eaT

UðzÞ. ð29:41Þ

SM control with disturbance compensator (29.31) in linear mode is described by
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UðzÞ=UeqðzÞ+Ucom1ðzÞ= −
a
b
ðeaT + α1Þz− eaT

ðeaT − 1Þðz− 1Þ XðzÞ. ð29:42Þ

The open-loop transfer function is

WðzÞ= ðeaT + α1Þz− eaT

ðz− eaTÞðz− 1Þ . ð29:43Þ

Therefore, the characteristic equation of the control system, compensated by dis-
turbance compensator (29.31), becomes

1+WðzÞ=0⇒ zðz− 1+ α1Þ=0. ð29:44Þ

It is clear that the system has two poles. One is z = 0 which is consequence of SMC
approach. The second pole, z = 1−α1, is introduced by disturbance compensator. It
is obvious that by choosing α1 = 1, i.e., if full integral action of disturbance
compensator (29.31) is applied, the system gets another pole at zero. In SMC
system such double pole at zero may cause excitation of unmodeled dynamics.
Therefore, the better solution is to choose 0 < α1 < 1 to prevent chattering.

If the disturbance compensator described by (29.32) is used, then the charac-
teristic polynomial becomes

z½z2 − 2ð1− α2Þz+1− α2�=0. ð29:45Þ

The system poles are

z1 = 0; z2, 3 = 1− α2 ± j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2ð1− α2Þ

p
. ð29:46Þ

Pole z1 is due to SMC. The other two poles are introduced by disturbance
compensator. For α2 = 1, i.e., when full compensator is used, z2,3 = 0. Therefore the
obtained control system has three zero (dead-beat) poles that present very fast
modes. These modes probably may cause chattering, since in real dynamical sys-
tem, described by the first-order model, unmodeled dynamics usually exists. For
0 < α2 < 1 poles z2,3 are conjugate-complex. Such poles introduce undesirable
damped oscillation in the control system.

To avoid this oscillation and to assure compensation of complex disturbances,
parallel connection of both compensators is here proposed. Such structure is named
combined disturbance compensator.

By using the same procedure, characteristic equation of the system with the
combined compensator is obtained as

z½z2 − ð2− α1 − 2α2Þz+1− α1 − α2�=0. ð29:47Þ

It is obvious that for α1 = 0 (29.47) becomes (29.45).
According to (29.47) one pole is again z1 = 0. The other two poles are given by
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z2, 3 = 0.5½ð2− α1 − 2α2Þ± j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4α2 − ðα1 + 2α2Þ2

q
�. ð29:48Þ

Here there exists an additional degree of freedom to adjust the system poles to
prevent undesired damped oscillation and chattering excitation. Eigenvalues (29.48)
should be real positive and not near zero. Then the condition

α2 = 0.5ð1− α1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− 2α1

p
Þ ð29:49Þ

must be satisfied.
It may be concluded from (29.49) that the real value of α2 exists only for

0 < α1 ≤ 0.5 that gives the range of α2 as 0 < α2 ≤ 0.25. Then, from (29.48), real
poles introduced by combined compensator are in the range 1 > z2,3 ≥ 0.5.

Replacing α2 from (29.49) into (29.48) and solving it with respect to α1 one obtains

α1 = 0.5½1− ð2z2, 3 − 1Þ2�. ð29:50Þ

Taking z2,3 in the range 0.5 ≤ z2,3 < 1, gains α1 and α2 can be obtained using
(29.50) and (29.49), respectively. Figure 29.1 gives graphical representation of
(29.50) from which α1 can be calculated for desired z2,3.

In such a way, the compensation effectiveness of constant and ramp-type dis-
turbances is achieved without appearance of any damped oscillation in the nominal
system. This prevents chattering excitation if unmodeled dynamics exists in the
considered system modeled by the first-order dynamics.

From the conventional control theory it can be easily concluded that the obtained
control system is of type two, since its control loop contains two pure integrators.
The both integrators are introduced by disturbance compensator (29.32). Therefore,
this control system can track ramp-type references without steady state error and
quadratic parabola type with a constant error. It is not difficult to obtain relations for

Fig. 29.1 Graphical
presentation of the relation
(29.50)
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steady state accuracy with respect to reference and load disturbance. These relations
are given in Table 29.1, where reference input and load disturbance are respectively
defined by relations

rðtÞ= r0tp p̸!, dðtÞ= d0tq q̸!. ð29:51Þ

From these tables it is evident that the analyzed control system with combined
disturbance compensator can track ramp-type reference and fully reject ramp-type
disturbances. Tracking of quadratic parabola references and rejecting the same type
of disturbances are more effective if sampling time T is smaller and α2 is higher.
Since there are limitations in choosing α2 more realistic way to increase system
accuracy is to choose smaller sampling time T. From the given tables it can be
concluded that the steady state accuracy of the system with the combined com-
pensator is of O(T3) order. For the system with first-order compensator the steady
state accuracy is O(T2) order, which agrees with the results given in [33].

29.4.1 Velocity Servo System Design

A controlled plant, which consists of a DC motor and a power module, for the
purpose of velocity control design is defined by a second-order dynamical model

dω
dt

ðtÞ= −
B
J
ωðtÞ+ c

J
irðtÞ− 1

J
MLðtÞ,

dir
dt

ðtÞ= −
Rr

Lr
irðtÞ− c

Lr
ωðtÞ+ k

Lr
uðtÞ,

ð29:52Þ

where ω is the angular velocity in rad/s, B is the coefficient of viscous friction in
Nm/(rad/s), J is the moment of inertia of the motor with a load in kgm2, c is the
universal motor constant, ML is the load torque in Nm, Rr, and Lr are respectively
the rotor resistance in Ω and the inductance in H, ir is the rotor current in A, k is the
gain of a power module in V/V, and u(t) is the control voltage on the input of the
power module in V.

Electrical time constant of a motor is usually smaller than the mechanical one.
Moreover, it may by further decreased by using inner current control

Table 29.1 Steady state errors of the analyzed control system

With respect to: Disturbance compensator type
Combined 1st order No dist. comp.

References 0 for p = 0,1
− ðaδT3 α̸2Þr0, p=2

0 for p = 0
− ðaδT2 α̸1Þr0, p=1

− aδTr0, p=0

Disturbances 0 for q = 0,1
ðbδT3 α̸2Þd0, q=2

0 for q = 0
ðbδT2 α̸1Þd0, q=1

bδTr0, q=0
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loop. Therefore, it is common to neglect electrical subsystem dynamics in servo
system design, i.e,. the second relation in (29.52) may be treated as algebraic
equation

0= −RrirðtÞ− cωðtÞ+ kuðtÞ⇒ irðtÞ= k
Rr

uðtÞ− c
Rr

ωðtÞ. ð29:53Þ

Substitution of ir from (29.53) into the first relation of (29.52) gives

ω̇ðtÞ= − aωðtÞ+ bðuðtÞ− vðtÞÞ ð29:54Þ

where

a=
BRr + c2

JRr
; b=

kc
JRr

, vðtÞ= MLðtÞ
Jb

. ð29:55Þ

Tracking error dynamics in the signal error space

eðtÞ= rðtÞ−ωðtÞ ð29:56Þ

is described as

e ̇ðtÞ= − aeðtÞ− bðuðtÞ− dðtÞÞ,
dðtÞ= vðtÞ+ b− 1arðtÞ+ b− 1r ̇ðtÞ, ð29:57Þ

where dðtÞ, jdðtÞj≤ dm <∞, is the sum of disturbance v(t) and disturbances caused
by the reference signal r(t) and its first derivative.

Model (29.57) is in the form of (29.35). Therefore, the previously obtained
results are valid for this velocity servo system. Only the influence of unmodeled
inertial dynamics needs to be investigated. Investigation here will be conducted on
a velocity servo system with DC motor with the following parameters:

Rr = 1Ω, Lr = 2.5 mH, J = 1.1810 a = 26; b = 654.

The neglected inertial dynamics has the time constant of about 6 % comparing to
the dominant one. Let the sampling time be T = 1 ms. Parameters of the
discrete-time model (29.36) become

aδ = − 25.6649; bδ =645.571.

Parameters of the controller are
keq = − 0.039755; cδ =0.001549.
Based on the recommendation, the combined compensator will be applied. Let

the double pole introduced by the compensator be located at z3,4 = 0.9472. Using
Fig. 29.1 it is obtained α1 = 0.1 which gives from (49) α2 = 0.0027864.
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To verify the theoretically obtained results, simulations of the designed velocity
servo system with the unmodeled dynamics of the electrical subsystem are given in
Fig. 29.2. The system reference is 50 rad/s. In the time interval 0–2 s neither
disturbance is present nor is the disturbance compensator applied. As seen from
Fig. 29.2a, there is a fast overshoot due to unmodeled dynamics. Also, the control
system without disturbance compensator has a steady state error caused by dis-
turbance component b−1ar(t) in (29.57). At the time instant 2 s disturbance v
(t) = 5 h(t-2)sin(5t) is applied. During time interval 2–6 s the system is without
disturbance compensator. The average value of the output stays as in the previous
time interval, but amplitude of deviation from the desired value is significant.
During time interval 6–10 s the first-order compensator is applied. The average
value of the output velocity is equal to the desired. The amplitude deviation from
the desired value is much smaller than in the previous time interval. At time 10 s the
second-order disturbance compensator is switched on. Therefore, during time
interval 10–14 s the combined disturbance compensator is active. As is obvious, in
this time interval deviation from the desired velocity is very small. To underline that
this complex disturbance cannot be fully rejected, the zoomed detail from
Fig. 29.2a is given in Fig. 29.2b. It is clear that the combined compensator has
exhibited the theoretically predicted behavior.

29.5 DTSM Control of a Positional Servo System

Design of a second-order DTSM control system with the proposed disturbance
compensator will be presented here. This section is oriented only to positional servo
system design whose plant is a DC servo motor with electronic power amplifier.
The plant model is given by (29.52) supplemented by equation

Fig. 29.2 Velocity regulation of 50 rad/s for different disturbance compensation. a detail around
desired velocity and b zoomed detail when disturbance compensators are active
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dθ
dt

ðtÞ=ωðtÞ, ð29:58Þ

where θ is angular shaft position in rad.
With assumption that electrical subsystem is much faster then mechanical one,

model of the plant becomes

θðtÞ
ω̇ðtÞ

� �
=A θðtÞ

ωðtÞ
� �

+ bðuðtÞ− f ðtÞÞ, ð29:59Þ

where

A=
0 1
0 − a

� �
; b= 0

b

� �
; f ðtÞ= MLðtÞ

Jb
; ð29:60Þ

Denoting a desired reference signal of a servo system with θr(t), the servo system
dynamics in tracking error space,

eðtÞ= θrðtÞ− θðtÞ, ð29:61Þ

becomes

e ̇ðtÞ=AeðtÞ− bðuðtÞ− dðtÞÞ, eðtÞ= ½eðtÞ e ̇ðtÞ�T, ð29:62Þ

where

dðtÞ= f ðtÞ+ 1
b
ðθṙðtÞ+ aθrðtÞÞ ð29:63Þ

is overall disturbance.
Block diagram of the considered DTSM servo system with the proposed com-

bined disturbance compensator is given in Fig. 29.3. As was established in [19], the

Fig. 29.3 Block diagram of the positional servo system with combined disturbance compensator
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system without any disturbance compensator has a steady state error for ramp-type
reference if no load is applied. This is due to the disturbance term ða b̸ÞθrðtÞ in
(29.63) caused by the reference signal. Since matching conditions in discrete-time
are not satisfied, an error occurs.

Load disturbance and plant parameters uncertainties are matched for model
(29.62). But, rigorously speaking, in practical servo systems with electrical motors,
the mentioned assumptions about disturbances are not valid. First, the second-order
mathematical model (29.62) of the plant is an approximation of the third-order
model. Second, discretization corrupt matching conditions as well.

Positional servo system futures designed for model (29.62) will be examined in
this section by simulations including unmodeled dynamics. For controller design it
is necessary to define servo system dynamics by desired pole spectrum Λ and to
choose an adequate sampling time T.

Let servo system be designed with the same DC servo motor from the previous
section. Let desired dynamics be defined by the poles in continuous-time domain given
by Λ = [0, −50] and let the sampling time be T = 1 ms. In δ-discrete-time domain of
model (29.62), corresponding to (29.2), the relevant matrices are obtained as

Aδ =
0 0.9871
0 − 25.6649

� �
; bd =

0.0032
650.57

� �
.

Using relations (29.10)–(29.12) following is obtained:

Λδ = ½0, − 48.77�;
Kδ = ½0, k2�= ½0, 0.03579�;
cδ = ½c1, c2�= ½0.0755, 0.0015�.

ð29:64Þ

Parameters of the disturbance compensator α1 and α2 depend on disturbance type.
For constant-type disturbances only first-order disturbance compensator
(α1 > 0;α2 = 0) need to be used. For systems with variable disturbances it is
recommended to use combined disturbance compensator (α1 > 0;α2 > 0, α1 > α2).
In any case, values of α1 and α2 have influence on the system stability. For the
systems with unmodeled dynamics these parameters need to be tuned to obtain
satisfactory stability margins and to prevent damped oscillations or chattering.

For the controller operating in linear mode, the transfer functions in z-domain
becomes

Gα1
c ðzÞ= A1z2 +B1z+C1

zðz− 1ÞT2 ð29:65Þ

A1 = ð1+ α1Þðc1T + c2Þ+ k2T;B1 = − ð1+ α1Þc2 − c1T − c2 − 2k2T;C1 = c2 + k2T

for the system with the first-order disturbance compensator, and
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Gα1, 2
c ðzÞ= A2z3 +B2z2 +C2z+D2

zðz− 1Þ2T2
ð29:66Þ

A2 = ðc1T + c2Þð1+ α1 + 2α2Þ+ k2T ;B2 = − ððc1T + c2Þð2+ α1 + α2Þ−
c2ð1+ α1 + α2Þ− 3k2T;C2 = c1T + c2ð3+ α1 + α2Þ+3k2T ;D2 = − c2 − k2T

for the system with the combined compensator. Equation (29.66) is valid as well for
the system with the second-order disturbance compensator only after replacing
α1 = 0 in it.

Characteristic equation of the nominal system with the first-order disturbance
compensator is of fourth order, whereas for the system with the combined com-
pensator or the system with the second-order disturbance compensator is of the fifth
order.

Let the disturbance compensator parameters be chosen: α1 = 0.1, α2 = 0.01.
Numerically obtained closed-loop poles for the given system parameters are shown
in Table 29.2.

As can be seen from Table 29.2, all poles of the closed-loop system in any of the
given cases are located inside the unit circle in the z-plane. Therefore, the given
systems are stable in the nominal case. The pole z = 0.9524 is near desired pole
(z = exp(−50T) = 0.9512). This pole is dominant in the cases 1, 2, and 4. But in the
case 3, conjugate-complex poles 0.9898 ± 0.0996i take over the role of dominant
poles. In this case the nominal system dynamics becomes pure damped oscillatory.

Figure 29.4a gives simulation results of designed servo system in the nominal
case. As can be seen, the combined disturbance compensator gives the best results
comparing to the first-order or the second-order compensators if they are used
separately. Moreover, if only the second-order disturbance compensator is used in
the nominal system, undesirable damped oscillations occur (Fig. 29.4a, b). Fur-
thermore, in the system with unmodeled dynamics chattering arises if the
second-order disturbance compensator is applied alone, but the system with the
combined disturbance compensator stays robust, Fig. 29.4c.

Steady state accuracy of the positional servo system with the considered dis-
turbance compensators may be obtained in conventional way. Based on block
diagram from Fig. 29.3, for different disturbance compensation, steady state errors
are given in Table 29.3 for the reference tracking and disturbance rejection, defined
by (29.51). Therefore, the proposed positional servo system with the combined

Table 29.2 The closed-loop poles for different disturbance compensators

Case Disturbance
compensator type

The closed-loop poles

1 α1 = 0, α2 = 0 0.2479 ± 0.6786i; 0.9525
2 α1 = 0.1, α2 = 0 0.2717 ± 0.7109i; 0.9013; 0.9523
3 α1 = 0, α2 = 0.01 0.253 ± 0.681i; 0.9898 ± 0.0996i; 0.9524
4 α1 = 0.1, α2 = 0.01 0.2771 ± 0.714i; 0.94 ± 0.0795i; 0.9524
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disturbance compensator may track references of cubic parabola type and suppress
load disturbances up to quadratic parabola type, both with a finite error.

29.6 Some Practical Recommendations

For a correct implementation of the proposed DTSM control design it is necessary
to follow some recommendations:

Fig. 29.4 Positioning of 1 rad without and with disturbance d(t) = 5 h(t−2)sin(5t) with different
disturbance compensation. a Nominal system; b Detail from Fig. 1a; c Detail if unmodeled
dynamics is introduced

Table 29.3 Steady state error of positional servo system

With respect to: Disturbance compensator type
Combined 1st order No dist. comp.

References 0 for p = 0, 1, 2
r0aT3 b̸c1α2, p=3

0 for p = 0, 1
r0aT2 b̸c1α2, p=2

0 for p = 0
r0aT b̸c1, p=1

Disturbances 0 for q = 0, 1
d0T3 k̸α2c1, q=2

0 for q = 0
d0T2 k̸α1c1, q=1

d0T k̸c1, q=0
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1. One of the problems in realization is measurement of state coordinates. SMC
systems are more sensitive to measurement noises than conventional control
systems. A possible solution is to use a state observer that makes a bypass
channel for suppressing chattering excitation [33]. Conventional proportional
Luenberger’s observer is inadequate solution since observation error occurs if the
system is loaded. Our experience [21, 27] gives priority to use PI2 observer [34].

2. To suppress chattering excitation in a case when measurement noises occur, it
may be recommended to use lower gain in linear control mode defined by
(29.8). That is, to replace gain T−1 in (29.8) with βT−1, 0 < β≤1, [22].

3. Disturbance estimator should be activated in linear control mode only by
resetting initial conditions on integrators to zero. According to (29.8), the
resetting is triggered at an instant when g(k) becomes jgðkÞj< σT .

4. The first-order disturbance compensator is very effective. In most of practical
implementation it may be used alone as an absolutely adequate solution.

5. Parameters of the combined compensator for the positional servo system need to
be carefully chosen to obtain satisfactory dynamics without chattering
excitation.

6. In positional systems with DC motors a serious problem is Coulomb friction as
an unmatched disturbance. To obtain high-quality servo system a disturbance
compensation algorithm [21] may be recommended, which is based on DTSM
control principle described above with the first-order disturbance compensator.

29.7 Conclusions

This chapter presents a method to achieve a high-quality control system design
using DTSM approach with disturbance estimation and compensation. The
employed control algorithm contains nonlinear and linear mode. Nonlinear mode
bounds control signal in order to adapt it to permissive input of the controlled object
and to obtain maximum permitted rise-time in the response. Linear control mode
provides ideal discrete-time sliding mode in a nominal system or quasi-sliding
mode in a real system. In the linear control mode it is easy to estimate matched
disturbances by measurement of the switching function only. Using up to two
previous samples of the switching function, it was established that constant- or
ramp-type disturbances can be fully estimated by extrapolation. Other slow varying
disturbances can be well enough estimated also. Three types of disturbance com-
pensators are proposed on the basis of the used disturbance estimation method: the
first-order, the second-order, and the combined compensator. Performance analysis
of the control systems, in case of first-order and second-order plants, has established
that combined disturbance compensator offers an additional possibility in tuning of
system dynamics. Namely, the second-order disturbance compensator introduces
undesirable slowly decaying oscillations in disturbance compensation, which in
presence of a significant unmodeled dynamics may lead to chattering excitation.
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Simulation results of the systems having first-order plant, such as velocity servo
systems, and second-order plants, whose typical representative is positional servo
system, showed significant improvements in control quality in comparison to
conventional discrete-time and traditional DTSM control systems.

The proposed design method is not limited only to servo systems with DC
motors. The method can be used for control of induction motors as well, and many
other industrial processes which may be approximated by the first- or the
second-order dynamical model without significant unmodeled inertial dynamics.
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Chapter 30
Pragmatic Design Methods Using
Adaptive Controller Structures
for Mechatronic Applications
with Variable Parameters
and Working Conditions

Stefan Preitl, Radu-Emil Precup, Zsuzsa Preitl,
Alexandra-Iulia Stînean, Claudia-Adina Dragoş
and Mircea-Bogdan Rădac

“The PID controller can be said to be ‘the bread and the butter’
of the control engineering”.

(K.-J. Åström)

Abstract This chapter treats two pragmatic design methods for controllers dedi-
cated to mechatronic applications working under variable conditions; for such
applications adaptive structures of the control algorithms are of great interest.
Basically, the design is based on two extensions of the modulus optimum method
and of the symmetrical optimum method (SO-m): the Extended SO-m and the
double parameterization of the SO-m (2p-SO-m). Both methods are introduced by
the authors and they use PI(D) controllers that can ensure high control performance:
increased value of the phase margins, improved tracking performance, and efficient
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disturbance rejection. A short and systematic presentation of the methods and
digital implementation aspects using an adaptive structure of the algorithms for
industrial applications are given. The application deals with a cascade speed control
structure for a driving system with continuously variable parameters, i.e., electrical
drives with variable reference input, variable moment of inertia and variable dis-
turbance input.

List of Abbreviations

SO-m Symmetrical Optimum method
Mo-M Modulus Optimum method
ESO-m Extended Symmetrical Optimum method
2p-SO-m Double parameterization of the SO-m
2-DOF Two Degree of Freedom
VMI Variable Moment of Inertia
t.f. Transfer function
c.a. Control algorithm
C-VR-MI-LD Continuously Variable Reference, Moment of Inertia and Load

Disturbance
DC-m,
BLDC-m

DC-motors, Brush-Less DC-motors

MM Mathematical Model
CS Control Structure
CCS Cascade Control Structure

30.1 Introduction: The Design Methods

The basic ideas of frequency domain optimization—based on the modulus optimum
conditions—are synthesized in [1, 2] as:

MrðωÞ= HrðjωÞj j≈1 , for values of ω≥ 0 as large as possible ð30:1:1Þ

Mv1, v2ðωÞ= Hv1, v2ðjωÞj j≈0 for values of ω≥ 0 as large as possible. ð30:1:2Þ

Decomposing the expressions of MrðωÞ, Mv1ðωÞ, Mv2ðωÞ into Mc-Laurin ser-
ies, the design conditions can be derived on the basis of the following requirements:

Mrð0Þ=1,
dν MrðωÞj j

dων

����
ω=0

= 0 ðaÞ ð30:1:3Þ

Mv1, v2ð0Þ=0,
dν Mv1, v2ðωÞj j

dων

����
ω=0

= 0 bð Þ ð30:1:4Þ
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They are called modulus optimum (MO) conditions. Considering the classical
control structure given in Fig. 30.1, the basic relations (neglecting the measurement
noise) are expressed as

yðsÞ=H0ðsÞSðsÞrðsÞ+ SðsÞv1ðsÞ+PðsÞSðsÞv2ðsÞ and H0ðsÞ =CðsÞ ⋅PðsÞ
ð30:1:5Þ

uðsÞ=CðsÞSðsÞrðsÞ−CðsÞSðsÞv1ðsÞ−H0ðsÞSðsÞv2ðsÞ, ð30:1:6Þ

εðsÞ= SðsÞrðsÞ− SðsÞv1ðsÞ−PðsÞSðsÞv2ðsÞ and rðsÞ=FðsÞr0ðsÞ ð30:1:7Þ

SðsÞ= 1
1+CðsÞ ⋅PðsÞ , TðsÞ= CðsÞ ⋅PðsÞ

1+CðsÞ ⋅PðsÞ , SðsÞ+TðsÞ=1 ð30:1:8Þ

where HrðsÞ, Hv1ðsÞ Hv2ðsÞ, H0ðsÞ, SðsÞ, TðsÞ are the main transfer functions (t.f.
s) and characteristic functions of the system.

Many design methods based on the modulus optimum method (MO-m) and
symmetrical optimum method (SO-m) conditions have been developed in various
variants. Such examples include the basic approach due to Kessler [3, 4] and other
ones developed afterwards and reported in [5–14].

The MO-m is applied in two classical variants:

• The first variant is based on determining domains of variation of controller
parameters that satisfy the imposed requirements, finally determining “the best
solution”. This variant requires huge amount of calculation.

• The second variant is based on direct tuning relations. Applying this variant is
closer to engineering practice.

This chapter treats two extensions related to the second variant, introduced by
the authors in [6, 9] and focused on obtaining better dynamics of the control
structure, enhancement of robustness, and enlarging of area of applications. The
efficiency of controller tuning methods—regarding the basic variant but other
tuning methods as well—can be proved in the time domain and in the frequency
domain. The methods found various extensions in fuzzy control and so on, and they
are currently used in several applications.

This chapter is structured as follows. In Sect. 30.2 a short overview of MO-m
and SO-m in their practical version is synthesized. Section 30.3 is focused on two
pragmatic extensions of SO-m (proposed by the authors); the local conclusions are

Fig. 30.1 Basic structure of the control loop
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focused on versatility of the design, and its applicability for systems with plants
characterized by variable parameters. Some possibilities to enhance the basic per-
formances are given. Implementation in the form of a variable structure controller
with bumpless transfer of the control signal is given. Section 30.4 offers an
application example for systems with variable parameters: a control structure
(CS) for a mechatronic system with variable parameters, the control solution for a
winding system. Detailed analysis of the performances—including sensitivity
analysis aspects—and the versatility of the solution prove its applicability. Sec-
tion 30.5 is dedicated to some concluding remarks.

30.2 Pragmatic Forms of the Modulus Optimum Method
and of the Symmetrical Optimum Method

The MO-m and the SO-m are dedicated mainly to servo systems [1–4] where they
prove to be efficient [15]. Both methods are characterized by the fact that in the
open-loop t.f. H0(s) (30.1.5), the result is a single (in case of MO-m) or a double
pole (in case of SO-m) in origin and the parameters of the controllers (PI(D)-type)
can be computed—and, if it is necessary, recalculated online—by means of com-
pact formulas.

Basically, the MO-m and the SO-m design situations correspond to
benchmark-type model for the plant and typical controllers—of PI(D) type—
eventually, extended with lag components (L) and—in extension—with reference
filters; they are synthesized in Table 30.1—for MO-m—and Table 30.2—for SO-m
(TΣ includes the effects of small time constants of the plant).

Mainly, the SO-m [1–4] is applicable—with some restrictions due to the resulting
small phase reserve—to plants having a pole in origin (the main case for the posi-
tioning systems) characterized by a t.f. expressed in Table 30.2 for S0-1 and SO-2,
when the use of a PI or a PID controller (having the t.f. expressed in Table 30.2 for
S0-1 and SO-2; in this last case the pole-zero cancelation is applied T 0

r = T1).
kp is the process gain, T1 characterizes the mechanical time constant, T2 and TΣ

characterize smaller time constants, having T1 ≫ T2 >TΣ

Table 30.1 The main design cases for MO-m (Kessler’s variant)

Case Plant, P(s) Controller type C(s)
0 1 2 3

MO-1.1 (a) kp
1+ sTΣ

I kr
s

MO-2.1 (b) kp
1+ sTΣð Þ 1+ sT1ð Þ PI kr

s 1+ sTrð Þ , Tr = T1

MO-3.1 (c) kp
1+ sTΣð Þ 1+ sT1ð Þ 1+ sT2ð Þ

T1 > T2 > TΣ

PID kr
s

1+ sTrð Þ 1+ sT 0
r

� �

Tr = T1; T 0
r = T2
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Accordingly, the open-H0(s) and closed-loop t.f.s (with respect to the reference
input r) HrðsÞ can be expressed as

H0ðsÞ= krkp 1+ sTrð Þ
s2 1 + sTΣð Þ , Tr > TΣ. and HrðsÞ = b0 + b1s

a0 + a1s+ a2s2 + a3s3
, ð30:2:1Þ

ðb0 = a0, b1 = a1, a0 = krkp, a1 = krkpTr, a2 = 1, a3 = TΣÞ and the modulus

MrðωÞ= HrðjωÞj j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a20 + a21ω2

a20 − ð2a0a2 − a21Þω2 − ð2a1a3 − a22Þω4 + a23ω6

s
. ð30:2:2Þ

The parameters of the “optimal controller” are obtained imposing in (30.2.2) the
conditions

2a0a2 = a21, 2a1a3 = a22, ð30:2:3Þ

in the form of

kc =
1

8kPT2
Σ
, Tc =4 TΣ ðT 0

c = T1Þ, ð30:2:4Þ

with Hr optðsÞ having a0 = 1, a1 = 4TΣ, a2 = 8T2
Σ, a3 = 8T3

Σ, and b0 = 1, b1 = 4TΣ.
The “optimal performance” guaranteed by the SO-m—viz. σ1 ≈ 43% (overshoot),
ts ≈ 16.5TΣ (settling time), t1 ≈ 3.1TΣ (first settling time) and a relatively small
phase margin, ϕr ≈ 36◦ (which is the main drawback of SO-m)—are seldom
acceptable, Fig. 30.2. Mainly in cases of plants with variable parameters, the
retuning of the controller is strongly recommended.

Table 30.2 The main design cases for SO-m (Kessler’s variant)

Case Plant, P(s) Controller type C(s)
0 1 2 3

SO-1 (a) kp
s 1+ sTΣð Þ PI kr

s 1+ sTrð Þ
SO-2 (b) kp

s 1+ sTΣð Þ 1+ sT1ð Þ
TΣ <0.2T1

PID (-L1) kr
s

1+ sTrð Þ 1+ sT 0
r

� �
, T 0

r = T1

kr
s

1+ sTrð Þ 1+ sT 0
r

� �

1+ sTf
� �

T 0
r = T1; T 0

c T̸f ≈ ð10 . . . 20Þ
SO-3 (c) kp

s 1+ sTΣð Þ 1+ sT1ð Þð1+ sT2Þ
T1 > T2 > TΣ , TΣ <0.2T1

PID2-L2 kr
s

1+ sTrð Þ 1+ sT 0
r

� �
1+ sTdð Þ

1+ sT 0
f

� �
1+ sTf
� �

T 0
r = T2; T 0

r T̸
0
f ≈ ð10 . . . 20Þ

Td = T2; Td T̸f ≈ ð10 . . . 20Þ
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30.3 Extensions of the Symmetrical Optimum Method

Two efficient ways for performance enhancement—based on two extensions of the
SO-m—have been introduced by the authors in [6, 9, 10], with focus on controller
design based on benchmark-type models of the plant. They are synthesized as
follows:

• the extended form of the symmetrical optimum method (ESO-m) [6], and
• the double parameterization form of the symmetrical optimum method

(2p-SO-m) [9, 10].

Both methods employ the generalized form of Eq. (30.2.3)

β 1 2̸a0a2 = a21, β
1 2̸a1a3 = a22, ð30:3:1Þ

where β is the design parameter, whose value can be chosen by the designer, in
correlation with desired performance indices. The methods are focused to fulfill an
increased value for the phase margin, good (better) tracking performances, and
efficient disturbance rejection.

Fig. 30.2 The SO-m case: significant diagrams in frequency and time domain (for disturbance,
only the case SO-1 is illustrated (d))
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30.3.1 The Extended Symmetrical OptimumMethod (ESO-m)

The ESO-m [6, 16, 17] is dedicated mainly to controller tuning for positioning and
tracking systems operating under continuously variable reference and plant
parameters, characterized by the t.f.s in the forms given in Table 30.2(a)–(c).
Applying the generalized form of the optimization relations (30.3.1), the compact
parameter tuning equations are

kc =
1

kPβ 3 2̸T2
Σ
, Tc = β TΣ ðT 0

c = T1Þ, ð30:3:2Þ

and as a result the characteristic t.f.s H0ðsÞ and HrðsÞ will obtain the forms
(30.3.3), which lead to significantly improved performance (see, for example, the
phase margin characteristics).

H0ðsÞ= 1+ β TΣs
β 3 2̸T2

Σs2ð1+TΣsÞ
and HrðsÞ = 1+ β TΣs

β 3 2̸T3
Σs3 + β 3 2̸T2

Σs2 + β TΣs+1
.

ð30:3:3Þ

Figure 30.3 offers the main control system performance indices as function of
the design parameter β [6]; the recommended domain for β is 4 < β≤ 9 ð16Þ. The
main advantage is that the increase of the phase margin (accompanied with the
decreasing of ωc) also leads to increase of the settling time. The reference behaviors
can be corrected using adequate reference filter F-r.

Extensive analyses of the method and experimental results are also presented
also in [16] and [19]. Important supplementary aspects deal with:

• Sensitivity function analysis. Based on the relation of S0(s) the maximum sen-
sitivity valueMs0 and its inverseMS0

−1 can be calculated. Figure 30.4a–c illustrate
the Nyquist diagrams calculated for β = 4, 9, 16; the MS0 = f(β) circles and the
values of MS0

−1 are also marked. The curves point out the increase of robustness
when the value of β is increased.

Fig. 30.3 Performance indices,

σ1, ts
∧

= ts T̸Σ, t1
∧

= t1 T̸Σ
and ϕr ½◦� versus β
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• Magnitude plot of the complementary sensitivity function, T0(s); the depen-
dences are depicted in Fig. 30.4b, having the characteristic values Mpmax

(β=4) ≈ 1.6823, Mpmax(β=9) ≈ 1.2990 and Mpmax(β=16) ≈ 1.1978.

The method offers good support to controller design for plants with variable
input and continuously variable parameters, for example, variation of kP in a rel-
atively large domain [kPmin, kPmax] or/and T1 (the greatest time constant) the pos-
sibility for online (re)computing the controller’s parameters (accepting an adequate
value of β, which ensures a minimum guaranteed phase margin [6]. This situation is
imposed by electrical drives with variable moment of inertia (VMI) treated in
Sect. 30.4.

30.3.2 The Double Parameterization of the SO-m (2p-SO-m)

The double parameterization of SO-m, referred to as 2p-SO-m [9, 10], is dedicated
mainly to driving systems (speed control) characterized by the t.f.s in the forms
MO-2 and MO-3 given in Table 30.3, without an integral component, having
T1 ≫ ðT2 > TΣÞ which characterize plants with variable parameters, for example
driving systems with VMI. The method is based on the optimization conditions
(30.3.1) using an additional parameter m defined as

m=TΣ T̸1 ðTΣ T̸1 ≪ 1Þ. ð30:3:4Þ

The parameter m is a measure of the magnitude of the large time constant T1 that
points out mainly the moment of inertia. Accepting the controller-plant combination
given in Table 30.3, and applying the indicated pole-zero cancelation, the t.f.
computations lead to

Fig. 30.4 a Nyquist curves and MS0
−1 circles, b Magnitude plot of the MPðωÞ for β = 4, 9, 16
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LðsÞ=HcðsÞHpðsÞ= kckp 1+ sTcð Þ
sð1+ sT1Þ 1+ sTΣð Þ , HrðsÞ= LðsÞ

1+ LðsÞ , ð30:3:5Þ

HrðsÞ= kckp + skckpTc
kckp + sð1+ kckpTcÞ+ s2ðT1 +TΣÞ+ s3T1TΣ

, ð30:3:6Þ

(a proportional-derivative with lags (PDL-3)), having the coefficients aν, bμ:

a0 = kckp, a1 = 1+ kckpTc, a2 = T1 +TΣ, a3 =T1TΣ
b0 = kckp, b1 = kckpTc.

ð30:3:7Þ

The condition (30.3.1) is imposed in relation with the notation (30.3.4). The
main situations for interest are characterized by values of m < (≪)1. The substi-
tution of (30.3.7) in the second parameterization (30.3.4) yields

β1 2̸kckpðT1 + TΣÞ= ð1+ kckpTcÞ2 ðaÞ β1 2̸ð1+ kckpTcÞ T1TΣ = ðT1 +TΣÞ2 ðbÞ.
ð30:3:8Þ

Finally, the characteristic t.f.s H0(s) and Hr(s) will obtain the optimized forms

H0 optðsÞ= 1+ βTΣms

β3 2̸T 0
Σ

m
ð1+mÞ2 sð1+ sT1Þð1+ sTΣÞ

with T
0
Σ =

TΣ
ð1+mÞ , ð30:3:9Þ

Table 30.3 The basic situations (see also Table 30.1)

Case Hp(s) Hc(s)
0 1 2

2p-SO-m-1 and
MO-2.1

kp
1+ sTΣð Þ 1+ sT1ð Þ

kc
s 1+ sTcð Þ , Tc = T1

2p-SO-m-2 and
MO-3.1

kp
1+ sTΣð Þ 1+ sT1ð Þ 1+ sT2ð Þ

T1 > T2 > TΣ

kc
s

1+ sTcð Þ 1+ sT 0
c

� �

1+ sTf
� �

T 0
c = T2; ðT 0

c T̸
0
f ≈ 10Þ

kc
s

1+ sTcð Þ 1+ sT 0
c

� �
, T 0

c = T2

2p-SO-m-3 (not
detailed)

kp
1+ sTΣð Þ 1+ sT1ð Þð1+ sT2Þð1+ sT3Þ

T1 > T2 > T3 > TΣ , TΣ T̸1 < 0.2

kc
s

1+ sTcð Þ 1+ sT 0
c

� �
1+ sTdð Þ

1+ sT 0
f

� �
1+ sTf
� �

T 0
c = T2; ðT 0

c T̸
0
f ≈ 10Þ

Td = T3; ðTd T̸f ≈ 10Þ
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Hr optðsÞ= ð1+ βTΣmsÞ
β3 2̸T ′3

Σ s3 + β3 2̸T ′2
Σ s2 + βT 0

Σs+1
=

ð1+ βTΣmsÞ
ð1+ β1 2̸T 0

ΣsÞ½1+ ðβ− β1 2̸ÞT 0
Σs+ βT ′2

Σ s2�
.

ð30:3:10Þ

The compact tuning equations are

kc =
ð1+mÞ2

β3 2̸kpT1 TΣ
T1
m

ð1+mÞ, Tc = βTΣ
½1+ ð2− β1 2̸Þm+m2�

ð1+mÞ3 or Tc = βTΣm.

ð30:3:11Þ

A. Performance analysis in time domain. The main system performances in
time-domain regarding the reference input are synthesized in Fig. 30.5a, b. Elaborated
useful conclusions are given in [10].

Values for the performance indices regarding a step disturbance are synthesized
in Table 30.4. Mainly, the 2p-SO-m ensures efficient disturbance–rejection for a
special case of servo system applications with “great and variable” moment of
inertia.

Fig. 30.5 System performance regarding the reference input; σ1, r , ts, r , t1, r = f ðβÞ, and the
phase-margin curves, with m—parameter
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Using (30.3.9), the phase margin ϕr can be expressed as (Fig. 30.5c)

ϕr = arctgðβTΣmωcÞ− arctgðT1ωcÞ− arctgðTΣωcÞ+ π 2̸. ð30:3:12Þ

The 2p-SO-m is recommended for servo systems (speed control) characterized
by great differences between the large and the small time constants (0.05<m≤ 0.2)
and high performance imposed regarding load disturbances.

Comparing the control system performance indices to those ensured by the
MO-m, using for β values in the of domain of 4< β≤ 9, the effects of load dis-
turbances are lower maximum values faster rejection as shown in Table 30.4.

The 2p-SO-m is easily applicable to an analytic redesign of the controller,
ensuring the “on-line” recalculation of the controller parameters, based on crisp
relations.

B. Performance analysis in frequency domain. Using m and β as parameters, the
Bode diagrams are illustrated in Fig. 30.6.

• Sensitivity function analysis. The calculated maximum sensitivity value Ms0

and its inverse MS0
−1 are calculated and presented only for β ≤ 9 (Table 30.5).

Remark: The dashed values are in the recommended domain or strictly close to it.

• Magnitude plot of the complementary sensitivity function. For m and β as
parameters, the graphics of MPðωÞ= HroðjωÞj j are calculated and presented in
Fig. 30.7 using the maximum value Mpmax given in Table 30.6. The main
conclusion, interpreted for example as in [1], is that an increased value of β
leads to the decrease of the value of Mpmax and the system becomes less and less
oscillatory.

Table 30.4 Comparison of performance indices for a step-form load disturbance

MO-m
2p-SO-m  The value of

m 4 5 6 7 8 9

0.05 2,
ˆ

dst 45,5 9.2 11.1 13.0 14.9 17.5 19.8

1,d2 9.3 7.7 8.7 9.7 10.5 11.4 12.3

0.10 2,
ˆ

dst
28.7 10.6 12.6 14.5 17.1 19.6 23.4

1,d2 15.7 15.3 17.4 19.1 20.8 22.1 2352

0.15 2,
ˆ

dst 19.7 15.2* 17.9* 13.9 16.7 19.7 22.7

1,d2 21.3 22.9 25.4 28.3 30.1 32.1 34.0
0.20

2,
ˆ

dst 17.6 17.6* 13.1 16.1 19.5 22.4 26.8

1,d2 25.9 29.7 32.8 36.1 38.1 40.8 42.7
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Fig. 30.6 Bode diagrams for m and β parameters

Table 30.5 The maximum value Mp max

The value of
m 4 5 6 7 8 9 12

0.05 1.573 1.415 1.321 1.257 1.211 1.176 1.104

0.10 1.456 1.303 1.210 1.147 1.102 1.067 1.008

0.15 1.343 1.199 1.114 1.058 1.023 1.004 0.998

0.20 1.241 1.113 1.042 1.006 0.999 0.998 0.997
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Fig. 30.7 The sensitivity and complementary sensitivity function, {m, β} parameters

Table 30.6 The values for Ms0 and MS0
−1

Ms0 / M -1
s0

m 4 5 6 7 8 9

.05 Ms0 1.602 1.45 1.36 1.303 1.263 1.235

M -1
s0 0.624 0.690 0.735 0.767 0.792 0.810

.10 Ms0 1.529 1.385 1.302 1.248 1.212 1.185

M -1
s0 0.654 0.722 0.768 0.801 0.825 0.844

.15 Ms0 1.464 1.330 1.255 1.206 1.172 1.149

M-1
s0 0.683 0.752 0.797 0.829 0.853 0.870

.20 Ms0 1.406 1.285 1.217 1.172 1.143 1.122

M-1
s0 0.711 0.778 0.822 0.853 0.875 0.891
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30.3.3 Performance Enhancement Using Reference Filters

The reference filters Fr(s) are recommended for external input–output performance
enhancement. The controllers with non-homogeneous structure, Fig. 30.8, for
example the 2-DOF structures [18–20] are also recommended in this regard.
Regarding use of reference filters, two versions are of interest:

• A first version, to compensate for the effect of the complex-conjugated poles in
(30.3.10) and, together with this, the effect of the zero:

FrðsÞ= 1+ ðβ− β1 2̸ÞTΣs+ βT2
Σs

2

ð1+ βTΣsÞð1+ sTf sÞ . ð30:3:13Þ

Consequently, the control system behavior in the relation r→ r1 → y becomes
aperiodical with the main performance indices σ1 = 0 and ts ≈ ð3 . . . 5Þðβ− 1ÞTΣ
(and ϕr according to Fig. 30.1):

H ̃rðsÞ= 1
ð1+ βTΣsÞð1+ sTf Þ . ð30:3:14Þ

• A second version of filter can be used to compensate for only the effect of the
zero in (30.3.10); accordingly:

FrðsÞ = 1
1+ βTΣs

. ð30:3:15Þ

Fig. 30.8 Typical controller
structures and particular forms
of the modules, see for
example, [19]
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The control system behavior in the relation r→ r1 → y is given by the following
t.f. and the closed-loop system has an oscillatory behavior only for β<9:

Hr̃ðsÞ= 1
ð1+ β1 2̸TΣsÞ½1+ ðβ− β1 2̸ÞTΣs+ βT2

Σs2�
. ð30:3:16Þ

Similar types of filters are used in case of the 2p-SO-m, having the t.f.s derived
from relations (30.3.5)–(30.3.9) and β and m as parameters.

30.3.4 Variable Structure for the Controller with Bumpless
Switch of the Control Algorithms

The design approaches presented in previous sections are expressed in continuous
time. The discretized form of the PI(D) algorithms can be obtained using, for
example, the well-known classical methods [1, 2]. The discrete t.f. of the controller
results in the following form exemplified for a first order controller:

HCðz− 1Þ= q0 + q1z− 1

p0 + p1z− 1 , ð30:3:17Þ

In such cases, the bumpless switching between two or more control algorithms
(c.a.s) needs the re-updating of the tuning parameters.

The notations qiν, ν = 0, 1 are used for the coefficients of the nominator of the
discrete t.f. and i = 1…m, and m for the number of c.a.s (here m = 3). If the
controller operates on the basis of c.a. (1) and it switches to c.a. (2), next c.a.
(2) switches to c.a. (3), the algorithms are

umk = qðmÞ1 ⋅ xðmÞ1k + qðmÞ0 ⋅ xðmÞ2k , m=1, 2, 3, c.a.ðmÞ
εðmÞk = εk , εk = rk − yk

ð30:3:18Þ

xðmÞ1k = xðmÞ2, k− 1, with values which must be calculated. Since

xðmÞ2k = εk − pðmÞ1 ⋅ xðmÞ1k , m=1, 2, 3. ð30:3:19Þ

Then, the c.a. (1), c.a. (2) and c.a. (3) given in (30.3.18) can be transformed into:

um k = qðmÞ1 ⋅ xðmÞ1 k + qðmÞ0 ⋅ εk − qðmÞ0 ⋅ pðmÞ1 ⋅ xðmÞ1 k . ð30:3:20Þ

30 Pragmatic Design Methods Using Adaptive Controller … 633



Imposing the bumpless switching condition u2k = u1k and next u3k = u2k, leads to

xðn+1Þ
1k nec = ðqðnÞ1 xðnÞ

1 k
+ qðnÞ0 xðnÞ2 k Þ ð̸qðn+1Þ

1
− qðn+1Þ

0
pðn+1Þ
1 Þ

− qðn+1Þ
0 ð̸qðn+1Þ

1
− qðn+1Þ

0
pðn+1Þ
1 Þ

h i
εk ,

xðn+1Þ
2, k− 1 nec = xðn+1Þ

1k nec , n=1, 2.

ð30:3:21Þ

The switching conditions must be connected and correlated to the changes in the
plant, according to Fig. 30.9 and Eq. (30.3.21) considered in relation with the
switching program

IF (r< r1Þ THEN c.a.ð1Þ
ELSE IF (r< r2Þ THEN c.a.ð2Þ,
ELSE c.a.ð3Þ,

ð30:3:22Þ

where r is the variable parameter which imposes the switch condition, r1, r2, r3 are
the switching values (included in the switching conditions) r0—the initial value and
rf—the final value of r and R01, R02, R03 are the values for which the controllers are
developed.

The block diagram of the controller is given in Fig. 30.10.

30.3.5 The Automatic Tuning/Retuning Steps

Imposing the requirements regarding variable reference tracking, load disturbance,
rejection and robustness (also a minimum phase margin) and plant parameter
changes (m is recalculated), the area of usable of the extended design methods and
the value for the parameter β and can be adopted adequately.

In the field of electric drives, where demanding requirements are often met, the
procedure for a systematic tuning/retuning of PI(D) controller parameters has to
solve three issues:

(1) For choosing the tuning procedure it is necessary to end up in a control loop
which achieves robust performance in terms of reference tracking and output
disturbance rejection.

(2) Decide the optimal PI(D) type controller for the controlled plant; decide
whether the controlled process needs I, PI, or PID control; if the D part has to

Fig. 30.9 Detailed block diagram regarded as the c.a.s switch
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be added only in the “feed-back” part of the algorithm, a non-homogenous
structure results.

(3) Find the most important disturbances in the plant (external and/or parametric)
and determine the effect in plant-parameter values (measured or estimated).
Define an analytic form of parameter-changing.

(4) Impose the switch conditions, retune the controller’s parameters based on the
new model of the process and ensure a bumpless switching algorithm.

Due to the variations of the plant parameters, modifications in the controllers
occur. Therefore, the method can be considered as adaptive, and the adaptive
controller should have the benefit of taking into account such variations and retune
its parameters.

Fig. 30.10 Detailed block
diagram of controller
switching
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If it is necessary, a stability analysis test can be applied for adjacent domains
(worst cases analysis) using Kharitonov’s method for a linear approach or Lia-
punov’s method for a nonlinear approach. The switching structure presented in
Fig. 30.9 and in Fig. 30.11 is applicable without difficulties to the classical (PI) case
or to other derived structures. Illustrative examples are a Takagi–Sugeno PI type
fuzzy controller, 2-DOF controllers, etc. [20–22].

30.4 Application: Control Structure for Mechatronic
System with Variable Parameters

The essential objectives of some mechatronic applications is to ensure good ref-
erence signal tracking with small settling time with zero or small overshoot, good
load (external) disturbance rejection, and reduced sensitivity with regard to
parameter (internal) changes in a given domain and heavy operating regimes [15,
23–26].

Taking into account these objectives, the presented design methods ES0-m and
2p-SO-m—and based on it—different modern control solutions can be recom-
mended and successfully applied; for example, “robust control algorithms” having
the parameters permanently adapted to the variation of the plant parameters and
load disturbances, adaptive fuzzy controllers (Takagi–Sugeno type), adaptive
sliding-mode controllers, etc. Mainly such algorithms are based on the analytical or
estimated model of the plant functioning in continuously variable conditions.

A classical application refers to electric drive systems with continuously variable
reference, moment of inertia and load disturbance (abbrev. C-VR-MI-LD) for
which, the variability of the parameters depends on the evolution of the plant.
Representative cases are the driving systems (particularly electrical drive) with

Fig. 30.11 Block diagram of control system with PI controller with bumpless switching between
two or more control algorithms
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DC-motors or BLDC-motors, [27–33] that wrap strip of various alloys on a drum
(strip winding) as shown in Sect. 30.4.2.

The winding of the strip leads to the variation of the drum radius and thus the
variation of the moment of inertia, which obviously changes the plant parameters
and the overall system behaviors.

The speed control for the drive can be achieved using a cascade control structure
(abbrev. CCS), used in the inner loop classical control solutions [27] and in the
external loop PI(D) controllers (or controllers derived from it) with adaptable
parameters. The functional structure of the CCS is illustrated in Fig. 30.12.

30.4.1 Steady-State Conditions and Anti-Windup Reset
Measure

The mathematical model (MM) of a BLDC-m in the symmetrical operating mode
[27–30] is very close to the MM of the DC-m; this leads to some similarities of the
control solutions and of their design. The main (external) control loop design can be
based on linearized equivalent second- or third-order benchmark-type t.f.s—see the
plant t.f.s P(s) in Tables 30.1, 30.2 and 30.3—connected to the operating points. So,
the application became a classical control design case, with permanently adapted
controller parameter based on crisp relations, see Sect. 30.3.

Fig. 30.12 The cascade control structure

Table 30.7 Steady-state values of output and of control error for different values q0

r(s) y∞ ε∞
q0 = 0 q0 = 1 q0 = 2 q0 = 0 q0 = 1 q0 = 2

1
s r∞

k0
1 + k0

r∞ 1 ⋅ r∞ 1 ⋅ r∞ 1
1+ k0

r∞ 0 ⋅ r∞ 0 ⋅ r∞
1
s2 r∞ ∞ ∞ ∞ ∞ 1

k0 r∞ 0 ⋅ r∞
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The first case, related to the ESO-m, is applied to processes with the t.f.s P
(s) characterized by an integral component (benchmark-type, Table 30.2).

The second case refers to speed control applications for processes with the t.f.s P
(s) without integral components (Table 30.3, the 2p-SO-m case), for which the
condition T1 ≫ 4TΣ concerning the plant’s t.f. is fulfilled [31].

The third case corresponds to time-variable reference input speed control
structures (CS), where the applications require small control errors and so, the
presence of a second integral component in the controller t.f. and, finally, in H0(s),
q0 = 2 in Table 30.7 is necessary (q0 is the number of integral components). The
subscript ∞ associated to a certain variable, points out the steady-state value of that
variable, y∞ and ε∞ are the steady-state value of controlled output y and of control
error ε.

In the first two cases an 1-DOF PI(D) controller can be used. The extension of
the controller with an additional integral component, Fig. 30.13 is recommended
only in the third case. Therefore, the controller can be characterized as an I+PI(D)
with L structure and an anti-windup-reset (AWR) measure is recommended and
pointed out in Fig. 30.13.

30.4.2 Application: The Strip Winding System with Variable
Moment of Inertia. Bench-Mark Type Model
for Controller Design

The C-VR-MI-LD application refers to a DC-m (it can also be a BLDC-m) [27–32],
with a short (rigid) coupling with a rolling drum, which wraps a strip with thickness
h and density ρ. The functional diagram of the application is presented in Fig. 30.14,
where: a—the transmission parameter which characterizes the speed reduction unit,
ωf—the angular velocity (rolling drum) [rad/s], vT—the linear velocity (rolling drum)
[m/s], Jm, JT—the moment of inertia of the DC-m and of the (rolling) drum [kgm2],
Jtot(t)—the moment of inertia of the whole system, [kgm2], r(t)—the drum radius
with strip wrapped on it [m], and fh—the resistance force of the strip [N].

Fig. 30.13 Double integrating PI(D) controller structure with double AWR measure
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The variation of the angular velocity of the drum and the total inertia of the
system can be described by

a=ωf ω̸,

JtotðtÞ= Jm + a2 ⋅ JTðtÞ.
ð30:4:3Þ

If h is sufficiently small, the drum radius variation and the variation of the
moment of inertia of the drum can be approximated as (l—the drum width):

drðtÞ
dt

=
h

2 ⋅ π
⋅ωf ðtÞ= h

2 ⋅ π
⋅ a ⋅ωðtÞ,

JTðtÞ= ρ ⋅ π ⋅ l ⋅ r4ðtÞ 2̸.
ð30:4:4Þ

This leads to the following extended MM of the electric drive system with VMI:

dfhðtÞ
dt

=C ⋅ a ⋅ rðtÞ ⋅ωðtÞ−C ⋅ vTðtÞ,
d iaðtÞ
dt

= −
Ra

Ta
⋅ iaðtÞ− ke

La
⋅ωðtÞ+ kE

La
⋅ ucðtÞ,

dωðtÞ
dt

=
km

JtotðtÞ ⋅ iaðtÞ−
1

JtotðtÞ ⋅
dJtotðtÞ
dt

�	
⋅ωðtÞ− a ⋅ rðtÞ

JtotðtÞ ⋅ fhðtÞ− kf
JtotðtÞ ⋅ωðtÞ,

ð30:4:5Þ

where C is the elasticity constant of the strip material. Using Eq. (30.4.3),
Fig. 30.15 describes the variation of the moment of inertia (J) and also the variation
of the mechanical time constant (Tm) versus drum radius (r).

Overall, the model is nonlinear considering the change of the system parameters,
due mainly to changes in the moment of inertia of the drum (JT). Accepting a
constant value for the resistance force of the strip, fh, the linear velocity (rolling
drum) has an imposed constant value:

Fig. 30.14 The functional diagram of a DC electric drive system with VMI
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vTðtÞ≅ const, fhðtÞ= const ð30:4:6Þ

Accepting some simplifying assumptions and using the classical linearization
technique connected to fixed value of radius, simplified benchmark-type MMs
outlined in Tables 30.1, 30.2 and 30.3 can be obtained. They will be used in the CS
design. The online retuning of the controller parameters is connected to three fixed
value of radius for which the parameters of the three digital controllers are calcu-
lated using the ESO-method, with β = 9 (ensuring the phase margin φr around 55°).

The simulation block diagram given in Fig. 30.16 is developed on the basis of
Eqs. (30.4.3)–(30.4.6). Other solutions can employ Takagi–Sugeno PI-Fuzzy
Controllers (TS-PI-FCs) speed controllers C1-ω, C2-ω and C3-ω [32]; the solution
can ensure good control system performance and compensation for plant nonlin-
earities. The implementation of the bumpless switching PI control algorithm (c.a.)
follows the steps presented in Sect. 30.3.4 assisted by Eqs. (30.3.18)–(30.3.22).

Fig. 30.15 The inertia and
mechanical time constant
variation as function of drum
radius

Fig. 30.16 Cascade control structure for C-VR-MI-LD driving system with a switching logic for a
speed controller
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30.4.3 Application: The Case Study and Simulation Results

This section offers simulation results for two possible CCS versions, which use a
classical PI inner controller with fixed parameters calculated using the MO-m [1].

In the first version the speed controller comprises three digital PI controllers with
fixed values for the parameters calculated relative to three significant values of the
total moment of inertia reduced to the electric motor shaft, Jtot(t): Jtot,R01, Jtot,R02,
Jtot,R03, regarding three linearization points of the radius, R01 = 0.0175 m,
R02 = 0.0315 m and R03 = 0.05 m and with bumpless switching of the control
signal, Fig. 30.16.

In the second version, the CCS contains only one PI speed controller with fixed
parameter values designed relative to three mentioned values of the total moment of
inertia. The variants are summarized in Table 30.8.

• The first version of CCS. In design step the ESO-method was applied; using a
sampling time Te = Ta/4 = 0.00025 s. The parameters of the digital c.a.s are:

C− ia: q0i =1.55, q1i = − 1.47, p0i =1, p1i = − 1,

CR01 −ω: qðR01Þ
0 = 0.0492, qðR01Þ

1 = − 0.0483, pðR01Þ
0 = 1, pðR01Þ

1 = − 1,

CR02 −ω: qðR02Þ
0 = 0.134, qðR02Þ

1 = − 0.132, pðR02Þ
0 = 1, pðR02Þ

1 = − 1,

CR03 −ω: qðR03Þ
0 = 0.15, qðR03Þ

1 = − 0.149, pðR03Þ
0 = 1, pðR03Þ

1 = − 1.

ð30:4:7Þ

Imposing a constant value for the linear velocity vf and recalculating
permanently the reference speed ω0(r(t)), the simulation results are presented
in Fig. 30.17. Based on these results it can be concluded that a PI speed
controller with variable parameter values and bumpless transfer of the control
ensure good control performances relating to the changes of the parameters over
time. Since the application has continuously variable parameters, a sensitivity
analysis in frequency domain conclusions can be useful.

Table 30.8 Combinations of plant parameters and controller parameters

R01/ /J01 R02 / J02 R03 / J03

L1 C- Optimal 
for R01

Case study 1.1
R01,CR01 –

Case study 1.2
R02, CR01 –

Case study 1.3
R03, CR01 –

L2 C- Optimal 
for R02

Case study 2.1
R01,CR02 –

Case study 2.2
R02, CR02 –

Case study 2.3
R03, CR02 –

L3 C- Optimal 
for  R03

Case study 3.1
R01,CR03 –

Case study 3.2
R02, CR03 –

Case study 3.3
R03, CR03 –
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Fig. 30.17 Simulation results for C-VR-MI-LD driving system-first version of CCS: angular
speed versus time (reference and measured) for the DC drive system: (a), electric voltage versus
time for the DC drive system with VMI (b), drum radius versus time for the DC drive system with
VMI (c), moment of inertia for the DC drive system with VMI (d), electromagnetic torque versus
time for the DC drive system with VMI (e), linear speed of the drum versus time for the DC drive
system with VMI (f)
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• The second version of CCS. The parameters of the PI speed controllers were
calculated using the ESO-m [6] (β = 9) for the same values of the radius
resulting the same values of the digital c.a.s (30.4.7). In order to compare the
performance of various controller-process combinations, summarized in
Table 30.8 the commonly used descriptors were used: (a) step response of the
angular speed versus time; (b) Bode characteristics; Fig. 30.18 presents only
results for the CCS with PI current controller for the L2 and L3 combinations in
Table 30.8 (C-ω Optimal for R02, C-ω Optimal for R03). According to [32] good
performances are provided by case studies 2.1–2.3 with optimal case 2.2 and
case studies 3.1–3.3 with optimal case 3.3 because in terms of settling times,
CR02 − ω is favorable for R02 and least favorable for R01, R03 and CR03 − ω is
favorable for R03 and least favorable for R01, R02. The results are characterized
by the following performance indices:

Fig. 30.18 Simulation results for C-VR-MI-LD driving system-second version of CCS: a step
response of the angular speed versus time; b Bode characteristics
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– Case study 1.1: the cutting frequency ωt = 141 rad/s, the phase margin
φr = 60°, resonance peak Mr = 1.28 dB, bandwidth Λb = 198 rad/s and
resonant frequency ωr = 117 rad/s.

– Case study 1.2: the cutting frequency ωt = 60 rad/s, the phase margin
φr = 39°, resonance peak Mr = 4.17 dB, bandwidth Λb = 90 rad/s and
resonant frequency ωr = 55 rad/s.

– Case study 1.3: the cutting frequency ωt = 37 rad/s, the phase margin
φr = 27°, resonance peak Mr = 7.1 dB, bandwidth Λb = 56 rad/s and
resonant frequency ωr = 35 rad/s.

– Case study 2.1: the cutting frequency ωt = 337 rad/s, the phase margin
φr = 74°, resonance peak Mr = 0.0214 dB, bandwidth Λb = 431 rad/s and
resonant frequency ωr = 225 rad/s.

– Case study 2.2: ωt = 117 rad/s, φr = 61°, Mr = 1.4 dB, Λb = 161 rad/s and
ωr = 90 rad/s.

– Case study 2.3: the cutting frequency ωt = 62 rad/s, the phase margin
φr = 47°, resonance peak Mr = 3.59 dB, bandwidth Λb = 92 rad/s and
resonant frequency ωr = 49 rad/s.

– Case study 3.1: the cutting frequency ωt = 201 rad/s, the phase margin
φr = 78°, resonance peak Mr = 1.78 dB, bandwidth Λb = 233 rad/s and
resonant frequency ωr = 185 rad/s.

– Case study 3.2: the cutting frequency ωt = 65 rad/s, the phase margin
φr = 70°, resonance peak Mr = 1.4 dB, bandwidth Λb = 83 rad/s and
resonant frequency ωr = 34 rad/s.

– Case study 3.3: ωt = 58.4 rad/s, φr = 58°, Mr = 1.25 dB, Λb = 81 rad/s and
ωr = 50 rad/s.

The design of the conventional controllers with fixed parameters is possible in
such cases by determining the variation of the operating conditions and developing
the controller for an adequately justified case. The results for the second study
substantiate new control solutions that ensure the possibility to avoid the worst cases
and demonstrate the need for controllers with variable parameters in variable CSs.

30.5 Conclusions

The mechatronic applications with continuously variable operating conditions (for
example, variable reference, variable load disturbance, and variable moment of
inertia) require adjustment of the conditions in which the controller parameters must
be adaptable. To ensure good control performance, recalculation of controller
parameters and providing bumpless switching between more control algorithms (in
our case three) are required. To recalculate the controller parameters relations
should be as simple as possible but well justified. The choice of the number of
algorithms and the conditions for calculating the controller parameters are problems
which need to be solved by the designer.
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Based on the practical version of the SO-method, the chapter presents two
extensions—the ESO-m and the 2p-SO-m—focused on benchmark-type plant
models, which enable generalizations of the optimization conditions and based on
it, compact design relations can be given. The presented extensions enlarge sig-
nificantly the areas of application and usefulness of the SO method specific for
mechatronic system applications, and they ensure better control system perfor-
mance. The control design is discussed in continuous time, but the results can be
easily implemented in quasi-continuous digital version using, for example, the
approach given in [2].

Section 30.4 has presented a typical mechatronic application dedicated to servo
systems with continuously variable conditions. In particular it is the case of a DC
drive system that wraps on a drum strip of various alloys. The variation of the drum
radius determines the modification of the moment of inertia, which obviously
changes the plant parameters and the overall system behaviors. The basic idea of
process control is to maintain a constant linear velocity of the wrapped strip by
changing the angular velocity of the drum. The results presented support the
benefits of design methods and their application to processes with variable
parameters.

Extensions of the presented methods, i.e., Takagi–Sugeno fuzzy controller
extension, the nonhomogeneous variant of the controller, are possible application
themes. They can be accompanied by several modeling and application-oriented
approaches [33–43].
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