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Abstract Video summarization is a task which aims at presenting the contents of
a video to the user in a succinct manner so as to reduce the retrieval and browsing
time. At the same time sufficient coverage of the contents is to be ensured. A trade-
off between conciseness and coverage has to be reached as these properties are
conflicting to each other. Various feature descriptors have been developed which can
be used for redundancy removal in the spatial and temporal domains. This chapter
takes an insight into the various strategies for redundancy removal. A method for
intra-shot and inter-shot redundancy removal for static video summarization is also
presented. High values of precision and recall illustrate the efficacy of the proposed
method on a dataset consisting of videos with varied characteristics.

Keywords Video summarization · Redundancy removal · Feature descriptors ·
Metrics for video summary evaluation · Three-sigma rule

1 Introduction

The ever growing size of online video repositories like DailyMotion, YouTube,
MyVideo etc. have propelled the need for efficient Content Based Video Retrieval
Systems. This has augmented research in several related fields such as, feature extrac-
tion, similarity/dissimilarity measures, video segmentation (temporal and semantic),
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key-frame extraction, indexing, annotation, classification and retrieval of videos.
Video Summarization is a task which stands at the intersection of these research
issues. It reduces to a great extent the demand for computing resources in process-
ing the huge volumes of video data. The basic objective of the video summarization
process is to provide a concise, yet meaningful representation of the video to the user.
The efficacy of a video summarization system depends on maximizing two conflict-
ing features-coverage and succinctness. The important application areas of video
summarization include content-based video retrieval [1–3], semantic indexing [4],
Copied Video Detection (CVD) [5], video surveillance [6], generation of highlights
for sports [7–10], movies and drama [11–14], bandwidth-constrained video process-
ing applications [15] etc. The hierarchical levels of the composing units in a video
may consist of scenes, shots or frames depending on the granularity intended as
depicted in Fig. 1. The composing units share a temporal relationship with each
other. Distortion of semantic content occurs if these temporally sequenced units are
disordered. A video may be represented as V = u1

⊗
u2

⊗
u3 . . .

⊗
un, where ui is

the ith composing unit. Depending on the summarization approach used, a Boolean
decision is made for each constituent unit of the video as to whether it will be a part
of the generated summary or not. The mechanisms for selecting these units deter-
mine the efficacy of the approach used. Video summarization can also be viewed
as a task of amalgamating those video units which have the maximum entropy. The
system generated summary (SGS) consists of a subset of V (extraction type) or a
transformed set of the elements in V (abstraction type). In both cases the duration
of SGS is far smaller than V . Static video summarization falls under extraction type
where a set of key-frames are chosen to represent the video. This is particularly
helpful in bandwidth constrained scenarios, where the user needs to get an overview
of the contents of a video. On the other hand, a dynamic video summary may be
produced by coalescing together the units which have greater significance. In such
case, the summary generated may be either extraction based (e.g. sports highlights
package) where the chosen units have the same time-sequence in which they occur
in the original video or abstraction based (e.g. movie trailer) where the selected units
may be intermingled in a manner so as to produce a meaningful abstract of the given

Fig. 1 Hierarchical
representation of video units
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video. The challenges for designing a video summarization system arise from the
fact that the summary generated must be represented by the most significant com-
posing units. The ranking of video units according to significance is the crux of the
problem besetting researchers in this field. An equally considerable problem is to
remove redundancy without diminishing the coverage made by the representative
units. Elimination of visual redundancy is possible by extracting mid-level features
such as interest points. However, removal of semantic redundancy is a problem of a
different dimension. The task of semantic redundancy elimination is more complex
as it encompasses fields like object recognition, tracking, gesture/action identifica-
tion, event detection etc. to name a few. Hence, such a task requires extraction of
high level features. In this chapter, we focus on approaches taken for reduction of
visual redundancy.

The rest of the chapter is organized as follows. Section2 details the related works
in video summarization using redundancy elimination approaches. Section3 presents
an insight into the redundancy elimination problem in video summarization and why
it needs to be tackled. Section4 enumerates the role of interest points detection in
video summarization. This section also elaborates the various feature descriptors in
use. The proposedmethod is presented in Sect. 5. In Sect. 6 somewidely usedmetrics
for measuring the quality of summary is presented. The results of the summarization
process using the proposed method along with the details of the dataset used is
elaborated in Sect. 7. Some concluding remarks are presented in Sect. 8.

2 Survey of Related Works

Redundancy occurs due to the appearance of similar visual content at several points in
a video. This invariably increases the size of the resulting summary as it is formed by
coalescing together several video units taken from different points in the video. The
task of redundancy removal refers to the elimination of the repeated content which
conflicts with the objective of producing a concise summary. Several techniques for
redundancy removal have been devised over the years. Thesemethods can be broadly
categorized into two groups:

1. Techniques using feature descriptors
2. Other redundancy elimination techniques.

2.1 Methods of Redundancy Elimination
Using Feature Descriptors

Similarity in visual content may be aptly captured by using feature descriptors.
The feature descriptors capture medium-level semantic content. This is intermediate
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between low-level characteristics such as histogram comparisons [16, 17], statistical
differences [18, 19], standard deviation of pixel intensities [20], frame-to-frame
pixel intensity difference [21], gray level histograms of successive frames [17, 22],
statistical information like mutual and joint entropy [19], mean and variance of pixel
values, luminance etc. and high-level features like shapes of objects, edges in the
frames, optical flow [23], motion vectors [24], event modeling [25], etc. The high-
level featureswhich are connected to the content of a video such as scenes, objects etc.
are more natural to humans than the low-level features. As such the features which
capture points on the objects rather than the whole semantic meaning come under
mid-level features. The mid-level features are useful for detection and recognition
of objects which have consistent low-level characteristics. However, these mid-level
characteristics may not be useful for semantic analysis of the content in a video.
Feature descriptors have been used in several video analysis problems. These include
Shot Boundary Detection [18], Video Summarization [26], Object tracking [27] etc.

The various approaches related to Shot Boundary Detection aim at extracting fea-
ture descriptors from the time sequenced frames of a video. Depending on the feature
descriptors extracted from the frames the similarity between consecutive frames are
computed. The number of matched features is tracked to find abrupt discontinuities.
The points of discontinuities are the shot boundaries in the video sequence. Gradual
discontinuity patterns indicate smooth transition from one shot to another. These are
achieved through fades, wipes and dissolves. Apart from detecting shot boundaries,
the matched feature descriptors also serve as indicators to the amount of content
match between two shots. This aspect is exploited by researchers in tasks related
to summarization of a video. In [28], key-points are recognized for all the frames
of each shot in a video. A set of unique key-points is built for the shots. The set of
feature descriptors corresponding to the key-points are extracted. The representative
set of key-frames is constructed such that minimum number of frames covers the
entire pool of key-points. This ensures maximizing the coverage and minimizing the
redundancy [29]. In [30], an approach for static video summarization using semantic
information and video temporal segmentation is taken. The performance and robust-
ness of local descriptors are also evaluated as compared to global descriptors. The
work also investigates, as to whether descriptors using color information contribute
to better video summarization than those which do not use it. Also the importance of
temporal video segmentation is brought out in the work. The summarization process
uses a bag of visual words concept where the feature descriptors are used to describe
a frame. Visual word vectors are formed to cluster similar frames and finally fil-
ter out the representative frames. The performance of various feature detectors and
descriptors in terms of tracking speed and effectiveness were evaluated in [31]. The
work pertains to evaluation of these feature descriptors for face detection in real-time
videos. Change in structure for non-rigid objects, sudden changes in object motion
resulting in varied optical flow, change in manifestation of objects, occlusions in
the scene and camera motion are some of the inherent challenges which have to be
overcome for accurate tracking of objects. A proper amalgamation of these feature
descriptors may serve to improve the overall tracking precision. The work concludes
that a single feature detector may not provide enough accuracy for object tracking.
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An event detection system has been proposed in [32] for field sport videos. The sys-
tem runs two parallel threads for detecting text and scene in the video stream. The
output of a text detector is provided to a scoreboard analyzer for notifying the user of
an interesting event. The scene analyzer which runs parallel to the text analyzer takes
input from the scene detector and provides output to the event notification system to
tag the interesting sequences. Since the approach is designed for real-time videos,
the authors stress the need for using feature detectors which are inherently fast and
have an acceptable recognition rate.

In sports videos, the event is usually covered by a fixed set of cameras on stands.
As such the coverage is free from rotational variance. Also there are long shots and
close-ups which need to be distinguished. The algorithms designed for such purposes
may therefore ignore scale and rotation invariance strategies. The BRIEF descriptor
was chosen for this work as it satisfies these considerations and is computationally
efficient. BRIEF has been reported to be almost sixty times faster than SURF, while
ensuring an acceptable recognition rate [33]. In [34] an elaborate comparison of the
various descriptor extraction techniques is presented. The work reviews techniques
like SIFT, DIFT, DURF and DAISY in terms of speed and accuracy for real-time
visual concept classification. A number of high speed options have been presented
for each of the components of the Bag-of-Words approach. The experiments con-
sist of three phases i.e. descriptor extraction, word assignment to visual vocabulary
and classification. The outcome of this work can be extended for designing robust
methods for redundancy elimination based on visual concept classification.

Li [35] employsSIFTas the basis for computing content complexity and framedis-
similarity. This allows detection of video segments andmerging of the shots based on
similarity. Key-frames are then extracted from these merged shots. In [36], Compact
Composite Descriptors (CCDs) [37] and the visual word histogram are extracted for
each image. The object descriptor used is based on SURF. The CCD consists of four
descriptors i.e. the Color and Edge Directivity Descriptor (CEDD) [38], the Fuzzy
Color and TextureHistogram (FCTH) [39], the Brightness and TextureDirectionality
Histogram (BTDH) [40] and the Spatial Color Distribution Descriptor (SpCD) [41].
A Self-Growing and Self-OrganizedNeural Gas (SGONG) network is used for frame
clustering. The main aspect of this method is the ability to determine the appropriate
number of clusters. As in some of the other methods, the cluster centers are chosen
to generate the summary. Redundancy elimination is carried out in [42] by extracting
the SURF and GIST features from the representative frames obtained by generating
a Minimal Spanning Tree for each shot. The duplicate frames in the representative
set are eliminated using a threshold based on the three-sigma rule in accordance with
the number of descriptor matches for each pair of frames in the representative set. A
comparison of the summaries after redundancy elimination using SURF and GIST
are also elaborated.
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2.2 Other Methods of Redundancy Elimination

Apart from using mid-level features in the form of interest points for removal of
content duplication, several other methods have been proposed by the researchers.
A few of the important approaches are presented in this section.

The approaches using key-frame selection for static video summarization aim
to summarize the video by selecting a subset of frames from the original set of
decomposed frames. In order to remove redundancy from the set of selected frames,
clustering is applied on the set of selected key-frames by extracting features.One such
method is presented in [43] which includes a feature extraction phase required for
clustering. Duplicates from the selected key-frames are removed using a combination
of local and global information. In [44] an exploration framework for video summa-
rization is proposed. Key-frames are selected from each shot based on the method
described in [45]. The redundant frames are eliminated using a self-organizing map.
The redundancy eliminated set of key-frames are connected in a network structure
to allow the users to browse through the video collection. The power and simplicity
of color histograms have been exploited in several works for finding the similarity
between frames and thereby remove duplication. In [46] the main low-level feature
used is a color histogram. The given video is first segmented into shots and cluster-
ing is performed on the set of frames based on color histogram extracted from each
frame. The frame at the centroid of each cluster forms a part of the final key-frame
set. Although color histogram is a very elegant low-level feature, however, the com-
putational complexity involved for extraction and comparison is high as it represents
a vector of high dimensionality. In order to eliminate the components having lower
discrimination power, singular value decomposition (SVD) is used in [47]. In [48]
principal component analysis (PCA) is applied on the color histogram to reduce the
dimensionality of the feature vector. Delaunay clustering is used to group the frames
using the reduced feature vector. The center of each cluster represents a key-frame
of the storyboard. PCA has also been used in [49, 50] to reduce the elements in a
histogram. Further, in [49], Fuzzy C-means and frame difference measures are used
to detect shot boundaries in the video. The use of Fuzzy-ART and Fuzzy C-Means is
also proposed in [50] to extract shots from the given video by identifying the number
of clusters without any apriori information. A cost-benefit analysis of using PCA
has not yet been done.

Furini et al. proposed a tool called STIMO (Still and Moving Video Storyboard)
in [51] which was capable of generating still and moving storyboards on the fly. The
tool also enabled users to specify the length of summary and waiting time for sum-
mary generation. A clustering algorithm is executed on the HSV color descriptors
extracted from each of the frames. A representative frame is selected from each clus-
ter to produce the static storyboard. A similar approach is used to cluster the shots
and choose sequences from the clusters to produce a moving storyboard. A similar
approach is used in [52] where the K-means clustering algorithm is used on the HSV
color features. The final storyboard is formed by choosing a frame from each cluster.
In [53] an approach for summarization of news videos is discussed. The extracted
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key-frames are clustered together using affinity propagation. A vector space model
approach is then used to select shots having high information content. This ensures
that the key-frames having discrimination power are retained and visual redundancy
is removed. Liu et al. [54] and Ren et al. [55] are works which aim to summarize
the rushes video [56]. Liu et al. [54] implements a multi-stage clustering algorithm
to remove redundant shots. A value for frame significance is computed based on
change of content with time and spatial image salience. The most important parts
of the video are extracted based on the frame significance value. Using formal lan-
guage technique, [55] introduces a hierarchicalmodel to remove unimportant frames.
An adaptive clustering is used to remove redundancy while summarizing the rushes
video. In [57], a pair of clips is modeled as a weighted bipartite graph. The similarity
between the clips of a video is computed based on max-weighted bipartite match-
ing algorithm. The clustering process is based on affinity propagation algorithm and
serves to remove redundancy. In [58] a method for video object segmentation is pre-
sented which removes redundancy from the spatial, temporal and content domains.
A 3D graph-based algorithm is used to extract video objects. These objects are clus-
tered based on shapes using the K-means algorithm. Key objects are identified by
selecting objects from the clusters for obtaining intended summarization. A joint
method for shot boundary detection and key frame extraction is presented in [59]
wherein a method based on three probabilistic components is considered. These are
the prior of the key frames, the conditional probability of shot boundaries and the
conditional probability of each video frame. Gibbs sampling algorithm [60] is used
for key frame extraction and generation of the storyboard. This also ensures that
duplication is removed from the final summary.

3 Redundancy Elimination in Video Summarization

Duplication in video content occurs when the same scene or objects are covered by
a set of multiple cameras. This duplication of visual content may occur within a
given shot (intra-shot level) or between several shots (inter-shot level). Removal or
retention of such redundant content is contextual and depends on the genre of the
video. Duplication of content holds a different perspective for a sports video like
soccer than for news video or a documentary. It is still different for video surveil-
lance applications where only the frames containing some event or activity might
be of interest. This emphasizes the point that different approaches to redundancy
removal are required in different situations and the same algorithm may not work in
all cases. The basic objective of the video summarization task is to providemaximum
coverage of the contents while attempting to select the minimum number of video
units possible. It can be easily perceived that the two objectives are inversely propor-
tional and conflicting to each other. Redundancy elimination aims to achieve the later
objective without affecting the former. Hence it is seen as one of the most impor-
tant steps in the summarization task. Since redundancy removal is a phase where
an attempt is made to eliminate visually redundant units of the video, it assumes
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vital importance in bandwidth constrained scenarios where the user perception has
to be maximized with minimum amount of data transmission between the source
and destination. Redundancy elimination thus helps the user to get an insight into the
contents of the video in least possible time. This is also important for video indexing
applications where the non-redundant frames can be viewed as the features of the
video. This characterization helps to symbolize the video in order to facilitate content
based video retrieval. Visual redundancy is removed through the use of one or more
members from the family of feature descriptors like SIFT, SURF, DAISY, GIST,
BRIEF, ORB etc. (described in later sections). The interest points extracted by using
these feature descriptors serve as mid-level features necessary for finding the overlap
in visual content between the composing units of the video. Setting a threshold for
permitting overlap is another important task in this process. A stringent threshold
ensures that there is almost no overlap in visual content. This is sometimes necessary
for a storyboard representation of the video. For duplication removal in video skim-
ming applications, the amount of similarity between shots may be computed from the
number of matching interest points in the frames composing the shots. A decision
on elimination is taken on a threshold computed on the similarity values of these
features. Figure2 depicts removal of duplicate frames in a video. An elaboration on
the various feature descriptors used for redundancy control in video summarization
tasks is presented in the next section.

Fig. 2 Redundancy removal
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4 Role of Interest Point Detection in Video Summarization

Interest point detection is a field of computer vision that refers to the identification of
points which serve as features to the contents in an image. Interest point generation is
characterized by a definite position in the spatial domain of an image and is defined by
a strongmathematical model. This ensures a high degree of reproducibility in images
under different transformations. An interest point descriptor is used to describe the
texture around the point. Detection of image features has been the focal point of
research in the field of computer vision over the last few decades. Image features
include edges, corners, ridges, blobs, textures, interest points etc. The application
areas of image feature extraction encompass object identification and tracking [61,
62], video surveillance [6, 63], image similarity/dissimilarity metrics [64], content-
based image and video retrieval [1–3, 65, 66], image and video mosaicing [67, 68],
video stabilization [69], 3D image construction [70], video summarization [71] etc.,
to name a few. The matching of a pair of images using feature points involves three
stages i.e. detection of the feature points, description of these points using an n-
dimensional vector and matching these feature vectors. In this chapter, we focus
mainly on interest point detectors and descriptors which can be used for elimination
of redundant frames in a video summarization task.

Initially, interest point detectors were developed with the motivation of extracting
robust and stable features which could reliably represent salient points in the image
and serve as identifiers to it. As research progressed in this field, the focus was on
developing algorithms which extracted feature points immune to variations in light
intensity, scale, rotation etc. Further advances in the field centered on development
of methods which could reliably extract feature points in lesser time by eliminating
information around the chosen points which would not degrade the performance of
the interest point detector. Interest point detectors are based on well-substantiated
mathematical models. Interest points are illustrated by a distinct position in the
image space and are usually represented by amulti-dimensional representative vector.
These vectors encompass local information content of that point which would help
to discriminate it from other points and would also distinctly identify that point in
a perturbed image. It is important to note that the change in relative position of the
selected interest points can be used to estimate the amount of geometric transform
in the objects of a given set of images. The noise points or outliers are detected
by tracking huge change in the estimated transform for the objects in a given image
with respect to the original scene. The interest points corresponding to an object in an
image have mid-level semantic features for describing and identifying it. A majority
of the interest points detected lie on the high frequency regions of the image.

Feature point descriptors have been used by researchers to boost the algorithms
designed for video summarization. This is in contrast to summarization methods
which use visual descriptors [72, 73]. Computer vision algorithms aim to extract the
semantic meaning of images composing the video. This augments the target of video
summarization algorithms to provide a content revealing summary through a concise
representation. Semantic understanding of videos is still a far-fetched reality. In the
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further sections, the various interest point detectors and descriptors are presented
which have been used for the video summarization task in various ways.

4.1 Scale Invariant Feature Transform (SIFT)

SIFT is a feature point detector and descriptor method, proposed by Lowe [74] in
1999. The goal here is to extract certain key-points corresponding to objects in an
image. These key-points are represented by a set of low-level features, necessary
for identification of the objects in an experimental image containing other objects.
The feature points so taken are immune to various translations (such as rotation
and scaling) and also to changes in light intensity. The points are chosen from high
contrast regions, rendering them to be detected under several types of perturbations.
The four steps involved in this method include:-

1. Scale-space Extrema Detection
2. Key-point Localization
3. Orientation Assignment
4. Key-point Description

The SIFT detector and descriptor is designed to be fully immune to changes in
scale and orientation. It is also partially immune to affine distortion and changes
in light. It can be used to identify an object from a group of objects in a given
scene. SIFT feature points are described by feature vectors having 128 elements.
Given a pair of images, the feature points are first detected from both images and
the corresponding descriptors are computed. Euclidean distance between the two set
of feature vectors is then calculated to find the initial set of candidate matches. A
subset of the feature point matches for an object is taken which agree on the scale,
orientation and location is taken to separate out the superior matches. A hash table
based on the generalized Hough transform is used to find the consistent clusters. A
cluster must contain at least three feature points to be considered for the next stage of
model verification. The probability for presence of an object is computed based on
the set of features given. The matches that pass these checks are recognized as true
matches with high confidence. Figure3 depicts the detection of SIFT interest points
on an image. A number of variants for SIFT such as PCA-SIFT (based on Principal
Component Analysis) [75], Harris-SIFT (based on Harris interest points) [76] etc.
with different characteristics have beendesigned for various uses.Various approaches
to video summarization use SIFT or its variants. In [77] a video summarization
method is presented where web images are used as prior input for summarizing
videos containing similar set of objects. SIFT Flow [78] is used to define frame
distance in order to determine the similarity of one frame with another frame. As
mentioned previously, the SIFT descriptor has been used vastly in computer vision
for its robustness and ability to handle intensity, rotation, scale variations despite
its high computational cost. In [79], SIFT and SURF (described in the next section)
feature descriptors have been used to detect forgery in images where copy-move
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Fig. 3 An image marked with SIFT interest points

technique has been used. An approach to video summarization where the semantic
content is preserved has been presented in [80]. The video is segmented into shots
and SIFT features for each shot are extracted. The latent concepts are detected by
spectral clustering of bag-of-words features to produce a visual word dictionary.

4.2 Speeded-Up Robust Features (SURF)

Speeded-Up Robust Features (SURF) [81] was proposed by Herbert Bay et. al. It
was inspired from SIFT. The main advantage of SURF over SIFT is its low execu-
tion speed and computational complexity over the latter. It is claimed to be more
robust than SIFT for different image transformations. It provides reliable matching
of the detected interest points by generating a 64 element vector to describe the
texture around each point of interest. The generated vector for each interest point
are designed to be immune to noise, scaling and rotation. SURF has been used
widely in object detection and tracking. Determinant of the Hessian blob detec-
tor is used for the detection of interest points. To detect scale-invariant features, a
scale-normalized second order derivative on the scale space representation is used.
SURF approximates this representation using a scale-normalized determinant of the
Hessian (DoH) operator. The feature descriptor is computed from the sum of theHaar
wavelet [82] response around the point of interest. To find the similarity between a
pair of images, the interest points detected are matched. The amount of similarity
between the images is the ratio of descriptor matches to the total number of inter-
est points detected. Figure4 illustrates the SURF correspondences on two similar
video frames. Research article [83] deals with identifying faces in CCTV cameras
installed for surveillance purposes. A database of human faces is created as new
faces appear in front of the camera. A Haar classifier is used for recognizing human
faces in images. SURF descriptors provide a match between the detected face and
existing faces in the database. In case the faces in the database do not match, the new
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Fig. 4 SURF correspondences between two similar images

face is updated in the database. Bhaumik et al. [84] presents a technique for static
video summarization in which key-frames detected in the first phase from each shot
are subjected to redundancy elimination at the intra-shot and inter-shot levels. For
removal of redundant frames, SURF and GIST feature descriptors were extracted for
computing the similarity between the frames. The work also compares the quality of
summary obtained by using SURF and GIST descriptors in terms of precision and
recall.

4.3 DAISY

The DAISY feature descriptor was proposed by Tola et al. [85]. It was inspired by
the SIFT and GLOH [86] feature descriptors and is equally robust. DAISY forms
25 sub-regions of 8 orientation gradients, resulting in a 200 dimensional vector. The
sub-regions are circular in nature and can be computed for all pixels in an image.
A Gaussian kernel is used in DAISY as opposed to a triangular kernel for SIFT
and GLOH. In this descriptor, several Gaussian filters are used on the convolution
of the gradients in definite directions. This is in contrast to the weighted sums of
gradient norms used in SIFT and GLOH. DAISY provides very fast computation of
feature descriptors in all directions and is therefore appropriate for dense-matching.
According to [34], DAISY is 2000% faster than SIFT 4 × 4, when sampling each
pixel.

4.4 GIST

GIST [87] feature descriptor was proposed by Oliva et al. in 2001 to represent the
dominant spatial structure of a scene. This low-level representation is done using a
set of five perceptual dimensions i.e. naturalness, openness, roughness, expansion
and ruggedness. The spectral components at different spatial locations of the spatial
envelope is computed by using a function called theWindowedDiscriminant Spectral
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Fig. 5 GIST descriptors for an image

Template (WDST). The perceptual dimensions can be reliably computed by using
spectral and coarsely localized information. GIST has been used by researchers for
various applications such as finding similarity in images for redundancy removal [42,
84], similar image retrieval [88] and 3D modeling [89], scene classification [90],
image completion [91] etc. Different approaches have been developed by Torralba
et al. [92, 93] to compress the GIST descriptor. Figure5 depicts GIST descriptors
for an image.

4.5 Binary Robust Independent Elementary
Features (BRIEF)

BRIEF [94] was proposed by Calonder et al. in 2010. It is a feature point descrip-
tor which can be used with any available feature detector. Commonly used feature
detectors like SIFT and SURF generate long vectors of 128 and 64 dimensions
respectively. Generation of such features for a large number of points not only takes
a fair amount of computation time but also consumes a lot of memory. A minimum
of 512 and 256 bytes are reserved for storing a feature point in SIFT and SURF
respectively. This is because of using floating point numbers to store the dimension
values. As a result an appreciable time is taken to match the feature descriptors due
to large number of elements in the descriptor vectors. Since all the elements are not
required for matching, methods like PCA or LDA may be used to find the more
important dimensions. Local Sensitive Hashing (LSH) may be used to convert the
floating point numbers to string of binary values. Hamming distance between the
binary strings is used to compute the distance by performing the XOR operation and
finding the number of ones in the result. BRIEF provides a shorter way to find the
binary strings related to an interest point without finding the descriptor vectors. As
BRIEF is a feature descriptor, feature detectors like SIFT, SURF etc. have to be used
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to find the interest points. BRIEF is thus a quicker method for computing the feature
descriptor and matching the feature vectors. Subject to moderate in-plane rotation,
BRIEF provides a high recognition rate.

4.6 Oriented FAST and Rotated BRIEF (ORB)

ORB [95] is a fast and robust feature point detector, proposed byRublee et al. in 2011.
Many tasks in computer vision like object identification, 3D image reconstruction,
image similarity analysis etc. can be done using ORB. It is based on the FAST feature
point detector and BRIEF (Binary Robust Independent Elementary Features) visual
descriptor. It is invariant to rotation and noise resistant. ORB provides a fast and
efficient alternative to SIFT and has been shown to be two orders of magnitude faster
than SIFT. A method to detect moving objects during camera motion is presented
in [96]. To compensate the camera motion, Oriented FAST and Rotated BRIEF
(ORB) is used for the feature matching task. The mismatched features between two
frames are rejected for obtaining accuracy in compensation. The work also evaluates
SIFT and SURF against the presented method to estimate performance in terms of
speed and precision.

5 Proposed Methodology

A flow diagram of the proposed method is given in Fig. 6. The various steps of the
method are detailed in further sub-sections.

5.1 Extraction of Time Sequenced Image Frames
from a Video

The first step towards the video summarization process is to disintegrate the video
into a set of time-sequenced image frames to facilitate the process of extracting key-
frames from it. This is done by using a standard codec, corresponding to the file type
i.e. MP4, MPEG, AVI etc. The images thus obtained are stored as bitmaps for further
processing.

5.2 Detection of Video Segments

The transition between two shots is usually classified into two categories i.e. abrupt
and gradual. The abrupt transitions are also referred to as hard cuts, whereas, gradual
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Fig. 6 Flow diagram of proposed method

transitions include dissolves, fade in and fade out. 95% of these transitions are hard
cuts. The decomposed video frames in the previous step are analyzed for detection of
shot boundaries. An effectivemechanism for video segmentation has been developed
by the authors in [97], where a spatio-temporal fuzzy hostility index was used. The
same mechanism is employed for detection of shot boundaries in this work.

5.3 Shot-Wise Extraction of Key-Frames and Formation
of Representative Set

The key-frames in a video are the representative frames which aptly represents its
contents. Given a video, V = s1

⊗
s2

⊗
s3 . . .

⊗
sn where si is a composing shot

of V , the task of static video summarization is to assign a Boolean value to the pair
(fij, rsj) where fij is the ith frame of the jth shot and rsj is the representative set of the
jth shot. Thus, the initial summary generated after the shot-wise extraction of key-
frames isRS = {rs1, rs2, rs3, . . . , rsn}. Initially, the frame having the highest average
Fuzzy Hostility Index (FHI) [98] within a shot is chosen as the first key-frame. A
search is conducted in both directions of the chosen key-frame such that a frame
is reached which has dissimilarity more than (μ + 3σ ) where μ is the mean of the
average FHIs of the frames in the shot and σ is the standard deviation. The key-frame
extraction method has been depicted in Fig. 7. To ensure proper content coverage,
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Fig. 7 Key-frame selection process

representative frames are chosen from each shot. The set of key-frames which are
extracted from each shot of the video form the representative set.

5.4 Redundancy Reduction to Generate the Final Video
Summary

Redundancy of content may occur at the intra-shot and inter-shot levels. Intra-shot
content duplication takes place when multiple frames containing the same visual
content are chosen as key-frames from within a particular shot. This occurs when
there are enough discriminating features between the frames to render a conclusion
that the frames are dissimilar in spite of same visual content. It may also occur in
cases where the similarity metric or function chosen for the purpose, yields a value
below a pre-determined threshold. Inter-shot redundancy occurs when shots with
similar content are intermingled with other shots. This leads to similar frames being
chosen from multiple shots. The process of intra-shot redundancy reduction on the
set can be viewed as a task of eliminating a set of frames Fi = {f1, f2, f3, . . . , fk}
from the representative set rsi of the ith shot. The same operation is performed on
all the shots and the set obtained may be referred to as reduced representative set
(RRS). Thus, RRS = {rs1 − F1, rs2 − F2, . . . , rsn − Fn}. The inter-shot redundancy
reduction is elimination of a key-frame set FR = {f1, f2, f3, . . . , fm} such that the final
representative set FRS or final summary generated is FRS = RRS − FR. The result
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of such elimination process ensures that the similarity (δ) between two elements in
FRS is less than a pre-determined threshold (γ ). Thus, if we consider a set T = {y :
δ(x, y) > γ, x ∈ FRS, y ∈ FRS}, then T = φ.

The pre-determined threshold may be computed in accordance with an empirical
statute in statistics, called the three-sigma rule. According to this rule (refer Fig. 8),
68.2% values in a normal distribution lie in the range [M − σ, M + σ ], 95.4% values
in [M − 2σ, M + 2σ ] and 99.6% in the range [M − 3σ, M + 3σ ], where M denotes
the arithmetic mean and σ denotes the standard deviation of the normally distributed
values. This rule can be effectively utilized for computing the threshold (γ ) used for
redundancy elimination. A set of p feature point descriptors are extracted from an
image frame I1. The same set of descriptors are matched in another image frame I2.
Assuming that q out of p descriptors match, the similarity between the two image
frames, δ(I1, I2) = p

q . It can easily be seen that the extent of similarity between the
two images is expressed as a real number in the range [0, 1]. Values closer to 1
denote a high similarity. It may further be noted that since δ is calculated on the basis
of feature point descriptors, the metric used is closely related to the visual content
of an image rather than other low level descriptors such as color model, histogram,
statistical measures on pixel values etc. Therefore, for a shot Si = {I1, I2, I3, . . . , In}
the mean and standard deviation of the similarity values is computed as:

μ =
∑n

i,j=1 δ(Ii, Ij)
(n
2

) (1)

σ =
√∑n

i,j=1(δ(Ii, Ij) − μ)2
(n
2

) , i �= j (2)

Fig. 8 Normal distribution with three standard deviations from mean
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If the similarity value for a pair of frames is greater than μ + 3σ , one of the two
is eliminated. After intra-shot redundancy is eliminated from the composing shots
of the video, the set RRS is obtained. Although intra-shot redundancy elimination
ensures coverage, it compromises with conciseness of representation. The technique
described above may be applied as a whole on the image frames of the set to generate
the set after intra-shot redundancy reduction. The proposed method is able to tackle
duplication of visual content not only at the intra-shot level but also on the video as
a whole. In addition, the user can exercise control over the amount of redundancy by
selecting a threshold above or below μ + 3σ which is based on statistical measure.

6 Metrics for Video Summary Evaluation

The evaluation of a video summary is not a simple task due to the unavailability of
ground truth for the videos in the dataset under consideration. Moreover, the quality
of a summary is based on human perception. It is sometimes difficult for humans
to decide as to which summary is the better one. This has rendered difficulties for
researchers in designing the different metrics necessary for both evaluation of the
summaries and comparison of the different approaches. A brief explanation of the
various approaches followed for video summary evaluation is presented in further
sub-sections.

6.1 Key-Frame Evaluation

Thismethodwas proposed in [99] and focuses on an indirect evaluation of the system
generated summary. The key-frames selected by the system are rated on a scale of 5
by independent evaluators [100, 101]. A score of 1 denotes least significance and 5
denote that the chosen key-frame is most significant and relevant for the summary.
Appraisal of the video summary is also done by the evaluators to ensure the quality
of the summary. The quality of a summary depends on two important factors:

1. Amount of information content (entropy)
2. Coverage of the video content through the key-frames

The mean score of the key-frames is computed to quantify the quality of summary.
The formula used in [99] is:

score = sum of keyframe score

number of keyframes
(3)
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6.2 Shot Reconstruction Degree

The extent to which a set of key-frames is able to reconstruct a shot by means of
interpolation is called shot reconstruction degree (SRD) [102]. SRD represents the
ability of a key-frame set to reconstruct the original contents. Maximizing the SRD
ensures that the motion dynamics of the shot content is preserved. The remaining
frames of the video are generated from the key-frame set by employing an interpo-
lation function. The summarization capability of the system is judged by the extent
to which the original shot is reconstructed. A similarity function is used to compute
the distance between the frames of the original video and those generated by inter-
polating the key-frames. Different schemes involving SRD have been proposed in
[103, 104].

6.3 Coverage

The coverage of a set of key-frames extracted from the original video is defined as
the number of frames which are represented by the key-frame set. In [42] a Minimal
Spanning Tree (MST) is constructed from the frames of a shot. An adaptive threshold
is calculated separately for each shot based on the mean and standard deviation of the
edge weights of the MST. The density of a node is the number of frames lying within
a disc, the radius of which is equal to the computed threshold. A greedy method
is used to choose frames from the list with maximum density. Frames represented
by the chosen key-frame are eliminated from the list. This ensures that the most
appropriate representatives are chosen as key-frames. It can easily be seen that the
chosen key-frames provide a full coverage of the shot. In [105] the coverage has been
defined as the number of visually similar frames represented by a chosen key-frame.
Hence, coverage may be computed by the following formula:

coverage = number of frames represented

total number of frames
(4)

In [67], the coverage is based on the number of feature points covered by a frame
from the unique pool of feature points created from the composing frames of a shot.
Initially all the feature points are part of the set Kuncovered . The coverage of a frame
is computed using the formula:

C = η(Kuncovered

⋂
FPi) (5)

The redundancy of a frame is given by:

R = η(Kcovered

⋂
FPi) (6)
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where, η(X) is the cardinality of set X and FPi is the set of feature points in a frame.
Coverage is thus another metric which reveals the quality of a video summary.

6.4 Recall, Precision and F1 Score

The output of a video summarizer is referred to as the System Generated Summary
(SGS). It is essential to evaluate the quality of this summary. The appropriate way
for appraisal of the SGS is to compare it with a ground truth. Since the SGS is
generated for users, it is natural to bring the ground truth as close as possible to
human perception. The ground truth has been referred to as User Summary [30,
84] in the literature. The User Summary (US) is generated by a group of users.
The videos under consideration are browsed by the users after disintegrating into
constituent frames. The important frames according to user perception are chosen in
order to form the US. The Final User Summary (FUS) is formed by an amalgamation
of the user summaries. The amount of overlap between the FUS and SGS portrays
the efficacy of the summary. The recall and precision are computed as follows:

recall = η(FUS
⋂

SGS)

η(FUS)
(7)

precision = η(FUS
⋂

SGS)

η(SGS)
(8)

FUS: Set of frames in user summary
SGS: Set of frames in system generated summary
η(X): Cardinal no. of set X
The harmonic mean of precision and recall is taken for computing the F1 score. It
provides a consistentmeasure for determining the overall efficiency of an information
retrieval system. The following expression is used to calculate the F1 score:

F1 = 2
precision × recall

precision + recall
(9)

The F1 score varies in the range [0, 1] where a score of 1 indicates that the system is
most efficient.

6.5 Significance, Overlap and Compression Factors

Mundur et al. [48] introduces three new factors for determining the quality of a
summary. The Significance Factor denotes the importance of the content represented
by a cluster of frames. The significance of the ith cluster is given as:
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Significance_Factor(i) = Ci
∑k

j=1 Cj

(10)

where Ci is the total number of frames in the ith cluster and k is the total number of
clusters.

The Overlap Factor determines the total significance of the overlapped clusters
found in two summaries. In other words, we compute the cumulative significance of
those clusters which have a common key-frame set with the ground-truth summary.
This is an important metric for comparing two summaries. This factor is computed
as:

Overlap_Factor =
∑Cp

p∈Common keyframe clustes
∑k

j=1 Cj

(11)

A higher value of the Overlap Factor denotes a better representative summary with
respect to the ground-truth.

The Compression Factor for a video denotes the size of the summary with respect
to the original size of the video. It is defined as:

Compression_Factor = No of keyframes in summary

Total number of keyframes
(12)

7 Experimental Results and Analysis

The proposed method for storyboard generation was tested on a dataset consisting
of nine videos. The dataset is divided into two parts. The first part (Table1) consists
of short videos having average length of 3min and 21s. The second part (Table2)
consists of longer videos of average length 53min and 34s.

All the videos in the dataset have a resolution of 640 × 360 pixels at 25 fps (except
video V7 which is at 30 fps). The videos are in MP4 file format (ISO/IEC 14496-
14:2003), commonly named as MPEG-4 file format version 2.

The efficacy of the proposed method is evaluated by computing the recall, pre-
cision and F1 score of the system generated summary (SGS) against the final user
summary (FUS) as explained in Sect. 6.4. A frame to frame comparison is performed
between the SGS and FUS by an evaluator program written for the purpose. A pair
of frames is considered to be matched if the correlation is more than 0.7. It has been
seen that the frames are visually similar when the correlation exceeds 0.7. This is
significantly higher than the threshold used in [30], where the match threshold was
considered as 0.5.
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Table 1 Test video dataset-I

Video V1 V2 V3 V4 V5

Duration (mm:ss) 02:58 02:42 04:10 03:27 03:31

No. of frames 4468 4057 6265 4965 5053

No. of hard cuts 43 70 172 77 138

Average no. of frames in each shot 101.54 57.14 36.21 63.65 36.35

Table 2 Test video dataset-II

Video V6 V7 V8 V9

Duration (mm:ss) 44:14 52:29 58:06 59:29

No. of frames 66339 94226 87153 89226

No. of hard cuts 626 543 668 1235

Average no. of frames in each shot 105.80 173.21 130.27 72.18

7.1 The Video Dataset

The video dataset considered for testing comprised of videos of short and long dura-
tion. The first video (V1) is the Wimbledon semifinal match highlights between
Djokovic and Del Potro. The video consists of small duration shots and rapid move-
ment of objects. The second video (V2) is a Hindi film song “Dagabaaz” from the
movie “Dabangg2”. It consists of shots taken in the daylight and night time. The third
video (V3) is another song “Chammak Challo” from the Hindi film “Ra.One”. This
video consists of shots taken indoors, as well as some digitally created frames inter-
mingled with real life shots. A violin track by Lindsey Stirling forms the fourth video
(V4) of the data set. Simultaneous camera and performer movements are observed
in the video. Also there are quick zoom-in and zoom-out shots which are taken out-
doors. The last of the small videos (V5) is the official song of the FIFA world cup
called “Waka Waka”. It consists of shots with varied illumination and background.

Thevideos inTable2 are four documentaries (V6–V9) fromdifferentTVchannels.
The videos V6–V9 are four documentaries of longer duration from different TV
channels. The videos are “Science and Technology developments in India”, “Under
the Antarctic Ice”, “How to build a satellite” and “Taxi Driver”. All the videos in the
dataset are available on YouTube.

7.2 Experimental Results

The initial storyboard generated by the proposed method is called the representative
set (RS). It is formed by extracting the key-frames as described in Sect. 5.3. The key-
frames in RS are compared with user summary prior to redundancy removal and the
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results are presented in Table3. The results show high precision, recall and F1 scores
indicating the efficacy of the proposed system. In the next step, intra-shot redundancy
reduction is carried out using both the SURF and GIST feature descriptors on both
RS and user summary. The amount of reduction achieved is summarized in Table4.
The recall and precision are again computed and the results are presented in Table5.
In the final step, redundancy is further removed from RS and user summary at the
inter-shot level using SURF and GIST descriptors. The amount reduction achieved is
enumerated in Table6. The recall and precision values computed after the inter-shot
redundancy phase are presented in Table7. It can be easily seen from the results
that elimination of duplicate frames does have effect on the precision and recall. In
certain cases the post-redundancy metric values are better than the pre-redundancy
phase.

Table 3 Comparison between user and system generated summary prior to redundancy removal

Video Precision (%) Recall (%) F1 Score (%)

V1 98.43 92.64 95.45

V2 90.85 97.54 94.08

V3 99.10 95.67 97.35

V4 94.69 93.98 94.33

V5 96.59 91.89 94.18

V6 99.65 99.55 99.59

V7 98.88 97.12 97.99

V8 98.39 97.18 97.78

V9 98.52 100 99.25

Table 4 Intra-shot redundancy reduction

Video % reduction (SURF) % reduction (GIST)

V1 23 28.12

V2 44.57 55.14

V3 21.645 28.76

V4 26.51 42.10

V5 17.83 23.24

V6 53.18 68.68

V7 57.83 74.19

V8 50.36 72.91

V9 40.38 55.24
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Table 5 Comparison after intra-shot redundancy removal

Video Precision (SURF)
(%)

Recall (SURF)
(%)

Precision (GIST)
(%)

Recall (GIST)
(%)

V1 98.03 98.03 100 100

V2 97.42 99.47 99.03 100

V3 100 100 100 100

V4 97.93 98.95 98.70 97.43

V5 100 100 100 100

V6 97.45 97.24 98.65 99.20

V7 98.30 98.85 96.45 97.22

V8 98.34 98.85 98.67 98.66

V9 96.56 95.55 98.36 98.42

Table 6 Inter-shot redundancy reduction

Video % reduction (SURF) % reduction (GIST)

V1 27 37.5

V2 70.28 78

V3 35.49 39.38

V4 41.66 54.13

V5 35.67 39.45

V6 63.07 73.60

V7 64.94 77.59

V8 48.17 73.11

V9 51.05 68.62

Table 7 Comparison after inter-shot redundancy removal

Video Precision (SURF)
(%)

Recall (SURF)
(%)

Precision (GIST)
(%)

Recall (GIST)
(%)

V1 97.67 95.45 100 100

V2 100 100 100 100

V3 98.65 97.35 100 97.81

V4 96.10 96.10 95.23 96.77

V5 97.39 100 98.19 97.32

V6 98.35 97.63 98.75 100

V7 99.4 98.55 97.65 98.25

V8 97.68 98.44 99.32 99.74

V9 95.36 96.45 99.24 98.86
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8 Discussions and Conclusion

Redundancy removal remains an important step in the task of video summarization.
The proposed method is able to illustrate that the quality of the generated summary is
not degraded by removing duplicate frames having nearly the same visual content. An
additional contribution of this work is the determination of an automatic threshold for
elimination of redundant frames based on the three-sigma rule. The results illustrate
the efficacy of the threshold used. The experimental results leads us to conclude that
the prominent features of a video may be represented in a succinct way, thereby
saving the retrieval and browsing time of a user. This is particularly useful for low
bandwidth scenarios.

Although the problem of removing visual redundancy has been tackled to a great
extent by the use of feature descriptor, yet there is a long way to go in terms of
semantic understanding of the video. For semantic understanding, development of
semantic descriptors need to be designedwhich in turn require extraction of high level
features. These high level features need to be presented in a manner which provides
comparison and matching between the high level feature vectors. This would propel
research in abstraction based representation of the video contents.
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