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Abstract In this paper we propose a new algorithm for on-line signature verifi-
cation using characteristic global features values. It is based on so-called global
features which describe characteristic attributes of the signature, e.g. time of signing
process, number of pen-ups, average velocity of the pen etc. Our method assumes
evaluation of the global features for the individual and selection of the most
characteristic ones, which are used during classification phase (verification of the
signature). Classification is performed using specially designed flexible neuro-fuzzy
one class classifier.

Keywords Behavioural biometrics � Dynamic signature verification � Global
features of the signature � Flexible fuzzy one-class classifier

1 Introduction

On-line signature is a behavioural biometric attribute used for an identity verifi-
cation. It is acquired using digital input device and it contains many information
about dynamics of the signing process.

Approaches used to the dynamic signature verification can be divided into few
main groups (see e.g. [1, 2]). In this paper we focus on the approach based on
so-called global features, which are extracted from signature and used during
training and classification phase. We use a set of global features proposed in [3]. It
should be noted that the proposed fast algorithm is not dependent on the initial
feature set, which can be reduced or extended.

In this paper we propose a new algorithm for on-line signature verification,
which selects the most characteristic global features of the individual. The method
determines for each user weights of importance of features. Next, it selects the most
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characteristic ones, which are used during classification process. Global feature
selection is used to: (a) elimination of features that may have a negative impact on
the verification accuracy, (b) simplification of verification process and increasing
the interpretability of used fuzzy system, (c) obtaining additional information about
specifics of template signatures of each user (which can be e.g. processed to obtain
information about certain psychological characteristics). For the purposes of the
proposed method, we have developed a new fuzzy one-class classifier, proposed by
us earlier (see e.g. [1, 4]). It does not require supervised learning and so-called
skilled forgeries (forged signatures) to proper work.

To test the proposed method we used the BioSecure Database (BMDB) dis-
tributed by the BioSecure Association (see [5]) which is admitted source of data
used in this field.

This paper is organized into four sections. In Sect. 2 we present description of
the new method for dynamic signature verification based on global features. In
Sect. 3 simulation results are presented. Conclusions are drawn in Sect. 4.

2 Description of the New Method for Dynamic Signature
Verification Based on Global Features

General description of the fast training phase for the user i (procedure Training
(i)) can be described as follows (see Fig. 1). Step 1. Acquisition of J training
signatures of user i. Step 2. Determination of matrix Gi of all considered global
features, describing dynamics of signatures, for all available J training signatures of
user i. Step 3. Determination of vector �gi of average values for each global feature,
obtained in Step 2 for J training signatures of user i. Step 4. Determination of
weights of importance wi;n for global feature n of user i. Step 5. Selection of N 0 the
most characteristic global features of the user i and creation of reduced matrix G0

i
and reduced vector �g0i, which contain only information about selected features.
Step 6. Selection of classifier parameters used in the test phase (procedure
Classifier Determination ði;G0

i; �g
0
iÞ). Step 7. Storing in a database the

following information about user i: vector �g0i, parameters of classifier maxdi;n and
w0
i;nðn ¼ 1; 2; . . .;N 0Þ. Detailed description the procedure Training(i) is pre-

sented below.
In the Step 2 Matrix Gi is determined. It contains all considered global features

of all J training signatures of user i and it has the following structure:

Gi ¼
gi;1;1 gi;2;1 . . . gi;N;1
gi;1;2 gi;2;2 . . . gi;N;2

..

.

gi;1;J gi;2;J . . . gi;N;J

2
6664

3
7775 ¼

gi;1
gi;2
..
.

gi;N

2
6664

3
7775
T

; ð1Þ
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where gi;n ¼ gi;n;1 gi;n;2 . . . gi;n;J½ �, gi;n;j is a value of the global feature n,
n ¼ 1; 2; . . .;N, determined for the signature j, j ¼ 1; 2; . . .; J, created by the user i,
i ¼ 1; 2; . . .; I, i is a number of the users, J is a number of the signatures created by
the user in the acquisition phase, N is a number of the global features. As already
mentioned, the detailed method of determining each of the considered features is
described in [3].

Matrix Gi is used to determine value of the vector �gi in the Step 3. Vector �gi
of average values of each global feature of all training signatures J of user i is
described as follows:

�gi ¼ �gi;1; �gi;2; . . .; �gi;N
� �

; ð2Þ

where �gi;n is average value of nth global feature of training signatures of user i,
computed using the following formula:

�gi;n ¼ 1
J

XJ
j¼1

gi;n;j: ð3Þ

Fig. 1 Idea of the proposed algorithm for on-line signature verification based on selection of the
most characteristic set of global features (realized individually for each user)
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Next, in the Step 4, weights of importance of all considered global features are
determined. Weight of nth global feature of the user i is computed on the basis of
standard deviation of nth global feature of the user i and average value of distances
between the feature and its mean. This process is described by the following
formula:

wi;n ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
J

PJ
j¼1

�gi;n � gi;n;j
� �2s

1
J

PJ
j¼1

�gi;n � gi;n;j
�� �� : ð4Þ

After this process in the Step 5 N 0 the most characteristic global features are
selected (see Fig. 1). They are features whose weights values are the highest. Next,
reduced matrix G0

i and reduced vector �g0i are determined. They are created taking
into account the only N 0 the most characteristic features. Moreover, weights of the
most characteristic global features are denoted as w0

i;nðn ¼ 1; 2; . . .;N 0Þ.
Determination of the classifier (Step 6) and its parameters are described in next

subsection.

2.1 Determination of Classifier

In the procedure Classifier Determination(i;G0
i; �g

0
i) described in this

section the most characteristic global features are considered.
In the Step 1 maximum distances maxdi;n between each characteristic global

feature n and average value of the global feature for all J signatures of user i is
computed using the following formula:

maxdi;n ¼ max
j¼1;...;J

�gi;n � gi;n;j
�� ��� 	

: ð5Þ

Please note that distance maxdi;n is associated with the global feature n of the
user i and determines instability of the signature in the context of the feature
n. Value of the distance maxdi;n is also dependent on the variability of feature and it
has an impact on the work of the signature classifier (see Fig. 2).

Next, a classifier is created (Step 2). We use flexible neuro-fuzzy system of the
Mamdani type (see e.g. [6–9]). This system is based on the rules in the if-then form.
The fuzzy rules contain fuzzy sets which represent the values, e.g. “low” and
“high”, of the input and output linguistic variables. In our method the input lin-
guistic variables are dependent on the similarity between the global features of test
signature and average values of global features computed on the basis of training
signatures. The system uses N 0 features. Output linguistic variables describe the
reliability of the signature. In our method parameters of input fuzzy sets are
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individually selected for each user. Please note that if training signatures are more
similar to each other, the tolerance of our classifier is lower (maxdi;n takes smaller
values).

The flexibility of the classifier results from the possibility of using in the clas-
sification the importance of global features, which are selected individually for each
user. Taking into account the weights of importance of the global features is pos-
sible thanks to the use of proposed by us earlier (see e.g. [7, 10, 11]) aggregation
operators named the weighted triangular norms.

Our system for the signature verification works on the basis of two fuzzy rules
presented as follows:

R 1ð Þ :
IF dtsti;1isA1

i;1


 ����w0
i;1AND IF dtsti;2isA1

i;2


 ����w0
i;2AND. . .

IF dtsti;N0 isA1
i;N 0


 ����w0
i;N 0THENyiisB1

2
4

3
5

R 2ð Þ :
IF dtsti;1isA2

i;1


 ����w0
i;1AND IF dtsti;2isA2

i;2


 ����w0
i;2AND. . .

IF dtsti;N0 isA2
i;N 0


 ����w0
i;N 0THENyiisB2

2
4

3
5

8>>>>>>><
>>>>>>>:

; ð6Þ

where

– dtsti;n; i ¼ 1; 2; . . .; I; n ¼ 1; 2; . . .;N 0; j ¼ 1; 2; . . .; J, are input linguistic vari-
ables in the system for the signature verification.

– A1
i;n;A

2
i;n; i ¼ 1; 2; . . .; I; n ¼ 1; 2; . . .;N 0, are input fuzzy sets related to the glo-

bal feature number n of the user i represent values “high” assumed by input
linguistic variables. Analogously, fuzzy sets A2

i;1;A
2
i;2; . . .;A

2
i;N 0 represent values

“low” assumed by input linguistic variables. Thus, each rule contains N 0 ante-
cedents. In the fuzzy classifier of the signature used in the simulations we
applied a Gaussian membership function (see Fig. 2) for all input fuzzy sets.

– yi; i ¼ 1; 2; . . .; I, is output linguistic variable interpreted as reliability of sig-
nature considered to be created by the ith signer.

– B1;B2 are output fuzzy sets shown in Fig. 2. Fuzzy set B1 represents value
“high” of output linguistic variable. Analogously, fuzzy set B2 represents value

1
i,1A 1

i N’,A
µ
1

µ
1

µ
1

1B

2
i,1A 2

i N’,A

maxd i N,maxd

µ
1

µ
1

µ
1

1

2B

(1):R

(2):R

“high” “high” “high”

“low” “low”

“low”

i,1dtst i N’,dtst

i,1w’ i N’,w’

w’

testing phase

i j,1,d i N’,j,d training phase

i,1

i,1 i N’,
w’

n=1 n=N’ selected feature index

Fig. 2 Input and output fuzzy
sets of the flexible
neuro-fuzzy system of the
Mamdani type for verification
signature of user i
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“low” of output linguistic variable. In the fuzzy classifier of the signature used in
the simulations we applied the membership function of type γ (see e.g. [12]) in
the rule 1. This membership function is defined as follows:

lB1 xð Þ ¼
0 for x� a
x�a
b�a for a\x� b
1 for x[ b

8<
: : ð7Þ

In the rule 2 we applied the membership function of type L (see e.g. [12]). This
membership function is defined as follows:

lB2 xð Þ ¼
1 for x� a
b�x
b�a for a\x� b
0 for x[ b

8<
: : ð8Þ

In our system value of the parameter a for both rules from the rule base (6) is
equal to 0 and value of the parameter b is equal to 1.

– maxdi;n; i ¼ 1; 2; . . .; I; n ¼ 1; 2; . . .;N 0, can be equated with the border values
of features of individual users [see formula (5)].

– wi;n; i ¼ 1; 2; . . .; I; n ¼ 1; 2; . . .;N 0, are weights of importance related to the
global feature number n of the user i [see formula (4)].

Please note that regardless of the set of features chosen individually for the user,
the interpretation of the input and output fuzzy sets is uniform. Moreover, the way
of the signature classification is interpretable (see [13]).

2.2 Identity Verification Phase

Formal notation of the process of signature verification (Signature
Verification(i)) is performed in the following way (see Fig. 1): Step 1.
Acquisition of one test signature of the user which is considered as user i. Step 2.
Download of information about average values of the most characteristic global
features of the user i computed during training phase—�g0i and classifier parameters of
the user i from the database -maxdi;n;w0

i;nðn ¼ 1; 2; . . .;N 0Þ. Step 3.Determination of
values of global features which have been selected as the most characteristic for user
i in training phase. Step 4. Verification of test signature using of one class flexible
neuro-fuzzy classifier.

The test signature is considered to be true if the following assumption is
satisfied:
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�yi ¼
T� lA1

i;1
dtsti;1
� �

; . . .; lA1
i;N0

dtsti;N0
� �

;w0
i;1; . . .;w

0
i;N0

n o
T� lA1

i;1
dtsti;1
� �

; . . .; lA1
i;N0

dtsti;N 0
� �

;w0
i;1; . . .;w

0
i;N0

n o
þ

T� lA2
i;1

dtsti;1
� �

; . . .; lA2
i;N0

dtsti;N0
� �

;w0
i;1; . . .;w

0
i;N0

n o
0
@

1
A

[ cthi; ð9Þ

where

– T� �f g is the algebraic weighted t-norm (see [7, 10, 14, 15]) in the form:

T� a1; a2;
w1;w2

� 
¼ T

1� w1 � 1� a1ð Þ;
1� w2 � 1� a2ð Þ

� 
¼e:g: 1� w1 � 1� a1ð Þð Þ � 1� w2 � 1� a2ð Þð Þ

; ð10Þ

where t-norm T� �f g is a generalization of the usual two-valued logical conjunction
(studied in classical logic), w1 and w2 2 0; 1½ � mean weights of importance of the
arguments a1; a2 2 0; 1½ �. Please note that T� a1; a2; 1; 1f g ¼ T a1; a2f g and
T� a1; a2; 1; 0f g ¼ a1.

• lA �ð Þ is a Gaussian membership function (see e.g. [12]).
• lB1 �ð Þ is a membership function of class L (see e.g. [12]).
• lB2 �ð Þ is a membership function of class γ (see e.g. [12]).
• �yi; i ¼ 1; 2; . . .; I, is the value of the output signal of applied neuro-fuzzy system

described by rules (6).
• cthi 2 0; 1½ � is a coefficient determined experimentally for each user to eliminate

disproportion between FAR and FRR error (see e.g. [16]).

Formula (9) was created by taking into account in the description of system
simplification resulting from the spacing of fuzzy sets, shown in Fig. 2. The sim-
plifications are as follows: lB1 0ð Þ ¼ 0; lB1 1ð Þ � 1; lB2 0ð Þ � 1;lB2 1ð Þ ¼ 0.

3 Simulations

Simulations were performed using the commercial BioSecure DS2 Signature
database, which contains signatures of 210 users, and an authorial test environment.
The signatures was acquired in two sessions using the digitizing graphic tablet.
Each session contains 15 genuine signatures and 10 skilled forgeries per person.
During training phase we used 5 randomly selected genuine signatures of each
signer. During test phase we used 10 remaining genuine signatures and all 10
skilled forgeries of each signer. The process was performed five times, and the
results were averaged. In the simulations we used a set of 85 features described in
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[17]. A purpose of the algorithm was an automatic selection of 8 (about 10 %) the
most characteristic features for the individual.

Table 1 contains a set of accuracies obtained by the proposed method, our
previously developed methods and the ones proposed by other authors. The table
contains values of FAR (False Acceptance Rate) and FRR (False Rejection Rate)
errors which are commonly used in the literature to evaluate the effectiveness of
identity verification methods (see e.g. [18, 19]).

It may be seen that the proposed method works with a very good accuracy for
the BioSecure database taking into account all methods considered in the Table 1.
It works a little worse than the evolutionary selection method but its complexity is
lower and working time is shorter.

Moreover, in Fig. 3 we present a number of selection of global features averaged
for one test session. The most often selected features are the ones denoted by
numbers 79, 78 and 80 respectively. They are features associated with time moment
of maximum jerk of the signature trajectory, time moment of maximum velocity of
the signature and duration of writing process. Feature number 39 was also selected

Table 1 Comparison of the results for the dynamic signature verification methods for the database
BioSecure

Method Average FAR
(%)

Average FRR
(%)

Average error
(%)

Methods of other authors [20] – – 3.48–30.13

Evolutionary selection with PCA
[21]

5.29 6.01 5.65

Evolutionary selection [17] 2.32 2.48 2.40

Our method 3.02 3.26 3.14

number of the feature
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Fig. 3 Number of selection of global features averaged for one test session
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many times, it is associated with value of local maximum of signal x, value of
signal x during first pen-down and so-called delta x, which is a measure of the
signature range. It is worth to note that some features were not selected.

4 Conclusions

In this paper we propose a new method for the dynamic signature verification based
on the most characteristic global features. The method evaluates each global feature
of the individual and selects a number of his/her the most characteristic features
which are used during verification process. It uses a dedicated flexible fuzzy
one-class classifier. Accuracy of the method has been tested using authorial test
environment implemented in C# and commercial BioSecure on-line signature
database. The proposed algorithm worked with a very good accuracy in comparison
to other methods and it is distinguished by a low complexity.
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