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Abstract This paper proposes a new method for long-term forecasting of level and
structure of market demand for industrial goods. The method employs k-means
clustering and fuzzy decision trees to obtain the required forecast. The k-means
clustering serves to separate groups of items with similar level and structure (pat-
tern) of steel products consumption. Whereas, fuzzy decision tree is used to
determine the dependencies between consumption patterns and predictors. The
proposed method is verified using the extensive statistical material on the level and
structure of steel products consumption in selected countries over the years
1960–2010.
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1 Introduction

Forecasting of market demand is one of the most important part of tangible
investment appraisal [1]. This paper presents a new method for long-term fore-
casting. It is based on the concept of analog forecasting, which relies on forecasting
the behavior of a given variable by using information about the behavior of another
variable whose changes over time are similar, but not simultaneous. The proposed
forecasting method combines k-means clustering and fuzzy decision trees into a
single framework that operates on historical data. It can be primarily used for
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long-term forecasting of the level and structure (pattern) of demand for products
that are traded on industrial markets, i.e., steel industry products, non-ferrus metals
industry products, certain chemical industry products, casts, construction materials
industry products, energy carriers.

The rest of the paper is organized as follows. In Sect. 2 methods for forecasting
apparent consumption of steel products are presented. Section 3 describes methods
for building classification models and data clustering. The proposed long-term
forecasting method is introduced in Sect. 4. Section 5 discusses industrial appli-
cation of the proposed method. A comparison of the results with other methods is
presented in Sect. 6. The paper ends with concluding remarks and directions for
future research.

2 Methods for Forecasting Apparent Consumption
of Steel Products

The following methods are used for forecasting apparent consumption of steel
products: econometric models, sectorial analysis, trend estimation models, analog
methods. In econometric models, the level of apparent consumption of steel
products is a function of selected macroeconomic parameters. Typically, gross
domestic product (GDP) (see, e.g. [2]), GDP composition, the value of investment
outlays, and the level of industrial production are used as exogenous variables
[3–9], whereas GDP steel intensity is used as an endogenous variable. Apparent
consumption of steel products can also be forecasted by using trend estimation
models [10]. However, thus produced forecasts are usually short-term. Analog
methods for forecasting apparent consumption of steel products usually assume that
indicators characterizing the level and structure of apparent consumption of steel
products in a country for which the forecast is drawn up tend to attain the indicators
characterizing countries that serve as a comparator. The indicators that are most
often compared include consumption of steel products per capita, GDP steel
intensity, and the assortment structure of apparent consumption [6].

3 Building Classification Models and Data Clustering

Various data mining methods can be used to build classification models. Among
statistical data mining methods, the linear discriminant function method has been
widely used to solve practical problems [11]. However, the effectiveness of this
method deteriorates when the dependencies between forecasted values and
exogenous variables are very complex and/or non-linear [11], which is often the
case in practice. Machine learning methods [12–15], such as Bayesian networks,
genetic algorithms [16], algorithms for generating decision trees and neural
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networks are more appropriate in such situations, the two latter being used the most
frequently. The strength of neural networks lies in their ability to generalize
information contained in analyzed data sets. Decision trees, however, are advan-
tageous over neural networks in the ease of interpretation of obtained results. Rules
generated from decision trees, which assign objects to respective classes, are easy to
interpret even for users unfamiliar with problems of data mining [17, 18]. This
feature is very important, because decision-makers in the industry prefer tools
understandable for all participants in a decision-making process and provide easily
interpretable results. Nowadays the fuzzy version of decision trees is used
increasingly often. This is because available information is often burdened with
uncertainty, which is difficult to be captured by classical approach.

Clustering is a data mining method for determining groups (clusters) of objects
so that objects in the same group are more similar (with respect to selected attri-
butes) to each other than to objects from other groups. The most popular clustering
methods are hierarchical clustering and k-means clustering.

Taking into account the above considerations, from among a very large number
of available data mining methods, the k-means and fuzzy version of Iterative
Dichotomizer 3 (ID3) were used to develop a method for long-term forecasting of
the level and structure of apparent consumption of steel products. The k-means
method was used to create consumption patterns, whereas the fuzzy ID3 (FID3)
algorithm was used to build a decision tree that assigns specific consumption
patterns to predictors.

3.1 The k-Means Clustering

For the sake of completeness, below are reminded the steps of the k-means
clustering:

1. Specify k, the number of clusters.
2. Select k items randomly, arbitrarily or using a different criterion. The values of

the attributes of chosen items define the centroids of clusters.
3. Calculate the distance between each item and the defined centroids.
4. Separate items into k clusters based on the distances calculated in the third

step—assign items to clusters to which they are closest.
5. Determine the centroids of the newly formed clusters.
6. If the stopping criterion is met, end the algorithm; otherwise go to Step 3.

Subsequent iterations are characterized by squared errors function (SES) defined
by the formula SES ¼Pk

i¼1

Pni
j¼1 d

2
jSi , where d2jSi is the distance between the j-th

item and the centroid of the i-th cluster, ni is the number of items in the i-th cluster.
Once the values of SES in subsequent iterations do not show significant changes
(changes are less than the required value) the procedure terminate.
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3.2 Fuzzy Decision Trees

The proposed forecasting method uses the so-called Fuzzy Iterative Dichotomizer 3
(FID3) which is a generalization of the classical ID3 algorithm. The FID3 algorithm
extends the ID3 algorithm so that it can be applied to a set of data with fuzzy
attributes. The generalization relies on that FID3 algorithm computes the gain using
membership functions [19] instead of crisp values.

Assume that D is a set of items with attributes A1;A2; . . .;Ap and each item is
assigned to one class Ck 2 C1;C2; . . .;Cnf g. Additionally assume that each attri-
bute Ai can take li fuzzy values ~Fi1; ~Fi2; . . .; ~Fili . Let then DCk be a fuzzy subset in
D whose class is Ck and let |D| be the sum of the membership values in a fuzzy set
of data D. Then, the algorithm for generating a fuzzy decision tree is the
following [20]:

1. Generate the root node that contains all data, i.e., a fuzzy set of all data with the
membership value 1.

2. If a node t with a fuzzy set of data D satisfies the following conditions:

• the proportion of a data set of a class Ck is greater than or equal to a threshold
hr, that is DCkj j= Dj j � hr;

• the number of data set is less than a threshold hn that is Dj j � hn;
• there are no attributes for more classification, then the node t is a leaf and

assigned by the class name.

3. If the node t does not satisfy the above conditions, it is not a leaf and the test
node is generated as follows:

(a) For each Ai (i = 1, 2,…, p), calculate the information gains G(Ai, D) (see
below) and select the test attribute Amax with the maximal gain.

(b) Divide D into fuzzy subsets D1, D2,…, Dl according to Amax, where the
membership value of the data in Dj is the product of the membership value in
D and the value of ~Fmax;j of the value of Amax, in D.

(c) Generate new nodes tl, t2,…, tl for fuzzy subsets D1, D2, …, Dl, and label the
fuzzy sets ~Fmax;j to edges that connect between the nodes tj and t.

(d) Replace D by Dj (j = 1,2,…, l) and repeat recursively starting from 2.

The information gain G(Ai, D) for the attribute Ai is defined by

G Ai; Dð Þ ¼ I Dð Þ � E Ai; Dð Þ; ð1Þ

where:

IðDÞ ¼ �
Xn
k¼1

DCk
�� ��=D� �

log DCk
�� ��=D� � ð2Þ
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EðAi;DÞ ¼ DFij

�� ��=Xm
j¼1

DFij

� �
I DFij

� � !
ð3Þ

As for assigning the class name to the leaf node the following methods are
proposed:

1. The node is assigned by the class name that has the greatest membership value,
that is, other than the selected data are ignored.

2. If the condition (a) in Step 2 in the algorithm holds, do the same as the method
(1). If not, the node is considered to be empty, i.e., the data are ignored.

3. The node is assigned by all class names with their membership values, that is, all
data are taken into account.

4 The Proposed Long-Term Forecasting Method

The overview of forecasting methods presented in Sect. 2 shows that the structure
and level of apparent consumption of steel products or GDP steel intensity depends
on selected macroeconomic parameters characterizing the economy of a country.
The value of GDP per capita and the sectorial composition of the GDP are most
often used as exogenous variables. The sectorial composition is characterized by the
contribution of industry and construction in GDP. Additionally, in the case of
industry, the share of sectors determining the level of steel consumption (the
so-called steel intensity industries) in the industry is significant for the total
GDP. Such sectors include manufacture of finished metal products excluding
machinery and equipment, manufacture of electrical equipment, manufacture of
machinery and equipment not classified elsewhere, manufacture of motor vehicles
and trailers, excluding motorcycles and the manufacture of other transport
equipment.

The proposed forecasting method (see Fig. 1) is used to predict the following
(endogenous) model variables:

– GDP steel intensity (St),
– share of various ranges of products in consumption

• share of long products (Ud),
• share of flat products (Up),
• share of pipes and hollow sections (Ur),
• relation of the consumption of organic coated sheets to the consumption of

metallurgic products altogether (Uo).
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The exogenous variables in the model (predictors) are:

– value of GDP per capita (GDP),
– share of industrial production and construction in GDP (UPB),
– share of steel intensity industries in making up gross value of industry (UPS).

Endogenous variables create a consumption profile for each country in a par-
ticular year. Besides the consumption profile, the historical data include a summary
of values of predictors (exogenous variables) for each country and year. Historical
data covering consumption profiles and values of predictors are collected from
different countries and different periods. For certain countries, only values of pre-
dictors were available in the forecasted period. Consumption profiles are forecasted
on the basis of these values.

The overall forecasting procedure proposed in this paper is the following. First,
consumption patterns are created using the k-means method. A consumption pattern
is understood as a GDP steel intensity and a structure of consumption expressed by
the share of individual ranges of steel products in a total consumption. Such pat-
terns are defined using data on consumption profiles in different countries over
many years. The centroids of clusters identified using the k-means method form the
consumption patterns. After defining clusters and their centroids, a fuzzy decision
tree is built using historical data. The obtained fuzzy decision tree distinguishes
easily interpretable links between predictors and pre-defined consumption patterns.
This provides the possibility for forecasting the level and structure of steel products
consumption based on the forecasted value of GDP and GDP composition.
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× × ×
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× ×
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Fig. 1 The proposed forecasting procedure
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5 Industry Application

Historical data used to generate the fuzzy decision tree was derived from the
following countries: Austria, Belgium, Denmark, Finland, France, Spain, Holland,
Japan, Lithuania, Norway, Czech Republic, Russia, Slovakia, Slovenia, Sweden,
United Kingdom, Hungary, Italy and the USA. Data from Japan, the USA and
Western European countries are collected over the period 1960–2010, and data for
the remaining countries came from the period 1993–2010. It was not possible to
gather data on the structure of consumption for all counties in all years of the
periods indicated above. Taking into account the gaps in the data, the total number
of collected items was 730. The data was divided randomly into two sets: a set of
657 items, which served to build a classifier and a set of 73 items, which were used
to test the classifier and compare it with another method. Data on GDP for each
country was expressed in dollars according to prices from 2007.

The values of GDP steel intensity and demand structure defined by consumption
patterns are used to determine the forecast in the proposed method. These patterns
are defined on the basis of historical data describing the consumption profiles of
various countries and in various periods. During the time between the period from
which comes the data characterizing the consumption profiles and the period for
which the forecast is made, there are production technology changes and structural
changes of the products in sectors utilizing steel products. Changes also occur in the
parameters of steel products in terms of their durability characteristics, techno-
logical characteristics. These changes affect the reduction of sectorial indicators of
steel intensity. This in turn results in a reduction of GDP steel intensity not directly
associated with changes in the GDP and its sectorial composition. Therefore, steel
intensity was adjusted in the profiles of the individual countries in various years.

In the first step, 9 classes of patterns of the consumption were obtained from the
clustering of steel intensity and demand structure (see Table 1).

To build FID3 the fuzzification was carried out for all independent variables.
The fuzzification relied on the division of each attribute on equinumerous bins. The
membership to the classes is described by fuzzy numbers. In this case, the

Table 1 Centers of consumption patterns

Cluster G1 G2 G3 G4 G5 G6 G7 G8 G9

No of items 118 61 73 56 85 105 76 90 66

St (kg/K USD) 15.70 35.83 27.63 47.69 23.37 24.41 23.20 11.63 35.66

Ud 0.39 0.42 0.44 0.44 0.45 0.44 0.47 0.38 0.50

Up 0.50 0.48 0.48 0.45 0.46 0.47 0.43 0.53 0.40

Ur 0.10 0.11 0.08 0.12 0.09 0.09 0.10 0.09 0.10

Uo 0.20 0.13 0.15 0.12 0.09 0.19 0.16 0.24 0.17
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fuzzification was performed using the following algorithm. The attribute Ai is a
sequence of J + 1 observation Ai ¼ fxjgj¼0;1;...;J such that xjþ 1 � xj. Observations
are divided into l subsets, where l = 5 + 3.3log(J + 1) (here l = 11). For each subset,
a trapezoidal fuzzy number (a, b, c, d) was determined, where values a, b, c, d are
designated in the following way:

k ¼ 1 ~Fk ¼ ðgk ; gk ; gkþ q; ð1þmÞgkþ 1Þ
1\k\lþ 1 ~Fk ¼ ðð1� mÞgk ; ð1� mÞ; gkþ 1; gkþ 1ð1þmÞÞ
k ¼ lþ 1 ~Fk ¼ ðð1� mÞgk ; gk ; gkþ 1; gkþ 1Þ

where gk ¼ xjk ; jk ¼ ðk � 1Þ Jþ 1
l

� �
; k ¼ 1; . . .; lþ 1 and m 2 ½0; 1�.

To improve readability of result, each fuzzy set in attribute Ai was labelled. Each
label consists of name of attribute and value of k e.g. GDP1 means fuzzy set of
GDP where k = 1. The following values of m was accepted for attributes:
mGDP ¼ 0:05, mUPB ¼ 0:01, mUPS ¼ 0:04, A decision tree is built using the FID3
algorithm described in Sect. 3.2, where the stopping criterions are based on the
following thresholds: hr ¼ 3%, hn ¼ 90%.

The final decision tree consists of 216 leaves and 100 nodes. The GDP was
important attribute, and UPS attribute is the most rarely tested. This means that it is
the least important in determining the level and structure of steel products con-
sumption. Sectorial composition of the GDP is more relevant in this case.

Inference in an ordinary decision tree is executed by starting from the root node
and repeating to test the attribute at the node and branch to an edge by its value until
reaching at a leaf node, a class attached to the leaf being as the result. The difference
between the ordinary and fuzzy tree relies on this that the given case is not credited
only to one branch, but to many with some degree of the membership.

On the basis exemplary case (see Table 2) will be elaborated the forecast. For the
simplicity of presentation, below are shown only non-zero values of the member-
ship function.

To elaborate the forecast three operations must be executed. First for every
branch one ought to designate the indicator G—this is the value of membership
function with which the attribute of the case for which we elaborate the forecast
satisfies the rule by which the branch is based. On Fig. 2 is indicated the fragment
of the tree, where values of indicators F for individual branches are non-zero.
Values of indicators F are found on the grey background close to the branch.

In the second step, the value of the membership function of the analyzed case to
individual clusters is designated. Suitable calculations are shown below.

Table 2 The exemplary-case
for prediction

GDP UPB UPS

GDP7 GDP8 UPB2 UPS7 UPS8

0.22 0.78 1.00 0.54 0.46
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In the third step, on the basis of the computed value of the membership function
the forecast for the analyzed case is designated (Table 3).

6 A Comparison of the Results with a Classical Method

It is difficult to compare the proposed method with conventional econometric
models, since a vector characterizing the level and structure of consumption is
forecasted. The vector components must meet certain conditions. The sum of the
forecasted shares of the three main product groups (long products, flat products,
pipes) must be 1. In order to compare the effectiveness of the proposed fuzzy
method, additional classifiers were also tested based on a traditional (crisp) method
which uses Gini coefficient to build the tree.

GDP

UPS UPS

GDP8

Node 1
Consumption

patterns
G3 : 0.45
G6 : 0.34
G7 : 0.21

Node 2
Consumption 

patterns
G3 : 0.09
G6 : 0.85
G7 : 0.06

Node 3
Consumption

patterns

G6 : 0.34

Node 4
Consumption

patterns

G6 : 0.34

GDP7

UPS7 UPS8 UPS7 UPS8

0.22 0.78

0.54 0.46

0.54 0.46

Fig. 2 Part of the tree for exemplary case

Table 3 The forecast for the
analyzed case

G3 G6 G7 Forecast

St, kg/K USD 27.62 24.41 23.20 24.55
Ud 0.44 0.44 0.47 0.44
Up 0.48 0.46 0.43 0.46
Ur 0.08 0.09 0.10 0.09
Uo 0.15 0.20 0.16 0.19

Data Mining Methods for Long-Term Forecasting of Market … 11



A comparison of the quality of the forecasts was made using 67 selected items.
The quality of the forecasts was rated by calculating MAPE. The results of the tests
are presented in Table 4.

The data in Table 3 indicate that the proposed fuzzy algorithm provides more
accurate forecasts of the level and structure of consumption. The method provides
smaller value of the MAPE. In this case, the value of the MAPE constitutes 36.8 %
values of the error in the crisp method using the Gini coefficient to select attributes
based on which the training set is divided.

7 Final Remarks

In the last decade, data mining methods have become very popular tools for sup-
porting decision-making processes. The forecasting method presented in this paper
proved to be effective for the analyzed example. The presented concept provided
good results. This allows to recommend the proposed method to be used for
long-term forecasting of demand for selected products traded on the industrial
market. The method can be classified into the group of analog methods. In such
methods a forecast is formulated on the basis of comparator. Most comparators are
defined by experts. The proposed method allows for objectifying the selection of
comparators by making the selection dependent on the values of chosen predictors.
The method makes it possible to forecast the level and structure of demand. The
applied means of determining the centroids of clusters in the k-means method
allows for correctly forecasting the structure of consumption.

The proposed method was compared with other methods for building decision
trees. The conducted test showed that the smaller mean absolute percentage error
was obtained using fuzzy ID3 algorithm for building decision trees in comparison
with the crisp method.
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