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Preface

This four volume set of books includes the proceedings of the 2015 36th
International Conference Information Systems Architecture and Technology
(ISAT), or ISAT 2015 for short, held on September 20–22, 2015, in Karpacz,
Poland. The conference was organized by the Department of Computer Science and
Department of Management Systems, Faculty of Computer Science and
Management, Wrocław University of Technology, Poland.

The International Conference Information Systems Architecture is organized by
the Wrocław University of Technology from the seventies of the last century. The
purpose of the ISAT is to discuss a state of the art of information systems concepts
and applications as well as architectures and technologies supporting contemporary
information systems. The aim is also to consider an impact of knowledge, infor-
mation, computing, and communication technologies on managing the organization
scope of functionality as well as on enterprise information systems design, imple-
mentation, and maintenance processes taking into account various methodological,
technological, and technical aspects. It is also devoted to information systems
concepts and applications supporting exchange of goods and services by using
different business models and exploiting opportunities offered by Internet-based
electronic business and commerce solutions.

ISAT is a forum for specific disciplinary research, as well as on
multi-disciplinary studies to present original contributions and to discuss different
subjects of today’s information systems planning, designing, development, and
implementation. The event is addressed to the scientific community, people
involved in variety of topics related to information, management, computer, and
communication systems, and people involved in the development of business
information systems and business computer applications.

This year, we received 130 papers from 17 countries. The papers included in the
four proceeding volumes published by Springer have been subject to a thorough-
going review process by highly qualified peer reviewers. Each paper was reviewed
by at least two members of Program Committee or Board of Reviewers. Only
74 best papers were selected for oral presentation and publication in the
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36th International Conference Information Systems Architecture and Technology
2015 proceedings. The final acceptance rate was 57 %.

Professor Peter Nelsen (Denmark) presented his keynote speech on Some
Insights from Big Data Research Projects. He also organized the special session on
the advances in methods for managing complex planning environments.

The conference proceedings are divided into four volumes and present papers in
the areas of managing complex planning environments, systems analysis and
modeling, finance, logistics and market, artificial intelligence, knowledge-based
management, Web systems, computer networks and distributed computing, high
performance computing, cloud computing, multi-agent systems, Internet of Things,
mobile systems, service-oriented architecture systems, knowledge discovery, and
data mining.

We would like to thank the Program Committee and external reviewers, essential
for reviewing the papers to ensure a high standard of the ISAT 2015 conference and
the proceedings. We thank the authors, presenters, and participants of ISAT 2015;
without them, the conference could not have taken place. Finally, we thank the
organizing team for the efforts this and previous years in bringing the conference to
a successful conclusion.

September 2015 Jerzy Świątek
Leszek Borzemski

Adam Grzech
Zofia Wilimowska
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Personal Wi-Fi Based Indoor Localization
of Mobile Devices in Active Environment

Mariusz Fraś, Krzysztof Waśko and Tomasz Wierzowiecki

Abstract The localization techniques became very popular and widely used in
recent years. Popularization of mobile devices such as smartphones particularly
increased the importance of wireless localization, including indoor localization.
This paper deals with two issues. First, it examines the effectiveness of selected
fingerprint based Wi-Fi indoor localization methods utilized in personal localization
system with use of ordinary mobile phones in non-controlled active environment in
the presence of dynamic interferences. Second, the new fingerprint based posi-
tioning algorithm wkNN-Bayes that combines k nearest neighbor approach with
probabilistic algorithm based on Bayes theory using normal distribution to model
signal strength distribution is presented.

Keywords Indoor wireless localization � RSSI fingerprinting � Probabilistic
algorithm

1 Introduction

The identification of localization of considered entity such as mobile device, user,
source of activity etc. has the increasing importance in the current computer science
technologies and information services. Positioning data can be utilized in such areas
as shopping business, booking services, local information delivery, quality of
network services, social services, search services, and many more.

Satellite navigation systems and GPS modules widely installed in the mobile
devices were a big step forward in the area of positioning services. The GPS system
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launched in 70s by U.S. Department of Defense, consists of tens of satellites
transmitting radio signal which allows the receiver to calculate its geographical
position based on the measured signal propagation time. Since year 2000 the system
permits to determine the position with an rms (root mean square) accuracy of
4–12 m for all civil users [1] and with 2.6–12 m rms accuracy for registered GPS
users [2]. The GPS based systems such as wide-area DGPS (Differential GPS) or
various Satellite Based Augmentation Systems (SBAS) allow to achieve even a
centimeter accuracy [3]. However, the usability of GPS is not as big as we would
like. In the cities the accuracy drops because of interference and high density of
buildings. Even more important is the fact that people reside a lot of the time inside
the buildings or other places being out of the GPS signal range. In large buildings
(e.g. shopping centers) the positioning system is very desirable but also not easy to
accomplish. The other solutions for indoor localization are based on GSM standard—
e.g. in [4], RFID (Radio Frequency Identification) tags—e.g. in [5, 6], and UWB
(Ultra Wideband) technology—e.g. in [7]. However the greatest potential and most
promising seem to be techniques based on Wi-Fi technology.

The rapid development the local Wi-Fi networks in last years and widespread
availability of mobile phones (smartphones) equipped with Wi-Fi modules allow to
widely utilize Wi-Fi based indoor localization. There is a lot of works that con-
sidered various approaches, algorithms, ideas, etc. for indoor Wi-Fi localization
during several recent years [8, 9]. Most of them usually presents results of exper-
iments made in clear environment (similar to laboratory conditions), with use of
strictly selected equipment, to show absolute accuracy of proposed methods and
make comparisons clear.

The purpose of this work is twofold—first, to show the effectiveness of selected
popular fingerprint based Wi-Fi indoor localization methods utilized in personal
system with use of ordinary mobile phones in non-controlled active environment in
the presence of dynamically changing interferences. As effectiveness the posi-
tioning accuracy is considered. Second, to propose a modification of classical
probabilistic algorithm, that improves effectiveness of object localization—
wkNN-Bayes algorithm that combines k nearest neighbor approach with proba-
bilistic algorithm based on Bayes theory using normal distribution to model signal
strength distribution. In Sect. 2 the work presents brief description and character-
istics of Wi-Fi based techniques used for indoor localization. In Sect. 3 the new
approach for indoor positioning is presented. In Sect. 4 the project and results of
experiments are presented followed by final remarks in Sect. 5.

2 Wi-Fi Based Indoor Localization Methods

The most common solutions for indoor localization of mobile objects are methods
based on detecting and processing signal of IEEE 802.11 standard (Wi-Fi) net-
works. The advantages of this approach is rapidly increasing number of Wi-Fi
networks, popularization of smartphones equipped with Wi-Fi communication

4 M. Fraś et al.



module as a standard, and API to collect Wi-Fi data available for popular smart-
phones system software. The most popular methods can be generally classified into
two categories: direct calculations of position with use of measured signal char-
acteristic (e.g. signal strength or signal delay) usually using lateration approach, and
fingerprinting—using mapping of signal characteristic to indoor area.

The lateration (trilateriation, multirateration) technique of computing position
consists in measuring distance to multiple points of known positions. The inter-
section of distance circles indicates object position. Having at least three mea-
surements from three different non-linear points the trilateration permits compute
localization in two dimensions. The three main approaches to measure distance are:
direct measurements (difficult and very little applicable to mobile phones), mea-
surement of signal attenuation, and measurement of time it takes to travel signal
between the object and the known point.

The estimation of the distance between the device and each transmitter can be
obtained on the basis of the relationship between radio signal strength (RSSI—
Received Signal Strength Indication) and distance taken from theoretical model of
signal propagation which express relationships between the signal power, the power
of the transmitter, the wavelength, the path loss coefficient which depends on the
environment, the gains of the receiver and the transmitter, and the distance between
the receiver and the transmitter. However, in real world conditions, the theoretical
and real signal strength differ because of such issues as reflections, refractions, the
presence of other dynamic objects (e.g. people), etc. what results in poor distance
estimation. In [10] was shown that indoor signal noise is definitely larger than
outside the buildings. Therefore, estimation methods of distance determination must
be additionally applied.

For trilateration of noised signal the LSE (Least Square Error), NLSE (Nonlinear
Least Square Error), and WLSE (Weighted Least Square Error) methods and their
extensions are commonly used to estimate distance—e.g. [11]. WLSE method
assumes that for more distant transmitters the measured signal error is likely larger
and such measurements should have less impact on calculations. Various works
show various error values for tested similar solutions.

The other approach is to measure the time it takes to “fly” the signal from the
object to access point (and back as a variant)—ToF (Time of Flight) parameter. In
[12] the solution that uses Cristian algorithm to measure time and finally distance
was presented. In the experiments the mean error level of position estimation was
about 2 m. However, the measurements were performed in laboratory conditions.
Apart from that the problems in such approach are time synchronization of inter-
acting objects, the granularity of clocks and several other. Although, as shown in
[13], the distance estimation accuracy can be within 1–3 m, this technique is
difficult to use in diverse environment such as shopping centers and the like.

Very popular solutions for indoor localization of mobile objects are finger-
printing based methods that consist in constructing the map of values of chosen
signal characteristic in chosen points of the area (fingerprint). The measured signal
parameter is usually proportional to the distance between the point and the

Personal Wi-Fi Based Indoor Localization of Mobile Devices … 5



transmitter. Comparison of the measured value of this characteristic and the map
permits to estimate localization. The method consists of two phases:

– offline phase—during this step the measured metrics in chosen points of the
terrain are collected and recorded in database, including the localization deter-
mined manually or by another measurement,

– online phase—collecting momentary metrics and on the basis of processing
using data from database determining the current localization of the object.

Usually used metrics are Received Signal Strength Indicator (RSSI), Time of
Flight (ToF), and Angle of Arrival (AoA) [14].

Due to measurement inaccuracy simple comparison of the measured metric and
the map usually doesn’t indicate one clear position and two or more positions can fit
our measurement. Hence additional processing must be performed to find the
closest match from known points. For often used RSSI Fingerprinting the following
approaches are mostly used:

deterministic methods—nearest neighbor based methods,
probabilistic methods—methods using signal strength distribution approximation
and maximum likelihood estimation,
statistical analysis and machine learning based methods,
the methods that uses various AI approaches, e.g. neural networks.

Very popular because of their simplicity are firstly proposed nearest neighbor
(NN) and k nearest neighbors (kNN) algorithms [15, 16], and their variations in
later works. The position is estimated by arithmetic calculations of selected
matching points (neighbors) in signal space (fingerprint maps). Some improvement
is weighted version of kNN—wkNN algorithm. The final position is calculated with
use of distances to neighbors scaled with weights reversely proportional to
Euclidian distance to that neighbors. The best reported accuracy of these methods is
1 ÷ 3 m (20 % better for kNN, and even better for wkNN). However again, the
accuracy depends strongly on environment and measurement conditions.

The works presenting methods that apply statistical learning theory, e.g. [17, 18],
report the accuracy similar to wkNN. In the work [17], in tested environment, the
90 ‰ has a distance estimation error equal 5.12 m while the wkNN 5.16 m.
Reported errors for neural network based methods varies. In the work [19] neural
network classifier to determine location was proposed. Examined average distance
error was equal 1.5 ÷ 3 m. In [9] the 90 ‰ has a distance estimation error for this
method equal 5.4 m.

3 Weighted kNN-Bayes Algorithm

The probabilistic methods have its basis in the nature of a radio signal. Strong
interference, reflections, distortion causes the signal in one place is not homoge-
neous. Instead, most frequently occurring values of signal strength can be
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determined. The general idea is that for given set of localization candidates
L = {l1,… , ln,… , lN} and a measured vector of signal strength S(s1,… , si,… , sI),
we choose the localization ln for which the probability P(ln|S) of occurring
measured values of S is the biggest:

argmaxlnP lnjSð Þ ð1Þ

Probabilistic methods use histograms of particular values of radio signal
strength, others are based on creating empirically probability distributions and some
use ready-made mathematical models of histograms [20, 21].

Our proposed Weighted kNN-Bayes (wkNN-Bayes for short) algorithm is
modification of classical probabilistic approach using normal distribution for the
estimation of localization. The wkNN-Bayes algorithm combines k nearest neigh-
bor technique with probabilistic algorithm based on Bayes theory using normal
distribution to model signal strength distribution.

According to Bayes theory the Eq. (1) can be expressed as:

argmaxlnP lnjSð Þ ¼ argmaxln
P Sjlnð Þ � P lnð Þ

P Sð Þ
� �

ð2Þ

where P(ln) is the probability of being in location ln. Due to the inability to
determine its previous location it can be assumed that the probability P(ln) are
equally for all localizations. Also P(S) is constant, so the equation for finding
position of the object can be expressed as:

argmaxlnP lnjSð Þ ¼ argmaxlnP Sjlnð Þ ð3Þ

To avoid burdensome determination of the probability of occurrence of a given
signal strength for various Wi-Fi networks, as a probability distribution can be
assumed normal distribution with empirically determined standard deviation. Then
the rule to estimate object localization is:

argmaxlnP lnjSð Þ ¼ argmaxln
YK
i¼1

fsi;rðsiÞ ð4Þ

where: fsi;r—the normal distribution function with mean distribution si equals the
average value of ith signal strength (i.e. the signal strength of ith access point) at
localization ln, si—measured signal strength, and σ—standard deviation of normal
distribution.

In our approach we propose weighted version of described Bayes algorithm and
using k nearest neighbor technique. The estimated position is calculated as an
average of k most likely neighbors ln,k, and the probability of given localization in
(4) is scaled with the factor (weight) ws|ln:
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wSjln ¼ ln
1

P Sjlnð Þ
� �

ð5Þ

The weight is logarithm of inverse of the probability. The final position is
calculated as an weighted average from k most likely positions. Thus it makes more
probable localizations larger impact on calculation of estimated final localization.

4 Experimental Study

One of the main purpose of measurements was to test effectiveness of selected
Wi-Fi indoor localization methods with personal localization system in
non-controlled active environment. The taken assumptions were the following:

– the testing environment will be a large shopping center with private Wi-Fi
networks (with unknown localization of Wi-Fi signal transmitters),

– the measurements will be performed during opening hours when moving people
generate additional Wi-Fi signal interference,

– ordinary popular mobile phones be used for measurements will.

The experiment for evaluation of effectiveness of tested algorithms was per-
formed in following steps:

– preparation of detailed map of tested area with geographical data,
– vectorization of the map to use it in measurement tool (mobile phone

application),
– performing test measurements of offline phase to build fingerprint map,
– performing online phase measurements to collect data for evaluation of

localization,
– data analysis for evaluation of tested algorithms accuracy.

The selected area for experiment was the part of one floor of Grunwald Passage
(Pasaz Grunwaldzki in polish) shopping center in Wroclaw, Poland. The map of the
center was calibrated in Polish Geographic Coordinate System PUWG 1992
(EPSG:2180) with use of application C-Geo. Next, the map was transformed to the
variant of Mercator projection—WSG 84 Pseudo Mercator (EPSG:3857) which is
de facto standard for Web mapping applications (e.g. used by Google Maps ser-
vice). The measurements were performed with use of HTC Desire S mobile phone
(smartfon). Its precision of measuring the strength of Wi-Fi signal is 1 dBm, and the
measurement frequency is 1 s. The measurements were performed with specially
designed measurement system Ilfar—specialized android application cooperating
with server application for storing measured data.

The measurement part of the experiment had the following characteristic:

– the measurements were collected in the area of 2600 m2,
– the offline phase measurements were collected in 143 points presented in Fig. 1,
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– each fingerprint (point of map) was calculated from average a number of series
of measurements (approx. 8200 for one map) preformed in all directions,

– the average number of access points in one measurement point was 14.65,
– the online measurements (measurements for evaluation of algorithms accuracy)

were collected in 116 different points (known precise positions) in the same
area,

– the values of signal strength was in the range of −40 to −98 dBm.

The measurements resulted in the maps of the signal strength of various net-
works—two examples are shown in Fig. 2 (the strongest signal for green (light grey
for b&w printing) area, the weakest for dark red/brown (dark grey for b&w
printing) area). The collected data during online phase were used to compare
accuracy of the following fingerprint localization algorithms: NN—nearest neigh-
bor, kNN—k nearest neighbors, wkNN—weighted k nearest neighbors, Bayes—
described in Sect. 3 Bayesian algorithm, wkNN-Bayes—proposed modification of
Bayesian algorithm.

At the first glance the maps shows the expected non-monotonic change of signal
strength what will most likely affect localization accuracy.

The proposed wkNN-Bayes algorithm was first tested to find the best value of
standard deviation of normal distribution σ. The analysis performed for five access
points used to determine the localization showed that for σ equal 1 ÷ 1.2 the error of
localization stops to decrease. The value of σ = 1.2 was taken for all further
experiments. Figure 3 presents, often used in the literature for comparisons, the

Fig. 1 The map of
measurement area (shopping
center) with fingerprint
measurement points
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empirical distribution function (empirical CDF) of the position estimation error E
for Bayes algorithm and proposed wkNN-Bayes algorithm. The experiment showed
the apparent advantage of our algorithm over the classic Bayes. The probability P
that the estimation of localization error will be less then given value increases
especially starting from 6 m. The improvement requires really little additional
processing and no extra measurements comparing to Bayes algorithm. The
empirical CDF of other kNN algorithms were very close to wkNN-Bayes.

The comparison of all tested algorithms is presented in Fig. 4. The average error
of estimation of localization Eavg was calculated for different number k of signal
transmitters (Wi-Fi access points) i.e. the number of neighbors used to estimate the
position of mobile object.

The results show clear advantage of kNN, wkNN and wkNN-Bayes algorithms.
However, it did not show the expected differences between known algorithms

Fig. 2 The measured signal strength of “OMEGA” (left) and “orange hotspot” (right) networks
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indicated in the literature. Several possible reasons may explain this fact. The one is
that for really hard environment (i.e. when signal interferences are high) the dif-
ferences between more advanced algorithms are point-sized. The second, that dif-
ferences in generation of fingerprint map, i.e. map precision and density of
measurement points, are so strongly relevant. Also using ordinary measurement can
make a difference. The last one is the large number of access points and not using
any preprocessing. As shown in [22] for strong signals the measured signal strength
variation is greater and any interferences have more significant impact on accuracy.
For such a large number of transmitters the mobile object is usually within a range
of strong signals.

The proposed wkNN-Bayes algorithm works as well as the best of the rest. At
the same time we can see that for most methods in our tested environment the good
number of access points used to estimation of the position is 7–12.

5 Final Remarks

The paper focused on two issues: examination of effectiveness of selected indoor
localization methods based on Wi-Fi fingerprint maps and presentation of
improvement for classic probabilistic algorithm based on Bayes theory. One of the
main conclusions from performed experiments is that the impact of not always
considered test environment conditions on evaluation of algorithm accuracy is
really huge. The overall accuracy of all tested algorithm was not as high as we
would expect. Such factors as laboratory vs. live environment and the characteristic
of interferences, but also density of fingerprint points and Wi-Fi access points,
should be taken into account to compare proposed solutions, because it may impact
accuracy of methods distinctly.

The proposed wkNN-Bayes algorithm combines classical approach based on
Bayes theory with use of normal distribution to model signal strength distribution
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and weighted k nearest neighbor approach. It works evidently better than the basal.
Averaging estimation of localization improved accuracy, partly overcoming irreg-
ularity of Wi-Fi signal. However, without some improvements methods may not
work well in active non-controlled environment in the presence of dynamically
changing interferences. Especially using preprocessing phase for access point
selection seem to be necessary step. Also very careful preparation of fingerprint
maps matter.
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The Methodology for Software
Development to Support Decision
Making Processes

Grzegorz Kołaczek, Paweł Świątek, Krzysztof Juszczyszyn,
Adam Grzech and Arkadiusz Sławek

Abstract The paper describes an original software development Methodology and
its supporting online tools (the Process Optimization Platform) which allow
efficient identification of optimization problems in transport organizations and fast
development of a prototype solution. The result of applying the Methodology and
the Platform in the context of an organization is a prototype of a decision support
system, which can be evaluated with a sample of live data representing actual
problems of the organization. This enables the organization to easily assess
potential business benefits and quality of the solution before engaging in full
software development process related to the implementation of decision support
system. The benefits brought by the application of cloud computing solutions while
implementing and applying the proposed set of methods and tools have been
presented.
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1 Introduction

The Methodology of the Process Optimization Platform focuses on identification,
analysis, planning and optimization of enterprise resource management processes in
domain-specific information systems. The first part of the paper describes charac-
teristics of basic elements associated with the proposed Methodology. Goals of
identification and description of activities in the domain of transport have been
described, as well as usage of systematic knowledge in the form of dictionaries and
repositories of data gathered from previously conducted studies. The second part of
the paper includes details of four classes of use-cases, so-called “Methodology
paths” [1, 2].

Main features characterizing the developed Methodology and distinguishing the
proposed approach from other solutions are [3]:

• agile approach—involving the provision of methods and tools to make rapid and
accurate identification of the relevant decision-making processes for the
organization,

• accumulation of knowledge—the knowledge derived from previously solved
problems is collected and made available for future systematic analysis of
organizations,

• use of service-oriented architecture—use of the SOA paradigm provides ability
to streamline the implementation phase and facilitate the integration of newly
developed software solutions and organizations’ legacy information systems.

2 The Methodology

The Methodology proposes a complete procedure to be followed by development
teams. It defines a series of steps, from the very beginning of business analysis,
through the structured specification of an optimization problem, to the final delivery
of a prototype solution—a software implementation of an algorithm solving the
identified optimization problem. The Methodology also defines a set of structures
and software elements which are required while following the procedure defined by
the Methodology [4–6]. These elements are as follows:

• a tool to assist work of an analyst,
• a method of identification of optimization needs,
• a collection of dictionaries and corresponding development tools,
• a repository of tasks decision models,
• a method of selecting or generating algorithms solving optimization problems,
• a repository of algorithms solving optimization problems.
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From its early beginnings the Methodology shares the same principles and ideas
which lay behind service oriented and agile computing—sharing resources to
achieve coherence and economies of scale, similar to a utility over a network. The
convergence between the Methodology and service oriented architecture appears
clearly when we consider the common aim which is maximizing effectiveness of
shared resources. In case of the Methodology resources are defined by:

• software tools to facilitate business analysis process which can be simultane-
ously shared by multiple users and applied in different context of organization
needs,

• aggregation of domain knowledge gathered during previous analyses,
• aggregation of the algorithms solving various optimization problems identified

in organizations,
• service orientation, so that different tools and components supporting problem

identification, description and software development process can be exchanged
and combined to build new functionalities.

In addition to the advantages of utilizing dedicated online services to support
identification and analysis of optimization problems, an important benefit to the
Methodology comes from building cloud based computation environments. The
ability of diffusion and concurrent computations combined with flexibility of
resource management and on-demand availability offered by cloud oriented envi-
ronments brings a straightforward improvement to the sophisticated computation
methods required by models and algorithms forming the final solutions of identified
optimization problems.

3 Main Elements Defining the Methodology

The aim of processes defined by the Methodology (Fig. 1) in addition to identifying
organization’s optimization needs is to prepare a prototype solution. Depending on
analyzed context, preparation of a prototype requires selection of one of four
possible paths defined by the proposed Methodology.

3.1 Finding Solutions

The first path defined by the Methodology—“Finding Solutions”—is followed if an
adequate solution of decision making task already exists and is available in one of
the Process Optimization Platform repositories. It means that for a given organi-
zation and its identified optimization problem, a solution algorithm can be found in
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the Platform repository and matched based on the similarity of the current problem
to one of previously analyzed cases. In this scenario, we assume that the matched
algorithm can be re-used in the preparation process of prototype solution for the
given organization. In this path of the Methodology all decisions regarding the
choice of the model and the algorithm class are undertaken independently by an
appropriate system analyst (Fig. 2).
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Fig. 1 The methodology

18 G. Kołaczek et al.



3.2 Path 2: Model Construction

The second path in the Methodology—“Model construction”—is followed when an
analyst builds a description of an organization using online Platform modeling tools
(Fig. 3). The Process Optimization Platform comprises online tools dedicated to
support the structured process of gathering and organizing knowledge about an
organization, its decision making processes and occurring optimization problems.
The Platform, supplied with a set of tools, allows for interactive use of domain
knowledge accumulated in its repositories and domain dictionaries. The goal of
organization modeling process is to enable automation of task model definition and
aided selection of relevant classes for the defined optimization tasks. As the
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Fig. 2 Path 1: finding
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Platform repositories maintain relations between gathered solution algorithms and
optimization task classes, selecting a proper class enables instant discovery of
matching solution algorithms and further—generation of a prototype. Path 2
describes scenarios in which, like in the case of Path 1, there are appropriate
models, class definitions and algorithms already available in the repositories of the
online Platform.

3.3 Path 3: Modification of a Class

The third path in the Methodology—“Modification of a class”—is selected if an
analyst using the modeling tools provided by the online Platform states that
available types and classes of tasks are not sufficient to properly reflect the
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optimization problem of the analyzed organization and it is not possible to precisely
define the optimization task (Fig. 4). The lack of a class which would directly define
the analyzed optimization process occurs when the optimization problem encoun-
tered differs from any of previously analyzed cases but some general similarities
can be found. Although there is no class definitions in the Platform repository ready
to be used directly, classes related to the same domain do exist. Therefore, in the
Path 3 of the Methodology, there is a need to update the definition of an available
class to match the analyzed optimization problem and a need to build new solution
algorithm. According to the general concept of the Platform, a new solution
algorithm can be made available as a result of one of three activities. The first
possible scenario is when a new algorithm is implemented by a specialist and
uploaded to the Platform repository. It is important, that while a specialist is
preparing an implementation of a solution algorithm he/she uses the detailed
guidance provided by the Platform and the model of the organization built with the
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Platform tools. The second method to deliver a solution algorithm is related to the
so-called manual composition algorithm. It means that a software engineer con-
figures and publishes a composite service which fulfills all requirements defined
during earlier stages of analysis. In the third variant a solution algorithm is com-
posed and provided automatically by mechanisms implemented in the Platform.

3.4 Path 4: Defining a New Class

The fourth path of the Methodology—“Defining a new algorithm”—describes a
class of scenarios in which, like it was in the case of the Path 3, the analysis identified
a new, previously not described problem of organization’s optimization needs
(Fig. 5). In this case however, unlike in the Path 3, there are no classes available or
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none of the classes can be modified to match the identified problem. Therefore, the
primary action that must be taken in the context of this path, is to add a new class of
optimization problems to the Platform repository, matching the definition of the
analyzed task. Also, in addition to extending the task class repository, there is a need
to provide a new algorithm solving the new optimization problem. The algorithm is
made available on a similar basis as described in the case of Path 3, i.e. the algorithm
can be prepared by an expert, can be made available as a result of the so-called
manual composition, or also in certain cases it is possible to automatically compose
an algorithm using the techniques and methods available with the Platform.

4 Conclusions

The Methodology proposes a complete procedure to be followed by development
teams. It defines a series of steps, from the very beginning of business analysis,
through the structured specification of an optimization problem, to the final delivery
of a prototype solution—a software implementation of an algorithm solving the
identified optimization problem. To the best authors’ knowledge the Methodology
and the Platform are the first available solution which delivers holistic support for
specialized software development for supporting decision making processes in
business organizations. The Methodology also defines a set of structures and
software elements which are required while following the procedure defined by the
Methodology.

The key benefits offered by using the proposed Methodology in the production
of software for the analysis, planning and optimization of resource management
processes of the organization are:

• quicker development, implementation and adaptation of the system by the
possibility of using libraries of standard and specialized processes and algo-
rithms dedicated to the areas of transport management,

• reduction in the system implementation costs by simplifying and speeding up
the analysis of the requirements for the development or adaptation of the system,

• optimization of organization’s management processes and utilization of
resources by selecting appropriate optimization methods dedicated to specific
customer requirements,

• integration of optimization modules and functionality of monolithic and legacy
systems through the use of service-oriented paradigm (Service Oriented
Architecture).

The Methodology has been developed and evaluated in the context of the
optimization needs of transportation organizations. However, it is possible to
benefit from the Methodology and the Platform also in many other areas of business
activities. The future works include e.g. application of developed tools and methods
to support production process and warehouse management in small and
medium-sized enterprises.
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Security Lock System for Mobile Devices
Based on Fingerprint Recognition
Algorithm

Michał Szczepanik, Ireneusz J. Jóźwiak, Tomasz Jamka
and Karol Stasiński

Abstract In this paper authors focus on fingerprint recognition biometric systems
used by mobile devices to unlock or to confirm user actions. Authors compare the
existing fingerprint recognition algorithms and test their own algorithm on finger-
prints database, which include changes in the structure as a result of physical
damage. They also propose new selective attention algorithms, which help to detect
the most sensitive to damage areas, and add it as step of fingerprint analyses for the
fingerprint recognition procedures. They also propose a new algorithm, which does
not require complex hardware systems, so it can be applied in mobile devices,
which restrict unauthorized access to sensitive data or other user’s resources. The
main goal of this work is to demonstrate the applicability of the developed algo-
rithm for mobile devices.

Keywords Biometric � Fingerprint � Minutia group � Access controls

1 Introduction

Nowadays, mobile phones, tablet PCs and other mobile devices are an excellent
source of data about users. They not only store information about user contacts, but
also history of user’s live, user’s habits, detail information about user’s friends and
family. They are used as a remote office, email client, for bank account management
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as well as for entertainment like social media and games. Typically applicable
security method is a four-digit pin or graphical pattern, which is usually easy to guess
or break and block only access to mobile network. Computational capabilities of
current devices are not as limited as in 2008–2010 when most of current systems
were designed [1].

Today, mobile phones have the computational capabilities similar to personal
computers which could be bought one or two years ago; so, why should they not
use better security systems, such as biometrics systems. The accuracy of a finger-
print verification system is critical in a wide variety of civilian, forensic and
commercial applications such as access control systems, credit cards, phone usage,
etc. The main problem, from an economic point of view, can be the size of the used
system hardware and its cost, and therefore it cannot be too extensive and advanced.

Fingerprints are the most widely used biometric feature for personal identifica-
tion and verification in the field of biometric identification [2, 3]. Most important
for designing the system is the effectiveness of fingerprint recognition algorithms,
which depends mainly on the quality of digital fingerprint images input and fin-
gerprint’s physical damage [4].

Current mobile devices typically use as collateral for a four digit pin code or face
recognition system, which doesn’t work when is too darker. Most fingerprint
recognition algorithms are not immune to damage, so they are not use in mobile
devices. The main problem, which we would like to solve is the stability of the
recognition systems with respect to the capability to deal with fingers’ damages,
will make the system more useful to the user.

2 Quality Assessment of Biometric Algorithms

There are two most important performance metrics for biometric systems [2, 5]:
FAR and FRR.

False Accept Rate (FAR), also called False Match Rate (FMR), is the probability
that the system incorrectly matches the input pattern to a non-matching template
from the database. It measures the percent of invalid inputs which are incorrectly
accepted.

False Reject Rate (FRR), also called False Non-Match Rate (FNMR), is the
probability that the system fails to detect a match between the input pattern and a
matching template from the database. It measures the percent of valid inputs which
are incorrectly rejected. They can be presented mathematically as:

FAR Tð Þ ¼ Z1

Th

g xð Þdx ð1Þ

FAR Tð Þ ¼ ZTh

0

g xð Þdx ð2Þ
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where Th is the value of a threshold used in the algorithm and g(x) is function of
algorithm that analyzed all samples with pattern. Both FAR and FRR are functions
of a threshold T. When T decreases, the system has more tolerance to intraclass
variations and noise, however, FAR increases. Similarly, if it is lower, the system is
more secure and FRR decreases.

3 History and Existing Solutions

First mobile phone with fingerprint recognition system was developed by Siemens
in 1998 [3]. Since that time, more than 100 phone models had such a protection [5]
and this type of system start to be more popular. Unfortunately, the biggest problem
of those systems was usability.

Every day, people are exposed to cuts, wounds and burns; therefore, it is
important that the algorithms are resistant to this type of damage. Existing fin-
gerprint recognition systems for mobile devices usually use one of the algorithms:

• Minutiae Adjacency Graph (MAG),
• Elastic Minutiae Matching (EMM),
• Delaunay Triangulation (DT),
• Pattern-Based Templates (PBT).

The most popular algorithms are based on local and global structures represented
by graphs like in MAG. In this type of algorithms, local structures to find corre-
sponding points to align feature vector are used first, then global structures are
matched [6, 7]. This type of algorithm was used by He and Ou [8], Ross et al. [9].
They also use thin-plate spline (TPS) model to build an average deformation model
from multiple impressions of the same finger. Owing to iteratively aligning
minutiae between input and template impressions, a risk of forcing an alignment
between impressions originating from two different fingers arises and leads to a
higher false accept rate. Typically, a minutia matching has two steps:

• registration aligns fingerprints, which could be matched
• evaluation calculates matching scores using a tolerance box between every

possibly matched point (minutiae) pairs.

The EMM algorithm typically uses only global matching where each point
(minutia) which has a type, like end point or bifurcation, needs to be matched to a
related point in the second fingerprint image. Based on elastic deformations which
are used to tolerate minutiae pairs that are further apart because of plastic disro-
tations, and therefore to decrease the False Rejection Rate, so in most popular
algorithms authors increase the size of bounding boxes [10] to reduce this problem,
but as side effect they got higher False Acceptation Rate (FAR). In this type of
algorithms, for elastic match, TSP [11] also can be used, which provides better
performance than only one parameter of deformation.
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The DT algorithm [12, 13] is the most popular version of MAG, so it is
described as separate algorithm. Its structure based on triangulation connects
neighboring minutiae to create triangles, such that no point (minutia) in P is inside
the circumcircle of any triangle in DT(P). DT algorithm analyzes the structure of
points identically as minutiae adjacency graph algorithm, so it also is not resistant to
typical injury of physical fingerprint [4] (see Fig. 1).

The Pattern based algorithms [14] compare the basic fingerprint patterns (like
arch, whorl, and loop) between a previously stored template and a candidate fin-
gerprint. This algorithm requires that the images be aligned in the same orientation
and in the same scale. To do this, the algorithm finds a central point in the fin-
gerprint image and centers on it, and after that, scales to the same size of the
fingerprint’s ridge. In a pattern-based algorithm, the template contains the type, size
and orientation of patterns within the aligned fingerprint image. The candidate
fingerprint image is graphically compared with the template to determine the degree
to which they match. Due to the storage of the original picture for the algorithm
there is a high risk that this image can be read from the memory card reader or
fingerprints database.

4 Current Solutions

The most popular devices with fingerprints recognition system are iPhone 5 s,
iPhone 6, iPhone 6 Plus, iPad Air 2, iPad Mini 3. With solution known as
Touch ID, and Samsung S5, Samsung Galaxy Note 4.

Touch ID uses 88-by-88-pixel, 500-ppi raster scan from fingerprint reader which
is a part of home button (see Fig. 2). The analysis utilizes sub dermal ridge flow
angle mapping, which is a lossy process that discards minutia data that would be
required to reconstruct the user’s actual fingerprint. This also allow to make this
reader more useful in case of different fingerprints orientation.

Samsung’s solution based on minutias’ structures and hybrid of MAG and EMM
algorithm. The reader with this algorithm doesn’t allow to work with different
fingerprint orientation, so most of users stop use it. The security level is also low as
Samsung block this method of authentication when user set any password restric-
tions in MDM (mobile device management) settings.

Fig. 1 Typical damages on fingerprint (source [4])
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Next generation of Android devices should also include fingerprint recognition
system for authentications as this type of method is included in Android M preview.
There is system’s native support for this method and mobile devices manufacturers
have open door for them.

5 Fingerprint Recognition Algorithm Based
on Minutia’ Groups

The proposed solutions, in contrast to other algorithms, are more resistant to
damage and it based on minutias’ groups instead on single minuta point.

5.1 Preprocessing

Preprocessing step was explained in details in previous publications [15] and whole
process is graphically presented on Fig. 3.

For each scanned image is required to detect the areas of correctly scanned parts
of the fingerprint. First step of image analysis is the search for the imprint area
including the exclusion of areas containing significant damage. Fingerprint image is
represented by a gray scale image that defines the area of forced application fin-
gerprint for the reader and can be represent as values from 0 to 255 as Ifp(i, j) where
i and j are coordinates of point.

Ifp i; jð Þ ¼ 0; 255h i ð3Þ

The operation that converts a grayscale image into a binary image is known as
binarization. The binarization process based on adaptive threshold process. Each pixel
is assigned a new value (1 or 0) according to intensity mean in a local area and the
parameter tgwhich excludes poorly read fingerprint areas from the analysis, see Eq. 4.

Fig. 2 Touch ID structure (source Apple)

Security Lock System for Mobile Devices Based on Fingerprint … 29



Bfp i; jð Þ ¼ 0 for Ifp i; jð Þ[ tg
1 for Ifp i; jð Þ� tg

�
ð4Þ

The last step is creating the fingerprint mask based on the binarized image. The
Mask for the area of a square or rectangle (X, Y), where X, Y represents range of
vertical and horizontal coordinates. The size is 2.5 wide edges. Mask is also
determined by two parameters plo, which is a limitation that excludes areas with an
insufficient number of pixels describing the image, and phi excludes blurred areas,
such as moist. Mask can be represent by Eq. 5.

Mfp X; Yð Þ ¼ Ifp X; Yð Þ for plo �Fimg X; Yð Þ� phi
0 otherwise

�
ð5Þ

where Fimg is represented by Eq. 6:

Fimg X; Yð Þ ¼
X
i2X

X
j2Y

Bfp i; jð Þ ð6Þ

Created mask is used for finding the most damaged area in the fingerprint image.

5.2 Detecting Features and Leveling of the Damage
in Segmentations

Standard leveling of damage is carried out by calculating the variance of points and
the analysis of brightness. Based on these two parameters, the frequency of furrows

Fig. 3 Steps of preprocessing. From left original image, binarized image, mask (source own work)
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is calculated, which is used for each fingerprint image. After applying Gabor filter
to highlight the pits and valleys, it uses segmentation in accordance with its size, 2.5
width of segment furrow, the image is redrawn.

After that process fingerprints are continuous and lint. In contrast to the litera-
ture, the algorithm does not require additional transformations to find the minutiae,
such as converting the width of 1 px furrows. It does not require information about
the orientation of minutiae; it only requires the data about its position. Therefore,
the resulting image is used to find the edge—the minutiae are located at the
intersection of the edge of the furrows. The problem of fingerprint recognition is a
complex process, even in laboratory conditions; therefore, if used as a system to
control access to the mobile devices, it should be insensitive to certain natural
changes or damages in physical structure of fingerprints, which can include:
incomplete fingerprint, fingerprint parts which can be injured or burned, blurred,
partly unreadable or rotation. In order to detect the most sensitive to damage areas,
we use neural network with selective attention technique [16]. This type of neural
network is more like an analysis done by a human. This allows us to create a mask
of areas vulnerable to damage.

We created 15 different masks, broken down by the type offingerprint’s core also
known as fingerprint patterns (arch, whorl and loop) and the type of finger (thumb,
index finger, middle finger, ring finger, small finger). Basing on this mask we created
a filter, which we use to compare fingerprints where specific minutiae are weighted
in the decision process and their score is based on the location on the fingerprints.

5.3 Comparison of Fingerprint and Pattern

Minutiae image is divided into segments, each segment is corresponding minutiae’s
group is described by parameters (x, y, nom), where x and y are the coordinates, and
nom determines the number of minutiae in the group. Additionally, one imple-
mentation uses an additional parameter specifying the probabilities of damage in a
given segment, which is estimated by a neural network, based on the distribution of
areas rejected by the mask described by the formula. Current algorithm imple-
mentation searches small groups of minutiae that contain up to 5 minutiae
(see Fig. 4). Then, based on the neighboring groups (max 4) creates a new large
group. For each, the orientation parameters and the number of characteristic points
are recalculated. The last step is to create a matrix of Euclidean distances between
the largest groups.

When comparing the use of two parameters: dx—the distance defining the dif-
ference between groups in the pattern and tested fingerprint, px—the threshold of
damage occurrence probability (determined by whether the group is under con-
sideration in the analysis), we decide which groups should be compared and we set
the priority for them. After that we do the comparison of the groups, which are
divided according to the priority, that is defined by the number of minutiae in the
group and selective attention (SA) algorithms, which are based on probabilities of

Security Lock System for Mobile Devices Based on Fingerprint … 31



damage in a group segment. This provides quick verification of whether the ana-
lyzed fingerprint is consistent with the pattern.

6 The Quality of the Algorithm

First test was done using FVC2004 [17] fingerprint databases. For each of four
databases, a total of 120 fingers and 12 impressions per finger (1440 impressions)
were gathered. Unfortunately, most of the publicly available databases of finger-
prints do not include the problem of physical damage, so additionally small damage
such as cuts and burns has been generated on each sample. In most cases artificially
applied damages cover 5–20 % of the fingerprint. For 10 % of the samples they
cover approximately 50 % of the area to simulate severe damage. Table 1 presents

Fig. 4 Fingerprint divided
into segments (source own
work)

Table 1 The result of experiment using FVC2004 database

Algorithm FRR (%) FAR (%)

MAG 0.82 0.65

EMM 1.23 1.15

PBTA 1.73 0.15

MGM 1.32 0.86

MGM SA 0.28 0.16
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results of the tests for FVC2004 database for existing algorithms MAG, EMM,
PBTA and our algorithm Minutia Group Matching (MGM) and algorithm with
selective attention phase (MGM SA).

7 Classification and Data Management Used
in the Algorithm

The developed algorithm is based on minutiae groups, where each group is basi-
cally represented by the coordinates—x, y and the number of minutiae—nom
contained in the group. Group covers an area equal to 2.5 the width of the furrow
and its coordinates are in the middle of the square which is boundaring this area.
Number of minutiae in the group describes its priority. Additionally, a stored
parameter defines the probability of damage—pd in the area represented by the
group. In conclusion the group is defined as follows:

M groupf g: x; y; nom; pdf g ð7Þ

Based on these data, a matrix of Euclidean distances between the groups is
created. Data on the characteristic point is limited to its weight (nom) and the
probability of damage pd. Finally we obtain:

M groupf g Ið Þ: nomI ; pdð ÞI
� � ð8Þ

M groupf g I; Jð Þ: dist M groupf g Ið Þ;M groupf g Jð Þ� � ð9Þ

where dist M groupf g Ið Þ;M groupf g Jð Þ� �
is Euclidean distances between the group I

and J.
Data stored for analysis to prevent reproduction of the original fingerprint image.

Additional storage parameters to estimate the damage allow us to better match
fingerprints in the event of damage.

8 The Experiment

The tests were conducted on two devices: Samsung Galaxy S3 (see Table 2) with
additional scanner and Samsung S5 (see Table 3). For test authors used real fin-
gerprints. Due to the nature of work, we use real fingerprints. Each user was
exposed to frequent damage of fingerprints, like cuts and burns presented on Fig. 1.

All algorithms were compared using 112 different fingerprints and each had 10
samples. Each fingerprint was scanned once and used by specific algorithm sepa-
rately, so each algorithm used same input.
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Unfortunately existing solution used by Samsung in S5 (OWN) was not able to
recognize 8.1 % of tested images, but it also not use preprocessing which orient
scanned image as for other tested algorithms.

9 Conclusion

The problem of biometric authentication on mobile devices has been successfully
approached. The main problem was captured of fingerprint image and preprocessing
of it in way that allow detect abnormal structures and damages. The biggest
problem of all solutions used in mobile devices is acceptance of manually prepared
fingerprints. In most of test printed images was used and were recognized and
accepted by devices as real fingerprints. The plan for future work is to create
algorithm which works with sensors to recognize humanity of scanned object. Next
generation of android devices with Android M should also include fingerprints
recognition system for user authentication and this fact is also promising as this
type of systems will be more popular.
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Dynamic Resource Management
Middleware for Modern Service
Oriented Systems

Łukasz Falas and Krzysztof Juszczyszyn

Abstract Service-oriented architecture is a major architectural pattern used for the
development of large scale IT systems. Along with the increase in adaptation of
SLAs (Service Level Agreements) in contracts between clients and service provi-
ders, these changes lead to new challenges in the field of Quality of Service
(QoS) management. Due to loose coupling of web services and the dynamic,
non-deterministic nature of such systems, there is a necessity to develop new
methods and infrastructure solutions for proper resource management in such
systems. This paper presents a proposition of a middleware for quality of service
and resource management, which addresses unique challenges related to
service-oriented systems that provide functionality through composite services. The
proposition contains the description of the architecture of the middleware system,
description of request processing workflow and a definition of quality of service and
resource allocation problem for introduced system, followed by the proposition of
optimization model for this problem.

Keywords Resource allocation � Qos-Aware service composition � Service
oriented architecture

1 Introduction

The increase in number of software users and noticeable migration to web-based
solutions requires approaches which support scalability, reliability and quality
assurance dedicated for these solutions. Nowadays Service-oriented architecture
(SOA) is one of the most acclaimed architectural styles, used for building large
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scale web-based distributed systems and it may delivered the desired features to
web-based distributed systems. One of the main goals of service-oriented archi-
tecture is to clearly distinct service clients and service providers, who often may
represent different organizations operating in different parts of the world. The
interaction between service client and service provider is often regulated by con-
tracts which describes functionalities and quality of offered service.

The main component of the system in service-oriented architecture is the Web
Service, which can be defined as an autonomous software component delivering a
certain functionality that is accessible through a well-defined interface on the
Internet. SOA design principles state, that a web service (further referenced to as
atomic service) should offer some basic, atomic, functionality and should not
perform any complex tasks or invoke other web services. Due to this fact, complex
functionalities should be delivered by composite services collaborating in a
workflow. Such collaboration is possible due to standardized communication
interfaces which enable web service interoperability and is often referenced as a
composite service. The process of building a composite service according to user
requirements is known as web service composition.

Composability of web services is an important feature which enables software
developers and architects to easily design, maintain and even redesign composite
services. For instance, a developer may easily redesign the workflow of a composite
service by adding or removing web services, because this change is made at
workflow level and not in the code implementation. Also, as long as the commu-
nication interfaces are maintained, even the implementation of a web service can be
changed (for example, a developer may implement a more efficient algorithm inside
the web service) without the need for making any changes in the composite service
workflow.

In majority of currently developed systems such scenarios for designing and
redesigning a composite service can be done by a developer, however one of the
development goals for service-oriented systems is the implementation of automated
methods, which will analyze user’s requirements and compose a service, which
matches the defined user requirements. It is worth noting that along with the pos-
sibility to design a composite service according to the functional requirements,
composite services can be designed according to user’s non-functional require-
ments. It is possible because web services can have many versions which offer the
same functionality, but differ in the values of non-functional parameters. This
diversification may be achieved by implementing a service in a different way (while
maintaining the same interface and functionality) or by deploying the same
implementation of a service as many standalone instances on virtual machines
which differ in computational power. Such possible diversification in
non-functional parameters of a service allows the service composition process to
select services for participation in the workflow also on the basis of non-functional
parameters. The process of service composition which considers end-to-end
non-functional requirements for the composite service is referenced as Quality of
Service (QoS) Aware Service Composition.
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The QoS-Aware Service Composition enables the delivery of services that
comply to user’s non functional requirements. However, in many works the process
of QoS-aware service composition is considered in scope of a single user request
and uses constant values of service’s non-functional parameters with the assump-
tion that they are an average values of these parameters or that they are simply
correct and up to date. Such assumption may be proper at the time of designing the
service, yet if the service-oriented systems offers composite service that should
comply with Service Level Agreement (SLA), such approach would not be suffi-
cient. In order to be able to offer composite services which comply with SLA, the
process of service selection for the composite service workflow should be per-
formed at the arrival of composite service execution request and it should be
preceded by thorough analysis of the system and requests processed by the system
at the time of new request arrival in order to estimate the values of non-functional
parameters of atomic services which may be selected to participate in the requested
composite service. Proper service selection at this stage also enables the possibility
of implementing a dynamic resource allocation mechanism, because services par-
ticipating in the composite service may be selected in such way that they both,
comply with non-functional requirements defined in the SLA for single service and
optimize the resource allocation for the whole service-oriented system serving
multiple requests at the same time.

While many research papers covered the topic of service composition, not much
attention was put to the problem of both, fulfillment of user requirements and
optimal resource allocation. This paper analyzes the mentioned problem and pro-
poses an architecture of middleware for service-oriented systems, which would
enable dynamic resource management with the consideration of users’ non func-
tional requirements, along with an optimization model for this problem. The article
is organized as followed. Next section describes the motivation for the presented
research. Section 3 briefly summarizes other research works in the field of
QoS-Aware service composition and resource allocation. Section 4 describes the
general architecture of complex service-oriented systems. Section 5 presents the
proposed architecture of a the resource management middleware for
service-oriented systems and request handling process implemented in this archi-
tecture. Finally, Sect. 6 formulates the optimization problem and proposes a model
for the defined optimization problem.

2 Motivation

This research work is mainly motivated by the increasing importance of Quality of
Service and resource management in service-oriented systems. It is also connected
with development and constant increase in number of Internet of Things
(IoT) systems, which often use web services for data acquisition, integration and
processing. Due to a potentially large number of devices in such systems, the
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problem of proper and cost-effective resource allocation connected with quality of
service assurance becomes a very important issue.

Analysis of many different research papers have also shown, that many of
researches in this field focused on single elements of the problem without the
consideration of the problem of quality of service management and resource allo-
cation as a complete problem. Hence, in many works some of the elements of the
problem were simplified, which lead to solution that where effective, but under
some assumptions. This means that many of the works were only a part of the
solution, which could be viable for implementation in production environments.

Many of the works also focused on the problem from the client perspective and
tried to optimized the composite service in such a way, to optimize the QoS
parameter values perceived by users and neglected costs generated for the service
provider.

This work tries to address all the mentioned issues and proposes an architecture
for service-oriented system along with the optimization problem formulation and
model, which describes the complete problem of resource allocation and quality of
service management in the context of proposed system architecture. This work is
also considering the dynamic nature of service-oriented system and proposes a
model for description of service’s non-functional parameters values on the basis of
their load, availability of communication resources and the characteristic of input
data which is send to a web service.

3 Related Works

Problem of QoS-Aware service composition a topic of many research works.
However, many of this works focused mainly on fulfillment of user requirements
without the consideration of the resource allocation problem. Many of these works
also select the web services for composite service workflow at design time when
exact values of non-functional parameters are unknown [1–9]. These works often
base their optimization algorithms only on expected or maximum values of
non-functional parameters. Despite the value of this approach, a method for
dynamic, performed at runtime, QoS-aware service composition is needed if we
want to solve the combined problem of resource management and quality of service
assurance.

One of the first papers discussing the problem of dynamic service composition
described the eFlow composite service system and its features [10] like dynamic
service discovery or dynamic conversation. However this work only considered the
dynamic composition problem from the perspective of changes in user’s functional
requirements, without the consideration of service’s QoS parameter values. Paper
[11] analyzed the problem of e-health service personalization with the utilization of
service composition. That paper introduced the concept of various service versions,
which offered the same functionality, but differed in values of non-functional
parameters. That paper also emphasized that the quality of service is connected with
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the resource allocation. The paper proposed different approaches to personalization
of services delivered to the end-user, which were connected with the problem of
resource allocation, however the proposed approach considered a limited set of
parameters, hence it could not have be considered as full solution for the problem.

The importance of service quality was widely discussed in [12]. Authors indi-
cated that composite service execution plans should consider possibility of changes
in non-functional parameters values caused by delays, technical conditions,
exceptions, failures, etc. in order to sustain the initially required service’s QoS
parameters. This work proposed a probabilistic model for service non-functional
parameters description and computation. Such approach allows to model the
dynamic characteristic of non-functional parameters. Other papers [13, 14] also
notice the dynamic and uncertain nature of non-functional parameters’ values. The
benefit of such model is that, on average, selected services can perform better than
services selected without knowledge about non-functional parameters’ variability.
However, probabilistic modeling still cannot guarantee better effectiveness than
runtime non-functional parameter values estimation and does contribute to the
solution of optimal resource allocation problem.

Finally, results from [12] were a base for works presented in [15, 16], which
proposed a QoS-aware service composition approach, incorporating late binding,
proxy services and execution monitoring, which enabled the possibility of dynamic
service composition. The proposed approaches were based on constant monitoring
of web-services and re-estimation of their non-functional parameters values.
However, it is worth noting that this solution did not consider the problem of
optimal research allocation itself, but it only focused on execution of composite
service in such a way, which would guarantee the fulfillment of users
non-functional requirements.

4 General Architecture of Complex
Service-Oriented System

In order to propose a middleware for complex service-oriented systems, which will
support the quality of service and resource management, it is crucial to analyze the
general architecture of such systems. Despite the numerous solutions and patterns
related to development of service-oriented systems, the main architectural designs
are common for majority of them. Generally in service-oriented systems four main
layers can be distinguished: service client layer, composite services layer, atomic
services layer and infrastructure layer (Fig. 1).

The service client layer consists of all the applications invoking web-services
offered by service oriented systems on behalf of their end-users. It is worth noting
that applications, who are clients from this perspective, are not aware, if they are
invoking a composite or an atomic service. From their perspective it is just a web
service, which should be compliant with the contract (which includes both
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functional and non-functional parameters). Also in many practical solutions each
client has a dedicated interface for the composite web-service, which is bound to a
specified composite service workflow and definition of non-functional requirements
complaint with the SLA from the contract.

Second layer, the composite services layer, consists of all composite services
offered by the system. This layer defines the complex functionalities offered by
systems and it utilizes atomic services from the lower layer to deliver them. It is
worth noting that such system can offer three types of composite services: a con-
crete composite service with all concrete atomic services participating in a work-
flow selected at design time, an abstract composite service for which concrete
atomic services participating in a workflow are selected at runtime or a mixed
services which contains both abstract and concrete atomic services. For the task of
dynamic resource and quality management composite services in service-oriented

Fig. 1 General architecture of complex service-oriented system
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system should be described as abstract services and should implement late binding
mechanisms in order to enable service selection at runtime.

Third layer is the atomic services layer. In this layer all atomic services available
in the system can be found. It is important to notice that some of the services can be
available in different versions (which offer the same functionality, but differ in
non-functional parameters). On the diagram different services are depicted by colors
and different service versions are distinguished by numbers. It is worth noting that
one atomic service can participate in numerous composite services at the same time,
therefore the actual load of atomic service can influence the non-functional
parameters of many composite services, in which it participates. From this per-
spective, proper allocation of atomic services to composite services is crucial for
sustaining required level of quality. Such allocation of services to composite ser-
vices also directly corresponds to computational resource allocation, because in
majority of scenarios atomic services are deployed in virtualized environments
where services are deployed on dedicated virtual machines, which computational
power can be fully utilized by the service. Even in scenarios where multiple ser-
vices are deployed on single virtual machine or servers the same isolation of
resources can be achieved, because web application servers (for instance, Internet
Information Services in Microsoft Windows Server) often offer mechanisms for
limiting resources like processor time or memory allocation for each single web
service deployed on them.

The last layer is the infrastructure layer. This layer represents all the hardware on
which atomic services are deployed. In modern service-oriented systems hardware
infrastructure is often widely distributed or it is even based on cloud-based plat-
forms offered by third-party companies. From the perspective of resource alloca-
tion, this layer can be used to manage computational resources of each atomic
service and communication resources available for the service-based system. The
approach presented in this paper assumes that middleware system cannot directly
control this layer (because infrastructure may be managed by other authority, e.g.
cloud platform provider, or because middleware system may use services that are
offered by external organizations), hence the resource allocation is conducted by
dynamic binding of available atomic services (with their own dedicated resources)
to composite services which are being executed in the service-oriented system.
Also, in this approach, each utilization of atomic service is considered as a cost
incurred by the service provider.

5 Dynamic Resource Management Middleware
Architecture

The proposed quality of service and resource management middleware is a part of
the composite service layer described in the general architecture of complex
service-oriented system. The diagram (Fig. 2) presents platform independent model
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of the middleware system, where all system components and their dependencies
were depicted.

It is worth noting that the final implementation of the system may differ (e.g.
some of the components may be merged due to performance requirements), how-
ever all functions offered by described components must be preserved in order to
maintain the full functionality of the proposed middleware system. The architecture
of the middleware can be divided into two main parts: the middleware request
processing environment and the middleware service design and management
environment.

The service design and management environment consists of all the components
which help in service registration, management and testing. Atomic Service
Manager allows service provider to register atomic services in the atomic service
repository. It also allows to define their non-functional characteristics on the basis
of testing and request processing patterns (one request at a time with a queue,
multiple requests at one time without a queue, multiple requests at one time with an
additional queue) which are stored in atomic service repository and use for the
estimation of atomic service processing time along with other non-functional
parameters. Composite service manager allows the service provider to design
composite service workflows (abstract, concrete or mixed) with the use of a ded-
icated composite service design interface. Service provider can also manage the
security of such composite service with the use of Authorization Manager, he can
manage its SLA with SLA Manager and he can publish dedicated virtual endpoints

Fig. 2 Dynamic resource management middleware architecture diagram
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for service clients with the use of Virtual Endpoint Provider. On the whole, the
service design and management environment delivers tools that help to manage and
properly describe the non-functional characteristics of web services on the basis of
testing, which are crucial for proper resource and quality of service management
during composite service workflow execution.

The service request processing environment is responsible for dynamic quality
of service and resource management during the execution of the user requests. The
request handling process begins in the Virtual Endpoint Provider. After receiving
the service execution request Virtual Endpoint Provider verifies client’s privileges
with the help of Authorization Manager.

On the basis of this verification request is rejected or it is forwarded to the
Request Processor. The Request Processor is the main component responsible for
the management of requests life-cycle. First it downloads the composite service
workflow description along with the SLA contract, which are connected with the
processed request and the service client. After downloading the service description
and SLA, Request Processor sends them to Service Composer.

Service Composer is the main component responsible for quality of service and
optimal resource allocation in service-oriented system and it implements opti-
mization algorithms build on the basis of the model proposed in the Sect. 6. The
service composer first finds the matching services in the Atomic Service Repository
and downloads their non-functional characteristics. Next, the Processing Time
Estimator and Communication Time Estimator estimate processing time of each
atomic services which can participate in the composite service workflow and the
data transfer time between services on the basis of service characteristics and
current load data from Service Load Monitor and Network load monitor. On the
basis of these estimations, Service Composer searches for most cost-effective set of
services which can participate in the composite service workflow. After finding the
services, the composite service workflow with concrete atomic services is sent back
to the Request Processor. If the service composition was successful Request
Processor forwards the composite service execution plan to the Composite Service
Workflow Engine and if Service Composer was unable to find a service execution
plan which complies with the required SLA the service execution request is reject
by the Request Processor. After receiving the composite service execution plan
Composite Service Workflow Engine begins its execution and monitors the work-
flow. If the workflow execution is not complaint with the execution plan, the
Composite Service Workflow Engine can request the Service Composer for dynamic
re-composition of the composite service workflow in order to sustain required
non-functional parameters of the composite service. After the successful execution
of the composite service, Composite Service Workflow Engine returns the result to
the Request Processor, which returns the result to the service client through a
dedicated virtual service endpoint. It is worth mentioning that such modular
architecture enables scalability of the systems, because each of the components may
be deployed in many independent instances, hence this middleware would be also
able to work in environments with very high request rates.
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6 Resource Allocation and Quality of Service
Management Problem

The problem of resource allocation and quality of service management is a com-
bined problem of constraint satisfaction and optimization. In this interpretation
constraint satisfaction is related to the problem of SLA compliance. The service
offered by the service provider must meet the defined values of non-functional
parameters in order to properly handle client requests and avoid penalties. On the
other hand, is also an optimization problem because the most important metric for
the service provider is the profit, hence he must minimize his service delivery costs
while sustaining the required service quality in order to maximize the profit.

In order to solve the stated problem, a model which would consider the dynamic
characteristic of non-functional in the process of resource allocation optimization
and quality of service management is proposed in this section. The model is based
on the architecture model presented in previous sections and may be practically
utilized in the development of optimization method for Service Composer com-
ponent. Proper modeling of the dynamic changes in services is crucial for the
accuracy of the optimization model. The following paragraphs define a proposition
of such representations.

Let’s define the required non-functional parameters for the request k arriving at
moment t as a vector:

Rk ¼ rk1; rk2; . . .; rki; . . .; rkI½ � ð1Þ

where i is the index of non-functional parameter and I is the total number of
non-functional parameters.

Also, let’s define the set of all available atomic services as:

S ¼ s1; s2; . . .; sj; . . .; sJ
� � ð2Þ

where j is the index of the atomic service s and J is the total number of services.
Following, lets define the load of the services as a vector:

Lt ¼ lt1; lt2; . . .; ltj; . . .; ltJ
� � ð3Þ

where ltj is the number of requests processed by the service j at the moment t.
Let’s define communication capacity available in the system as matrix:

Ct ¼ ctij
� � ð4Þ

where ctij is the available network capacity of the network link between services si
and sj at the moment t.
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Also, let’s define the data size which is sent with the request as dk and dkij, where
dk describes the size of data sent with the request k, and dkij describes the size of the
data sent between services sj and si participating in the workflow of composite
service realizing request k.

The graph representing all possible realizations of composite service workflow
for request k can be defined as graph:

GSk VSk ¼ VSTART ;VC1;VC2; . . .;VCn;VENDf g;ESkð Þ ð5Þ

where VCn ¼ sn1; sn2; . . .; snlf g is a set of all web services complaint with func-
tional requirements for n-th service participating in composite service workflow,
VSTART, VEND, represent start and end node of the composite service workflow. VSk
is a set of all vertexes of the graph, which represent all abstract services partici-
pating in the workflow along with the set of all candidate services complaint with
functional requirements and ESk, which is a set of all edges of the graph, represents
all data-flow connections between abstract web services.

Following the composite service execution workflow for request k can be
defined as graph:

Gk Vk;Ekð Þ ð6Þ

where Vk represents all concrete web services participating in the workflow and Ek

describes all data-flow connections between concrete web services. On this basis we
can define:

Gkf Vkf ;Ekf
� � 2 FGk Vk;Ekð Þ ð7Þ

where FGk Vk;Ekð Þ is a set of all possible composite service execution workflows
for request k build on the basis of graph GSk and Gkf Vkf ;Ekf

� �
is f-th composite

service execution workflow for request k from the set FGk.
For each non-functional requirement ri and composite service workflow graph

Gkf we can defined non-functional parameter aggregation function as:

fri Gkf Vkf ;Ekf
� �

;Lt;Ct; dk
� � ð8Þ

From the perspective of service provider, we can define composite service k
delivery cost as:

DCtk Gkf Vkf ;Ekf
� �

; Lt;Ct; dk;Rk; pk
� � ð9Þ

where pk represents penalty for not fulfilling non-functional requirements defined in
SLA for request k.
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Finally we can define optimization problem as:

Gk Vk;Ekð Þ  min
Gk Vkf ;Ekfð Þ

DCtk Gkf Vkf ;Ekf
� �

; Lt;Ct; dk;Rk; pk
� � ð10Þ

subjected to:

fri Gkf Vkf ;Ekf
� �

; Lt;Ct; dk
� �

\ri ð11Þ

It is worth noting that DC function definition should be declared individually for
each service-oriented system, according to its business model, because they can use
different atomic service hosting methods, e.g. some can have their private hardware
infrastructure and they have to calculate service execution cost on the basis of the
hardware infrastructure maintenance cost, while other can use infrastructure pro-
vided by cloud infrastructure providers, which often offer pay-per-use model and
can scale on demand in order to provide better non-functional parameters for
additional fee.

7 Conclusions

This article describes the combined problem of quality of service management and
optimal resource allocation in service-oriented systems and describes the general
architecture of complex service oriented systems. On the basis of this analysis and
description, this paper proposes an architecture for dynamic resource management
middleware with the description of the service handling process performed by the
middleware build according to this architecture. The proposition of the architecture
is followed by the definition of resource allocation and quality of service man-
agement problem and a proposition of a optimization model for this problem, which
matches the described middleware system architecture. Further research works will
focus on the implementation of a test complex service-oriented system and mid-
dleware build according to the proposed architecture, which will be used for ver-
ification of the optimization model and optimization methods build according to the
proposed model. Later, the research will be fully dedicated to model the
non-functional aggregation functions and service provider cost functions for dif-
ferent types of service-oriented systems, followed by the development of effective
and efficient optimization methods, which would be viable for dynamic quality of
service management and resource allocation optimization.
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Method of Solving the Volume Between
Triangulated Mesh Surfaces

Szymon Tengler and David Sehnal

Abstract Surfaces built out of triangles are often used for computer modeling of
terrain unevenness. A well known and studied type of such surface is the
Triangulated Irregular Network (TIN). TIN surfaces are often used in geographical
information systems (GIS) for modeling coal deposits or in oceanography. In such
cases the terrain is usually split into layers modeled as the TIN surfaces. In order to
find the mass of a particular terrain substance (e.g. coal) it is required to compute
the signed volume bounded by two TIN surfaces. The article presents a compre-
hensive algorithm for solving this problem, including a reference implementation in
C# language.

Keywords Triangulated surfaces � Surface volume calculation � Algorithm

1 Introduction

This article is a response to a real demand for solving the problem of calculating the
volume between two triangulated surfaces—TIN [1]. Several tools for solving this
kind of problem are available (e.g. Microstation [2], ArcGIS [3]). However, most of
them are commercial, and their purchase is relatively expensive. Moreover, their
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main drawback is that their extension and cooperation with other software required
in TIN analysis is strictly determined by the producer of the solution.

According to the authors of the available software, performing the calculation of
the volume is relatively difficult. Manufacturers do not disclose the details on how
to perform this type of calculation. Available publications include only some of the
most common issues that are included in the developed algorithm—e.g. triangu-
lation, locating a point in a triangulation, or polygon intersection. The algorithm
proposed in this article is a complete solution to calculating the volume between
two triangulated surfaces, which allows implementation in any programming lan-
guage—e.g. C/C++, C#, or Python. The article includes a reference implementation
written in C#.

2 Definition of the Problem

Given two TIN surfaces, A and B, we are interesting in computing signed volume
defined by the differences in surface elevation on the Z axis (i.e. over the XY
plane). The surfaces between which the volume is sought can be positioned dif-
ferently in relation to each other. Two general cases—non-intersecting surfaces and
intersecting surfaces—are presented in Fig. 1.

These surfaces can be of any size and oriented in any way in relation to each
other (excluding the situation when they are mutually perpendicular). In the case of
the intersecting surfaces (Fig. 1b) the volume with the plus or minus sign depending
whether surface A is “under” or “over” surface B, is sought.

The volume in the area being an overlapping part of the edges of two surfaces in
question is sought in the presented cases—this area is marked in Fig. 2.

(a)        (b)
A

B 

Fig. 1 Two surfaces: a non-intersecting, b intersecting
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The area is defined by the overlapping part of polygons constituting edge out-
lines of surfaces A and B projected onto plane XY . The outline of the obtained area
can be a concave or convex polygon depending on the shape of the input surfaces.

It is assumed that the area in which the volume is calculated can additionally be
limited by another arbitrary boundary (defined as a convex or concave polygon)—
Fig. 3.

In such a case the volume is calculated over the area defined by the overlapping
parts of three elements: outlines of surfaces A and B projected onto plane XY , and
the additional limiting boundary—Fig. 4. We refer to the yellow region as a
“connected component”.

Fig. 2 Two non-intersecting surfaces with marking their overlapping part from a top view

Fig. 3 Limitation of the
boundary in which the
volume is calculated
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3 Methods

This section describes the basic steps of the algorithm. A more detailed description
is available in comments in the reference implementation.

Input: Triangulated 3D surfaces  and , 2D bounding polygon  on the  plane 
Output:  ( , ) - a pair of numbers representing the "positive" and "negative" 

volume between surfaces  and  over the polygon . 
1.  - polygon formed by intersecting 2D boundary of  and  projected to the 

plane and 
2. ( ) - clip  and  on the  plane by 
3. ( ) - initialize negative and positive volumes to 0 
4. For each pair of connected components of  and :  

a) empty stack,  empty set of visited pairs 
b) Find a pair of triangles ( ) that overlap on the  plane and 

push it to . If no such pair exists, skip this pair. 
c) While  is not empty: 

- ( )  pop 
- If not  contains ( ) then: 
- Add ( ) to 
-  2D region of intersection of  and  where plane of  is above 
-  2D region of intersection of  and  where plane of  is bellow 
-  volume between  and  over , volume between  and 
over 
- 
- If  or   then push all pairs of neighbors of  and  to 

5. Return ( )  

Fig. 4 The area (marked in
yellow), in which the volume
is calculated after
implementing the additional
limiting area
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Steps 1 and 2 are a straightforward and a well established [4, 5].
In step 4 it is necessary to identify connected components of A′ and B′ because

in the general case, after the clipping by P, the surfaces might not remain connected
as illustrated in Fig. 5.

Computing the 2D region of intersection (Fig. 6) of two triangles is also a
straightforward, albeit tedious, process.

Complexity
The complexity of the algorithm is OðEmlogEm þMNÞ where Em is the maximum
number of edges of 2D boundary of A, B and the polygon P; M;N is the number of
triangles in A and B respectively. The OðEmlogEmÞ part corresponds to the com-
plexity of step 1. Each iteration of step 2 takes OðMþNÞ steps to finish. In step 4
the worst case complexity is OðMNÞ in the case the identification of two inter-
secting triangles needs to check all the possible pairs. However, this worst case
scenario happens only in very degenerate cases of choosing the polygon P. In most
practical cases, the complexity of the 4th step can be expected to be OðMþNÞ due

Fig. 5 Sketch presenting
connected components
marked in yellow

Fig. 6 Intersection of two
triangles TA and TB
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to the fact that each triangle from A0 will be over some triangle from B0. As such, the
expected running time of the algorithm is OðEmlogEm þMþNÞ.

4 Testing

Five examples of volume calculation and an analysis of the algorithm’s accuracy
and speed of the reference implementation are presented. After that the results
comparison are presented.

Test 1—paraboloid and plane
In the first example, the sought volume is limited by surfaces: z1 ¼ x2 þ y2 and
z2 ¼ 16—the surfaces are illustrated on the Fig. 7.

Analytical solutions can by calculated as:
V þ ¼ RR

D 16dA� RR
D x2 þ y2ð ÞdA ¼ RR

D 16� x2 þ y2ð ÞdA, where D ¼ x; yð Þ :f
x2 þ y2 ¼ z2g:

Using the polar coordinates: x ¼ rcosh; y ¼ rsinh, the value of integral can be
calculates as follows:

Z2p

0

Z4

0

rð16� r2Þdrdh ¼ 128p:

Test 2—paraboloid and plane limited by polygon
In second example a searched volume is limited by z1 ¼ x2 þ y2, z2 ¼ 16 and the
polygon (square) of coordinates �1;�1; 25ð Þ; 1;�1; 25ð Þ; 1; 1; 25ð Þ; �1; 1; 25ð Þ—
it is illustrated on the Fig. 8.

Fig. 7 Searched volume
limited by paraboloid and
plane
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It this case the limited volume can be calculated as:
V þ ¼ 64� RR

D x2 þ y2ð ÞdA, where D ¼ x; yð Þ : �1� x� 1;�1� y� 1f g.
Taking the integrated region D into account:

V þ ¼ 64� Z1

�1

Z1

�1

x2 þ y2
� �

dxdy ¼ 61
1
3
:

Test 3—sinusoid surface and plane
In third example, searched volume is limited by z1 ¼ sin x sin y where 0\x\2p,
0\y\2p and z2 ¼ 0—it is illustrated on the Fig. 9.

In this case volume with signs V þ and V� is expected. Surface z1 is symmet-
rically to z2 ¼ 0, so each of them can by calculated by:

V� ¼ � 1
2

RR
D j sin x sin yjdA, where D ¼ x; yð Þ : 0� x� 2p; 0� y� 2pf g.

The result of integral is: V� ¼ � 1
2

R 2p
0

R 2p
0 sin x sin y dxdy ¼ �8.

Test 4—sinusoid surface and plane limited by polygon
In the next example a searched volume is limited by z1 ¼ x2 þ y2, z2 ¼ 16 and
polygon (square) of coordinates p

2 ;
p
2

� �
; p; p2
� �

; p; pð Þ; p
2 ;p
� �

– it is illustrated on the
Fig. 10.

The limited volume can be calculated as:

V þ ¼ RR
D
sin x sin y dA, where D ¼ x; yð Þ: p2 � x� p; p2 � y� p

� �
.

Taking the integrated region D into account:

V þ ¼ Zp

p
2

Zp

p
2

sin x sin y dxdy ¼ 1:

Fig. 8 Searched volume
limited by: paraboloid, plane
and polygon
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Test 5—two surfaces limited by polygon
The last one example presents two surfaces z1 ¼ y2 � x2 þ 10, z2 ¼ xyþ 40 and
limiting triangle of coordinates �3;�3ð Þ; 3;�3ð Þ; ð�3; 3Þ—Fig. 11.

The limited volume can be calculated as:
V þ ¼ RR

D xyþ 40ð Þ � y2 � x2ð Þð ÞdA, where D ¼ x; yð Þ:� 3� x� 3;�3� yf
� � xg. Taking the integrated region D into account:

V þ ¼ Z3

�3

Z�x

�3

xyþ 40ð Þ � y2 � x2
� �� �

dxdy ¼ 540:

The comparison of results calculated both analytically and by our implementation
of the algorithm is given in a Table 1. Results comparision.

Fig. 9 Searched volume
limited by sinusoid and plane

Fig. 10 Searched volume
limited by: sinusoid, plane
and polygon
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The relative error is calculated as:

E ¼ jVA � VPj
jVAj 100 %;

where
VA volume calculated analytically,
VP volume calculated by program.

The presented accuracy of calculation depends on number of triangles in par-
ticular surface. More triangles improves the accuracy but the computation time gets
longer. The calculation time and calculation error relative to number of triangles are
shown in Fig. 12.

The tests were performed on a computer with Intel Core i7 2.2 GHz processor.
The charts present that the error was stabilized at 800 triangles and at the calculation
time 0.03 s.

In order to not complicate the analytical calculations in the presented examples,
simple shapes of the limiting polygon were used—a rectangle and a triangle. As
mentioned earlier in the article, the developed algorithm can accept any convex or
concave polygon. However, because any 2D polygon can be triangulated, the
presented case studies are representative.

Fig. 11 Searched volume
limited by: sinusoid, plane
and triangle

Table 1 Results comparision Calculated
analytically

Calculated by
program

Relative error (%)

V þ V� V þ V�

Test 1 128p – 401.84 – 0.07

Test 2 61 1
3

– 61.32 – 0.02

Test 3 8 −8 7.99 −7.99 0.13

Test 4 1 – 1 – 0

Test 5 540 – +540.01 – 0.002
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5 Conclusions

This article presents an algorithm for calculating the volume between two trian-
gulated surfaces. The surfaces can intersect each other and be limited by additional
polygon of any shape. A reference C# implementation is also provided under the
LGPL license. This implementation was verified on examples with known results.
We have shown that the algorithm is fast and accurate for sufficiently dense tri-
angulations. The developed solution is suitable for example in development of
software used by geodesists.
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Accelerated Additive Algorithm
with Lossy Data Compression

Aleksandr Katkow

Abstract In this paper the accelerated algorithm of a calculation of Discrete Cosine
Transform (DCT), widely used in the practice of the conversion of graphic images,
is considered. We investigate the process of the calculating DCT by means of
additive formulas. The application of this formulas allows to obtain the very fast
computing schemes, which are so necessary for real time systems. In this article is
discussed the algorithm, in which the computational process it is process of the
algebraic summing basic function samples taken at certain points of the interval
independent variable. The conception of the accelerated calculation of DCT is
considered on example of real graphic images. The presented algorithms are ori-
ented first of all on use for the analysis of discrete and analog signals and image
processing in real time. Additive algorithm for image processing are presented in
meta language.

Keywords High performance computing � Lossy data compression � Spectral
analysis

1 Introduction

The task of constructing fast algorithms for spectral analysis is relevant and now it
is characterized by a large number of publications on this topic. Considerable
attention is paid to the construction of formulas that allow to obtain the value of the
spectrum is not always accurately. In these publications it comes to some loss of
accuracy to obtain a high and in some cases, very high speed processing of
information. Significant part of the publications is devoted building new algorithms
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for computing the spectrum [3, 4] or using a smaller number of arithmetic
operations [1, 2], in another part of the works the number of operations is reduced
by the fact that multiplication is eliminated. Instead, uses only addition. Such
algorithms are called additive [5–8].

There are two embodiments of the additive algorithms for fast calculation of the
Fourier integral using additive formulas, which are respectively called direct
additive formulas and dual additive formulas [5]. When implementing the second
embodiment of the additive algorithm for computing the Fourier integral it is done
by means of the algebraic summation of basic functions, taken at the points, which
are determined by calculating the definite integral function and comparing its value
with a certain value called threshold. When the value of the definite integral of the
analyzed function becomes equal to the threshold value at these points take place
fixing the values of basic functions. These values of the basic functions alge-
braically summed. Thus in the implementation of dual additive formulas take place
irregular grid of values of the independent variable and they is not known in
advance, because they depend on the values of the analyzed function. This
embodiment of the additive of formula is designed to implement directly into an
analog-digital converter, and in that its part which works with the analog repre-
sentation the analyzed function, and may for example consist of an analog inte-
grator and comparator. In this case, the transformation of the analyzed function in
digital form is generally not required, it is necessary only to have numerical value of
the independent variable at those points where the value of the definite integral of
analyzed function is equal to the predetermined threshold value. The basic algo-
rithm of dual additive formulas of the Fourier transform has been proposed a long
time [6]. Later, in [7], it was proposed to use this algorithm to compute the Fourier
coefficients of the solution of differential equations in partial derivatives. In the
same article, study was conducted filtering properties of additive algorithms and
their implementation by means of direct and dual formulae. In the next publication
[8] we consider using additive formulas for the calculation of the spectral density of
the signal. In this paper we consider attempt to use additive dual formulas for
calculation of DCT in image compression.

2 Preliminaries

Consider in more detail a method for producing dual formulas additive spectral
analysis for the approximate calculation of Fourier integrals. If the basic part of
energy of continual signals is concentrated in the limited intervals of time [−T/2,
T/2] and frequencies [−Ω/2, Ω/2], then we have the following approximate relations
between a signal F(t) and a spectrum S(ω) of this signal
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S xð Þ ¼
ZT=2

�T=2

F tð Þ exp �jxtð Þdt; ð1Þ

F tð Þ ¼ 1=2p
ZX=2

�X=2

SðxÞ exp jxtð Þdx: ð2Þ

where

S xð Þ ¼ A xð Þþ jB xð Þ

F tð Þ ¼ f tð Þþ juðtÞ

The essence a method of an approximate calculation of Fourier integrals using
the dual formula is as follows. The technology of processing of information used in
the construction of dual formulas is similar to technology of processing of infor-
mation in neural networks. It is known that in neural networks individual neurons
generate an output signal when the sum of input signals exceeds a certain threshold.
Also, in the implementation of dual AFT formulas is proposed to integrate the
investigated function and compare the value obtained by the integral of a function
with a threshold. When the value of the integral of the input function equals the
value of the threshold, it is proposed to fix value of the basic functions at these
points. The obtained values of the basic functions are used in the dual formulas of
AFT to calculate values of the spectral density of the input function. One can get the
integrals (1, 2) using the algebraic addition of the values of sinxt and cosxt, taken
in a specific discrete values of time and frequency. We consider this method in
detail. The whole interval of integration in (1) is divided into small intervals so that
we could present the function e�jxt with a sufficient accuracy by linear terms of the
Taylor series on intervals. At each interval of integration we have

Ztuþ 1

tu

F tð Þe�jxtdt ¼ e�jxtu

Ztuþ 1

tu

F tð Þdtþ dSu xð Þ;

where

dSu xð Þ ¼ xe�j p
2þxtuð Þ tuþ 1 � tuð Þ; tu 2 ½0; T �

For a real signal F tð Þ ¼ f tð Þ it is possible to determine the obtained discrete
values of time so that they satisfy the following condition and we can define
elementary intervals of integration as follows:
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Ztuþ 1 xð Þ

tu xð Þ

f tð Þdt ¼ Tk: ð3Þ

Obviously, the sequences of discrete values of time are completely determined by
the function f tð Þ, since they are points at which the integral function f tð Þ will
change on Tk xð Þ. Quite naturally, the number of integration intervals, where cor-
responding changes have values Tk xð Þ, depends on the Tk xð Þ, as a parameter, and
the function f tð Þ: Therefore it can not be determined beforehand. Then we shall
obtain evaluation of (1, 2)

~A xð Þ ¼ Tk �
XNA

u

u¼0

cosxtu; u 2 0; 1; 2; . . .;NA
u xð Þ� � ð4Þ

~B xð Þ ¼ Tk �
XNB

u

u¼0

sinxtu; u 2 0; 1; 2; . . .;NB
u xð Þ� � ð5Þ

what is more in calculating the values of (4) and (5) is used the same grid values of
the analyzed function. Similarly for evaluation of integral (2), it is possible to
receive the dual additive formulas for determination of values of function on the
given values of its spectral density [2].

~f tð Þ ¼ Xk �
XNX

v

v¼0

cosxtv; v 2 0; 1; 2; . . .;NX
v xð Þ� �

An error value in the integration in the dual additive method depends on the
frequency of base functions. The higher the frequency the greater is an error which
we obtain for the spectral density.

3 Computer Simulation

We have developed a computer program to simulate of the additive algorithm and
have investigated filtering properties of this method calculating the discrete value of
the spectrum of a signal. For performing test of additive algorithm, we had to
simulate the work analog to digital converter. As mentioned above, this work is
carried out only once, and then the results are used repeatedly to compute all digital
values of the spectrum.
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Now consider the application of additive algorithm for to calculate DCT con-
version, which is widely used for image compression. It is well known, that a DCT
is a Fourier-related transform. In general, there are eight standard DCT variants, of
which four are often used. Let us consider development DST-II conversion which
the most commonly used in modern technologies of compression of visual and
audio images, such as JPEG and MPEG [1]. DCT, as cosine transform, assumes an
even extension of the original function. In DCT the N real numbers x0, … , xN − 1
are transformed into the N real numbers X0, … , XN − 1 according to the formulas:

G 0ð Þ ¼
ffiffiffiffiffiffiffiffiffi
1=N

p XN�1

n¼0

f ðnÞ

G kð Þ ¼
ffiffiffiffiffiffiffiffiffi
2=N

p XN�1

n¼0

f ðnÞ cosðpkð2nþ 1Þ=2NÞ; k ¼ 1; 2; . . .N � 1: ð6Þ

Thus DCT is used to convert f(0), … , f(N − 1) real numbers in a series of real
numbers G(0),… , G(N− 1), where G(0) is the average value of the sample sequence.

Input:
 xq - value of the independent variable in a point q
 dxq - increment of the independent variable
lambda - threshold value of the integral
intl - the current value of the integral
intlm - module current value of the integral
 nr - the current number of the integration interval.
Nd - the number of elementary integration intervals
N - the number of pixels per image line.
image(xq)- the brightness of the original image at

the point q.
Output:
tableX[Nd]- a table of values of the independent

variable.
while xq <= N 
while intlm <= lambda 
intl = intl + image(xq+dxq)*dx_q
intlm = intl > 0 ? intl: - intl
xq = xq + dxq 
end while

intl = 0
nr++
tableX[nr] = xq 
end while
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Now we apply of the formula of the DCT transformation that are described above.
According to (4) transform the formula (6) as follows

G kð Þ ¼
ffiffiffiffiffiffiffiffiffi
2=N

p T
k
XN�1

n¼0

cosðpkð2nþ 1Þ=2NÞ; k ¼ 1; 2; . . .N � 1: ð7Þ

Suppose that at our disposal, there is only a table of values of the original function,
which is represented with a uniform step in the independent variable. For testing of
the additive algorithm as original function was selected the result of the scan real
image. For example, take the result of scanning of a monochromatic color com-
ponent of the image represented in the system RGB at 24 bits. In this case, each
color is represented by 8 bits, therefore brightness of the image points lie in the
range 0–255. To estimate of the result of modeling we will compare it with the
result of the transformation using DCT algorithm.

In accordance with the idea of additive algorithm a grid of values of the inde-
pendent variable, in nodes of which should be chosen values of the basic functions
is irregular and is determined in the process of integration of the original function.
For the simulation of analog digital convertor in this case, we have to perform a
linear interpolation in the intervals between the values of the original function,
defined in the table of its values. The brightness of the image between neighbors
pixels, we obtain using linear interpolation. The numerical value of the integral, we
obtain using the method of rectangles. After interpolation, it is necessary to carry
out the integration, the resulting function so as to obtain a table of values of the
independent variable (tableX[Nd]), just as was done earlier in the program for
simulation of analog digital convertor. The text of the main part of the program for
modeling of the work of additive algorithm at calculation ADCT transformation for
one point of spectrum is represented below.

Input:
lambda - threshold of the integral value
Nd - the number of elementary integration intervals
nr – the current number of interval of integration 
k - the current number of values of the ADCT
tableX[Nd]- a table of values of the independent

variable.
Output:
ADCT(k) – digital value of the spectrum in the point k

for(nr = 0; nr <= Nd; nr++)
ADCT(k) = ADCT(k)+
cos(M_PI*k*(2*tableX[nr]+1)/(2N))

end for
ADCT(k) = ADCT(k)*lambda*sqrt(2/N)
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In accordance with the above fragment of the program experiment have been
performed.

The experimental conditions were as follows: N 2 [0, 199], tableX[Nd],
was defined with parameters dx = 0.1 and different value of Nd and lambda. The
simulation results are presented in Fig. 1, on which is shown the graph of the ADCT
and graphs of errors, that are displaced downwards along the ordinate on 100 and
200 positions respectively. On graph of errors, displaced downwards along the
ordinate on 200 positions down, is represented the experiment, when lambda is
equal 132. The number of the points, in which we are needed to take the value of
the basic function, equal 244. That is in the last fragment of the program code
Nd = 244. On graph of errors, displaced downwards along the ordinate on 100
positions down, is represented the experiment, when lambda is equal 73. The
number of the points, in which we are needed to take the value of the basic function,
equal 438. That is in the last fragment of the program code Nd = 438.

In addition in the experiment was conducted calculating of the average error
according to formula

errorA ¼ 1=Nð Þ
XN�1

n¼0

DCT nð Þ � ADCT nð Þ½ � ð8Þ

and is represented average error modulo according to formula

errorAm ¼ 1=Nð Þ
XN�1

n¼0

DCT nð Þ � ADCT nð Þ½ � ð9Þ

The results of the experiment are shown in Table 1. Table provides information
as about average error as and about average error obtained by addition modules of
the errors on the analysis interval. It is interesting to note that the average error in a
certain range is dependent on the number of samples of basic functions Nd. On the
other hand average modules errors increases rapidly when the number of samples
approaches N, to number of samples of the original signal in DCT algorithm.

Fig. 1 Spectrum of the
original signal, performed by
additive algorithm, and
graphs of the errors
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Now consider the process of restoring an image on the basis of his conversion
ADCT. At first, we should to perform the recovery of a one-dimensional function,
as which we have been already used one of the horizontal lines of the
two-dimensional image. This function is shown in Fig. 2. The discrete spectrum
DCT transformation of this function also shown in this figure. By ADCT spectrum
we will restore the value of the original function. To do this, we apply of inverse
formulas of the DCT transform. The main part of the algorithm for recovery
original function is shown below.

Table 1 Comparison errors
of the additive algorithm

lambda Nd errorA errorAm

64 499 0.11 5.04

73 438 0.35 6.21

96 334 −1.84 5.90

132 244 4.13 9.21

Input:
N - number of values of the spectrum calculated by ADCT
k - the current number of values of the recovered

image
n - the current number of values of the ADCT
ADCT(n) – digital value of the spectrum in the point k
Output:
imageR(k)- the brightness of the pixel to the point k 
for(n = 0; n <= N-1; n++)
imageR(k) = imageR(k) +
ADCT(n) * cos(M_PI*k*(2*n+1)/(2*N))
end for
imageR(k) = imageR(k)*sqrt(2/N)

Fig. 2 Line image and DCT
spectrum
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In accordance with the above fragment of the program, a series of experiments
have been performed. The main objectives of the experiment was to get the value of
the original function by means of the discrete spectrum of ADCT. After the
experiment, we evaluated the average value of the error resulting in the recovery
process according to the formulas

errorR ¼ 1=Nð Þ
XN�1

n¼0

image nð Þ � imageR nð Þ½ � ð10Þ

errorRm ¼ 1=Nð Þ
XN�1

n¼0

DCT nð Þ � ADCT nð Þ½ � ð11Þ

In Table 2 is represented the errors of the recovered image line, that have been
received with using of discrete values of the spectrum, calculated by means of
additive algorithm.

The experiments produced the following results.
We also tested the additive algorithm using it for compression of

two-dimensional images. In this case, we used the additive algorithm ADCT for
image processing in one direction and the conventional discrete algorithm DCT in a
different direction. To perform the first step, we had to get a table of values of the
independent variable in which the integral of the brightness of the original image is
equal to the threshold value. As we analyzed the two-dimensional image it was
necessary to obtain a two-dimensional table of values of the independent variable
by the direction in which was used algorithm ADCT. To produce a two-
dimensional table of values of the independent variable is necessary to use an
algorithm similar to that given in the beginning of the article, where it was used to
produce a table of values of the independent variable in the one-dimensional table
(tableX[nr]). This sequence of values of the independent variable used in the cal-
culation of the discrete spectrum in accordance with the additive algorithm ADCT.
The main part of the algorithm is represented below.

Table 2 Comparison of error
of the reconstructed image

lambda Nd errorR errorRm

64 499 0.49 3.07

73 438 0.49 3.07

96 334 0.48 4.63

132 244 0.50 5.80
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The result we received a two-dimensional table of the discrete spectrum.
Further, applying the inverse transformation DCT we perform the restoration the

image from its discrete spectrum obtained using additive formulas ADCT. Figure 3
shows the original image and Fig. 4 shows mage, restored from discrete spectrum
with using additive algorithm. Monochromatic part of the image obtained on the
basis of the green component of the color image.

Input:
N  - number of point of the image and spectrum in

direction X(horizontal line) 
M  - number of point of the image and spectrum in 

direction Y(vertical line) 
Nd - number of intervals of integration in direction X 
nd –  the current number of interval of integration 
n  - the current number of values of the image in 

direction X
m - the current number of values of the image in 

direction
l - the current number of values of the spectrum in 

direction X 
k - the current number of values of the spectrum in 

direction Y
lambda – threshold of the integral value
table2X[M][Nd] – table of the sequence of discrete values

of the independent variable in direction N
Output:
table2ADCT[M][N] –table of the value of the spectrum

for(k = 0; k <= M-1; k++)
for(l = 0; l <= N-1; l++)
for(nd = 0; nd <= Nd; nd++)
ADCT2Da=ADCT2Da+

+lambda*cos(M_PI*l*(2*table2X[k][nd]+1)/(2*N))
end for
table2Da[k][l]=ADCT2Da
for(m = 0; m <= M-1; m++)
ADCT2D= ADCT2D +  

+table2Da[m][l]*cos(M_PI*k*(2*m+1)/(2*M))
end for
table2ADCT[k][l]= ADCT2D
end for
end for
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4 Conclusion

The positive feature of the proposed method is that it can be applied in every
integral transform of the signal with different basic functions. For this the original
signal have to be converted into a sequence of values of the independent variable, in
every of where value of the definite integral from original function are equal to the
value of the threshold as described above. Application of the proposed algorithms
in practice makes sense if is opportunity to have the values of basic functions in
points irregular grid values of the independent variable studied function.
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Swarm of Mobile Virtualization
Containers

Marian Rusek, Grzegorz Dwornicki and Arkadiusz Orłowski

Abstract A decentralized algorithm for controlling the distribution of tasks
between nodes of a simple computational cloud is presented. Each task is running
inside a virtualization container and thus can be easily migrated to other hosts. An
additional relatively unintelligent mobile agent process is placed inside each con-
tainer to control this migration process. These mobile virtualization containers use
only local interactions and no communication to give the desired global behavior of
the cloud providing dynamic load balancing between the servers. The resulting
swarm-like group behavior is robust to node failures and to changes in number of
tasks running in a cloud.

Keywords Cloud computing � Swarm intelligence � Virtualization containers �
Mobile agents

1 Introduction

There is no single definition for what a computer cloud is. For the purpose of this
paper we will come up with a very simple working definition which is not meant to
be perfect. It says, that a cloud consists of a lot of storage resources with compute
cycles located nearby. Essentially, there is so much data that it can not be moved
around the internal network of the cloud all that easily. Therefore there is a need to
bring the compute cycles closer to the data rather than bring the data closer to where
the compute power is.

The idea of moving compute cycles rather than data brings us to the old concept
of mobile agents [8]. Mobile agents are programs that can migrate from host to host
in a network. The state of a running program is saved, transported to the new server,
and restored, allowing the program to continue execution where it left off. Mobile
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agent systems differ in a significant way from conventional process migration
systems. The agents move when they choose and to the server of their own choice.
On the other hand in a typical process migration system the scheduling system
decides when and where to move the running process, for example to balance server
load in a cluster.

Emerging technologies are making it possible to cheaply manufacture small
robots with sensors, actuators and computation. Swarm approaches to robotics,
involving large numbers of simple robots rather than a small number of sophisti-
cated robots, has many advantages with respect to robustness and efficiency. Such
systems can typically absorb many types of failures and unplanned behavior at the
individual agent level, without sacrificing task completion [1–4, 10, 11]. These
properties make swarm intelligence an attractive solution also for other problem
domains. In this paper we use this approach for task scheduling in a complex
distributed system—the cloud.

The classification of the cloud services that are provided is often based on the
nature of the services themselves. It is called an “as a Service” (aaS) classification.
Infrastructure as a Service (IaaS) allows the user to get access to machines and
install his own operating systems inside virtual machines instances without having
the security risks of the hardware as a service cloud [14]. Amazon Web Services
and Microsoft Azure are popular players that offer services in the infrastructure as a
service paradigm. An operating system running inside a virtual machine is com-
pletely isolated from the operating system of the host server. It is therefore cum-
bersome for it to act as a mobile agent, which should be able to initiate its migration
process [6, 15].

Recently the industry is moving beyond self-contained, isolated, and monolithic
virtual machine images in favor of container-type virtualization [9, 13]. Containers
do not contain an operating system kernel, which makes them faster and more agile
than virtual machines. Container-type virtualization is an ability to run multiple
isolated sets of processes, each set for each application, under a single kernel
instance. Having such an isolation opens the possibility to save the complete (in
other words, to checkpoint) state of a container and later to restart it. This feature
allows one to checkpoint the state of a running container and restart it later on the
same or a different host, in a way transparent for running applications and network
connections.

In this paper container-type virtualization is used to build a swarm of tasks in a
cloud. Each container in addition to the application and their libraries contains an
separate process representing the mobile agent. It deals with sensing the neigh-
boring containers and initiating live migration of its container to another host.
Containers can call system functions of the operating system kernel running on the
server. Therefore in principle they can initiate container migration without help of a
separate daemon process running on the host server.

This paper is organized as follows: in Sect. 2 the internals of a virtualization
container are analyzed. In Sect. 3 the swarm-like algorithm of container migration
in the cloud is introduced. The number of containers on each host plays a role
analogous to a pheromone in colonies of insects or simple transceivers mounted on
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autonomous robots. In Sect. 4 some preliminary experimental results for a simple
cloud consisting of two hosts are presented. We finish with a summary and brief
remarks in Sect. 5.

2 Container Internals

Virtualization containers are a relatively new technology ideally suited for Platform
as a Service (PaaS) and Software as a Service (SaaS) applications [9, 13]. They
enable near instant provisioning and on-the-fly modification while delivering
near-native application performance, i.e., the virtualization overhead of an appli-
cation running inside a container is negligible [5]. Virtualization containers provide
10 times the task density per node as compared to virtual machines. Parallels
Containers is a widely deployed container-based virtualization software for Linux
and Windows operating systems. The results presented in this paper were obtained
using an open source version of this software called OpenVZ [9]. OpenVZ is
available for Linux operating system only.

There is an alternative container technology on Linux operating system called
LXC. Docker, which is based on LXC, was created for different purpose than live
migration of containers. Using Docker we can provide an automated application
deployment but not live migration.

From a technical point of view containers are basically vehicles for processes.
They can contain several processes organized in a hierarchical structure. In this
paper we envision a situation when one of these processes contains a mobile agent
intelligence and is responsible for sensing other containers and initiating a migra-
tion process of the whole container to another node of the cloud.

A virtualization container does not include an operating system kernel—all
containers share the kernel of the host (this kernel is running directly on the
physical hardware of the server). Processes running inside a virtualization container
do not see neither processes running in other containers nor processes running
directly in an operating system of the host server. This isolation is achieved using a
technology called process namespaces (the concept of namespaces was introduced
originally in the Plan 9 operating system [12]). Processes in a Linux operating
system are identified by Process Identifier (PID) numbers. Process namespaces in
Linux are based on PID isolation. Process cannot access resources shared by pro-
cesses outside of his namespace because it does not see the PID numbers of these
processes. Thus this technique allows to isolate some processes in a way that they
will not see other processes running on the system but only the ones inside its
process namespace. During migration of a container to another server the PID
numbers of the processes running inside it do not change. Therefore a migration
process can lead to a situation when we have a Linux system with at least two
processes with the same PID numbers. However because of their isolation inside the
container’s process namespaces no conflict occurs.
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Processes running inside the container have their own disk with partitions and
file systems. In reality this is a virtual disk and its image is stored as a file on the
physical disk of the host. This solution makes the migration of the container’s data
to another host very easy—only a single file needs to be copied between servers.
The network of the container is isolated in a way that allows the container to have
they own IP address on the network. This is not the IP address of host but it can be
reached from the other containers and hosts. Each container maintains its own state:
network connections, file descriptors, memory usage etc. Containers share only the
kernel with the host operating system. Thanks to state isolation from other con-
tainers a container can be migrated to another system and resumed.

There have been several studies on various optimizations of container migration
algorithms [6, 7, 9]. Two best known examples are lazy migration and iterative
migration. Lazy migration is the migration of memory after actual migration of
container, i.e., memory pages are transferred from the source server to the desti-
nation on demand. In the case of an iterative migration of memory happens before
actual migration of container. In our experiments with stripped down OpenVZ
containers with a size of 50 MB in a test system consisting of two nodes we
measured the migration time seen by the host as T ¼ 6:61 s and the migration time
seen by the container as s ¼ 2:25 s. The later is three times smaller than the former
due to optimizations described above.

When we launch our container for the first time it does not know on what host it
was started. However it can use an ICMP echo/reply mechanism to detect the IP
address of the host. Each ICMP packet has a TTL (Time-to-Live) value. When this
packet is routed trough router this value is decreased. When it reaches 0 the packet
is destroyed and an error ICMP packet is send back. This ICMP error packet will
have last router IP address. Thus to detect the IP address of the host our container
can send an ICMP echo packet with value 1 of TTL to some arbitrary external IP
address. The host system acts as a router for container’s network. When this special
packet is sent by the container it will never reach the destination but the host system
will send back an ICMP error packet with its IP address.

Host system keeps all the containers filesystems mounted on its local file system.
Each container’s file system is visible as a folder which can be found at /
var/lib/vz/root/CID. Here CID is a unique container identification number. The
location can be exported trough a network file system like NFS. Our container will
mount in locally. To do this it needs to know the export path /var/lib/vz/root and the
IP address of its host system. By counting the number of entries in this folder it can
detect other containers running on the same hosts and count their number N:

3 Swarm Algorithm

In this section we propose a swarm-like algorithm for containers migration. The
proposed approach threats the containers as mobile agents and is similar in spirit
to the Contained Gas Model describing the motion of pheromone robots [10, 11].
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The Contained Gas Model causes agents to disperse evenly within a given shape,
and varying the number of agents simply changes the equilibrium density. This
model is also capable of automatic self-repair; the system can quickly recover from
most patterns of agent death and can receive an influx of new agents at any location
without blocking problems.

In our case the shape to be filled by the agents is the entire cloud. Due to the lack
of underlying Cartesian space the rules for robot’s interactions are replaced by
random jumps of the containers between the nodes of the cloud. Each container
knows how many hosts (servers) S we have and how many other containers
(processes) P are there. These numbers can be updated dynamically at runtime by
probing other containers and hosts using ICMP echo/reply protocol. This protocol
is implemented by a well known program called ping and thus its messages are
often called “pings”.

The uniform distribution of containers between hosts gives the following
equation for the number of containers n per host:

n ¼ P
S

ð1Þ

Using the method described in Sect. 2, a container can calculate the number N of
neighboring containers located on the same host. If N[ n the container will try to
migrate on another host. The probability of this migration is given by the equation:

p ¼ N � n
N

ð2Þ

As an example let us consider a simple cloud consisting of two hosts. Initially all
the containers are launched on the first host. There are no containers on the second
host. Equation (2) gives p ¼ 1=2 and therefore half of the containers will migrate to
the second host in the fist step resulting in their equal redistribution among the
hosts.

The complete algorithm executed by a dedicated process running inside the
container reads as follows:

1. Use ping to scan the entire subnetwork of the hosts and obtain the number S.
2. Use ping to scan the entire subnetwork of the containers and obtain the

number P.
3. Calculate desired container density n according to Eq. (1).
4. Use the method described in Sect. 2 to get the IP address of the host.
5. Mount the /var/lib/vz/root folder exported by the host.
6. Obtain the number of neighboring containers N by counting the number of

entries in this folder.
7. If N � n go to 15.
8. Calculate the probability of migration p according to Eq. (2).
9. Generate a random number 0\r\1.
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10. If r\p then ask the host to migrate to a randomly chosen host (excluding the
current one). Otherwise go to 15.

11. Get the IP address of the host.
12. If it’s different from the previous one then the migration to another host is

complete—go to 13. Otherwise wait t00 seconds and go to 11.
13. Unmount /var/lib/vz/root from the old host.
14. Mount it from the new host and go to 6.
15. Wait t0 seconds and go to 6.

In the standard OpenVZ distribution the migration process of a container is
initiated by a shell command running outside of it. Thus a container can not initiate
the migration process. To make this possible we have added a special system
function to the hosts operating system kernel. In the algorithm above we assume,
that this call (performed in step 10) is a nonblocking one.

4 Experimental Results

The experiments were performed on S ¼ 2 servers equipped with Intel Core
i5-2400 CPU, 2 GB of RAM each connected by a dedicated Gigabit Ethernet
network. Both servers were running Debian GNU/Linux operating system with
OpenVZ software installed. The Linux kernel was modified by adding some new
system functions including one described in Sect. 3. At the initial time P ¼ 16
identical containers are launched on the first host. Each container has a size of about
1 GB and we measured that its migration to the second host takes T ¼ 32:5 s.
Starting all the containers takes about 1 min or 2T. After this time on each container
a Python script implementing the algorithm from Sect. 3 is running. It starts by
scanning the network using nmap to find the number of containers P, as well as the
number of hosts S and their IP addresses. Then the mean number of containers n is
calculated and the script enters a loop in which it periodically checks the number of
neighboring containers N, and decides whether to migrate to the second host or not.
In addition, on the host server a monitor program was started which periodically
checked the number of containers N in the filesystem and the number of containers
queued Q for migration in the kernel queue (access to this data from a user process
was possible by a custom system function added to the kernel). From now on the
time t0 is equal to 2 s.

In Fig. 1 we have the number of containers N on the first host plotted versus time
t. In addition, the number of containers Q is also plotted. It is seen from inspection
of this plot that for 0\t\2T during the startup process the number of containers is
constant N ¼ 16. This can be explained by the fact that the containers images were
initially present on the filesystem but not active. Next, a migration process starts—
the steps visible on the plot correspond to the change of N by 1 and change of t by
approximately T . Notice that after reaching an equilibrium number N ¼ P=2 at
t ’ 12T the migration still continues. Four excess containers are migrated to the
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second host and then some of them come back. Equilibrium is reached only at
t0 ’ 18T. Thus it takes more than twice as long as migration of the n ¼ 8 con-
tainers in a loop.

We performed several such experiments for different sleeping times t0. In Fig. 2
we plot time t0 needed to reach equilibrium as a function of the sleeping time t0. We
see that the algorithm stabilizes only for t0 [ 2T . Result presented in Fig. 1 cor-
responds to t0 ¼ 4T. There are also large fluctuations in the values of t0—they turn
out very sensitive to the initial conditions. For different runs of the experiments at
the same values of t0 we get different values of t0. This unstable behavior of the
algorithm can be understood by an observation that during migration the con-
tainer’s files are present on both hosts. Therefore the total number of containers
seen by the migration agents running inside the containers is not conserved.

Fig. 1 Number of containers
on the first host versus time

Fig. 2 Time needed to reach
equilibrium versus sleeping
time
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To deal with this problem a modification of the algorithm is needed. To prevent
the containers from being counted twice, what affects Eq. (2), we subtracted from
the number of containers N present in the filesystem the number of containers Q
queued for migration. In this way the migration process of the containers appears to
be instantaneous to its neighbors. The new migration probability reads as

p0 ¼ N � Q� n
N � Q

ð3Þ

The results of experiments using this modified algorithm are presented in Figs. 3
and 4. Equilibrium in Fig. 3 is reached almost as fast as in a centralized algorithm
based on a sequential migration in a loop. As seen in Fig. 4 algorithm is now very
robust and the time needed to reach equilibrium t0 ’ 10T is almost independent
from the sleeping time t0. However there is still some instability. It becomes
especially pronounced for t0 [ 5T .

To understand its origin let us investigate in detail the case corresponding to the
first instability point from Fig. 4. It happened at t0 ’ 0:61T and the time needed to
reach equilibrium t0 ’ 18T was almost twice as large as the usual value of 10T . In
Fig. 5 we plot the time dependence of number of container’s images Ni and number
of queued containers Qi on both hosts (i ¼ 1; 2). After reaching equilibrium value
of N1 ¼ N2 ¼ 8 two additional migrations from the first host to the second and back
occurred. It turns out that this is due to an error in determining the total number of
containers P by one of the mobile agents. It was started at the end scanned the
network while one of the first containers was already migrating. At some period of
time s\T during migration the container is invisible from the network. Thus the
mobile agent obtained the number S ¼ 15 and the equilibrium density n ¼ 7. This
caused it to jump back and forth between the servers with a small probability
p ¼ 1=8.

Fig. 3 Number of containers
on the first host versus time.
Modified algorithm
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5 Conclusion

In summary, the OpenVZ containerization software was used to implement a swarm
of tasks executing in a simple cloud. Each task includes a mobile agent process
which governs its migration to the other node of the cloud. The tasks running on the
nodes of the cloud self-organize to maintain a constant load among the servers. The
system automatically adapts to creation and destruction of tasks as well as extension
of the cloud by new servers. It can be easily adopted to react on server failures: a
failing server can produce an artificial pheromone by creating entries in the /
var/lib/vz/root directory of its filesystem. This will cause all the tasks running on it
to migrate away from the pheromone.

The performance of the swarm-like algorithm proposed to control the containers
was experimentally tested on a simple “cloud” consisting of two nodes. Initially all

Fig. 4 Time needed to reach
equilibrium versus sleeping
time. Modified algorithm

Fig. 5 Number of containers
on both hosts versus time.
Modified algorithm
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the containers reside on the first node—the time needed to reach a stationary state of
equal redistribution of the containers between the nodes is measured. The obtained
results are compared to a centralized algorithm implemented as a shell script. This
script monitors the contents of /var/lib/vz/root directories on both hosts and in the
case of non equal numbers of entries initiates migration of excess containers.

In future work, we would like to generate a consensus map of the cloud through
agents performing local measurements of the speed of network links to other nodes
and counts of the number of neighboring tasks. Such a map will have a form of a
weighted graph with vertices labeled by the numbers of tasks on each node and
edges labeled by the speeds of network links connecting the nodes. Such a map will
allow the containers to migrate in a more intelligent way and thus reduce the time
needed by the system to reach equilibrium after creation or termination of tasks and
additions or failures of the nodes.
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Towards Healthcare Cloud Computing

Piotr Dorożyński, Adam Brzeski, Jan Cychnerski
and Tomasz Dziubich

Abstract In this paper we present construction of a software platform for sup-
porting medical research teams, in the area of impedance cardiography, called
IPMed. Using the platform, research tasks will be performed by the teams through
computer-supported cooperative work. The platform enables secure medical data
storing, access to the data for research group members, cooperative analysis of
medical data and provide analysis supporting tools basing on intelligent information
retrieval techniques (semantic text comparison, charts, images, video matching). On
top of the platform, a dedicated web application is built for medical teams focused
on the area of hemodynamics. The acquired data enables the researchers to develop
new classification schemes for hemodynamic profiles, which will be used for
construction of prototype application for supporting stroke treatment centers. In the
paper we compare IPMed to other existing platforms which offer similar func-
tionality and describe a concept of its migration to a cloud based system.

Keywords Service oriented architecture � Medical systems � Cloud computing

1 Introduction

Actual state of medicine, diagnostics and medical imaging leads to abrupt growth of
diagnostic data available to physician or medical research teams. The amount of this
data is often so big that in many cases physician and researchers are not able to
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analyze and interpret it within acceptable accuracy and time. To address this
problem, one of emergent trends in medical IT systems is building private cloud
systems, which can store, archive and process this data on-the-fly.

Compared to other businesses, the public healthcare service has significantly
underused technology to improve operational efficiency. In Poland, there still exist
systems which rely on paper medical records, but this situation is rapidly changing.
Information that is digitized is typically not portable, inhibiting information sharing
amongst the different healthcare actors. Use of technology to facilitate collaboration
amongst the medical community is limited. The healthcare industry is shifting
toward an information-centric care delivery model, enabled in part by open stan-
dards that support cooperation, collaborative workflows and information sharing.
Thus, healthcare information systems (HIS) should be modernized and cloud
computing is at the center of this transformation [1].

Cloud computing provides an infrastructure that allows hospitals, medical
practices and research facilities to tap improved computing resources at lower initial
capital outlays. Additionally, cloud environments reduce the barriers for innovation
and modernization of HIS systems and applications.

Many university and pharmacology enterprises are starting to use the cloud to
improve research and drug development. The growth in medical data from next
generation sequencing as well as the growing importance of biologics in the
research process is making cloud-based computing an increasingly important aspect
of research and development (R&D). Currently, such institutions do not have the
capacity to store and process large datasets. Physician collaboration solutions such
as remote video conference physician visits are well-known [2–4]. Cloud tech-
nology supports medical teams collaboration and gives the ability to use applica-
tions based on exchanging or sharing large sets of medical cases. This technology
assures the required security and privacy level. Cloud computing facilitates dis-
semination of information and insights in near real-time. The most current, com-
plete insights and clinical knowledge are available to support care provider
decisions and to enable a focus on the real problems not on tools. Information
contained within a cloud can be better analyzed by using computationally efficient
methods and tools.

2 Existing Solutions

The amount of digital information which is collected and stored in modern hospitals
poses a great opportunity for extensive data analysis, enabling medical researchers
to discover relationships in the data, extend knowledge of the diseases and therefore
improve the treatment. However, as a result of numerous legal and administrative
difficulties in collecting medical records, sensitive medical data is rarely gathered
by hospitals in a cooperative manner. This also prevents establishment of com-
mercial systems. Though, examples of emerging systems of that kind can be already
found in the literature.
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Rolim et al. [5] presented a concept of a system for automatic collecting and
storing medical data from medical devices by using wireless sensors. Authors
propose system architecture with a cloud system for storing the data and enabling
its analysis by medical experts, accompanied with local servers located in hospitals
for gathering data from sensors and making it accessible to medical staff. The
system however relies on the possibility of straightforward connecting the wireless
sensors to medical devices, without considering the diversity of the interfaces and
potential problems in collecting the data. Pandey et al. [6] proposed a cloud system
for collecting and analyzing ECG data from users’ wearable devices. The solution
serves as a health monitoring system. Data analysis is possible via dedicated ser-
vices hosted in the cloud system. The authors emphasize the requirement of pro-
viding high scalability of the system, which is assured by implementing a cloud
computing architecture. Patel et al. [7] presented a system for collecting medical
images along with their supplementing data in a centralized database. The system
enables efficient storing of the images, reducing the cost of gathering the dataset for
medical research. The system is demonstrated on the case of acquisition of digital
mammography images.

Another type of systems utilize cloud architecture strictly for providing data
analysis services. Hsieh and Hsu [8] proposed a cloud based solution for
tele-consulting 12-lead ECG examinations on mobile devices. Shen et al. [9] pre-
sented a Service Oriented Architecture (SOA) system for EEG signals classifica-
tion. Lai et al. [10] used Knowledge as a Service (KaaS) model for providing a
collaborative system for facilitating radiotherapy dynamic treatment service.
Finally, noteworthy systems have been also proposed strictly for the analysis of
large collections of data. In [11] we reviewed existing data mining applications for
knowledge extraction from medical data. Also, dynamically developing neural
networks and deep learning methods are recently increasingly used for data anal-
ysis. We give more attention to this area later in the text.

Unlike the systems listed above, our system is based on web services (software
plugins) for professional healthcare devices. Our goal is acquisition of valuable data
for medical researchers which are hard to collect. A single doctor has only a small
number of valuable research (often tens of). Our platform allows to collect hundreds
of examinations. Data obtained from personal medical devices used in the papers
mentioned above have also a high degree of uncertainty as compared to the data
from the hospitals.

3 The IPMed Platform

The proposed system was designed as a thorough solution for medical researchers
seeking to gather and analyze large amounts of diverse medical data. Currently, the
system was successfully deployed in three independent hospital wards, where it
enables gathering extensive data of stroke cases, including impedance cardiography
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(ICG) examination records. The general functionality of the platform can be out-
lined as follows:

• Medical data gathering. The platform enables flexible extending with dedicated
modules for communicating with particular medical devices as well as front-end
interfaces for entering data by medical staff.

• Medical data storing. The data is automatically stored on a local server at the
hospital as well as sent to a centralized database, ensuring data security and
persistence.

• Data analysis supporting tools. The data collected in the centralized database
can be analyzed by medical researchers using a set of statistics and data mining
algorithms.

• Remote teamwork of researchers. The platform enables organization of medical
research groups for cooperative working on the data.

The data analysis and teamwork modules are being still extended in order to
possibly well respond to medical researchers’ needs. High versatility and flexibility
of the platform is worth emphasizing, as it is designed for handling wide range of
medical data types and therefore can be applied in various areas of medicine.

3.1 General Architecture

The IPMed system is based on a component structure, in which every component is
responsible for a particular task. The components communicate with each other
through network using REST (Representational State Transfer) architecture style.
The communication is secured by encryption and users are authenticated by login
and password pair. The databases that contain sensitive data (e.g. medical data) are
encrypted and the access to the key is only granted to authenticated and authorized
users, which in turn keep data safe even in case of hardware theft. Figure 1 presents
the overview of the main IPMed components and their interconnections. Detailed
description of every component is presented in the next section.

3.2 Components

The IPMed system contains several basic component types depending on their role.
The central point of the system is the main repository, which gathers anonymous
data that it receives from local hospital data servers. Each hospital that participates
in the grant gathers data from medical equipment and physicians. The data stored in
these hospitals is encrypted and decryption requires an authorized user to authen-
ticate. On the other side of the system, there is a cooperation webserver that serves a
website for physicians cooperation.
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1. Main repository. It is a well secured webserver, which is only accessible by
applications that possess trusted encryption key that is used for encrypting
communication. All the data kept on this server is completely anonymous
(anonymization of this data is done on local hospital data servers before this data
ever leaves the source hospital). The repository gathers data from hospitals
along with its whole history using RESTful web services and the communica-
tion is realized using encrypted HTTPS protocol. The gathered data is then
directly served to the cooperation webserver. The main repository also provides
access to statistical tools that may be used for analysis of gathered data.

2. Local hospital data servers. Each hospital has its own local data server, which
contains patients’ medical data that are stored in an encrypted database. This is
the only part of the system that stores sensitive data. The key used for
encrypting the database is also encrypted, but it is done using users’ keys that
are not stored on the same server. This way the access to the database is only
possible after authorized user authenticates using his key and thus the data is
safe even after hardware theft or physical access to the database files.
Local hospital data server enables to automatically download and convert data
from medical equipment (PhysioFlow and NICCOMO cardiographs) through
FTP, SMB or USB flash drive. Downloaded data is temporarily stored in a non
encrypted queue (since the key to the database is encrypted it is impossible to
open the database until an authorized user authenticates using his key and thus
decrypt the database key), but as soon as the database is opened the downloaded
data is moved to the database and encrypted. The data stored on a local hospital
data server are exposed through RESTful web services that enables their
browsing and modification, but requires devices and applications (e.g. dedicated

Fig. 1 Main IPMed components and their interconnections
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Android client application) to authenticate using trusted key and requires user
(i.e. physician) to authenticate using login and password pair.
Each local hospital data server connects to the main repository in fixed intervals
in order to send the data. This communication is encrypted and requires
authentication of both sides using keys and the main repository must provide a
key to decrypt the local database. At this step all of the data is also carefully
anonymized before they leave the hospital, because it is a legal obligation that
none of the patient’s personal data may leave the hospital.
The local hospital data servers have duplicated network links i.e. they are
connected to local area network in hospital and they may connect to the Internet
using GPRS modem. This redundancy was primarily done in order to make
local hospital data servers as reliable as possible, because they were designed to
work as independent devices that no one is working on and whole adminis-
tration and maintenance is done remotely from administration centre. The
requirement for remote administration also created the need for the possibility of
some basic administration tasks (getting error logs, restarting the device etc.)
even when the device is not connected to the network and so it is done using
SMS messages.

3. Administration centre. This is the special server that is used for administration
purposes. All local hospital data servers connect to this one and creates SSH
(Secure Shell) tunnel (using trusted keys) that may then be used for maintenance
and administration.

4. Data source devices. These are the devices that gather medical data. They are
connected to local hospital data servers and upload data to them. In prototype
application we use Manatec PhysioFlow and Medis NICCOMO cardiographs as
our data source devices.

5. User devices in hospitals. Data stored on local hospital data servers are
accessed via user devices like tablets with Android or iOS or other devices with
web browser (see Fig. 2). The devices have preinstalled IPMed client applica-
tions, which connect to the local hospital data server via RESTful web services.
Similarly like in the other places in the system, the devices have to authenticate
using trusted keys. Apart from device authentication, users also have to
authenticate using login and password pair. To make sure that no data will be
stolen if the device is stolen, none of the data (medical data, passwords, keys
etc.) is stored persistently on the device.

6. Cooperation web server. This web server provides a platform for cooperation
of physicians from different medical facilities by giving them access to the data
stored in the main repository in one common and uniform data format. The
platform also contains a recommender system based on expert system that
classifies patients by their hemodynamic profile. This part of the system enables
research for both physicians and computer scientists. From physicians’ point of
view the cooperation platform enables to share knowledge and medical data that
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is needed for research. On the other hand, from the computer scientists’ point of
view it enables to use gathered data in research on artificial intelligence, par-
ticularly for finding regularities in the data that may be useful for physicians
using this system.
It is planned that in the future this platform will give possibility to query central
repository for similar cases to a provided one, e.g. finding patients with probably
the same disease based on his measured ECG (electrocardiography) signal,
using artificial intelligence, especially deep learning techniques. This feature is
currently in a design stage and for our pilot application (electrocardiography) the
literature does not provide direct solution to the problem. There is a large
number of publications on the topic of biometric recognition of human identity
using ECG [12–14], which is a similar task and mostly uses hand designed
features of ECG from which most common are temporal features (e.g. length of
QRS complex), amplitude features (e.g. amplitude of R peak) and slope features
(e.g. slope of R peak). However, finding similar cases requires extracting more
high level features as otherwise it will consider two cases to be similar only if
they come from the same patient and so it seems more suitable to use machine
learning methods instead. There were some attempts for automatic recognition
of diseases using machine learning, e.g. Dorffner et al. [15] used recurrent as
well as feedforward (with hand designed features) neural networks for recog-
nizing ischemic heart disease and they achieved results even better than skilled
cardiologists with slight advantage of recurrent over feedforward network.
Silipo et al. [16] also used neural networks for disease recognition. They tried to
recognize arrhythmia, ischemia and chronic myocardial diseases and they used 3
different networks for each of the tasks. They used feedforward network with

Fig. 2 Screen of the data management frontend in the Android application for stroke patients data
gathering
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R-R intervals as input for arrhythmia, recurrent network for detecting ST seg-
ment anomalies caused by ischemia and a hybrid feedforward network with
normalized radial basis function units in the first layer and two layers of standard
sigmoid units above it. However, in our case we will need to use one method
that will be able to extract features that in general finds good discrimination
between patients with different diseases.

4 The IPMed Platform as a Cloud

Our platform can be divided into three parts: device control layer, support layer and
backend (as shown on Fig. 1). In the nearest future we plan to migrate the backend
to a private medical cloud platform. Cloud computing delivers infrastructure,
platform, and software as service and can be classified into SaaS, PaaS and IaaS.
Chen contended that cloud business models include medical cloud, education
cloud, telecom cloud, financial cloud, manufacture cloud and logistics cloud [17].
The following six domains for the application of cloud computing to healthcare
were identified: telemedicine/teleconsultation, medical imaging, public health and
patients’ self-management, hospital management/clinical information systems,
therapy and secondary use of data. Our kind of cloud is classified as secondary use
of data cloud systems. This domain contains cloud computing utilization for
enabling secondary use of clinical data, e.g. for data analysis, text mining or clinical
research.

Business models include private cloud service, public cloud, common cloud and
hybrid cloud. We plan to build a private medical cloud based on our HPC lab with a
small cluster consisting of 50 nodes with four Intel Pentium III Xeon processors
(700 MHz, 1 MB Cache L2). Nodes are connected using Scalable Coherent
Interface. We use Linux Virtual Server as load-balancing software running on
Debian Linux, Xen Software for virtualization, OpenNebula as management and
monitoring software and GlassFish as web application server are used. We treat the
entire cluster as PaaS.

Currently, the gathered data is stored in Postgresql but to achieve better scala-
bility we plan to use the Hadoop platform to solve the exchanging, storing, and
sharing issues in medical data (especially images and videos) (see Fig. 3).

By using Mule ESB as the communication method between components/services
we can extend the platform with additional components such as modeling analytics
tools and high performance algorithms support, for example, deep learning methods
which were mentioned in Sect. 3.2. Service oriented architecture enables easy
integration with other services e.g. data converters increasing of HIS interoperability
or decision support services with a desired level of reliability [18].
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5 Conclusions and Future Work

The IPMed platform incorporates four neurological wards in Polish hospitals,
enabling gathering of data of stroke cases, including ICG. Hemodynamic distur-
bances occurring in 60–100 % of 70,000 patients with stroke are the second cause
of death, responsible for 15 % of deaths in hospital phase. Fifty-six complete
examinations were collected so far. The results of examination are related to 45
patients with ischaemic stroke (TIA) and 16 patients with hemorrhagic stroke.
Statistical significance is not achieved in both groups. Everything indicates that this
is due to too small sample size and further confirms the desirability of further
research. Detailed results of clinical research are presented in [19].

In this paper we have presented a description of a service oriented medical
platform supporting cooperative operation for medical teams, currently focused on
the area of stroke treatment, ICG examinations and hemodynamics. We have
described the IPMed platform and shown the process of migration to a cloud
system. In the near future we plan hardware configuration, low-level software
installation (PaaS) and adaptation of the IPMed platform to cloud service (SaaS).

The following concerns in this case of cloud computing application can be
identified: safety/security of data as a threat to privacy, reliability and transparency
of data handling by third parties. In the design of our system we put a lot of effort to
ensure high level of data safety and security. Also, service oriented architecture

Fig. 3 IPMed planned components in cloud environment
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allows improving system flexibility and its extension at low cost (with third-parties
data converters), we can therefore consider the requirements to be addressed in an
appropriate way.

Concluding, the development of data gathering platforms opens great opportu-
nities for medical data analysis. Big sets of medical data have a tremendous
importance for the science. Not only a regular statistic analysis of the data can be
performed by medical researchers, but also a great contribution can be made by
emerging data mining techniques. This can lead to discovering important relations
in the data and developing new treatments for many diseases. Therefore, after
successful implementation of the system in the area of stroke-related data, the future
direction is to apply the IPMed platform in other fields of medicine.
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Parallelization of Divide-and-Conquer
Applications on Intel Xeon Phi
with an OpenMP Based Framework

Paweł Czarnul

Abstract The paper proposes an approach for efficient and flexible parallelization
of divide-and-conquer computations using the modern Intel Xeon Phi accelerators.
Many real-life problems follow the divide-and-conquer paradigm and consequently
generate either balanced or imbalanced trees. The paper proposes an OpenMP
multi-threaded implementation of a general framework that requires coding basic
divide-and-conquer constructs such as data partitioning, computations and result
integration. Mapping computations onto threads is handled by the underlying
runtime layer. The paper presents performance results for a parallel adaptive
quadrature integration resulting in an irregular and imbalanced tree. It is shown that
speed-ups obtained reach around 90 for parallelization of an irregular adaptive
integration code compared to maximum speed-ups of 98 for code without thread
management at various levels of the divide-and-conquer tree. Results for various
thread affinities are shown. The framework, for which the source code is presented,
can be easily reused for any other divide-and-conquer application.

Keywords Divide-and-conquer � Parallelization � Adaptive integration � Intel
Xeon Phi

1 Introduction

Recently the performance growth in HPC (high performance computing) systems
has been achieved by packing more cores into traditional CPUs as well as incor-
poration of accelerators into computer nodes. The current top cluster MilkyWay-2
on the TOP5001 list incorporates Intel Xeon E5-2692 12C CPUs running at
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2.200 GHz with Intel Xeon Phi 31S1P coprocessors for the total of 3,120,000 cores
and 33.8 PFlop/s performance while the second cluster Titan combines Opteron
6274 16C CPUs running at 2.200 GHz with NVIDIA K20x GPUs for the total of
560,640 cores and 17.59 PFlop/s performance. On the other hand, programming
parallel systems has become more difficult and cumbersome due to the variety of
APIs used at various levels. These include OpenMP (Open Multi-Processing) and
OpenCL (Open Computing Language) for multicore CPUs, NVIDIA CUDA API,
OpenCL and OpenACC for GPUs, MPI (Message Passing Interface) for integration
of computations among cluster nodes. MPI can be used with OpenMP or
NVIDIA CUDA for efficient computing from multiple processes using
Multi-process service. Packages are offered for management of computations on
several nodes using APIs such as OpenCL [1]. Intel Xeon Phi allows to run already
existing codes written using standard APIs for paralel programming such as
OpenMP and MPI [2]. Consequently, it is a perfect candidate for parallelization of
computations among a large number of threads. Driven by this, the author proposed
a framework based on OpenMP for easy parallelization of divide and conquer
problems and investigated performance on Intel Xeon Phi.

2 Related Work

Several solutions have been proposed in the literature for parallelization of
divide-and-conquer computations. Rugina and Rinard [3] proposed design and
implementation of a compiler for automatic parallelization of divide and conquer
codes for which subproblems access disjoint regions of dynamically allocated
arrays. Paper [4] presents a solution for partitioning sequential C divide-and-conquer
code and executes it in parallel. In [5], the author proposed a C++ framework for
automatic parallelization of divide-and-conquer applications. The system cuts off
branches of a potentially irregular problem tree and assigns these for computations to
processes on idle nodes of a cluster. Work [6] takes up the problem of load balancing
in divide-and-conquer problems being parallelized. The authors use dynamic group
splitting and assign a certain number of processors to subtasks. The authors consider
two strategies for coping with imbalance: repivoting and serialization.
Implementation and parallel execution of divide-and-conquer algorithms is easily
possible in Cilk Plus [7] which allows to extend the sequential code with constructs
such as cilk_spawn and cilk_sync.

Work [8] lists various programming models and best practices for programming
on the Xeon Phi platform. Paper [9] compares performance of various processors
for sparse matrix vector (SpMV) and sparse matrix multiplication (SpMM).
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Work [10] studies the performance of Xeon Phi for NAS benchmarks. Performance
results are presented for varying numbers of threads for various settings of CPU
affinity. The authors compared performance results of Xeon Phi to Xeon Sandy
Bridge CPUs using either 16 or 32 threads for best results. For BT, CG, FT, IS, LU,
and SP benchmarks Sandy Bridge exhibits better performance. For MG, Xeon Phi
exhibited better performance than Sandy Bridge. It is concluded that many parallel
loops are too short to be parallelized effectively among the many Phi threads. In
[11], the authors compared performance of three different applications such as
Fibonacci, NQueens and Cholesky factorization on Intel Sandy Bridge and Xeon
Phi using three programming platforms: XKaapi, CilkPlus and OpenMP. The
authors show that for computing a fine grained application—the n-th Fibonacci
numer recursively, the best performance is obtained by XKaapi followed closely by
CilkPlus and much slower OpenMP implementation. For NQueens the best per-
formance is offered by XKaapi followed by OpenMP and CilkPlus. For Cholesky
factorization, relative results are similar with almost identical performance of
OpenMP and CilkPlus. In work [12] similar performance of CilkPlus and OpenMP
is demonstrated for Dense Linear Algebra Factorization on Knights Ferry with
slightly worse results for CilkPlus when running with two threads per core com-
pared to slight improvement for OpenMP in this case. Paper [13] presents accel-
eration of short-range molecular dynamics simulations in a hybrid CPU-Xeon Phi
environment. One 8-core Intel Xeon E5-2670 CPU clocked at 2.60 GHz and one
57-core Intel Knight Corner coprocessor were used. The parallel efficiency of
72.4 % was obtained for 57 threads on the co-processor. The overhead for various
OpenMP constructs such as parallel for, barrier and reduction was measured in [14]
along with memory bandwidths for different numbers of threads and affinities. The
authors show that an OpenMP implementation of a Conjugate Gradient solver
reaches the speed-up of over 70 compared to an Intel MKL based implementation
with the speed-up of 80. In [15] the authors assessed the performance of an Intel
Xeon Phi based platform compared to a Sandy Bridge system. Speed-up results for
NAS paralel benchmarks range from 44.34 for FT up through 74.51 for SP up to
113.82 for EP on an Intel Xeon Phi.

3 Motivations and Proposed Solution

In view of the aforementioned developments, this paper proposes a flexible
framework for parallelization of potentially irregular divide-and-conquer compu-
tations that manages threads and execution on the underlying hardware.
Furthermore, it demonstrates the flexibility and usefulness of the framework and
good performance of the OpenMP implementation utilizing multiple cores of the
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Intel Xeon Phi in an easy way to achieve high scalability. In the divide-and-conquer
approach, the initial problem is divided into a certain number of subproblems for
which the same scheme is applied recursively. This generates a tree that generally
may be imbalanced. Both the numbers of subproblems and depths of the tree in
various parts may differ in which case it describes an irregular application [5]. The
scheme and a model of the problem is shown in Fig. 1 with the following notation
used: ni, j denotes the j-th node at level i where i starts with 1 at the root and j starts
with 1 from the left side of the processing tree, ci, j denotes the number of sub-
problems generated by node ni, j.

Fig. 1 Divide-and-conquer framework in OpenMP
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Codes 1 and 2 present a parallel pseudocode using OpenMP for parallelization of
branches by spawning threads that can be executed in parallel. While running
multiple threads can exploit hardware such as cores in the Intel Xeon Phi, spawning
too many threads may result in too high switching overheads and drop in speed-up.
Because of that, the total number of threads is limited by setting an environment
variable OMP_THREAD_LIMIT. On Intel Xeon Phi it is recommended to run at
least 3 to 4 threads per physical core in order to achieve high performance although
some codes may approach this limit with 2 threads per core [16]. The proposed C
code framework features the following important methods (Fig. 1). Method main()
(shown in detail in Code 1) initializes processing by generation of input data
packets in function generate_data(&packet_count), allocates space for results in
function allocate_results(&results_count) and launches threads at the highest level
that subsequently fetch data packets in a critical section and process in a divide and
conquer fashion. Then results are integrated. Data initialization and management
code including function process(t_data data,t_result result) that prepares data for
recursive execution in function prepare_input(data) and parses results afterwards in
function save_result(result_dac,result). Method process_divide_and_conquer()
shown in Code 2 first checks whether the current depth in the tree is not further
from the root than threshold kmax—if so partitioning among threads might occur,
otherwise computations are performed within the same thread. It executes function
go_deeper(input,&result) that checks whether the problem given in input should be
further divided into subproblems. This checking might produce a result at this level
that might be used when the current subproblem is not further divided into sub-
problems. In case the problem is divided then a #pragma omp parallel block allows
execution of subproblems in several threads (for clarity Code 2 shows this for two
threads): each thread invokes the function recursively on its individual input with an
increased depth k + 1, results from the threads are integrated, in this case using an
OpenMP construct reduction (<integrationoperator>:result). It may also be imple-
mented using private variables put into the lastprivate construct. In case threads
may not be started in parallel due to a constraint set using OMP_THREAD_LIMIT
then the function is invoked on the input data with an increased depth. What this
causes is another possibility for running in multiple threads if newlevel < kmax or
partitioning of data and recursive execution in one thread otherwise.

Function main.c for the proposed solution (Code 1):
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1 #define HIGH_LEVEL_THREAD_COUNT 60 #define PACKET_COUNT 
10000 
2 typedef struct { void *data; } t_data; 
3 typedef struct { void *result;} t_result; 
4 t_data *data; t_result *results; 
5 main (int argc, char **argv) { 
6    // now the main processing loop using OpenMP
7    int counter; int my_data; double result; int i; int 
packet_count; int results_count; int threadid;
8    data=generate_data(&packet_count); // generate input 
data - specific to the problem 
9    results=allocate_results(&results_count); // allocate 
space for results
10  omp_set_nested(1); omp_set_dynamic(0); 
11 #pragma omp parallel private(my_data) 
firstprivate(threadid) 
shared(counter) num_threads(HIGH_LEVEL_THREAD_COUNT) 
12   { 
13        threadid=omp_get_thread_num(); 
14        do { 
15           // each thread will try to get its data from the 
available list
16           #pragma omp critical 
17             { my_data=counter;counter++; } // also write re-
sult to the counter
18              // process and store result -- this can be done 
without synchronization
19              if (my_data<PACKET_COUNT) pro-
cess(data[my_data],results[my_data]); 
20              // note that processing may take various times 
for various data packets
21        } while (my_data<PACKET_COUNT); 
22     } 
23     

24      

// now just add results with one thread

25      

initialize_result(&result); 

26     

for(i=0;i<PACKET_COUNT;i++) integra-
tion_additive_operator(&result,results[i])); 
} 

The implementation uses two parameters that control the degree of parallelism:

1. kmax—a constraint that specifies the maximum level (counting from the root)
until which spawning thread teams is allowed. The rationale is that spawning
threads for too small problems may not yield enough gain from parallelization
and bring too much overhead.
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2. max_thread_count—the total number of threads allowed to be run at any given
time which can be specified by an environment variable OMP_THREAD_LIMIT.

Setting a small value of kmax may result in an insufficient number of threads to
utilize the cores available in the accelerator. On the other hand, setting a higher value
of kmax without other limitations may result in too many threads and considerable
switching overheads. The problem considered in this paper for a given
divide-and-conquer algorithm is to find such kmax and max_thread_count that would
minimize the running time of the algorithm through breaking computations in the
tree into reasonably sized subtrees that will be executed on separate cores. The global
limit of max_thread_count is used to control the granularity of parallelization.

Recursive process_divide_and_conquer.c function parallelized using threads
(Code 2):

1 dtype_result process_divide_and_conquer(dtype_input in-
put, int k) {
2      dtype_result  result, results[2]; dtype_input in-
put1,input2; // inputs to threads
3      int threadid,threadcount; 
4      if (k<k_max) { // checking for k_max -> generate new 
threads
5           if (go_deeper(input,&result)) { // go deeper
6                initialize_result(result); 
7               // initialize input for threads
8              input1=partition_input(input,1,2); in-
put2=partition_input(input,2,2); 
9             #pragma omp parallel private(threadid,threadcount) 
firstprivate(input1, 
           in-
put2,k)reduction(<integration_operator>:result) 
num_threads(2) 
10              { threadid=omp_get_thread_num(); 
threadcount=omp_get_num_threads(); 
11                   if (threadcount==2) { 
12                        if (threadid==0) { re-
sult=process_divide_and_conquer(input1,k+1); 
13                       } else { re-
sult=process_divide_and_conquer(input2,k+1); } 
14                  } else { //= one thread active here
15                       re-
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sult=process_divide_and_conquer(input,k+1);} 
16               } 
17               return result; 
18           } else compute_result(input,&result); 
19       } else { // no new threads allowed because of the 
k_max constraint
20           if (go_deeper(input,&result)) { // go deeper
21               // initialize input
22              input1=partition_input(input,1,2); in-
put2=partition_input(input,2,2); 
23              result[0]=process_divide_and_conquer(input1,k+1); 
24              result[1]=process_divide_and_conquer(input2,k+1); 
25              integration_operator(results,2,&result); 
26          } else compute_result(input,&result); 
27      } return result; 
28   } 

4 Experiments

4.1 Testbed Application and Environment

For the first and following tests, the framework described in Sect. 3 was filled in
with code for numerical integration of function sin2(x)/x over a given range.
Method go_deeper(input,&result) is implemented as follows: the initial range [x1,
x2] is divided into two subranges [x1, (x1 + x2)/2] and [(x1 + x2)/2, x2] for which
areas are computed as areas of trapezoids—a, a1 and a2 respectively. Method
go_deeper(input,&result) returns fabs(a–a1–a2) > 0.000000001 i.e. if the difference
between areas a and sum of a1 and a2 is large enough then [x1, x2] is further
divided. Method partition_input(input, n, m) divides the initial range into two
subranges for which computations are performed in parallel. integration_operator
(results,n,&result) is implemented as reduction(+:r) in OpenMP. Method com-
pute_result(input,&result) can use the previously computed value a.

One of key features of the Xeon Phi platform is vectorization. In our case, the
compiler vectorized crucial loops in the code computing the integrate as a sum of
rectangles over the computed range that gave the speed-up of 15.09 compared to
non-vectorized code. FMA (Fused Multiply-Add) instructions are supported which
operate on three registers out of which one acts as destination. The tests for which
results are shown in Figs. 2, 3 and 4 were performed using a server with two Intel(R)
Xeon(R) E5-2690 at 2.90 GHz CPUs with an Intel Xeon Phi 3120 coprocessor with
57 physical cores clocked 1.1 GHz with 6 GB of memory.
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4.2 Execution Times and Overhead for Various kmax Values

Figures 2 and 3 present execution times for the divide and conquer scheme using
the testbed application and varying numbers of kmax. The latter denotes the maxi-
mum level number at which creation of OpenMP thread teams is allowed.
Execution times are drawn against various values of max_thread_count—the
maximum number of threads that are allowed within the application at any given
time. This is imposed by setting environment variable OMP_THREAD_LIMIT.

Fig. 2 Execution times for various values of kmax and max_thread_count set using
OMP_THREAD_LIMIT, range [1, 100,000,000]

Fig. 3 Detailed view on execution times for various values of kmax and max_thread_count set
using OMP_THREAD_LIMIT, range [1, 100000000]
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The default value of thread affinity was used. From the figure, several conclusions
can be drawn:

1. For a given kmax, the shortest execution times are obtained for the largest
max_thread_count not exceeding 4 times the number of physical cores.
Especially for larger kmax, allowing too many threads results in visible overhead.

2. For various values of kmax and identical values of max_thread_count not
exceeding 4 times the number of physical cores the execution times are very
similar. A more detailed plot shown in Fig. 3 reveals small differences with
larger execution times for larger values of kmax. This is expected because
allowing to spawn thread teams at more levels might result in a larger total
overhead for thread creation. While the overhead is indeed larger for larger kmax,
differences are small. This means that allowing thread teams for larger kmax can
be set by default at a small cost but with the potential advantage of better load
balancing if differences between execution times of threads spawned at lower
levels are significant.

4.3 Various Data and Thread Management Methods

While the proposed framework gives the flexibility of the divide-and-conquer
scheme with automatic management of parallelization and the number of threads
constrained by the value of OMP_THREAD_LIMIT, it imposes overheads. It is
necessary to assess these overheads. Firstly, a version with adaptive integration
with threads launched at the beginning of computations was developed. In this case,
threads are launched in function main(). This means that this version does not
handle load balancing within each branch of the divide-and-conquer tree but bal-
ances whole branches started from the root. As such, it is used here as a reference
point for performance. Figure 4 shows a comparison of speed-ups of this version
against the flexible divide-and-conquer with threads managed at runtime described
in Sect. 3 and suggests that the adaptive code exhibits the speed-up from 98.3 with
threads created for top-level branches. There is a slight drop to 91.5 and 87.05 for
the divide-and-conquer version with kmax = 1 and kmax = 6 respectively. This gives
an acceptable decrease from 7 to 11.5 % respectively. In return, the programmer
gets a flexible programming scheme and does not need to deal with assignment of
computations to particular threads.

Furthermore, it should be noticed that the adaptive quadrature framework intro-
duces imbalance of execution times among threads by its very nature. Execution
times of threads may differ significantly for various subranges because various
accuracy might be needed in the latter. As a reference, the author has implemented a
static code which uses integration of a subrange by adding areas of 107 rectangles
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into which each subrange is divided. The initial subrange was divided into 104

subranges in function main(). Each thread would fetch successive subranges from
the initial set, compute result and fetch another subrange for computations. For
integration of the same range [1, 108] the flexible divide-and-conquer framework
offers respectable speed-ups of up to 91.5 for kmax = 1 and 87 for kmax = 6 while the
best speed-up for the static non-adaptive version is around 108.

Table 1 shows execution times for a selected test case using KMP_AFFINITY
values such as compact, scatter, balanced that determine how threads are scheduled
on Xeon Phi cores [17]. This particular test was run on an Intel Xeon Phi 5100
series model with 60 physical cores. The best times are obtained for balanced
followed by scatter and compact with relatively small differences. Using another
test case the Intel Xeon Phi 3120 finished computations in 10.48 s (228 threads)
compared to a dual CPU E5-2690 2.90 GHz which finished in 15.83 s (32 threads).

Table 1 Comparison of execution times [s] for various thread affinities, 228 threads

kmax Compact Scatter Balanced

6 34.4035 33.3911 33.2698

5 34.3015 33.3911 33.2698

4 34.2152 33.2981 33.2277

3 34.0646 33.2075 33.0865

2 33.4953 33.0805 32.8387

1 31.8776 31.7029 31.6990

Fig. 4 Comparison of speed-ups for adaptive integration and either statically assigned or
dynamically managed threads for computations

Parallelization of Divide-and-Conquer Applications … 109



5 Conclusions and Future Work

The paper presented an OpenMP based framework for parallelization of
divide-and-conquer applications benchmarked on an Intel Xeon Phi. The latter
allowed obtaining short execution times and high speed-ups thanks to many cores
and vectorization. It was confirmed in real experiments that using the framework for
parallelization of an adaptive and irregular numerical integration application
resulted in speed-ups around 90 on a single Intel Xeon Phi. Future work includes
testing more parallel applications.
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Information Technology as an Indirect
Factor Supporting Knowledge
Management in Organization—Mediating
Role of Organizational Structure

Katarzyna Tworek, Katarzyna Walecka-Jankowska
and Janusz Martan

Abstract The paper is devoted to analyze the role of IT in managing knowledge in
organization. Organizational structure is presented as a factor through which IT
influences knowledge management and facilitates its better usability in organiza-
tion. Empirical studies concerning this topic are presented. First part of studies
describes how the organic-type organizational structure influences knowledge
management in organization. Then, second part is devoted to analyze IT as a factor
facilitating reorganization into more organic-type organizational structure.
Conclusion of the paper is that IT influences organization ability to reorganize into
organic-type structure and because of that IT can be perceived as a factor affecting
knowledge management in organization also in indirect way.

Keywords Information technology � Knowledge management � Organizational
structure

1 Introduction

Rapid access to knowledge is a critical factor of success for many organizations [1].
Therefore knowledge management (KM) is an important field of studies and factors
that can influence it are worth analyzing. Information technologies (IT) is perceived
as one of this factors. Along with the changes in the world at the turn of the century,
it almost became a necessity to use IT in KM for the organization benefits.
Therefore, it is important to determine exactly how IT can influence KM in
organization. Thus, it will be the main subject of this paper.
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In the literature it is underlined that IT is connected with KM. It is a tool to
acquire, transfer and codify knowledge. Authors of these paper would like to
underline another quality of IT—it facilitates reorganization into more organic-type
organizational structure indirectly (but hugely) impacting knowledge management
processes. Therefore—IT can be seen not only as a tool supporting KM but also as
a facilitator of changes that support KM in organization.

2 Knowledge Management (KM) and Information
Technology (IT)

2.1 Knowledge Management (KM)

Knowledge management (KM) has no clear definition, which would be widely
accepted by both practitioners and theorists. Definitions of KM presented in the
literature often focus on the areas of KM in organizations—it is process approach—
based on consulting company experience, the main emphasis is on KM process:
acquisition, transfer, codification (for this approach characteristic is logic and
ordering, but knowledge is identified as an information). The emphasis in process
approach is not always located on all processes—some are focused on the processes
of transfer and sharing, some on the possibility of acquiring knowledge. There are
two more—resource approach (shows how organizations generate and use
knowledge, it is based on strategic approach and knowledge is identified as most
important resource, which should be managed to be competitive advantage) and
‘Japanese’ (concentrates on creating and breading knowledge in social interaction
process between tacit and explicit knowledge; so the most important thing in this
approach is definition of tacit and explicit knowledge). The synthesis of tree
approaches to KM was use in research (according to resource approach model
shows how organizations generate and use knowledge; simultaneously knowledge
is treated as specific and distinctive resource so demands different treatment; and
processes, but does not equate knowledge with information; from Japanese
approach were taken two kinds of knowledge: tacit and explicit. And model con-
tains actions directed to sharing of tacit knowledge and codification of explicit
knowledge).

KM processes follows one another with input and output. The processes are:
acquisition (creation and location outside the organization), codification, transfer,
utilization and storage knowledge in organization. They form a logical sequence of
events: the acquisition or development of knowledge followed by recording and
codification of good practice (Fig. 1).

New knowledge is the first step in the cycle of KM, which is oriented towards
creation of mechanisms driving the cycle of creating knowledge, which is valuable
to the organization, employees and customers. Second process—codification pro-
vides access to knowledge, thereby increasing the degree of dissemination of

116 K. Tworek et al.



knowledge by transferring it. The last element is the use of knowledge that occurs
as a result of increasing competence of employees and the organization as a whole.
This leads to the closing of the cycle, as an organization with the new knowledge
can see new possibilities of its creation and development.

2.2 Information Technology (IT)

Information technology (IT) is defined as application of computers and telecom-
munications equipment to store, retrieve, transmit and manipulate data [2]. In
today’s world, with emerging economy, the increase of importance of information
technology use in organizations is caused primarily by the need of knowledge and
information management. Along with the changes in the world at the turn of the
century, it almost became a necessity to have the knowledge and skills that allow
the use of information technology for the company benefits.

The most approved method of characterizing IT in organization is the analysis
of its dissemination but it is important to analyze IT with a use of variables that
allow to specify how many employees actually use IT in their work [3]. That was
the genesis of the concepts of IT acceptance. It has allowed to take into consid-
eration the imbalance between the number of employees who have access to IT
and the number of those actually using it. IT acceptance, understood as a
demonstrable willingness within a user group to employ IT for the tasks it is
designed to support [4], will be a variable used in this publication to characterize
IT in organizations.

2.3 Organizational Structure—Factor Connecting
IT and KM

The necessity of effective KM, recognized as a strategic corporate asset, is forcing
changes in a way of organization work. The transformation of modern organiza-
tions in knowledge-based ones is its consequence. This requires actions undertaken
in different areas of the organization, aimed (on the highest level of generality) at
providing a competitive advantage through the development of knowledge and

Acquisition Codification Transfer Utilization 

Fig. 1 Processes of knowledge management
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skills. It happens because of organizational culture that supports the acquisition and
sharing of knowledge, the design of structures and procedures to ensure the col-
lection and use of knowledge, the acquisition of knowledge from the environment
market and use of IT systems, which allow to codify, collect and share knowledge
between members of the organization [5].

Organizational structure has the key role in understanding relation between IT
and KM. The organizational structure is defined by 5 dimensions formalization,
centralization, specialization, hierarchy, standardization. According to Lee and
Grover [6], Liao [7], Chen and Huang [8] and Gonzales eta al. [9] three dimensions:
formalization, centralization and integration are related to KM process. Literature
studies indicate that structural features, which approximate it to more organic
(flatter, decentralized) are more effective for KM [8–10]. Since KM depends on
social interactions and on the flow of knowledge between individuals and depart-
ments, the organizational structure exerts great influence [8, 9, 11]. Activities within
the subsequent KM processes have a direct relations with the dimensions of the
organizational structure, especially the formalization, standardization and central-
ization level. It is important to point out that in order to acquire and develop
knowledge, there are mergers of departments and individuals taking place in the
organization. The mergers may be temporary and reorganize structure towards more
flexible forms. Employees are expected to be intellectually committed. Subjective
approach to employees has to be encouraging, should mobilize them to ingenuity
and promote self-organization at the same time. The knowledge acquired and
developed at an early stage must then be structured and stored—it is the purpose of
codification, which allows to understand the relationships between data, its iden-
tification, documentation of rules governing data management. It also ensures the
integrity and relevance of the data—basing on the principles and procedures.
Codification of knowledge and mapping its sources can affect the reduction in the
level of formalization—eliminating data redundancy, allowing access to data in
electronic form by many people at the same time. On the other hand when orga-
nizational processes are standardized and documented, knowledge replication is
easier (such as hand-offs and specs).

Transfer of knowledge is aimed at reducing the incidence of not using knowl-
edge by the organization. It requires the identification of areas from which it can be
freely acquired and clear rules of its location. The organizations which adopt
flexible, increasingly flat organizational forms with fewer hierarchical levels which
not only allow but also and teamwork. This makes it possible for employees to take
better advantage of their competencies, generating organizational routines and
increasing the value of their contributions thanks to the freedom of action they are
given [10]. The ability of sharing and distributing knowledge resources across
functional boundaries enables the firm to fundamentally change its business
processes. The sharing of knowledge resources not only facilitates cross-functional
interaction but also allows the sharing of knowledge repositories among process
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participants, thereby allowing greater collaboration and understanding of the entire
process rather than having fragmented parts of the process [1]. Transfer of
knowledge includes two forms: formal—e.g. IT can be used to transfer explicit
knowledge (workflow) and informal, which is based on the assumption that the
simplest and most effective form of knowledge transfer is direct and free contact
between employees. In organizations which manage their knowledge it is
common to observe shorter communication channels to facilitate the rapid
transfer of knowledge. Knowledge sharing and the availability of required
knowledge empower employees at the lower level of organizational hierarchy
may encourage them to participate in more decision making activities than they
would otherwise—this tendency would result in a more decentralized organiza-
tional structure [1].

Some authors concentrate on direct relation between KM and IT—i.e. Gonzales
et al. [9] are of the opinion that distribution of knowledge with respect to the portion
of the explicit knowledge are supported and expanded by the IT tools. Usually role
of IT is under consideration especially with knowledge transfer. Organizations
depend on IT to store, formalize and distribute the explicit knowledge [12]. But
transfer of knowledge includes two forms: formal—where indeed IT can be used to
transfer explicit knowledge (workflow), but also informal—which is based on the
assumption that the simplest and most effective form of knowledge transfer is direct
and free contact between employees [2, 5]. To better facilitate this kind of
knowledge transfer in organization—the organic-structure is needed. It enables the
flow of knowledge between individuals, organizational departments and other
organizations, also leading to creation of mechanisms for the integration of indi-
viduals [11]. Thus, this paper considers IT as a facilitator of reorganization into
more organic-type structure for KM process.

Moreover, organic-structure creates an environment conducive to the acquisition
and creation of knowledge because of low level of formalization and centralization.
Employees have the opportunity for direct contact with one-another, often using a
variety of tools (regardless of their position or organizational level)—which once
again suggest a big role of IT in facilitating knowledge management in organization.

3 Information Technology (IT) Influence on Knowledge
Management (KM)—Empirical Studies

Empirical research has been done in two parts. First part concerns relation between
organizational structure and KM. Second part describes relation between IT and
organizational structure.
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3.1 Organizational Organic Structure as a Factor
Influencing KM

The general aim of the research was to define the determinants of the organizational
innovation, with a particular emphasis on the KM processes. During studies 105
organisations operating in Poland were examined (they were different in terms of
size, industry and ownership structure). One questionnaire was sent to each sur-
veyed organization with the request that a person with a broad view of the whole
organization (i.e. CEO, management team, quality specialist etc.) fill it in. The
results should be regarded as a kind of pilot studies because the sample of the
surveyed organisations was not representative.

To investigate the results of the relation between KM processes, and organiza-
tional structure, the key variables were defined. KM was described by degree of 4
knowledge processes: acquisition and creation (16 positions in scale), codification
(18 positions), transfer (11 positions) and utilization (2 positions) of knowledge.
Additionally, Cronbach’s α was calculated for this scales—it came back as 0.886
(acquisition and creation), 0.934 (codification), 0.843 (transfer) and 0.889 (utiliza-
tion) which indicates very high internal reliability of all four scales. Set of statements
and detailed information were published in [13]). The key variables for organiza-
tional structure dimensions were defined: degree of specialization, formalization,
standardization, centralization and hierarchy coded in 10 items (Table 1).

Firstly, correlation analysis using Pearson Coefficient was done. Analysis has
indicated that there is indeed the correlation between knowledge processes and
degree of formalization, standardization, hierarchy, centralization and specializa-
tion, which may indicate that with the changes of organizational structure into more
organic-type one, knowledge processes are more applied. Stepwise regression
analysis was performed, results are presented in Table 2 (including statistical sig-
nificance of each variable from the model).

Models were obtained for acquisition (F (5,99) = 5.861, p < 0.01), codification
(F (5,99) = 5.474, p < 0.01) transfer (F (5,99) = 4.436, p < 0.001) and utilization
(F (5,99) = 5.384, p < 0.001). Regression analysis has shown that increased level of
characteristics connected with organic-type structure causes a significant change in
variables characterizing KM processes. It confirms that dimensions of organiza-
tional structure are an important features for KM processes.

Table 1 Organizational structure items

Hierarchy Centralization Formalization Specialization Standardization

Number of
managerial
positions is
high

Decisions concerning
strategic problems
are made on highest
hierarchy level

Number of
organizational
documents is
high

Tasks are
simple and
repetitive

Number of
standard
procedures is
high

Number of
hierarchy
levels is
high

Operational decisions
are made in place of
the problem

Degree of
documents
details is high

Number of
jobs is high

Adherence to
the specific
procedures is
required
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3.2 IT as a Factor Influencing Organic
Organizational Structure

Research concerning relation between IT and organizational structure were con-
ducted in 2012 (as a part of PhD Thesis [14]). 109 organizations were examined
(they were different in terms of size, industry and ownership structure). All of these
organization have implemented IT systems (they were different in terms of dis-
semination, user acceptance and type—construed as number and nature of imple-
mented IT function) and claimed that IT is used, among others, to support
organization learning.

To investigate the results of the relation between IT and organizational structure,
the key variables describing 4 organizational structure dimensions were defined:

Table 2 Regression analysis between KM processes and characteristics of organizational
structure

Model Non-standardized
coefficients

Standardized
coefficients

T Signif.

B Standard
error

Beta

Acquisition
and creation

(Constant) 1.371 0.424 3.232 0.002

Formalization −0.042 0.084 −0.061 −0.506 0.614

Standardization 0.467 0.105 0.547 4.444 0.000

Hierarchy −0.009 0.078 −0.013 −0.117 0.907

Specialization −0.240 0.088 −0.308 −2.715 0.008

Centralization 0.145 0.088 0.147 1.646 0.103

Codification (Constant) 1.248 0.490 2.548 0.012

Formalization −0.001 0.097 −0.001 −0.010 0.992

Standardization 0.437 0.121 0.446 3.602 0.000

Hierarchy 0.010 0.090 0.013 0.115 0.909

Specialization −0.308 0.102 −0.345 −3.020 0.003

Centralization 0.254 0.102 0.225 2.501 0.014

Transfer (Constant) 1.393 0.449 3.103 0.002

Formalization −0.123 0.089 −0.172 −1.385 0.169

Standardization 0.472 0.111 0.538 4.250 0.000

Hierarchy −0.025 0.082 −0.036 −0.309 0.758

Specialization −0.117 0.093 −0.147 −1.257 0.212

Centralization 0.144 0.093 0.143 1.551 0.124

Utilization (Constant) 0.876 0.687 1.275 0.205

Formalization −0.019 0.136 −0.017 −0.141 0.888

Standardization 0.600 0.170 0.438 3.525 0.001

Hierarchy 0.026 0.126 0.023 0.208 0.836

Specialization −0.433 0.143 −0.346 −3.026 0.003

Centralization 0.388 0.142 0.246 2.726 0.008

Information Technology as an Indirect Factor … 121



hierarchy, centralization, formalization (and standardization within this item),
specialization. Subjective level of each variable was calculated as the arithmetic
mean of grades given to each item describing one of 4 variables. Items were put in
form of statements and they were rated by the respondents with Likert scale
(5 items scale) (list of items—statements—for each variable is included in Table 3).
It is worth noting that Cronbach’s α was 0.641 and higher for every variable, which
indicates a high internal reliability of the scales and measurements.

IT was described by degree of IT acceptance in organization. Subjective level of
IT acceptance was calculated based on a set of statements prepared on basis of IT
acceptance measuring method proposed by Davis—set of statements and detailed
information were published by Tworek and Martan [3]. Additionally, Cronbach’s α
was calculated for this scale—it came back as 0.905 which indicates very high
internal reliability of scale.

After confirming internal reliability of each scale and normal distribution for
each variable, correlation and regression analysis was done. Results are presented in
Table 4. Firstly, correlation analysis using Pearson Coefficient was done. Analysis
has indicated that there is indeed the correlation between IT acceptance and hier-
archy complexity, degree of centralization, formalization and specialization, which
may indicate that with increase of IT acceptance, the organizational structure
changes into more organic-type one (hierarchy is less complex and centralization,
formalization and specialization degree is smaller).

Secondly, stepwise regression analysis was performed. Fitting models were
obtained for hierarchy (F (4,99) = 14.585, p < 0.001), formalization (F (3,100) = 8.357,

Table 3 Items of organizational structure dimensions

Hierarchy Centralization Formalization
(+Standarization)

Specialization

Organizational structure
is complicated

Decisions concerning
response to environment
change are made on
highest hierarchy level

Number of
organizational
documents is high

Tasks are
simple and
repetitive

Number of hierarchy
levels is high

Decisions concerning
intellectual capital are
made on highest
hierarchy level

Degree of documents
details is high

Number of
production
workers is high

Number of direct
subordinates of
managers is high

Decisions concerning
manufacturing
technologies are made on
highest hierarchy level

Number of
regulations
concerning ways of
accomplishing tasks
is high

Number of
non-production
works is high

Managers will not be
able to manage more
subordinates then they
are managing now

Operational decisions are
made in place of the
problem

Regulations
concerning
employees
communication are
formal and restricted

Task rotation is
common
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p < 0.001) and specialization (F (4,99) = 23.145, p < 0.001). IT acceptance proved to be
a significant independent variable with every obtained model (Table 4). IT acceptance
proved to be the only significant independent variable in Model obtained for central-
ization (F (1,102) = 9.690, p < 0.05). This model cannot be characterized as fitting—
obtained predictors explained only 7.8 % of the variance of the dependent variable.
Regression analysis has shown that with increase of IT acceptance there is a significant
change in each variable characterizing organizational structure. Hierarchy complexity
declines, as do the degree of centralization, formalization (standardization) and spe-
cialization. It confirms that organizational structure becomes more organic-type one.

Conducted research has shown that IT indeed impacts organizational structure
and contributes to reorganizing to structure less complex, with lower degree of
centralization, formalization and specialization. It can be concluded that the
research provides evidence that in fact there is an increase of self-reliance among
employees using IT, which contributes to the increase of the average span of
management and results as lower centralization level and less complex structural
hierarchy in organizations with highest IT acceptance. However, centralization,
which is getting lower with increasing IT acceptance can be primarily the evidence
of incensement of information synergy on the lower levels of management—the
effect most desired in organizations trying to enhance their knowledge management
processes. This increasing of IT acceptance leads to the situation, in which
employees are in fact better equipped to make the right decisions in place, in which
the problem arises and results with lower degree of centralization. Therefore, it can
be concluded that increasing IT acceptance can in fact contribute to reorganizing
structure into more organic-type one.

Table 4 Regression analysis between organizational structure and IT acceptance

Independent variable in regression
models

Dependent variable in regression model

1st
model:
hierarchy

2nd model:
centralization

3rd model:
formalization

4th model:
specialization

Information
technology
acceptance

B −1.133 −0.489 −0.481 −0.426

Standardized
error

0.193 0.150 0.201 0.129

Beta −0.538 −0.356 −0.248 0.277

T-student test −5.884 −3.262 −2.396 −3.303

Significance 0.001 0.002 0.019 0.001

Significant
element of
regression model

Yes Yes Yes Yes

Information Technology as an Indirect Factor … 123



4 Conclusions

Presented research clearly confirms that IT influences organizational structure and
facilitates reorganization into more organic-type structure. It is consistent with most
common opinion among authors—that IT reorganizes the communication channels
within the organization (making it easier for employers to communicate directly)
and contributes to several changes in organizational structure. Looking at them
from KM point of view and emphasizing those consistent with reorganization into
more organic-type structure, those changes listed below can be seen as the most
important ones [15, 16]:

• Reduction of the number of administrative employees and middle management
employees mainly caused by a more efficient exchange of information.

• Increase of self-reliance due to better access to information among employees
using IT, which contributes to the increase of the average span of management.

• Increase of information synergy on the lower levels of management, which leads
to the situation, in which employees are better equipped to make the right
decisions in place, in which the problem arises.

• Willingness among managers to delegate decisions to lower levels of the hier-
archy due to the fact that employees acquire additional skills and knowledge
while using IT.

• Emergence of intelligent formalization effect, which allows employers to
communicate and exchange information in codified way, which at the end
contributes to unification and organization of documents and procedures.

• Reduction of negative effects of specialization due to work enrichment and
increased self-reliance of employees.

As it was mentioned at the beginning of the paper and confirmed by presented
research—the organic-type structure and changes in organization that are consistent
with it (listed above) are contributing to a better utility of KM in organization.
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RT-PLG: Real Time Process Log
Generator

Bernardo Nugroho Yahya, Yohanes Khosiawan, Woosik Choi
and Ngoc Anh Dung Do

Abstract Streaming process mining has been rising as an emergent tool to analyze
industrial practices. Obviously, the advance of streaming process mining requires
the availability of a suite of real-world business processes and the execution logs in
the real time manner. Literally, it is hard to obtain it. This paper aims to develop a
real time process log generator for the usage of streaming process mining tool. The
real time process log generator (RT-PLG) is constructed in an independent tool.
Afterward, the RT-PLG is utilized to generate a synthetic log for streaming process
mining. The tool has been evaluated using an existing simulation model.

Keywords Streaming process mining � Process log generator � Real time system

1 Introduction

Process mining has emerged as a way to analyze system and its actual usage based
on the event logs they produce [1]. The goal of process mining is to extract useful
knowledge such as process models, organizational models, etc. from the logs,
which are commonly available in information systems [2, 3]. Most of process
mining applications have focused on historical data and less concerned on real time
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data. In real time data, generated events include properties that are constantly
changing and affected by time. These properties differ from traditional process
mining containing persistent data. Hence, process mining in respect to streaming
data, called as streaming process mining, has emerged.

There are many works on streaming process mining [4–7]. Most of the works
attempt to solve the problem on discovering a good process model. Apparently,
there is less work on process log generator that works for real time analysis. The
work of Burattin and Sperduti has considered developing a process log generator
based on Petri net without having a real time data [8, 9]. Some simulators [10, 11],
or many called as simulation tool, usually provide the result of simulation without
storing the detail event log. One tool called BP simulator models a process in the
web and executes the model in a real time manner [12]. However, the simulator
shows the event log only for data analysis and disregards the process perspective.
Since the intention of process mining starts from real time log, it is necessary to
build a real time process log generator to enhance and improve any streaming
process mining algorithm.

This study aims to develop a real time process log generator (RT-PLG). This tool
is obviously necessary to mimic the real world in real time manner. In addition, it
raises some challenges on constructing process mining approach successively on
forwarded data thereby updating the internal state. The development of this tool is
beneficial for, in particular, the current issues on streaming process mining. As for
verification, a streaming process discovery and process discovery using event logs
are shown in this study.

The organization of this paper is as follows. Section 2 describes the streaming
process mining framework. The implementation result is shown in Sect. 3. It
explains the implementation of the proposed approach including real time process
model discovery for future work. Finally, Sect. 4 concludes this paper.

2 Proposed Method

In this section, a real time process log generator framework is described. The
framework shows how the real time data can be generated and how the real time
process can be discovered. As shown in Fig. 1, it consists of five major steps:
process model preparation, process model parsing, real time process log generator,
real time process model discovery and process model improvement. Process model
preparation aims to prepare the process model for the input of real time process log
generator. Process model parsing applies reader and parser to retrieve a process
model, either discovered from process mining or a priori process model. It aims to
read and turn the process model into a required data structure for further processing.
The real time process log generator utilizes complex event processing to generate
events based on the given process model. Real time process model discovery is
used to discover a process model based on the real time data generated by real time
process log generator. Some data from the log generator will be stored in the
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repository, i.e., a database. Finally, process model improvement is a step to improve
the discovered process model. This study will focus on the real time system instead
of process model improvement. Each step will be explained in detail in the next
section.

2.1 Process Model Preparation

Process model preparation requires a process model as the input for generating real
time event data using real time process log generator. The process model can be
obtained in some ways such as discovered using process mining and generated
using some modeler tools. A discovered process model using process mining tool
can be provided in various forms (e.g., Petri Net, BPMN, EPC, etc.). Due to various
notations, workflow management coalition (WfMC) creates a standard language,
called XML Process Definition Language (XPDL), for interpretability of various
BP [13]. In this study, we apply XPDL by using the general definition of a process
model based on BPMN.

A process model (P) consists of a set of activity (A), gateway (G), resource
(R) and time information (TI). An activity is regarded as the step of process from
the beginning until the end. The beginning of a process has a start event and the end
of the process has an end event. Gateway controls the route of activity whether it
goes to a sequence, parallel or selection gate. Most of the process model
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acknowledge the two prominent gateways; AND (parallel) and XOR (exclusive
OR). Resource information provides resource properties in each activity. In real
manufacturing environment, a resource can be considered as either a machine or a
worker. To generate a random event, the process model has time information as
designated by the users.

2.2 Process Model Parsing

Process model parsing is a layer to receive input, i.e., process model, for generating
processes and events. To understand the procedure of process model parsing, it is
necessary to acknowledge about process model standard language. The term pro-
cess model (P) as aforementioned is used. Due to various workflow products, i.e.,
different modeling tools and management suites, XPDL is used in this study. It
defines an XML schema for specifying the declarative part of business process.

The process model parsing consists of functions to read the XPDL file and map
the contained elements into structured data objects. The read function is necessary
to analyze the process flow since existing modeler tools on drawing BPMN can
result a different format of XPDL. Thus, process model parsing reads the relevant
attributes, i.e., activity, gateway, resources, and time. These elements are stored in
the relevant data structure for log generator.

2.3 Real Time Process Log Generator (RT-PLG)

RT-PLG aims to execute a given process model and result an event log in real time
manner. Since there might be complex events in the running application, it requires
a specific engine for the execution. There are many complex event processing
(CEP) engines being used worldwide. CEP engine will execute an input which
contains various attributes and result a complex event according to the rule engine.
Most of CEP engines have similar application framework. However, each engine
has distinct features in regard to the vendors.

This study attempts to extend several layers according to the needs of process
mining. There are two layers that extend the current CEP; process generator, and
event generator. Process generator aims to create a random process in regard to
designated arrival time. Once a process instance is created, it stimulates event
generator to create events based on the predefined process model. Each of the layers
will be explained in the next section.
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2.3.1 Process Generator

Process generator receives an input from process model parsing. The input is to
generate a process instance, called as a case.

Definition 1 Case (C) The notion of C is a set of event (E) for its one instance
where a collection of all cases is an event log (L).

A case is created according to random generated number, defined by the user.
Each case will have a particular flow, which is configured via the XPDL file. A flow
contains a sequence of activities, where each activity may be handled by one or
more machines; depending on the configuration file. This flow shall pinpoint what
activity of a case shall go through in order to complete its flow.

Figure 2 depicts the execution flow of the proposed system in this work, and
could be organized as follows:

1. Process log generator generates instance of process
2. Activity module ask resource module to use a particular resource
3. Resource module check the availability of the designated resource and return

signal to activity module
4. Activity module shall start the activity if the designated resource is available, or

put the product in the queue until available machine arise (triggered by a
complete event of the required machine).

5. Activity module may produce three types of event:

(i) Start: when a particular activity is started on the designated resource
(ii) Wait: when the designated resource candidates are all being occupied
(iii) Complete: when a particular activity is completed on the designated

resource
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2.3.2 Event Generator

Each event in a case is generated in the event generator. The event is defined as
follow.

Definition 2 Event (E) E = A × Y × R × T is a set of events, where A is a set of
activities, Y is a set of event type (start, wait, complete), R is a set of resources and
T is a set of timestamps.

The event generator has several modules such as activity and resource. The
activity module produces an event related to activity property. In this module, it
presents some general properties such as activity name followed by the case
number. The resource module manages the resources which shall be used by a
specific activity. If a case ‘5’, at the front position of a queue, shall go through
activity ‘A’ which needs to use either resource ‘R1’ or ‘R2’ to complete, resource
module must check the availability of either resource ‘R1’ and ‘R2’ then assign the
available one to case ‘5’. At this situation, a “Start” event will be raised indicating
the beginning of activity ‘A’ on case ‘5’. Otherwise, case ‘5’ shall wait in the case
queue until one alternative resource, ‘R1’ or ‘R2’, is not occupied any longer. In
this case, a “Wait” event shall be raised; indicating case ‘5’ is waiting for an
available machine to perform the next activity. When either resource ‘R1’ or ‘R2’
completes its current task, a “Complete” event indicating a finished activity on a
particular resource shall be raised, calling up the next case in the queue, i.e., case
‘5’.

The events generated by this event generator later will be processed into a format
to be used later in process mining. Similar to simulation tool, generated instance is
instantiated in corresponding to specific arrival time. Assuming the products have
been generated and the cases are already instantiated according to their respective
process model configuration; the system will process each case and generate its
events along the flow in a manner as described in Fig. 3.
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2.4 Real Time Process Model Discovery

Real time process model discovery aims to display the respective process from real
time log. It should be noted that the result of process and event generator comprises
of two; real time log and event log. Real time log consists of data updated by
RT-PLG in the real time manner. Event log is regarded as stored or historical data
for further analysis. This study will use real time log, instead of event log, to show
the advantage of RT-PLG for real time process model discovery. Real time log
stores each causal dependency information rather than all events. Hence, causal
dependency and a real time log are defined as follows.

Definition 3 Causal Dependency Causal dependency is the set of two events which
the earlier comes before the latter. Suppose there are two events, ei and ej. Two
events which have causal dependency mean that ej comes as soon as ei finish.

Definition 4 Real Time Log (L) A real time log is a collection of causal depen-
dencies. Causal dependency follows a trace, denoted as σ ∊ E∗ . C = E∗ is the set of
possible event sequences (traces describing a case). Then, L ∊ ℬ(C) is a real time
log. Note that ℬ(C) is the set of all bags (multi-set) over C. Each element of
L denotes a case.

In real world applications, real time log comprises of many attributes of pro-
cesses. Since this study focuses on the usage of RT-PLG, this study limits the
incoming events by considering only attributes for process mining, i.e., Case ID (C.
ID), the start event of an activity (A. start), the complete event of an activity (A.
complete), the resource (R) used on the related activity and the timestamp (TI).
These events are stored in a specific buffer for further process.

The real time log is shown using real time log viewer and stored in the real time
log repository in the specific format and updated in real time manner. Since the data
is generated with an intense velocity and volume, it is obvious that a particular
approach for handling the big data is necessary. This study limits the discussion of
the big data for real time process model discovery and focuses on the potential
impact of RT-PLG for the streaming process mining research.

The real time log in this study takes advantages on the traces of events which are
based on timestamp. The traces of events contain sequence and can be seen as
correlations as well as dependencies among events. Since this study attempts to
show the potential of RT-PLG for real time process mining, real time process model
discovery utilizes the general causal dependency on which the process model
generated is based on the sequential events instead of finding other control flow
(AND and XOR).

For the purpose of verification, the real time log is stored in the database. The
stored data, later called as event log, contains a lot of information. Relevant
information which is defined in Definition 2 is used. The database stored the actual
information such as activity name, related resource which executes the activity,
event type, and timestamp of the executed event. When the simulator reaches the
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end of designated events, there is a function to convert the data into a formal form
such as MXML and XES format; exported in one single file.

3 Implementation Results

This section describes the implementation of the proposed framework. It explains
the proposed framework scenario implementation including the verification of the
logs produced.

The starting point of the framework is a process model. The process model is
created using a process model notation, called business process modeling notation
(BPMN). BPMN can be converted into a standard construct language, called
XPDL. Hence, the notation, i.e., BPMN, is mapped into XPDL and then retrieved
by the process model parsing. The process model parsing will send the event signal
into CEP engine. In this study, Esper1 is used for the CEP Engine. Afterward, the
log repository will show the data according to user’s selection. It means the real
time data will be displayed in a web page and simultaneously stored in a repository.
User may disable the display of real time data when only event logs are needed. At
the final stage, the verification method using process mining tool, which is DISCO,
is discussed.

To show the application of the proposed framework, a case study based on
generated events from a process model is constructed2 (Fig. 4). The process model,
that has been redrawn using BPMN, is a manufacturing process which consists of
16 activities. Each activity has more than one resource which is predefined by the
users in the process model. The activity time is also predefined by the users, e.g.,
using triangular distribution. To draw the process model, an existing process model
editor is used. The process model editor enables the BPMN file to be exported into
an XPDL format.

The XPDL is sent into the process model parsing. Process model parsing reads
the XPDL and converts it into a certain format for generating complex events in the
extended CEP engine. Esper, as one of the existing CEP engine, is used to generate
a complex event based on the process model defined. Esper has been developed to
enable rapid development of applications that process large volumes of incoming
messages or events, regardless of whether incoming messages are historical or
real-time in nature. Hence, Esper is used to execute an input from process model
parsing.

Process generator and event generator produce cases and events respectively.
The generated cases and events are stored as real time log in the format of
JavaScript Object Notation (JSON) and used to discover the process model in a real
time manner. This study runs the RT-PLG for 60 min and results the real time

1http://esper.codehaus.org/.
2https://www.promodel.com/Products/ProcessSimulator.
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process discovery as shown at Fig. 5. Figure 5a shows the discovered process at a
certain time t. The ongoing process model when the generated events of some
cases are reaching end nodes is shown at Fig. 5b. Since the real time process
discovery uses causal dependency, the discovered process is in a sequence literally.
A self-directed arrow on some particular nodes represents the processing time
required by a task to complete.

A process mining tool should be used to verify the produced event logs. The
event logs, in the format of MXML, are used for the verification method. In this
study, a commercial process mining tool, DISCO,3 is utilized. The procedure to
verify the event logs is as follows. First, the event log produced by RT-PLG is

Fig. 4 An example of process model for experiment

Fig. 5 a Discovered process at time t, b Discovered process in real time after time t

3http://fluxicon.com/disco.
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stored into a repository with a particular format for the input of process mining tool,
i.e., DISCO. Since the data is obtained in a real-time manner, a premature system
termination will cause a particular case fails to reach the end of process and produce
an incomplete event log. The incomplete data is pruned and the filtered data is used
for discovering the process model. For the verification, 2000 cases and 11,836
events were generated. Figure 6 shows the discovered process model of the pro-
duced event logs using DISCO.

4 Conclusion

This paper presented a framework for real time process log generator. The real time
process log generator applied CEP which utilized process model as the input.
Process model can be either an a priori model created by a user or a discovered
process model using process mining. The process model, before processed in the
CEP engine, was retrieved using process model parsing. The output of process
model parsing was used in the CEP engine, which executes two layers; process and
event generator. At last, the produced event log is immediately used to discover the
process model rather than stored in a log repository.

The work presented in this paper is considered as an extension of the previous
work to address the problem of random generation of business process in real time
manner [8, 9, 12]. This work differs from the previous work [14] on which it
attempted to deal with real time log without any storage. Real time process log
generator has several advantages due to the rising of streaming process mining
approach. First, the rising of process mining for real world application needs more
reliable event log. There is limited knowledge regarding a tool that can support, in

Fig. 6 Verification result using DISCO
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particular, streaming process mining algorithm. Second, it is necessary to support
process enhancement using both animation and simulation. Animation is a way to
replay the process based on event log. On the other hand, simulation is an operation
to either analyze the enhanced process model or roughly monitor the running
imitation process in comparison to real world process. This can also be a supporting
tool for detecting a concept drift in process discovery. Thus, the future work of this
study will be toward establishing a life cycle procedure to support both process
enhancement and monitoring simultaneously.

Some issues are open for further work. Concerning a complex process, it is
possible to characterize the semantic of the XPDL generated by various tools. The
consistency and homogeneity of the XPDL is also another potential research work.
Due to various process modeler tools, it is necessary to integrate and build a
common construct for any business process. Hence, there are empty rooms to
manipulate such tool by constructing a general business process language which
conforms to data from various application domains.
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Medical Data Unification Using
Ontology-Based Semantic Model
Structural Analysis

Mariusz Chmielewski and Piotr Stąpor

Abstract In the paper we will present a cohesive view on medical data integration
and migration mechanisms for providing and maintaining a medical system inter-
operability. It is well known, that despite very well defined semantics, the medical
domain utilizes many data formats, and various data records along with domain
values (datatypes and enumerations). Therefore, in healthcare systems, the inte-
gration itself becomes an important and crucial issue. To solve such problems, a
variety of ETL tools can be used. Our method and tools provide several features,
which extend the capabilities of such mechanisms by delivering semantic analysis
of data. Utilized ontology-based features of reasoning mechanisms, can be used for
identity and consistency validation. The method delivers also analytical approach
based on ontology-structural analysis applied for ontology alignment process. This
technique produces recommendations for a knowledge engineer by identifying
ontology elements correspondences.

Keywords Medical ontologies � Ontology modelling � Data integration �
Structural analysis

1 Introduction

The paper summarizes characteristics and features of semantic model structural
analysis applied for ontology mapping techniques in the area of medical data
unification. Our main assumption for formulating main research problem is that
each healthcare related system operates on a specific set of databases (patients,
diseases, diagnostics techniques etc.). If medical data is stored in a traditional
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database our approach may still apply as many attempts of automatic database to
ontology transformations have been already conducted and recognized [1]. In this
paper we will define semantics through the formulation of an ontology on which we
will create instance base, thus separating terminology and instantiated data. Medical
domain has been thoroughly researched and described in the context of ontology
modelling and well-structured knowledge and semantics. The use of ontology
modelling in a discussed domain is focused on structuring and organizing termi-
nologies within e.g. medical treatment, medical diagnostics, diseases and organisms
taxonomies. In this work we will be focusing only on these medical semantic
models, which can be transformed into compatible Description Logic [2] statements
and OWL representations. Formulated structural analysis method uses formal
ontology models and transforms them into multilayer weighted graph structures.
The advantages of such structures come from the availability of analytical algo-
rithms and quantitative approach to node and edge importance analysis. These
factors can be successfully used as a structural similarity measures, which in
composition with string (label) similarity matching measures, deliver accurate
multi-criteria matching methods. Having well-defined quantitative approach, pre-
sented method evaluates the similarity of elements (mainly concepts and individ-
uals) within a pair of aligned ontologies. The method assumes an interaction with a
knowledge engineer, who verifies and validates proposed semantic mappings.
Built-in capabilities of OWL and RDFS languages simplify the mapping of an
ontology element. The results of proposed method can be observed after application
of DL reasoning mechanisms. Instances expressed in specific terminologies are
mapped onto each other and classified according to developed ontology alignment.
Description of the semantic unification method will be followed by an example and
its analysis demonstrating the method’s capabilities and drawbacks.

2 Ontology Quantitative Analysis Using Structural
Approach

The structural approach, presented in this article, is derived from a graph theory and
utilizes weighted graph structures as representations of both the ontology and the
instance base. The method implies that semantic models can be mapped into
multigraphs with vertices being either concepts or individuals and edges repre-
senting particular binary relations [3]. Ontology transformation process results in a
set of weighted-graph structures used as homogeneous layers—carrying similar
relation type. Therefore, the layer is considered a subgraph used to emphasize the
specific aspect of semantics in the domain. For example a concept generalization
layer, called Concept Taxonomy Graph, can be examined for distribution of con-
cepts within given ontology hierarchy, semantic capacity and so on. Structural
analysis performed on the set of extracted layers enables us to capture character-
istics of “importance” for given concept within the ontology. On the basis of
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evaluated measures, presented method solves an assignment problem—matching
concepts between given pair of ontologies. As a result we will obtain a mapping
scheme for two terminological systems—thus solving the problem of integrating
the terminologies. Usage of the structural analysis give us another advantage—an
opportunity to apply quantitative approach using node and edge centrality mea-
sures. We apply them as importance evaluators for concepts and relations.
Obviously the importance of a given element is subjective, depending on the
defined analysis criterion. That is why the proposed set of measures has been
examined and analyzed in terms of given element usage in model definitions, its
centrality in the structure and authority. The structural method has been thoroughly
described in [3]. Note that measures evaluation may generate new knowledge,
therefore we can consider it as a reasoning process. For example CNC measure
(also called link relevance [4]) can be used to detect a potential (hidden) linkage
between various pairs of concepts [3]. Modifications of that measure help also to
evaluate the strength of that hidden correspondence. Below are described only the
selected aggregated graph measures, that have been used in this article for the
presented method portrayal. The first group of measures constitutes of taxonomical
measures, for both concepts (CCTM—Concept Capacity Taxonomy Measure) and
properties (SRCTM—Structural Relationship Capacity Taxonomy Measure).
CCTM may deliver information concerning given concept’s definition specificity
and accuracy (Fig. 1).

The measure may also be used to evaluate the taxonomical subgraph’s impor-
tance in which a certain concept exists. Reference [3] introduces the term semantic
capacity, which reflects the given concept’s specialization and its relative position in
a taxonomy subgraph. The most specific concepts—taxonomy tree leafs—get
maximum value, while the most general (>) receive minimum value. The richness is

Fig. 1 Hierarchical and structural layers of an ontology
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assessed as the number of inheritance levels has an influence over the resulting
value. CCTM reflects concept’s multiple inheritance abilities by taking into account
the length of the longest generalization path in which the given concept exists. The
measure provides additional profit, as it can be utilized for observing taxonomy
changes incorporated by the reasoning engine’s reclassification algorithm [3].
The ACCTM (Absolute Concept Capacity Taxonomy Measure) and ASRCTM
(Absolute Structural Relationship Capacity Taxonomy Measure) are derivatives of
the CCTM and SRCTM. Their values can be interpreted as the semantic capacity
evaluated with the respect to a deepest specialization path of an entire taxonomy [3].

~mACCTM cið Þ, len pathmax
H ci; c0ð Þ� �

max
c2C

len pathmax
H c; c0ð Þð Þð Þ ð1Þ

~mCCTM cið Þ, len pathmax
H ci; c0ð Þ� �

len pathmax
H cið Þð Þ ; ð2Þ

where:

– pathmax
H ci; c0ð Þ is the longest path in taxonomy that connects concepts c0 and ci.

– pathmax
H cið Þ is the longest path starting at c0 that passes through ci.

– Function len returns the path’s length.

The CNC (Conjunctive Neighbors Coefficient) measure is derived from Jaccard
index. It can be used for the purpose of finding the hidden connections between
concepts, as well as for the removal of useless relations (low importance). CNC
tests if two nonadjacent nodes can (or should) be associated with each other,
according to the strength of their common neighborhood.

Let NV v0ð Þ be defined as a neighborhood of vertex v0.

NV v0ð Þ, v 2 Vn v0f gj v; v0ð Þ 2 E _ v0; vð Þ 2 Ef g ð3Þ

The

N\
V vi; vj
� �

,NV við Þ \NV vj
� � ð4Þ

and

N[
V vi; vj
� �

,NV við Þ [NV vj
� � ð5Þ

form the CNC definition [3]:

m_CNC vi; vj
� �

,
N\
V vi; vj
� ��� ��

N[
V vi; vj
� ��� �� ð6Þ
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LNCC measure (Local Node Clustering Coefficient for Directed Unigraphs)
[3, 12] is given as

~mLNCC við Þ, ENeighbours
i

ki ki � 1ð Þ ð7Þ

for ki [ 1 and 0 otherwise, where ENeighbours
i is the number of connections between

neighbors of vi in a given directed skeleton, while ki represent the number of vi
neighbors in a given directed skeleton. LNCC can be used to [3]:

– measure concept’s importance in terms of existing structural relationships and as
an element used to connect ontology modules,

– identify clusters of concepts (nodes) strongly semantically related with each
other and indicate their (clusters) nature by evaluating the clustering
formulation,

– filter and determine set of concepts falling into a very similar semantics for
modularization purposes.

The normalized degree measure (CDTM) complements semantic capacity by
providing additional information on sub-taxonomy richness (in-degree: CDTM−,
out-degree: CDTM+) in terms of subsumption axiom definitions (inheritance
multiplicity) [3]. The plot of the topological coefficients (TC) [5] can be used to
estimate the tendency of the nodes in the network to have shared neighbors. SCBM
(Structural Concept Betweenness Measure)—Let s; v; t 2 V and rst be the number
of shortest paths from vertex s to t. Through rst vð Þ we shall denote the number of
shortest paths from vertex s to t containing vertex v within. The SCBM of an
ontology representation multigraph is defined as [6]:

CB vð Þ,
X
s 6¼v6¼t

rst vð Þ
rst

ð8Þ

According to [3], SCBM can be extremely useful for a task of graph connectivity
evaluation. It can be utilized to identify the given node’s importance in terms of its
occurrence in the shortest paths. It does not concentrate on the length parameter but
on the quantity of shortest paths [3]. The algorithm for SCBM evaluation has a high
complexity, thus approximation should be used for a practical analysis of large
ontologies. Lastly, the we shall introduce the SCCM (Structural Concepts
Closeness Measure) measure. Its purpose is to rank the connectivity between
concepts through the whole semantic model [3]. The designated value should be
interpreted as an “average distance” of reaching a given concept through semantic
paths originating from the other nodes in the structure [3]. For an ontology rep-
resenting multigraph the SCCM
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~mSCCM cið Þ,
X

cj2Cn cif g
min

path ci;cjð Þ2Paths ci;cjð Þ
len path ci; cj

� �� �� � !
; ð9Þ

where:

– Paths ci; cj
� �

is a set of all paths starting from ci and ending at cj.
– path ci; cj

� �
is a single path with source ci and destination cj.

Many of recognized measures have been thoroughly examined on the ground of
semantic networks, conceptual graphs and ontology structures. Research in this
field provides the characteristics of aforementioned measures in the context of
semantic model evaluation and the usefulness of these measures applied to assess
the importance of ontology elements. (The element which is the closest to the other
elements, most referenced element, the element which has the largest neighborhood
etc.) Many of addressed measures evaluate the element neighborhood or its distance
in the structure. Quantitative analysis on specific ontology structures is performed
using aggregated measures (graph’s nodes’ and edges’ importance measures) which
emphasize various aspects of element’s semantic importance.

Presented measures deliver evaluation capabilities of semantic model elements,
but they are computational-intensive. Time-complexity evaluation for referenced
set of measures has been presented in [3]. In many cases the evaluation process can
be designed so that it shares calculations semi-products between evaluation algo-
rithms which significantly speeds up the process. In some cases approximation
algorithms can be used to estimate the value of a measure in a given, constrained
time frame.

3 The Mapping Method

There are two widely recognized strategies of semantic unification: ontology
merging and ontology mapping (alignment) [7, 8]. Existing publications present
various methods for performing the task, using tailored algorithms but most of all
presenting rules and guidelines. Presented research has been based on the ontology
mapping as it is the most suitable and aligned to ETL requirements. Data migration
requires not only technical links between data sources but most of all semantic
unification (understanding) of transferred data records. In described research we
will consider pairs of terminologies containing unique overlapping domain
descriptions. By overlapping we acknowledge existence of similar or semantically
equivalent concepts, roles or individuals. The method operates on the level of data
sources thus it requires execution of two activities: Schema overview for termi-
nology extraction—involving detailed analysis of tables, attributes, enumerated
types and relations in order to select key concepts and capture binary structural
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relations. Having these elements, the transformation mechanisms can start the
ontology development process involving also specific axiom formulations (simple
ones). Data querying, transformation and loading—this process aims at elementary
data operations and mainly involves transformation of data records into a set of
ontology instances reflecting the source schema delivered in form of an ontology;

Extracted terminology should be subjected to a human refinement process
ensuring modelling consistency and proper, required level of ontology entailments
(axioms). The knowledge engineer should be supported by reasoning mechanisms,
which should be responsible for automatic model validation in terms of concept and
knowledge base satiability. Application of DL languages ensures the availability of
reasoners and validation of developed terminologies and instance bases. That is
why the application of ontologies is so valuable (Fig. 2).

The ontology mapping process is composed of four main stages. Lexicon nor-
malization is the activity required for most cases of lexicons where we can suspect
various forms of vocabulary used on ontology: syntax errors, misplaced characters,
complex labels. Similarity evaluation is the evaluation of semantic model elements
(on the level of terminology) using defined similarity and importance measures. The
process is composed of two parts: the evaluation of lexicon elements using string
distance measures [9] and the evaluation of ontology elements using structural
importance measures applied on Concept Taxonomy Graph and Ontology Structure
Multi-Graph [3]. The similarity measurement for pairs of concepts can be recog-
nized on the lexicon level showing similar labels or phrases for given ontology
element as well as on the axiom definition level (logical) demonstrating similar
element definitions in terms of used DL language statements. Mapping identifica-
tion is the most crucial part of the mapping procedure, involving the evaluation of
multicriteria assignment problem. In this stage the preference model is built, which
defines the priorities of the evaluated similarity measures and calculates the optimal
concepts’ assignment from A to B ontologies. Mappings revision is the last not
automated stage of the mapping, requiring knowledge engineer assistance and
interactions. Based on the previously obtained results, the algorithm presents the
most similar concepts in the given pair of ontologies. Having this information the

Fig. 2 The ontology mapping process diagram-main stages
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knowledge engineer verifies proposed assignment and decides how to implement
the semantic bridge [1] for a given pair of concepts. In result a new ontology is
created containing imports of two source ontologies and elements mapped
according to identified semantic bridges.

The mapping method uses the semantic bridge as a statement, which binds in
some defined form two concepts by applying constructs in given ontology lan-
guage. Such binding can be done in several ways depending on the mapped ele-
ment. The most interesting and valuable is concept mapping. Utilizing DL
statements we can formulate following mappings: concept equivalency mapping—
definition of concept through the application of CEA (Concept Equivalence
Axiom); concept inclusion mapping—definition of concept through the application
of CIA (Concept Inclusion Axiom); value restriction mapping—definition of a
mapping through the usage of value restrictions—existential restriction and uni-
versal value restriction; cardinality restriction mapping—definition of a mapping
through the usage of qualified cardinality restriction.

A semantic bridge is a set of axioms, which defines complex relations or
statements between concepts taken from source ontologies O1;O2;O3. C1;C2;C3

and R1;R2;R3 are concepts and relations between them taken from mentioned
ontologies, such that Ci;Ri are elements of Oi.

The mapping of ontology elements presented in the Table 1 specifies two groups
of available modelling constructs. First group of semantic bridges can be built on
the basis of CEA and CIA axioms which formulate the equivalence and inclusion
between pairs of concepts. The second group emphasize complex relationships
formulated as value or cardinality restrictions, that is axioms formulated on the
basis of quantification. The statements presented in the Table 1 demonstrate only
possible forms of such axioms. The main requirement for such constructs is to relate
two concepts through a restriction e.g. C3 � 9R1 :C1ð Þ.

Given previous statement we can identify that there exists a complex relation
between C3 and C1 as C3 defines a set of individuals, which possess at least one
relation R1 connecting them to individuals from (restricted to) C1.

In order to construct fully covered ontology alignment the presented mapping
method may require extensions of input ontologies. To extend the model we can
utilize one of three verified strategies. (Strategy 1) Addition of a new ontology

Table 1 Formal specifications of various types of semantic bridges used in mapping procedures

Type of mapping Formal specification of semantic bridge

Concept equivalency mapping C1 � C3ð Þ ^ C2 � C3ð Þð Þ ) C1 � C2ð Þ
Concept inclusion mapping C1YC3ð Þ ^ C2YC3ð Þð Þ ) C1YC2ð Þ _ C2YC1ð Þð Þ
Value restriction mapping

C3
�
Y

�
� n R1 � C1

� �u
t

�
� m R2 � C2

� �
Cardinality restriction mapping

C3
�
Y

�
� n R1 � C1

� �u
t

�
� m R2 � C2

� �
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module is done by using the merging scheme. This permits to produce one merged
model, with separate name spaces while preserving the model logical consistency.
It is required to check if the concepts placed in separate modules are not redundant.
(Strategy 2) Introducing new ontology elements should be done with the use of DL
axioms to bind the concepts with other parts of ontology. If this cannot be achieved
due to the lack of available semantics, new branch of concepts should be introduced
with additional domain closure axioms owl:disjointWith. (Strategy 3) The usage of
OWL language mapping capabilities strategy is suitable for integrating already
developed models and assumes that two separate ontology models can be combined
in the form of previously described semantic bridges set. Extensions of the model
should be divided into the extension of terminology (TBox) (concepts, roles) and
the instance base (ABox). In the first case, the extension concentrates on concepts
and relations, in the second one—on the instance placement in a knowledge base.
However, instances are often omitted in terms of terminology definitions (with the
exception of the enumerated concept definitions).

4 Experimental Evaluation—the OBO Ontologies

The purpose of ontology modelling is the delivery of well-defined, logically con-
sistent conceptual model. Unfortunately there is no strict set of common guidelines
and rules for ontology model construction therefore their complexity may vary. In
consequence ontologies may differ in several aspects: (a) used formalism and
modelling approach—(taxonomy, frame, axioms, conceptual graphs) (b) modelling
purpose—(knowledge retrieval and sharing, natural language processing, knowl-
edge organization, problem solving, classification, etc.) (c) construction approach—
(top-down, bottom-up, merging, mapping, etc.) (d) domain coverage, model
implementation, size, precision, complexity, etc. Analyzed further ontologies have
been chosen to comply with similar model complexity and size. Existing medical
terminologies in many cases semantically overlap each other in two different ways.
First case refers to the situation in which the similarity originates from concepts’
labels existing on the level of lexicons, however using different definitions-axioms.
In other words the same concepts (meaning the same concept labels—phrases) may
have different logical definitions. For demonstration of structural analysis capa-
bilities, we have chosen a set of compact ontologies describing chemical domain
closely related to analyzed medical descriptions. Problems that we had to face were
the ones connected with the identification of ontologies which: are semantically
related and share similar vocabularies, are saturated with structural relationships
creating ontology structures with significant graph diameter, have complex defi-
nitions of concept and structural relation taxonomies emphasizing semantic
capacity of formulated terminology, have rich set of axioms in concept definitions.
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In order to present most significant and reasonable measures’ values (which
clearly demonstrate structural analysis usage in terms of semantic model importance
measurement) the obtained evaluation results have been filtered for reading
convenience.

The OBO (The Open Biological and Biomedical Ontologies) project is a col-
laborative effort to gather a reliable knowledge from a field of biomedicine in a
form of ontologies [10]. A compact obo ontology—Lipid Ontology—has been
analyzed using proprietary software—Terrana [3, 11] (Table 2).

The lack of any LNCC magnitude demonstrates the sparsity of ontology struc-
ture. The SCBM non-zero values indicates the prominent importance of the “Lipid”
concept. Based on obtained values and ontology visualizations it can be concluded
that “Lipid” is the heart of this ontology structure. The topological coefficient shows
high values for vertices which mark out as having large number of shared neighbors.
As presented, the structural approach can be successfully used for semantic models
evaluation, especially the large ones, which are too complex to be visualized. The
results (for presentation purposes) have been sorted with a respect to chosen set of
significant structural measures and aggregated measures (descending order), which
are obtained for a given concept by summing all of its scores. The similar structural
analysis has been done for another ontology—“chemistry-v2”.

5 Conclusion

Presented method extends available ETL approaches and moves the data trans-
formation mechanisms from tool-oriented programming domain, into semantic
modelling domain. In our opinion, operating on the level of data semantics is more
convenient, especially while designing the ETL process and resolving complex
mapping schemes.

Many of available ETL tools and environments deliver simple data transfor-
mation utilities relaying on the operator’s skills and data understanding. Application
of designed automated mapping method resolves that issue. On one hand method
delivers an automatically verifiable semantic representations through the application
of DL language and reasoning facilities, and on the other one—the mapping rec-
ommendations which utilize structural approach and string similarity measurement
(Table 3).

Table 2 Overall comparison
of ontologies

Lipid ontology Chemical-v2

DL dialect ALCHIN SHOIF Dð Þ

Total concepts 715 87

Primitive 447 83

Defined 268 4

Total properties 46 7
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The application of mapping schemes in form of semantic bridges delivers an
automatic data transformation from one terminology into the other. The concept of
automatic data transformation utilizes features of semantic web languages and DL
reasoning process results. The method has its drawbacks related mainly to tasks of
measuring and developing concept alignments. Solving the multi-criteria assign-
ment problem, while considering measures evaluated for a lexicon
(concepts/individuals/relations naming) and ontology characteristics, results in high
algorithm time-complexity. However this task is not frequently executed, as we
require only evaluation of measures for terminology and this part of semantic model
is rarely changing. Applied structural analysis requires some characteristics of
analyzed models, and unfortunately majority of available medical ontologies lack
some crucial characteristics connected with structural relationship saturation. The
method itself can be adapted to other ways of evaluating an ontology alignment—
focusing rather on lexicon levels and strings than on the graph-based or axiom
based similarity measures. Our further research will be aimed at extending the set of
semantic similarity measures for evaluating the axiomatic layer in ontologies. The
task can be proven to be complicated as it depends on the modelling language and
forms of defined axioms and even unification of medical data itself is a very
challenging problem (Table 4).

Table 3 Values for selected concepts of Lipid ontology
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Decisions as Units of Organizational
Knowledge to Manage Complexity

Bart L. MacCarthy and Robert C. Pasley

Abstract Effective decision making can help organizations to manage complexity.
Here we argue that considering decisions as units of organizational knowledge and
providing a means for decision storage, retrieval and reuse can facilitate effective
decision making. To enable the recording and retrieval of decisions, a conceptual
model is presented that can be used as a set of requirements for a data structure for
decision storage. The approach conforms partly to the proposed Common Decision
Exchange Protocol (CDEP) standard, but we extend it to capture decision attributes,
decision making stages, decision makers and other collaborators, and the infor-
mation and tools used. Capturing the linkages between decision elements enables a
wide range of organizational decision making processes to be encoded for onto-
logical reasoning. We show the derivation of a new conceptual model from cases.
We use the context of decision making in Product Lifecycle Management (PLM) to
motivate and illustrate the conceptual model.

Keywords Decisions � Decision making � PLM � Knowledge management

1 Introduction

The literature is weak on viewing decisions as units of organisational knowledge.
One schema that has been proposed for storage, reuse and sharing of decisions is
the ‘Common Decision Exchange Protocol (CDEP)’ [1]. This is designed primarily
to structure decisions for storage and exchange. CDEP defines a minimum level of
structure and fields, but also shows how other aspects such as states of a decision,
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decision makers and supporting information can be stored within the decision. The
basic attributes stored about a decision in CDEP [2] are: Question, answer, options
(where selection between options occurs), metrics (criteria for the decision), con-
fidence (in the decision), sub-decisions, notes, references (on which the decision is
based), states (stages that the decision passes through), basic event information
(consisting of “who, what, where, when, how and why”). We argue that CDEP has
limitations in the context of organisational and business decision making.

In this paper we propose, explain and justify a minimum sufficient conceptual
model for organisational decision making that could be used as a basis for a data
structure to support decision capture and reuse. We argue that it provides the basis
to improve on the proposed standard. It acknowledges that the organisational
context necessarily affects business decisions. We motivate and illustrate these
requirements with reference to decision making in the context of Product Lifecycle
Managment (PLM) in which multi-disciplinary and hierarchical groups are
involved in decision making processes. We demonstrate the relevance of the
requirements using hypothetical examples of decision types. We explain how
specific requirements for the ontology structure can address issues in these patterns.

2 Product Lifecycle Management

Decisions made during product design and development and later in the Product
Life Cycle (PLC) affect how well products are received in the market and ultimately
the sustainability of the organisations that design, manufacture and sell them. Many
decisions made may not be recorded, and may not be taken in a rational way [2].
Product Lifecycle Management (PLM) refers to organisational processes and sys-
tems that support activities across all the phases of the PLC and that enable effective
multi-disciplinary collaboration [3]. We derive a high-level conceptual model as a
basis for a data structure for use within computer-based PLM systems for the
management of the decision making process and also for the recording and storage
of decisions for review, modification and reuse across the PLC. The approach has
wider applications in the management and support of business and organisational
decision making more generally.

Numerous models exist that describe the PLC. For example [4] suggest PLC
phases of Definition, Design, Sales, Manufacturing and Service. ‘Definition’
involves the early stages where the purpose of the product is defined. There may be
a high likelihood of termination of a product development project at this stage. At
the ‘Design’ stage the product specification becomes more concrete. This stage can
involve team members that help design the product for the various later stages as
well as those who further define the product. The ‘Sales’ stage is where market
interest is generated, along with ‘Manufacturing’, where the product is in produc-
tion. ‘Service’ is the continued alteration of the product in order to keep it com-
petitive, and the provision of any support or maintenance needed for the actual
product. Towards the end of the PLC the production declines and the product is
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eventually dropped from the product portfolio. After a product has been discon-
tinued customers may continue to use previously purchased products and such
products may require spare parts or servicing. The ‘Recycling’ phase, where parts
and materials may be reclaimed, comes at the end. The naming and granularity of
the various PLC phases can vary between PLM models. For example, [5] view the
PLC as Beginning of Life (BOL), Middle of Life (MOL) and End of Life (EOL).

The earlier stages of the PLC are described in detail by [3, 6, 7]. Product design
has previously been treated as a stage-based process; first the product is defined,
and then goes through various stages of design until it has passed through pro-
duction ramp-up and is available to produce and purchase. This stage-based process
is being compressed by companies wishing to reduce time to market [4]. This has
resulted in the use of multi-disciplinary teams with much parallelism and interaction
between different organizational functions and team members with different back-
grounds and expertise [8].

Across the PLC several disciplines can be involved at each phase. For example,
design for manufacture seeks to assure that the product is suitable for manufacture
and thus requires input from the manufacturing team, and should be suitable for the
eventual customer and thus requires input from sales and marketing personnel.
Similarly, feedback from existing customers can be used within the design phase.
Sales, Manufacturing, Service and Recycling can benefit from knowledge gathered
in the earlier stages of the PLC.

PLM is complex from both an organisational and an informational perspective.
The complexity cannot be reduced, it can only be managed. PLM complexity is not
an artefact of the decision making approach, it is implicit in the context. In order to
manage this complexity it is possible to view decisions as necessary elements or
branch points within the workflows of normal organisational processes. Decision
making needs to be supported for effective PLM.

3 Decision Patterns

Blomqvist et al. [1] use Ontology Design Patterns to develop requirements for
CDEP. Below we outline three types of decision context evident from our expe-
rience with engineering companies, and outline why the proposed additions to
CDEP are necessary and sufficient for similar contexts.

3.1 Broad Consultation Followed by Authorized Decision
Making

A recurring pattern is one of consultation with a wide group of advisors and/or
stakeholders to gather information, followed by design of a decision process,
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followed by actual choice between options. For example a product re-design might
require input from a number of disciplines. The number and make-up of the stages
varies considerably. The early stages may be mainly actioned by people with little
decision making authority, but with skills in information gathering or deep expe-
rience. The decision design stage may be more suited to mid-level executives who
understand decision making, and can select the most salient differentiators between
options. At the decision making stage people with authority and responsibility are
involved and may be the ultimate arbiters in choosing a course of action.
Individuals in the roles mentioned in one decision may well be involved in other
decisions in different roles.

3.2 Structuring Decisions

Some decisions are unstructured initially. For example a quality issue arising in an
organization may generate considerable debate on its origins and consequences but
the decision problem(s) may not be clearly evident. It may be that the decision
stages are either undefined or subject to change as the decision proceeds.
Supporting information might be used and could be attached to each stage as the
decision develops. Information might be emergent from the decision itself, for
example the result of brainstorming techniques such as a Delphi study or mind
maps might be used to store structures that develop from the decision. These might
be useful in later decisions of the same type and as such might be required to be
reused. Thus, the decision instance needs to be stored, enabling it to be searched for
and retrieved at a later date.

3.3 Multi-criteria Based Decisions

Some decisions are made based on a set of options and a set of criteria. For example
a number of different locations might be proposed for a new facility, which may be
judged based on a set of criteria such as transport costs, price of land and so on.
A typical decision using a multi-criteria decision analysis (MCDA) [9] technique
might involve various stages. Firstly, a consultation stage, with potentially many
people involved, could explore the issues in such a decision. This would lead to a
typical MCDA structure consisting of various criteria and various options and some
way to judge these, one against the other. These judgments might be decided by one
person or a group of people (who would most likely be different to the group
above). In the final stage of the decision someone in authority would approve the
decision, most likely following or being informed by the MCDA recommendation.
Thus, a schema for representing decisions needs to capture or indicate the infor-
mation and tools used in different stages of decision making.
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4 Proposed Extensions

CDEP has sufficient complexity to deal with decisions taken often where it is clear
how the decision is taken and what criteria are used. Typical applications given by
[10] are the exchange of decision information during emergencies and also in
warfare situations. These reactive situations are in contrast to much organizational
and business decision making “where well-defined processes change slowly” [10].
Decision making in an organizational context must consider the organizational
hierarchy, organizational protocols and sources of knowledge and information
within the organization.

PLM decisions tend to be longer term, often strategic and involve processes that
can occur over longer time scales. They require a greater level of structuring than
envisaged in CDEP to allow decisions to be taken effectively in a timely fashion,
whist adapting to each complex unique situation. The patterns of PLM decisions
typically show multiple stages for each decision where these stages may be quite
different to each other.

Figure 1 shows the generic context and structure of a decision in the proposed
schema. There will always be a context for decision making, either an explicitly
defined workflow or an implicit context emerging from experience, expectation or
the organization. Decisions fit within this context. In a decision review or decision
audit context it is useful to understand how decision points were dealt with over a
number of similar instances. For a new decision instance a context can be defined
using analysis fields that define the decision attributes. We propose that a generic
decision process can be defined by three elements—(1) the people and roles

Fig. 1 A conceptual model of the elements of decisions as units of knowledge
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involved, (2) the decision stages, and (3) the supporting information and methods,
tools and techniques used. We argue that the links between these elements (shown
as a triangle) allow the capture of a decision making process in an organizational
context. All decisions have an outcome, which also needs to be recorded.

We propose extensions and developments of the CDEP definitions that are
necessary to capture the critical decision elements in an organisational decision
making context. We identify these as a set of system level requirements for a
schema capable of supporting the granularity necessary for decision capture and
reuse. This schema supports typical organisational needs: finding suitable people
for various stages of decisions; finding decision making process patterns; and
finding tools and supporting information for stages of a decision.

4.1 Decision Attributes

We define a set of decision attributes with which a decision can be characterised.
These are informed by the decision making literature. Although some will be
generic and occur frequently (e.g. urgency of a decision), we propose that they be
customizable so that the values used to represent each concept can be changed to
suit specific organisations, implementations and contexts. We illustrate these in the
context of PLM decision making. See [11] for the derivation of the decision
attributes. Here we use the following:

PLM Phase: the point within the PLC at which the decision is being made.
Collaborative: whether the decision is taken by more than one person.
Established or emergent: whether a similar decision has been made before, or if it
is the first such decision.
Level and time horizon: whether the decision is strategic, tactical or operational.
Level and time horizons are often linked but this attribute may also be
disaggregated.
Urgency: an indication of how quickly the decision needs to be taken.
Importance: an indication of the importance of the decision to the organisation.
Structure: whether it is clear how to make the decision based on structured
information and methods, or whether the structure needs to be defined.
Project Type: A measure of novelty of the project context in which the decision
arises, e.g. PLM project types could be ‘Support/enhancement’, ‘Derivative’,
‘Platform/next generation’ or ‘Breakthrough’ [12].

4.2 Stages or States

CDEP supports states of decisions, and a set of possible states. We argue that this is
a sufficient level of detail to record decision making process workflow but needs to
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be more formal as many organisations have defined or required stages in making
decisions, which may vary by decision type, organisational function or importance.
Also, we agree the necessity to capture real timelines (e.g. deadline dates) that can
record the actual dates of stage completions. The nature of a decision can be
significantly different between stages. For example an ‘Information Gathering’
stage can be very different to a ‘Selection between Options’ stage. Different people
and different organisational roles may be involved and different types of informa-
tion may be used to support the decision making process in each stage. Importantly,
the decision recording system must also take account of the hierarchical nature of
decision making in organisations, as well as the multi-disciplinary nature of deci-
sion making evident in many organizations and activities such as PLM.

4.3 People

CDEP supports decision makers, stating that ‘A good start is the “who, what,
where, when, how and why”’ [2]. We take this much further and argue that relating
people to decision making roles and to decision making stages enables the capture
of a very wide range of organizational decisions and decision processes, the
facilitation of such decisions and processes, and further reasoning about decisions.
In particular we argue that these linkages are necessary for effective capturing and
retrieval of decisions in an organisational or business context.

It is necessary to store the role and who is responsible at each stage of a decision.
Such a decision storage system can also give visibility to who the experts are in an
organization, which may be useful for instance in building an effective team to
address a decision problem. Roles can change over time and between decisions.
A specific individual may be a decision maker in one decision but have an advisory
role in another. In auditing situations the organization may need to contact people
selectively to research decision effectiveness.

4.4 Supporting Information, Tools and Techniques

We expect organisations to take a structuring approach, using different stages of the
decision to build on the context of the decision and to clarify key aspects that are
important to the decision makers. To this end it is expected that they will use
information and tools to support decision stages. In the initial stages such tools,
methods and techniques may support ideas about how the decision ought to be
structured e.g. supporting brainstorming and mind mapping. As a decision pro-
gresses more structure may be evident and tools to support the decision maker(s) in
making choices may be appropriate, e.g. MCDA tools, methods and techniques [9].
The information structure proposed should support re-use and reasoning regarding
which tools and information sources were used in which stages. There may be
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enough information about decisions to allow a recommender algorithm to propose
or select suitable tools during the decision making process.

To record the content of the tools a snapshot of each tool should be taken. This
could be implemented as a simple image in the case of tools like mind maps, or
more complex maps for example to show argumentation and reasoning [13]. Tool
output relevant to a particular decision stage can be captured when a particular stage
finishes, allowing a snapshot to be taken recording the key information.

5 Discussion

The linkages illustrated in the triangle in Fig. 1 provide a powerful and flexible way
to capture an instance of organisational decision making. By defining ‘stages’,
‘people/roles’, and ‘supporting information and tools’ and their linkages, we cap-
ture how the decision was made. For a specific decision instance, ‘Decision attri-
butes’ and the ‘Outcome’ are needed to complete decision capture, defining what
the decision was about and result of the decision making process. The stages and
the time spent on them, the people involved and tools used, as well as the initial
characterisation by decision attributes provide fertile ground for similarity and
difference measures to be formulated to support decision retrieval. Decisions may
have profiles in terms of these aspects and correlations and associations may
become evident between the various aspects.

A likely requirement is to find suitable people and roles for inclusion in a new
decision. The retrieval of similar previous decisions may indicate that similar roles
or specific people should be involved, including those with specific levels of
authority. We argue that in order to satisfy such queries the involvement of each
person/role in each decision stage needs to be recorded and stored. When a search is
made using the decision knowledge base for responsible authorities to take deci-
sions the results will be focused on the people/roles involved in relevant stages of
previous decisions. There is also a potential need to use tools to store supporting
information relating to the structure of the decision, such as the options and criteria
used. Later there may be a need to use previous experiences with the various
different techniques, which can vary in terms of suitability based on the decision
context. The structure of each decision is stored by recording the various stages that
a decision passes through along with dates and the time that stages change. In this
way the structure we propose supports re-use.

6 Conclusions

The proposed extensions to the CDEP standard provide more structure to decision
data to enable a wider range of organizational decision contexts to be captured,
enabling focused searching and reuse of decisions. We view these as necessary and
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sufficient for reuse or adaptation of the profile of a previous decision in terms of the
decision making process used and in finding appropriate people or supporting
information for a new decision. Future work will continue to evaluate the schema in
different industrial and business contexts.
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Decision Making Process
for the Knowledge-Based Enterprise:
Fuzzy Sets Theory Application to Strategic
Management

Joanna Kałkowska and Aleksandr V. Kozlov

Abstract Nowadays, the enterprises are searching for competitive advantage
concerning quality of products, application of modern information and telecom-
munication technologies (ICT), implementation of modern concepts and tools of
management as well as proper support of decision making process. To achieve this,
enterprises need to possess the ability of the knowledge potential proper usage
because widely understood enterprise’s development is connected both with the
permanent wining, transformation and usage of knowledge and information. This
approach allow for the enterprises transformation into the knowledge-based
enterprise. The goal of this paper is to determine a fuzzy sets theory to the decision
making process for the knowledge-based enterprise management which allows to
involve human experience into the process of strategic choice.

Keywords Knowledge-based enterprise � Fuzzy sets � Information and commu-
nication technologies (ICT) � Strategic management

1 Introduction

The rapid changes of technology together with the business globalization and
proper decision making are considered as a basic factor of an enterprise develop-
ment and improvement. It also requires the constant knowledge identification and
implementation. The organizations structurally subordinate its functionality to
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create the added value on the basis and with the use of knowledge resources. The
knowledge is the key resource of the organization. The efficient usage and
knowledge implementation is possible through the information technologies
application that allows both the knowledge codification and dissemination.
Specifics of knowledge-based enterprises define needs in the new management
approaches to be used by ICT. Approach to decision making based on fuzzy sets
theory allows to involve human experience into decision making process and
intellectualize it. Capability of this approach to work is to be proved by application
of it to strategic management. The goal of this paper is to demonstrate a fuzzy sets
theory approach to decision making process for knowledge-based enterprise man-
agement allowing to involve human experience into the process of strategic choice.

2 Modern Economy and Knowledge Based
Organization—Fundamentals

The widely understood knowledge became a fundamental driver of increased
productivity and global competition. Knowledge is also the most valuable source of
competitive advantage as well as it is considered to be the prominent resource of
enterprise in terms of its contribution to the value added and its strategic signifi-
cance [2]. However, the dominance of the knowledge in the social and economic
life resulted in the nineties of the 20th century with introducing into the economic
theory and practice is the concept of “knowledge based economy” or so called
“modern economy”. Ambiguity in understanding the knowledge based economy
causes that many sets of features with different degree of accuracy are being used in
descriptions of this phenomenon. The classic definition presented in 1996 by the
OECD shows a knowledge-based economy as an economy which directly is based
on the production, distribution and using the knowledge and the information [16].
According to the World Bank, the idea of knowledge based economy claiming that
the economy is becoming an “knowledge based economy”, when using and cre-
ating knowledge maintain permanently the center of its processes of economic
development. A knowledge-based economy is an economy which uses knowledge
as a motor of economic growth [19]. Knowledge is treated here as a fundamental
driving force of the economy, as a factor stimulating to progress. The knowledge
economy development is mainly connected with the two premises. First of it is
connected with the growing importance of the knowledge as a dominant resource of
social and economic development—the development of the information society, the
growing importance of intellectual capital and the development of information and
communication technologies (ICT) an their increase in the efficiency of their use in
society favoring processing and management of knowledge resources. The second
one is focused on the intensive growth and dominance in the economy processes
causing an increase of the knowledge importance while undertaking the manage-
ment decisions. Among them the most important are the following: focus on the
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customer, the globalization of markets, turbulence, the changeability and uncer-
tainty of the environment which requires the changes, flexibility and innovations as
well as the intensive usage and development of information and communication
technologies (ICT) in management processes and while undertaking the manage-
ment decisions.

According to this, it have to be considered that one of the most important factor
of socio-economy development as well as improvement of competitiveness became
an enterprise’s transformation into requirements of knowledge based economy. The
enterprises are searching for competitive advantage concerning quality of products,
manufacturing costs, time of launching products, application of modern information
technologies and using actual and valuable information. To achieve this, first of all
enterprises need to possess the ability of the knowledge potential proper usage
because widely understood enterprise’s development is connected both with the
permanent wining, transformation and usage of knowledge and information [7].

The development of knowledge-based organization is observed from the
beginning of 90 years. Characteristics of this concept development were described
repeatedly in literature [4, 5, 8, 13, 14].

Summarizing the characteristics of the knowledge-based organizations it is
possible to recognize the following features (Fig. 1) [14]:

1. The structure of resources and investments in immaterial sources which con-
stitute the majority element of the organization’s market value. In particular it is
about an intellectual capital which includes:

– Human capital (people and their knowledge, abilities, values, norms, atti-
tudes, opinions, emotional intelligence, etc.),

– Structural capital—understood mainly as an organizational capital, created
by the processes, internal and external, used methods, software, databases
and documents;

– Customer capital created by customers. It reflects their potential value of the
purchased products and services offered by the organization,

– Intellectual property, including patents, licenses, copyright, trademarks,
projects, etc.

2. Knowledge management understood as conscious and intentional knowledge
management, including aspects of strategy, structure, culture, technology and
people.

3. Shaping the relation with the environment using one’s knowledge to get the
beneficial localization in the economy network. These relations are also a base
of the knowledge transfer from the organization’s environment, confronting
with own knowledge and creating new knowledge resources.

4. Organizational structure characterized by the high flexibility, openness for
environment in frames of network and virtual structures, the broader exploita-
tion of temporary teams and forming positions or teams for the knowledge
management.
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5. Organizational culture adapted for the new conditions and supporting the
knowledge management: intellectual programs of people behaving supporting
knowledge creation and transfer, learning culture, team working as well as the
mutual confidence in human relationships.

6. Specific roles and scopes of people work. Widening the range and scope of
people activities as well as the pressure on the initiative and searching for the
system improving possibilities.

The set of above features of the knowledge-based organization has evolved for
years and still doesn’t constitute the uniform concept, although it seems that
divergences aren’t widening indeed in a few last years. These features are certain
aggregate definitions with the unclear border. For example, the sixth feature:
specific roles and scopes of people work seem to be a part of the fourth feature:

Fig. 1 Themain features of the knowledge-based organization (source own study on the basis on: 7)
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organizational structure. It is also obvious, that it is not only point of view, and
intellectualizing of variables being characteristic of an examined object depends on
a view point and the purpose of research. The existing diversity of the concept is a
natural consequence of the system approach to the scientific researches. The whole
of descriptions of the object from the different viewpoints gives the quite com-
prehensive image. The described above set of six categories of the knowledge-
based organization has the model character containing features universally recog-
nized of such an organization [8].

3 Information and Communication Technologies
(ICT) and Decision Making Process

Information technologies are a critical factor for the effective operation and pros-
perity of modern organizations. However, management and dissemination of
information is a central for the enterprise [15]. Also other result of ICT application
in enterprise is depart from hierarchical organizational structure which very often
lead to communication barriers, mistakes in information flow as well as wasting
human knowledge [11]. Moreover, ICT are considered as a one of the most
important factors of modern enterprises development and competitiveness. ICT
usage influence also on a number of indicators allowing for competitiveness esti-
mation. These indicators are following: costs reduction, quality improvement,
increasing production flexibility, products and technology innovativeness, extend-
ing products assortment and productivity, introducing into international markets [3].
Moreover, thanks to the information infrastructure and proper software it is possible
a quite fast coordination of all tasks carried out in enterprise. Besides, one of key
factors of enterprise’s management system in a context of knowledge based
economy is including information technologies into widely understood decision
making and management processes. In that meaning, these technologies are treated
as one of determinants of enterprises’ transformation into knowledge based econ-
omy, enabling not only for increasing but also for creating of new organizational
knowledge. Furthermore, information technologies may dramatically enhance the
coordination and control capacity of the enterprise, so that way can stimulate
increased use of management system. ICT removes distance and time constrains in
accessing required information flows and hence improves the coordination of
activities within organizational boundaries. ICT affects planning systems by
improving organizational communication as well as by enhancing organizational
flexibility [18], however, the application of advanced IT corresponds to an incre-
mental process of organizational capability and strategic impact [18].

If we generalize well-known attitudes to the structure of decision making process
we may identify following steps: (1) Identification of the problem and goal setting,
(2) Information gathering, (3) Alternative decisions development, (4) Choice of the
decision based on the criteria formulated, (5) Decision implementation and control,
(6) Results valuation.
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ICT have an impact on process of making of managerial decisions on every step
proposing standard or adopted procedures and techniques. Nevertheless we can’t
apply standard ICT decision making procedures to management of knowledge-
based enterprises because of above mentioned peculiarities. Actually every step
needs to be changed since it’s necessary to use decision making tools adequate to
the object to be managed. It’s necessary to intellectualize these ICT procedures by
involving into decision making an experience of managers. There are few tools
allowing to incarnate human experience into ICT procedures. Such a tool which got
a title of fuzzy sets theory was proposed by Zadeh [21].

4 Fuzzy Sets as a Tool for Decision Making: Example
of Strategic Management

The process of strategic management decision making may be presented as a graph
(Fig. 2). Every vertex means a point of strategic decision making where choice
among some number of alternative strategies is available. If strategy Sij will be
chosen at vertex “i”, it will be implementing during definite period of time up to the
moment when monitoring of business environment will show a necessity of strategy
change or modification (vertex j, Fig. 2). A new choice is to be done by enterprise.

Let’s propose that there are three possible scenarios of the external environment
future development in vertex “i” of the graph: optimistic, pessimistic and moderate.
Top management of the enterprise has developed three strategies to choose for
every scenario. Let’s assume that probability of optimistic, moderate and pes-
simistic scenarios will be poi; p

m
i and ppi ; correspondingly (Fig. 3).

The task will be formulated as follows: to determine poi; p
m
i и ppi dependently on

the results of analysis of external business environment done by experts.

poi þ pmi þ ppi ¼ 1 ð1Þ

poi � 0; pmi � 0; ppi � 0; i 2 1; n;
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Fig. 2 The process of
strategic management
decision making (source own
study)
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Intellectualizing of decision making process means into this process of human
experience through involvement of qualified experts [17]. The most convenient way
for experts to assess opportunities and threats presented by an environment is to use
linguistic scale as proposed below:

1. Opportunities are dominating, no principal threats
2. More opportunities fewer threats
3. Opportunities and threats are equal
4. More threats fewer opportunities
5. Threats are dominating, no principal opportunities

There are an essential number of tools for external analysis, check-lists and
questionnaires, based on different methodologies: SWOT-analysis, PEST-analysis
[9], PESTEL-analysis, GETS model, etc. Top managers of an enterprise as experts
may use any proper tool for correct and comprehensive assessment. Thus the main
task is to transform qualitative results of assessment located on linguistic scale into
quantitative figures, to digitalize it. The idea of digitalization rests on fuzzy sets
theory.

The idea of fuzzy sets theory was proposed by Zadeh [21]. A lot of different
applications of fuzzy sets were developed which proved reliability of this tool.
Generally speaking a real fuzzy number N [α, β, γ] is an interval around the real
number β with the elements in the interval being partially present. μN(x) is Ψ1(x), if
α ≤ x ≤ β, is Ψ2(x), if β ≤ x ≤ γ, and is 0, otherwise [1]. Partial presence of an
element is defined by membership function μN (β): → [0, 1], where [0, 1] means
0 ≤ β ≤ 1. The other way to describe fuzzy set N including membership function is
the following: N ¼ b; lN bð Þf g.

A lot of different applications of fuzzy sets theory were proposed for different
managerial [20], economic [6], [12] and engineering [10] tasks. Nevertheless there
are few researches devoted to application of fuzzy sets to strategic management.

j

ii

s k

po

pm
ppi

i

i

Fig. 3 Probability of
optimistic, moderate and
pessimistic scenarios (source
own study)
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Let introduce linguistic variable Z describing the relationship between oppor-
tunities and threats as it’s presented in Table 1.

Let introduce dj—result of assessment of an expert j (dj 2 1, 2, 3, 4, 5).
According to the fuzzy set theory membership for set N can be expressed through
μN(x)—membership function with an interval [0, 1]. It can be described for every dj
by the following fuzzy sets Ns, s = 1, 2, 3, 4, 5, according to expert’s choice.

N1 ¼ b1; lN b1ð Þð Þ; b2; lN b2ð Þð Þ; b3; lN b3ð Þð Þf g; if dj ¼ 1; ð2Þ

N2 ¼ b2; lN b2ð Þð Þ; b3; lN b3ð Þð Þ; b4; lN b4ð Þð Þf g; if dj ¼ 2; ð3Þ

N3 ¼ b3; lN b3ð Þð Þ; b4; lN b4ð Þð Þ; b5; lN b5ð Þð Þf g; if dj ¼ 3; ð4Þ

N4 ¼ b4; lN b4ð Þð Þ; b5; lN b5ð Þð Þ; b6; lN b6ð Þð Þf g; if dj ¼ 4; ð5Þ

N5 ¼ b5; lN b5ð Þð Þ; b6; lN b6ð Þð Þ; b7; lN b7ð Þð Þf g; if dj ¼ 5; ð6Þ

for j = 1, 2, 3,.., E,
E—number of experts assessing the environment.
Thus quantitative description of the fuzzy sets Ns including membership func-

tions for one expert are presented at Table 2.
Let’s take the following distribution of domains and corresponding scenarios of

the future development of business environment:

Table 1 Recommended fuzzy scale for linguistic variable Z

# Expert assessment Scale

1 Threats are dominating, no principal opportunities 0 < z < 0.333

2 More threats fewer opportunities 0.167 ≤ z < 0.5

3 Opportunities and threats are equal 0.333 ≤ z < 0.667

4 More opportunities fewer threats 0.5 ≤ z < 0.833

5 Opportunities are dominating, no principal threats 0.667 ≤ z ≤ 1

Source own study

Table 2 Membership functions for fuzzy sets

Fuzzy set Element of fuzzy set and membership function for fuzzy set element

N1 0, 0.5 0.167, 1.0 0.333, 0.5 0.5, 0.0 0.667, 0.0 0.833, 0.0 1.0, 0.0

N2 0, 0.0 0.167, 0.5 0.333, 1.0 0.5, 0.5 0.667, 0.0 0.833, 0.0 1.0, 0.0

N3 0, 0.0 0.167, 0.0 0.333, 0.5 0.5, 1.0 0.667, 0.5 0.833, 0.0 1.0, 0.0

N4 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.5 0.667, 1.0 0.833, 0.5 1.0, 0.0

N5 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.0 0.667, 0.5 0.833, 1.0 1.0, 0.5

Source own study
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(0, 0.333)—pessimistic scenario (see Table 3—a part a presented as an italic font);
(0.333, 0.667)—moderate scenario (see Table 4—a part a presented as an italic font);
(0.667, 1.0)—optimistic scenario (see Table 5—a part a presented as an italic font).

In case if we take into account that we use normalized fuzzy set, we receive the
following scenario zone inside of matrix of membership functions for fuzzy sets.

Let’s introduce rsf as an element of a fuzzy set s and qsf as a membership
function for corresponding fuzzy set element at matrix presented at Table 2, we may
count probability for one expert assessment (generalized assessment of few experts)
in a following way.

Step 1. Counting of Pi—intermediate assessment of probability, i = 1, 2, 3.,
reflecting a frequency of choice done by expert:

P1 ¼
X3
f¼1

r1fq1f ; P2 ¼
X5
f¼3

r2fq2f ; P3 ¼
X7
f¼5

r3fq3f : ð7Þ

Table 3 Pessimistic scenario zone inside of matrix of membership functions for fuzzy sets

Fuzzy set Element of fuzzy set and membership function for fuzzy set element

N1 1, 0.5 0.167, 1.0 0.333, 0.5 0.5, 0.0 0.333, 0.0 0.167, 0.0 1.0, 0.0

N2 0, 0.0 0.167, 0.5 0.333, 1.0 0.5, 0.5 0.333, 0.0 0.167, 0.0 1.0, 0.0

N3 0, 0.0 0.167, 0.0 0.333, 0.5 0.5, 1.0 0.333, 0.5 0.167, 0.0 1.0, 0.0

N4 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.5 0.333, 1.0 0.167, 0.5 1.0, 0.0

N5 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.0 0.333, 0.5 0.167 1.0 1.0, 0.5

Source own study

Table 4 Moderate scenario zone inside of matrix of membership functions for fuzzy

Fuzzy set Element of fuzzy set and membership function for fuzzy set element

N1 1, 0.5 0.167, 1.0 0.333, 0.5 0.5, 0.0 0.333, 0.0 0.167, 0.0 1.0, 0.0

N2 0, 0.0 0.167, 0.5 0.333, 1.0 0.5, 0.5 0.333, 0.0 0.167, 0.0 1.0, 0.0

N3 0, 0.0 0.167, 0.0 0.333, 0.5 0.5, 1.0 0.333, 0.5 0.167, 0.0 1.0, 0.0

N4 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.5 0.333, 1.0 0.167, 0.5 1.0, 0.0

N5 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.0 0.333, 0.5 0.167 1.0 1.0, 0.5

Source own study

Table 5 Optimistic scenario zone inside of matrix of membership functions for fuzzy

Fuzzy set Element of fuzzy set and membership function for fuzzy set element

N1 1, 0.5 0.167, 1.0 0.333, 0.5 0.5, 0.0 0.333, 0.0 0.167, 0.0 1.0, 0.0

N2 0, 0.0 0.167, 0.5 0.333, 1.0 0.5, 0.5 0.333, 0.0 0.167, 0.0 1.0, 0.0

N3 0, 0.0 0.167, 0.0 0.333, 0.5 0.5, 1.0 0.333, 0.5 0.167, 0.0 1.0, 0.0

N4 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.5 0.333, 1.0 0.167, 0.5 1.0, 0.0

N5 0, 0.0 0.167, 0.0 0.333, 0.0 0.5, 0.0 0.333, 0.5 0.167 1.0 1.0, 0.5

Source own study
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Step 2. Counting of pi—probabilities of pessimistic, moderate and optimistic
scenarios, i = 1, 2, 3, correspondingly.

To count probabilities we need no normalize the intermediate assessment of
probabilities according to following formula

pi ¼ Pi

.X3

i¼1
Pi: ð8Þ

Check capacity of the model to work by counting values of pi for practical case
of choice of expert equal 3. In that case counting will be as follows

P1 ¼ 0� 0:0þ 0:167� 0:0þ 0:333� 0:5ð Þ ¼ 0:167;

P2 ¼ 0:333� 0:5þ 0:5� 1:0þ 0:333� 0:5ð Þ ¼ 0:833;

P3 ¼ 0:333� 0:5þ 0:167� 0:0þ 1:0� 0:0ð Þ ¼ 0:167:

ð9Þ

The normalization gives following values of probabilities

P1 ¼ 0:143; p2 ¼ 0:714; p3 ¼ 0:143: ð10Þ

Thus, the most probable scenario in given case is the moderate one. That fact
gives to top managers of an enterprise crucial about the future.

Limitations:
As stated in [1] all of fuzzy sets theory applications are to be proved by practice.
This particular application isn’t an exception. Only comparison of results of
modelling with practice can prove how good this model fits to real practice of
strategic decision making. Moreover we should hope that management of enterprise
is qualified enough to be able to develop alternative strategies for different scenarios
of future business environment development. One more limitation is connected with
number of experts involved into assessment of business environment and number of
factors taken into consideration by the experts. A simplified model of strategic
choice is described in the paper based on model of only expert involved (or few
experts proposing agreed opinion). Number of factors is also limited by the only
one (or reduced from few to agreed one by experts).

5 Conclusions

Knowledge-based enterprise management needs an adequate decision making
system which fits to modern challenges of global economy. The most convenient
system for knowledge based enterprise intellectual one. The process of intellectu-
alization in strategic decision making is connected with involvement of human
experience. The paper presents a tool for intellectualization of strategic decision
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making process based on fuzzy sets theory. The fuzzy sets approach allowed
implementing human expertise into computer based information technologies.
Practical sample of counting of value of probabilities for three alternative scenarios
of the future business environment development confirmed a capacity of the model
to work.
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Computer Science PhD Program
Evaluation Proposal Based on Domain
and Non-domain Characteristics

Jan Werewka and Michał Turek

Abstract There is increasing interest in PhD studies, also referred to as 3rd level
studies. PhD studies for employees in the IT sector should be mostly focused on
strategic fields, advances in software engineering, and software system engineering,
however IT architecture should also be an important part of these programs. This
evaluation of PhD programs is concerned with their width, depth, quality, and value
to the IT industry. It is important to distinguish domain and non-domain charac-
teristics when designing PhD studies. This paper is concerned with establishing a
part-time doctoral program in computer science in the context of cooperation with
the IT industry. The results of analysis and evaluation of part-time studies are
described.

Keywords Phd studies � IT architecture � Software architecture � Computer
science � Education

1 Introduction

In the IT sector there is a demand for experts who are able to take a broad view and
recognize the whole spectrum of issues, while at the same time being capable of
conducting in-depth scientific research. The proposed part-time PhD program
allows its participants to reconcile professional activity with developing valuable
new skills.
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A PhD program in IT engineering provides an opportunity to develop engineers
with the advanced knowledge and innovative skills which benefit the IT sector. In
the “Bologna Declaration” [1] the European Union (EU) promotes consistency and
mobility in the field of higher education. The Declaration introduced a framework
for achieving compatibility by recommending a clear demarcation between
undergraduate degree studies (1st level, at least 3 years of coursework), graduate
studies (2nd level, 2 years of coursework), and doctoral degrees (3rd level, 3 years).
Report [2] ascertains that the US system of graduate education is a strategic national
asset. This report examines the data behind this assertion, and proposes a set of
recommendations to strengthen U.S. graduate (including PhD) education in part-
nership with industry and government.

The course is organized by AGH University of Science and Technology, Faculty
of Electrical Engineering, Automatics, Computer Science and Biomedical
Engineering, Department of Applied Computer Science. The three-year, part-time
IT PhD program is based, on average, on 16 weekend sessions per year in the first
two academic years, beginning in October and ending in June. The third year
concentrates on PhD thesis consultancy and passing doctoral exams.

The goal of the project presented in this paper is to propose PhD studies for
professionals specializing in IT architecture who work in the IT sector and the
computer science domain. The term IT architecture should be understood broadly
and means developing architecture, including enterprise, business, application, and
infrastructure architectures. For the sake of clarity, we are considering establishing
part-time PhD studies in the field of computer science, specializing in IT
Architecture. The studies have the following distinctive features:

• Weekend courses allow participants to reconcile the development of knowledge
about information technologies with their professional work.

• Addressed to practitioners who are currently building their professional career
outside university and are preparing for its dynamic future growth.

• In the course of studies, students will be provided with the opportunity to
consolidate their horizontal knowledge about creating efficient IT systems

• Intensive teaching program for the first two years. The first two years of the
course are intended to build expert knowledge about ICT Architecture and
provide the foundations for conducting scientific work.

• Even those students who decide to leave the course after the first or the second
year will gain specialist knowledge of great value in the IT sector.

• The knowledge gained by students will be coherent and will significantly
increase the their value on the employment market.

• The international character of the studies promotes the sharing of experiences
and cooperation which are required globally.

• The implementation of e-learning will facilitate team work.
• The studies encourage assessment of the business value of developed solutions

and projects.
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• The studies support scientific work which addresses the challenges related to the
development of modern technologies and the necessity to develop various
methodologies and optimization of solutions at the appropriate level of
abstraction.

Assuming there is a need for such studies, the following issues arise: (1) how
should the studies be organized, so as to be suitable for employees in the IT sector?
(2) How to identify the PhD studies’ areas of education which are particularly
relevant for cooperation with industry (3) How to obtain high quality studies
(4) How should cooperation with industry be structured to give significant benefits
to both university and industry? These questions are answered in this paper by
investigating domain and non-domain features of the studies.

2 Related Works

The structure of PhD studies was investigated from different perspectives. In paper
[3] a study was performed to understand and develop a theory explaining the
process domestic engineers undergo when developing an interest in obtaining a
PhD in engineering. As a result of the study a framework was provided for
understanding and promoting doctoral education for engineers. Several universities
have established or are considering establishing engineering education research
centers and PhD programs [4] and have set up a space on the Collaboratory for
Engineering Education Research (CLEERhub.org) for information exchange.
The ELLEIEC project, which is focused on Electrical and Information Engineering,
analyzed the situation of PhD students in Europe with the goal of highlighting the
differences between the delivery of diplomas and the adequacy of academic insti-
tution regulations [5]. The same project is intended [6] to highlight several aspects
of the current situation and proposes recommendations in order to facilitate mobility
and exchange in Europe at PhD level. The final part of this work is devoted to
recommendations to European partners in order to improve the present situation and
create a real European space for doctoral studies. Paper [7] presents an innovative
project financed by the European Union that aims to promote quality research in
aeronautics and global PhD education by fostering and financing Doctoral
(PhD) level research, involving the participation of leading universities, research
centers and the Air Traffic Management industry, through a collaborative research
network. The information economy requires skilled industry-based professionals
who can communicate effectively and contribute to the global economy [8].
Moreover, many industries require innovative strategic leaders with solid theoret-
ical and research grounding. Such leaders draw on their education and experience to
develop strategically aligned technical communication practices for specific
domains and industries. The research revealed potential gaps in the availability of
PhD educational opportunities for industry professionals who must work full-time
whilst still in education. In IT companies, IT architects play a strategic role in the
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development of software and in offering a valuable product range. Study [9] shows
a systematic approach to the development and assessment of competences which
could be leveraged in software development companies.

3 PhD Studies Domain Versus Non-domain
Characteristics

General studies are characterized by domain and non-domain features. There are 4
main reference points of PhD study evaluation: pre-conditions, area of studies,
research agenda, and post-conditions (Fig. 1).

The preconditions for applicants are as follows. The applicants should be
graduates of second-cycle university programs in the field of technical sciences,
economics, or natural science, and show the ability necessary to continue education
at the level of doctoral studies. They should have an interest in IT research, a
systematic approach, the ability to formulate research problems, and practical
experience in software development or the application of information technology.
Applicants who fall well short of the preconditions should attend compensatory
classes to gain ECTS level 6.

This may be achieved by attending classes at the IT Architecture Academy [10],
which offers education paths following SEI, ISAQB and Open Group approaches.

Post-conditions state that a PhD degree in computer science is a confirmation of
scientific achievements in computer science and expert knowledge in the domain of
the PhD studies.

The other reference points of the study evaluation are described in subsequent
sections.

Fig. 1 PhD Studies domain versus non-domain characteristics
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4 Non-domain Characteristics Evaluation of PhD Studies

PhD studies should be well-organized, intensive and time efficient. A vast amount
of research needs to be done in order to define the set of features important for
evaluating studies. There are many sources of knowledge regarding the subject.
A good and reliable way to find data is to process multiple search results using
phrases from a kind of dictionary of the most common features. A similar technique
was used for determining non-domain attributes for certified courses [11].

Evaluation basically assumes the establishment of a set of preliminary studies
together with a huge set of possibly important study features. Subsequently, an
iterative feature set improvement process starts. To achieve this, a special dictionary
is established, containing synonyms of features, prefixes, negation phrases, and so
on. A modified standard Google search robot was used to conduct an automated
cross-tabulate search procedure.

Subsequently, query result counts were collected for words based on features
with the use of a preliminary set of PhD studies names.

Table 1 Query results of hit-counts for non-domain features

Non-domain feature Counts

1 Graduation requirement for Admission Bachelor or Master’s degree 37,132

2 IT or similar graduation requirement for admission 10,032

3 Admission exam 4021

4 Proficiency in English needed for admission 503,123

5 Face-to-face presence required 98,110

6 Online (e-learning) courses 930,124

7 Foreign students allowed 600,416

8 Part-time studies mode allowed 9020

9 Obligatory number of hours 80,213

10 Presence of education points (ECTS) 77,610

11 Studies specialization options (Tracks) 309,102

12 Tuition fee 60,430

13 Access to on-line libraries 900,812

14 Fixed length of the studies 60,133

15 PhD thesis fee 90,902

16 Dissertation proposal as a conditions to open PhD thesis 4012

17 Presence of dissertation committee 1273

18 PhD thesis is a condition to defend 10,234

19 PhD thesis public (advertised) defense 40,164

20 Publications as progress measures 86,900

21 Careers perspective defined 66,012

22 Partnership with industry for research on real projects 4051

23 Presence of interdisciplinary levels (coming beyond IT) 2201

24 Predefined studies program (same for all students) 5301

Computer Science PhD Program … 181



Table 1 shows sample results listed with the hit count for each non-program
feature. The total on the left explicitly represents positive search results for each
query.

This is simply a best-effort method for evaluating non-domain features, however
constant improvement means the process must be started with updated data each
time someone wants to evaluate a new PhD program.

An in-depth analysis of the PhD studies market and numerous case studies based
on individual certification schemes helped when choosing non-program features
and rank in terms of the number of appearances. The results obtained from search
engines will be the basis for initial surveys with employees in the IT sector.

5 Domain Characteristics Evaluation of PhD Studies

Areas of the Part-time Doctoral Studies Program are related to solutions which are of
current value for the IT sector. The studies are in the computer science domain,
which means the following 10 segments can be considered: (1) Software engi-
neering, (2) Systems Engineering, (3) IT Management, (4) Information Storage and
Retrieval, (5) Artificial Intelligence, (6) Programming languages, (7) Scientific
Computing, (8) Computer Graphics, (9) Bioinformatics, and (10) Computer
Architecture. Some specializations are well documented, for example the IEEE
Computer Society established a Guide to Software Engineering Body of Knowledge
(SWEBOK Guide [12]). One of the SWEBOK goals is to define educational cur-
ricula for undergraduates, graduates, and continuing education. There are 15
SWEBOK KAs (Knowledge Areas) distinguished.

A PhD student participates in core (basic) subjects that are the basis of
well-justified solutions in the field of IT architecture. These subjects are of an
agnostic nature as they are independent of technological solutions. The following 8
core courses supporting the acquisition of horizontal knowledge are proposed:

• Theoretical Foundation of Computer Science. The curriculum is based
SWEBOK (Software Engineering Body of Knowledge—IEEE Computer
Society) Chap. 13—Computing Foundations [12].

• System Design Engineering. The subject considers that a software system may
be a part of other more general systems. The SEBoK (Systems Engineering
Body of Knowledge Now Available—IEEE Computer Society [13]) could be a
good reference.

• Advanced Data Base Systems. The subject considers topics: Distributed
Databases, Distributed Transaction, Consensus Protocols, No SQL, NewSQL,
Distributed Data Stores, Distributed Stream Processing, Alternative Data
Storage & Model, Data Warehouses, Machine Learning Systems, OLTP/OLAP
Hybrids, Crowdsourcing
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• Software Architecture Design will be based in the first instance on an approach
proposed by SEI (Software Engineering Institute of Carnegie Mellon
University) using four main architecture development steps [14]: quality attri-
bute workshop, attribute driven design, architecture documentation, and eval-
uation of architecture solutions.

• Mathematical Foundation for Computer Science. The subject is based on
SWEBOk (Software Engineering Body of Knowledge—IEEE Computer
Society) Chap. 14—Mathematical Foundations [12].

• Infrastructure Architecture. Infrastructure architecture has a strong influence on
the quality of software systems and includes the following topics: Computer
Networks, Performance Evaluation and Communication Networks, Broadband
Networking Systems, Internetworking Architectures and Protocols, Networked
Applications and Services, Access Management, Management (Deployment,
Provisioning).

• Intelligent Systems. The following topics could be considered: Artificial
Intelligence, Introduction to Cognitive Science, Computer Vision, Case-based
Reasoning, Autonomous Robotics, Multi-Robot Systems, Computational
Perception, Knowledge-Based AI, Machine Learning, Robot Intelligence:
Planning, Natural Language Understanding, Philosophy of Cognition,
Computational Data Analysis.

• IT Project Management Architecture. Knowledge of project management is
important for IT architects. Projects can be realized based on classic (e.g.
PMBOK), agile (e.g. Scrum) or mixed methodologies. The mentioned
methodologies will be consistently and accurately described using ArchiMate IT
architecture notation.

The specialist subjects are optional, which means students may choose subjects
from a list. But to start preparation the following categories of elective subjects can
be distinguished:

• New information technologies and novel IT solutions. In this case students will
be well-prepared to deal with new technologies like cloud computing, big data,
business intelligence, IoT (Internet of Things), social systems, etc.

• Advanced knowledge categories of architects’ competency. In this case students
will be prepared to gain knowledge of at least one advanced level IT archi-
tecture. ISAQB defines an Advanced-Level structure [15] as consisting of
modules focusing on a particular core topic: architecture documentation, agile
software architecture, architecture assessment, evolution improvement of soft-
ware architectures, web architecture, soft skills for software architects, enterprise
architecture management, service-oriented architecture, embedded systems.

• Current IT sector needs. Development is mostly based on adapting existing
software solutions. For the IT sector the following tasks are important: legacy
systems integration, business constraints, legal rules, time-to-market develop-
ment, embedding in different contexts, integration with social environment, etc.

• PhD studies research agenda oriented courses (described in next section).
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The aforementioned part-time studies are planned to start in the 2016/2017
academic year. The core subjects are already defined, however the categories of
elective subjects are still under discussion with IT-sector companies and employees.
After reviews and surveys the mapping which best meets the needs of the IT-Sector
and universities will be selected.

6 Research Agenda

In Poland the performance measures of scientific entities are based on regulations
from the Ministry of Science and Higher Education and consist of 4 basic criteria:
scientific and/or creative achievements; scientific potentiality, tangible benefits of a
scientific activity, intangible benefits of a scientific activity. Some publications
explore the problem more accurately (e.g. [16]). According to these publications,
PhD students should disseminate the results of their work by publishing or giving
presentations at conferences and seminars. Writing scientific papers is necessary in
order to obtain the formal approval of the proposed doctoral research and to gain
acceptance for the defense of PhD thesis (disputation). The Ministry of Science and
Higher Education publishes the number of credits awarded for publication in sci-
entific journals.

The PhD student’s scientific research is additionally supported by subjects and
supplementary activities:

• Subjects that support scientific research intended to prepare PhD students for
scientific research, communicate and commercialize its results, and prepare for
doctoral exams;

• A PhD Seminar which provides students with an opportunity to gain skills with
regard to obtaining information about research results and other scientific dis-
sertations, to carry out their critical analysis (including the assessment of their
own research) and to determine their usefulness and the possibility of practical
implementation of their results.

• Cooperation with a coordinator and a supervisor. Scientific research is con-
ducted under the aegis of a scientific coordinator and, when formal approval of
the proposed doctoral research has been granted, under the aegis of the
supervisor.

It is important that the PhD studies have a recognizable and visible research
agenda. Designing a working agenda is not easy due to the facts that the available
scientific resources are usually overloaded with other tasks, scientific research
partially does not correspond to IT sector needs, and scientific knowledge on dif-
ferent IT re-search fields is dispersed.

The potential benefits of pursuing an intentional community-based development
of a research agenda is presented in paper [17]. On the basis of the results of the
aforementioned paper, a PhD agenda proposition is adapted by defining principles,
goal and services (Fig. 2).
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It is interesting to define the specialized agenda which is of great importance to
the IT sector. Let us consider an example of a requirement for PhD studies on
trustworthy systems, for which leaders who will help protect our cyber systems’
health are needed. The goal of a trustworthy systems program is to develop scholars
with a wider scope than those who emerge from more traditional programs. In [18]
the field of trustworthy systems is reviewed, and the state of trustworthy systems
PhD programs in the US is examined. This example shows that specialized agenda
of PhD studies in computer science could be important for some organizations in
the IT sector.

Currently, the research agenda for the considered PhD studies is under devel-
opment. Areas of the Part-time Doctoral Studies are related to solutions which are
of current value to the IT sector: (1) Research areas related to systems and software
and all aspects of software engineering which are associated with the issue of
software allocation in hardware infrastructure; (2) Research areas related to the
development of software. This concerns the improvement of software development
processes; (3) Research areas related to corporate enterprise architectures, enterprise
IT systems and software development within IT enterprises.

Fig. 2 Principles, goals and services proposed for PhD studies research agenda
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7 Conclusions

Developing university PhD studies that are best suited to the industry is a difficult
but important task. Domain and non-domain features must be considered when
de-signing these studies. The proposed 3rd level part-time studies should be
attractive for specialists from the IT sector, therefore the study program must be
well-organized, efficient, and based on current and important fields of IT technol-
ogy and science.

The quality of studies can be achieved by proper study organization and the
defining and setting of levels of excellence. For university staff it may be difficult to
collaborate with many stakeholders and concentrate on values important to industry
which coincide with university performance measures. For industry it may be hard
to participate in research projects which do not produce results quickly. In general,
the proposal should be beneficial both to universities and the IT sector. The pro-
posed program has been constructed to be internationally recognized.

The road map of the proposed PhD studies initiative includes: official confir-
mation of the program and organization of PhD studies (the first step is complete
and received a positive response from the Faculty); developing cooperation with
industry representatives concerning interest areas, possible candidate profiles, and
expectations relating to research; preparation of video courses for the e-learning
platform.

It is of key importance for IT enterprises to employ highly-qualified specialists
as IT architects and technicians play a strategic role in the development of IT
systems. Competence in this field is directly related to the remuneration such
specialists are offered. Part-time Doctoral Studies in Computer Science are the
perfect solution for practitioners who wish to be perceived as highly-qualified
specialists, and for that reason properly valued.
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Multi-project Scrum Methodology
for Projects Using Software Product Lines

Michał Turek and Jan Werewka

Abstract The article describes a new solution that adapts agile Scrum methodol-
ogy to function in multi-project environments. The goal of this project is a common
software framework which is simultaneously developed by multiple Scrum teams.
We focus on a software framework case which is developed for many customers
concurrently using a software product line characterized by reusable common
functionality. The solution provides a detailed software cost reckoning for com-
monly developed software components which enables companies to settle software
production costs with customers.

Keywords Software product lines � Software development � Agile � Scrum �
UAV

1 Introduction

The basic assumptions of Scrum methodology derive from the studies of professors
Hirotaka Takeuchi and Ikujiro Nonaka. In their paper [1], which is widely regarded
as the source of inspiration for Scrum, the authors presented the so-called holistic
approach that should be very effective for developing innovative products.

The views of H. Takeuchi and I. Nonaka were a direct inspiration for Ken
Schwaber, Jeff Sutherland, and Mike Beedle to formulate the Scrum methodology
containing many references to the principles of Agile Manifesto and the features of
a holistic process. At the 1995 OOPSLA conference, Ken Schwaber presented a
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formal definition of the Scrum methodology [2]. Mike Cohn [3] adopted agile
project development from the perspective of product ownership.

Book [4] presents a systematic description of Scrum, which is the most popular
agile methodology that combines project management and product development.
The authors propose a meta-model and a set of basic concepts to describe different
methodologies of this type. The basic postulate of agile methodologies is to satisfy
the customer’s needs. The incremental approach and frequent exchange of infor-
mation about requirements during project development ensures better predictability
and risk control.

Software product line engineering (SPLE) has received a lot of attention with
regards to improving software development productivity. Clements and Northrop
[5] define a software product line (SPL) as a set of software-intensive systems
(products) that share a common, managed set of features which satisfy the specific
needs of a particular market segment or mission and are developed from a common
set of core assets in a prescribed way. A software product line enables the creation
of a number of similar products by selecting and composing reusable software
artifacts. The key aspect of developing a SPL is to capture the commonalities and
variabilities of soft-ware product line members.

Software product lines which have many common features are introduced in
companies which work for multiple customers. This is a very common situation
which is currently especially important for small and medium size software com-
panies. The main SPL is developed as a framework and is sold under license. This
paper considers a special case in which a customer buys not only a framework
license, but also orders a series of software modifications. These modifications can
in some cases affect the framework, thereby forcing or simply allowing a company
to enhance framework functionality (usually to meet a particular customer’s
requirements). In some cases, when the utility of these enhancements is high, they
can be left within a common framework for future use and re-sale. This article
discusses situations in which a customer pays for ordered software, but the software
itself can be re-used as a part of a framework and therefore should be taken under
consideration in the cost-settlement field. This software evolution pattern is very
common in small companies which provide, for example, long-term highly cus-
tomized Internet service products of some kind (Fig. 1).

Another issue considered is the framework branching problem. Continuous
frame-work modifications from many sources can easily cause software line
branches in framework development. There is no agile methodology that can
successfully deal with this situation.

There is some discussion about contracts with agile teams. The goal presented in
paper [6] is to meet the customer’s needs while maintaining commitment to agile
practices. The different types of contracts are discussed there: Time and Materials
(T&M), Hybrid of T&M and Fixed Price, Fixed Scope, and Fixed Schedule con-
tracts supporting agile development. Paper [7] presents experience gained from
conducting collaborative contracts which supported agile development and
encouraged efficient collaboration between customer and supplier.
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Working with different customers on similar projects can result in inconvenient
situations in which some customers are not clear about what they are paying for.
The goal of the work described in this article is also to establish effort and cost
effective methods for common software framework management using a Scrum
agile approach. For this situation a story point trading technique will be used which
allows the estimation and negotiation of the cost of a product which is developed in
non-exclusive mode (meaning it will also be re-used by an SDC (Software
Development Company)).

2 Adapting Scrum Methodology for a Multi-project
Environment

It is common knowledge that Scrum agile methodology is used when requirements
are unstable and a job must be divided into small iterations characterized by conse-
quent product business value increase, while reducing the risk of software devel-
opment. The methodology defines two special registers called Product backlog
(aggregates tasks to be done), and Sprint backlog (jobs to be done in the current
iteration—called Sprint). The methodology also assumes precise effort settlement
with a scalar velocity measurement (usually using a story-points scale or similar). The
product backlog is reduced after each iteration until a final business-worthy product
version is released. Then the development process may be continued in order to
achieve another product version which is bound to another product’s backlog entries.
In a classical Scrum approach there are many types of Sprint cost settlements.
The easiest and most popular way is to settle each sprint as the fixed amount of

Fig. 1 Common framework with re-usable content
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men-hours spent on it (sprint has a fixed running time expressed in working days)
(Fig. 2).

A multi project environment assumes that Scrum teams in a company are working
on different products (or product components). In such an environment there are
human resource collisions, module integration problems, and other well-known
issues for which solutions exist. A special situation arises when some parts of a
product being developed can be re-used by many Scrum teams at the same time
(same iteration) or at a later time (subsequent). The common part of the software
must be man-aged somehow, but no methodology yet exists for this scenario. The
situation be-comes slightly more complicated when there are many similar ongoing
projects in a company due to the fact that there many Scrum teams working at the
same time. People in these teams will be working on different projects but with
common resources involved. Methods for resource sharing in such cases are
well-known so will not be considered now. But an interesting question arises: how
can a product increment be re-used in real time and how can product development
cost be calculated using story-points or other effort accounting systems?

3 Developing Common Software Framework in a Scrum
Multi-project Environment

In the proposed approach multiple product backlogs will be used. One for a special
team developing common framework software and a few others for Scrum teams
working for different customers on products which are extensions of a common
framework. Each product backlog will contain a sorted set of Stories (as it should
be in Scrum classical methodology) (Fig. 3).

Decomposed items in the product backlog will be estimated in a special way by
not only generating an effort estimation measured in story points (usual Scrum
procedure), but also by making a relation that expresses the level of interest in a

Fig. 2 A typical cost estimation in a Scrum multi-project environment with isolated Scrum teams
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story for Scrum teams in an SDC. This factor’s value will be negotiated between the
Product owner and the Scrum team during the estimation process (the Scrum team
here represents SDC strategy). If the SDC finds some story worth putting in a
common frame-work (meaning: “it could be used again”), the Scrum team starts
negotiations with the Product owner. There are two goals for such negotiations:

• A factor value agreement. The factor itself is just a value in the range 0 to 1
which expresses the interest of product owners in some story. A factor value of
1 means the functionality described by the story is developed exclusively for the
product owner. Lower values mean the SDC is also interested in placing the
story’s product increment in a common framework.

• Choice of Scrum team activity. A Scrum team may be assigned to either
developing customer functionality only, or working on common software
framework functionality. At this point negotiations could result in:

– A story being moved to a common framework Product backlog, further
decomposed and processed by a common software framework Scrum Team,

– A story remaining in the current backlog, but, due to its reusability, the
product owner not paying the full cost for the story points used.

In many situations a story will indeed be moved to a common software
framework product backlog. This is preferable for the following reasons.

• Due to familiar technology, a common framework Scrum team can more effi-
ciently lead framework development and achieve significantly better product
quality as the product architecture is also familiar,

• In some cases there is a chance of immediate product increment reuse, when at
least two customer’s projects concurrently need it.

A story is ready for development (DoR—Definition of Ready) when it is clear
and the team has all the information needed to proceed with the story. The DoR
metric should be accompanied by a Scrum INVEST or similar rule. Bill Wake used
the acronym “INVEST” [8] to define the characteristics of a good story (I—
Independent, N—Negotiable, V—Valuable, E—Estimable, S—Small, T—
Testable). The proposed approach allows a story to be placed in a sprint

Fig. 3 Multiple product backlogs with a common framework product backlog
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backlog only if it is small enough to say who should accomplish it (a common
software framework Scrum team or a dedicated one).

Common software framework Scrum team planning meetings will be held in the
presence of all product owners who send their stories (hi) to the common software
framework product backlog (PBL), thus making further story decomposition
possible.

PBL ¼ h1; . . . hi; . . .hnf g ð1Þ

If some stories are moved to a common software framework product backlog, the
product owner pays for the stories done by a common software framework Scrum
team in accordance with the formula:

Domain TeamPayment hið Þ ¼ CSDT
DTSP hið Þ

VDT
f ðhiÞ ð2Þ

.

• CSDT—Cost of a sprint for the domain team
• DTSP(hi)—is the amount of story points used (assigned to a story during last

estimation) by domain team for history hi,
• VDT—is a common framework (domain) Scrum team’s velocity for a sprint

(expressed in story points),
• F(hi)—is a reducing factor for a story payment.

There could always be a situation in which two or more customers (product
owners) are interested in developing the same functionality. In such a case, the cost
can be split using common software framework (domain) team.

When a story is of interest to the SDC but is not moved to a framework team, the
Product owner receives a discount according to the formula:

Application TeamDiscount hið Þ ¼ CSAT
ATSP hið Þ

VAT
ð1� f hið ÞÞ ð3Þ

• CSAT—Cost of a sprint for the application team
• ATSP(hi)—is the amount of story points assigned during last estimation by

application team for history hi,
• VAT—is an application Scrum team’s velocity for a sprint (expressed in story

points),

A story-point factor negotiation technique allows effort values to be estimated
for newly developed common software framework components with a fair division
of development costs.
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4 Scrum Approach to Software Product Lines

When developing an SPL it is necessary to solve the following problems [9]:
(1) software development for reuse in domain engineering; (2) platform definition,
which consists of defining a basic product line architecture for which common and
variant features are planned and defined; (3) development with reuse in application
engineering, meaning that using reusable assets inside the product line architecture
ensures that a specific product is obtained.

In the literature some examples are given for adoption of the SPL approach to
agile methods and feature relation which may be used for the development of
effort calculation. The research [10] explores the interoperability and comple-
mentarities of the lean and agile approaches in combination with a software
product line engineering approach. This is based on: (1) complementing archi-
tectural issues in large scale lean and agile development and (2) providing
methodological guidance to make product line engineering more agile and effi-
cient. In [11] a practical method for variation management with respect to
pair-wise feature interactions is presented. In [12] an architectural approach is
presented that supports multiple concerns. The approach presented in this paper
comprises two complementary parts: (1) an update viewpoint that defines the
conventions for constructing and using architecture views to deal with multiple
update concerns; (2) a supporting framework that provides an extensible infras-
tructure supporting integrators of an SPL.

In [13] the application of Software Product Line (SPL) technology in the video
game domain is explored by exploiting differences in various video game platforms
in order to design a variable component-based software product line architecture for
a multiplatform video game. The approach consists of constructing a feature
dependency model for describing variability in multiplatform video games. Existing
approaches have several limitations, such as a lack of quantitative measurements or
the need for existing valid products and intensive human effort for the assessment.

In our solution it is important to find the relation between the customer’s
products and the produced software components according to the software line
principle (Fig. 4). Customer 1 is interested in product 1, customer 2 uses product 2
and so on. Each of the products is characterized by features which might be
common for different products and are elements of one or several Scrum product
backlogs. The teams develop software by delivering core, variable or custom
software components.

Table 1 shows the relation between products and components and may be used
in calculating the costs of Scrum multi-project contracts. From the table it can be
deter-mined in which products a given component will be included. In this way an
effort and cost path can be determined.

Multi-project Scrum Methodology … 195



5 Development of a UAV System Based on SPL

There many success stories in developing software using the software product lines
approach. An interesting case is the development of a UAV (Unmanned Aerial
Vehicle) system. Development of such innovative systems causes changes of
product line at both application and domain level. The UAV system structure may
consist of the following subsystems (Fig. 5):

Fig. 4 Scrum software product line structure

Table 1 Relation between products, features and components

Products Components

P1 P2 P3 C1 C2 C3 C4 C5 C6 C7 C8 C9

Features F1 X X X X X X

F2 X X X X X X X

F3 X X X X X

F4 X X X X

F5 X X X

F6 X X

F7 X X X
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1. UAV equipped with

(a) Flight Control System, responsible for transporting a pay-load.
(b) Mission System, the part of the system responsible for the pay-load.

2. Ground Control station, which is responsible for UAV remote control, landing
and take offs, route planning, etc.

3. Docking station, used for UAV battery regeneration and as an interface for the
Ground Control Station and the Data Processing System.

4. Data Processing system, used for processing on-line and off-line mission data.
The system is responsible for appropriate data storage.

5. Business Intelligence System, used to investigate dependencies and reasoning of
the current set of missions

Considering the aforementioned subsystems, it can be said that candidates in an
SPL for core elements are subsystems (1) a, (2), (3), (4) and the candidates for
variable or custom subsystems are (1) b, (5).

When developing SPL architecture it is important to know the different types of
existing architectures. In [14] the architecture description for a small UAV is given.
The system is composed of a sensor subsystem, a navigation and control subsystem,
a wireless communication subsystem, an avionics subsystem, a power management
subsystem, and an actuator subsystem. In [15] a HAMSTER data communication
architecture is proposed in order to help developers of unmanned aircrafts effi-
ciently implement communications in UAS by considering internal and external
communications. In [16] a Flight Control System Gateway is designed to facilitate
exploitation of data obtained from the autopilot. The gateway provides a
hardware-independent interface that isolates payload components from the autopilot
specificities, thus eliminating dependencies on a particular autopilot solution. These
subsystems are integrated into an overall avionics solution which is based on a

Fig. 5 UAV system selected components
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publish/subscribe architecture pattern and a LAN based distributed hardware
architecture.

A UAV may have very broad applications. An atmospheric pollution
monitor-ing system was chosen as an example. The goal of such a system is on-line
pollution monitoring for decision making and the development of environmental
policies, with the goal of reducing the impact of pollution on ecosystems and
human health. In paper [17] a method is described which uses sensors mounted on
vehicles to automatically detect air pollution and fog. The described system consists
of sensors which acquire their primary data from cameras and Light Detection and
Recognition (LIDAR) instruments.

Different users of pollution monitoring systems can be distinguished. Some
examples are: (1) Individuals or families (e.g. planning an excursion in an urban
area); (2) People with allergies or breathing problems like asthma (e.g. planning to
go outside); (3) Schools (e.g. planning different sports activities outside for chil-
dren); (4) Early warning systems for municipal operation; (5) Urban planning used
for air pollution reduction. There are different types of pollution sensors which can
be wearable, mounted on vehicles or UAVs, or installed in fixed positions
(buildings, weather stations, etc.). The specialization of pollution sensors may differ
significantly: (1) Personal environmental sensors, which are wearable sensors
connected to or integrated with smart phones; (2) Pollution sensor stations installed
on fixed points or on vehicles measuring air pollutants; (3) LIDAR (Light Detection
and Recognition) used to detect small concentrations of air pollutants.

In Fig. 5 a segment of UAV systems is presented which shows the structure of
sensors for flight control and mission systems. The mission could be to obtain e.g.
Air Quality Indexes [18] to enhance environmental awareness. The presented dis-
cussion aims only to be an overview of possible pollution system monitoring
solutions, and is not intended to demonstrate the full picture.

6 Conclusions

In the paper a solution is presented for dealing with an agile approach in a
multi-project environment which produces software with similar features for
different customers. The proposed solution may be applied to small companies
which produce their own software product lines. The development process is still
based on classical Scrum story sorting procedures, but allows story migration
between different product backlogs. New common software framework compo-
nent development is estimated with a fair cost division between all interested
parties. It is possible to identify story similarity not only within one product
backlog, but between product backlogs led by different product owners. A UAV
systems case study shows a possible approach to software product lines in an agile
environment.
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Test Scenarios and Validation Results
of POP Methodology

Grzegorz Kołaczek, Paweł Świątek, Jerzy Świątek,
Krzysztof Brzostowski, Adam Grzech and Arkadiusz Sławek

Abstract The paper presents the results of quantitative and qualitative assessment
of effectiveness of POP Methodology (a selection of agile methods of analysis,
planning and optimization of business process management information systems,
developed by a team of researchers at PWr). In particular, the POP Methodology
evaluation metrics are proposed, focusing mainly on the process of software pro-
duct development and the product quality assessment in various stages of the
process. Factors such as duration, experience and size of a development team are
considered. The proposed metrics are discussed and illustrated based on a few
selected examples.

Keywords Software development � Process metrics � Evaluation

G. Kołaczek (&) � P. Świątek � J. Świątek � K. Brzostowski � A. Grzech � A. Sławek
Chair of Computer Science, Wrocław University of Technology,
Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland
e-mail: grzegorz.kolaczek@pwr.edu.pl

P. Świątek
e-mail: pawel.swiatek@pwr.edu.pl

J. Świątek
e-mail: jerzy.swiatek@pwr.edu.pl

K. Brzostowski
e-mail: krzysztof.brzostowski@pwr.edu.pl

A. Grzech
e-mail: adam.grzech@pwr.edu.pl

A. Sławek
e-mail: arkadiusz.slawek@pwr.edu.pl

© Springer International Publishing Switzerland 2016
J. Świątek et al. (eds.), Information Systems Architecture and Technology: Proceedings of 36th
International Conference on Information Systems Architecture and Technology – ISAT 2015 – Part III,
Advances in Intelligent Systems and Computing 431, DOI 10.1007/978-3-319-28564-1_17

201



1 Introduction

The goal of the research presented in this paper is quantitative and qualitative
assessment of effectiveness of the POP Methodology [1–3]. The POP Methodology
facilitates selection of methods of analysis, planning and optimization of business
processes managed in domain-specific enterprise resource management information
systems. The results of the assessment will be used to plan and implement
improvements of some elements of the POP Methodology in its next versions.

In order to test and validate the POP Methodology and tools supporting the
Methodology, implemented in the POP Platform [1, 4] a number of test scenarios
have been developed based on examples of real business processes in transportation
systems. The next part of the paper describes evaluation methods used to assess the
POP Methodology and how they were executed in a dedicated and preconfigured
validation environment. The results of the evaluation focus mainly on the devel-
opment process defined by the POP Methodology and on quality assessment of
software products developed using this process.

The POP Methodology proposes a complete procedure to be followed by
development teams specializing in solving optimization problems. It defines a series
of steps, from the very beginning of business analysis, through the structured
specification of an optimization problem, to the final delivery of a prototype
solution—a software implementation of an algorithm solving an identified opti-
mization problem. The POP Methodology also defines a set of technics and soft-
ware tools which support the procedure [1, 4]. These elements are as follows:

• A tool to assist work of an analyst
• A method for identifying optimization needs,
• A collection of dictionaries and corresponding development tools,
• A repository of optimization problems models,
• A method for selecting or generating algorithms solving optimization problems,
• A repository of algorithms solving optimization problems.

2 Related Works

There are more than fifty software development methods and techniques which are
currently in use and many more hybrids combining elements of multiple approaches
into a final one. The set of the development methods starts with the traditional
waterfall approach, goes through some proprietary methodologies and ends with
various types of agile frameworks. Some examples (in no particular order) are: the
Rational Unified Process (RUP), the Team Software Process (TSP), V-Model
development, Microsoft Solutions Framework, the Structured Analysis and Design
Technique (SADT), Evolutionary Development (EVO), Extreme Programming
(XP), PRINCE2, Merise, model-based development, and many more [5–8]. All
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these methods and techniques vary in complexity, scope, application and other
aspects. Even if only a handful of them are compared and a few common elements
are being investigated, that is still quite a significant amount of information to be
collected and analyzed [9]. This is why extensive studies on comparison of different
software methodologies are not very frequent [10, 11]. In result, quite frequently the
choice of software development methodology has no rational justification and is not
based on making a technical decision [13]. Many companies do not even attempt to
evaluate alternative methods, but merely adopt the most popular, which today
constitute the many faces of agile [10]. Nevertheless, over the years some objective
measures have been defined and applied to assess the effectiveness of method-
ologies and (more often) their execution in software development projects.

The most frequent attempt to compare processes of software development is
performed using three major domains [11]:

• Speed: Development schedules, effort,
• Quality: Software quality in terms of delivered defects,
• Economics: Total Cost of Ownership (TCO) and Cost of Quality (COQ).

There are sets of measures defined for all of the above domains. These software
development metrics can be classified into three groups:

• Product metrics,
• Process metrics,
• Project metrics.

The product metrics describe characteristics of a product such as size, com-
plexity, design features, performance, and quality level. The process metrics can be
used to improve software development and maintenance. Examples include:
effectiveness of defect removal during development, pattern of testing defect arrival
and response time of the fix development process. The project metrics describe
project characteristics and execution. Examples include: number of software
developers, staffing pattern over software lifecycle, cost, schedule, and productivity.

Some metrics belong to multiple categories. Software quality metrics are a
subset of software development metrics that focus on the quality aspects of the
product, process, and project. In general, the software quality metrics are more
closely associated with process and product metrics rather than with project metrics.
Nonetheless, project parameters such as the number of developers and their skill
levels, the schedule, the size, and the organization structure certainly affect the
quality of the product.

Product quality metrics can be divided further into end-product quality metrics
and in-process quality metrics. One can view quality from the entire software
lifecycle perspective and, in this regard, one should include metrics that measure the
quality level of maintenance process as another category of software quality metrics
[5, 6, 9].

In the next chapters selected metrics are presented and discussed in two main
groups of software quality aspects: product quality and process quality.
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3 The POP Methodology Process Metrics and Process
Quality Evaluation

The POP Methodology has been validated and analyzed using quantitative and
qualitative measures. A set of process metrics has been proposed based on stan-
dards and best practices dedicated to the evaluation of software development pro-
cess quality [3, 12] and included the following:

1. Time and resource consumption (quantitative measures: time, cost, number of
experts and level of expertise required)

(a) Time required for a task completion (measure: number of days)

(i) Time required for business analysis—corresponds to the “Task
description” step of the POP Methodology

(ii) Time required for consultations with a customer—corresponds to the
“Task description” step of the POP Methodology

(iii) Time required for problem modeling using Process Optimization
Platform tools—corresponds to the “Problem modeling” step of the POP
Methodology

(iv) Time required for a new library preparation—corresponds to the
“Software library” step of the POP Methodology

(v) Time required for a new algorithm development—corresponds to
the “New algorithm” step of the POP Methodology

(vi) Time required for a test dataset preparation—corresponds to the
“Model selection” and “Data import” steps of the POP Methodology

(vii) Time required for testing software library and solution
algorithm-corresponds to the “New algorithm” step of the POP
Methodology

(b) Size of a team (number of experts)
(c) Team experience (average experience of the team members: small, medium,

high)
(d) Total costs of the problem analysis and prototype development.

3.1 Preliminary Results of the POP Methodology Process
Quality Evaluation

Evaluation of process defined by the POP Methodology was performed based on a
number of case studies. The data relevant to the process metrics have been collected
during analysis and solution development for optimization problems identified in
real business processes occurring in four selected organizations. Three of datasets
are related to the path no. 4 of the POP Methodology [2]. It means that in three out
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of four cases a complete analysis, modeling and solution development had been
performed. Those steps have been performed both with and without the use of tools
included in the POP Platform. The last dataset represents path no. 1 of the POP
Methodology. In this case, results of previously completed analysis, modeling and
algorithm implementation had been reused.

Results of the evaluation show that the most time consuming elements of the
process were the “Task description” and “Problem modeling” steps of the POP
Methodology. It confirmed that analysis of different types of organizations requires
a significant time to prepare a relevant model of the optimization problem—espe-
cially when performed from scratch. However, the results proved that the POP
Methodology and related tools can speed up the process of analysis, modeling and
solution development not only in scenarios when the new problem is similar to one
of previously analyzed cases and when previously developed solutions can be
directly reused, but also when the new problem is original but belongs to the same
domain. The use of tools included in the POP Platform (domain dictionaries, model
and algorithm repositories and their corresponding editors) plays a key role in
facilitating the “Task description” and “Problem modeling” steps and in result—the
whole process (Table 1).

4 The POP Methodology Product Metrics and Product
Quality Evaluation

The POP Methodology defines an agile method of developing software solutions
for optimization problems [2]. The iterative nature of the defined development
process imposes the need to assess product quality both from the end-product and
in-process perspective. The product quality has been evaluated at the end of every
iteration of the development process.

Evaluation of product quality in the POP Methodology context involves
assessing the completeness of an optimization problem description and assessing
the compliance of functionality offered by the final software product with
requirements defined by users in a particular business environment. The following
types of measures define the POP Methodology product quality evaluation:

• Adequacy of optimization problem identification,
• Completeness of optimization problem identification,

Table 1 Total time required
for analysis and algorithm
development

Organization Methodology path Total time person/day

ORG1 Path 4 742

ORG2 Path 4 854

ORG3 Path 4 633

ORG4 Path 1 232
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– Identification of optimization problem inputs,
– Identification of optimization problem outputs,
– Identification of optimization criteria,
– Identification of optimization problem constraints.

Based on the above assumptions a set of product metrics has been proposed and
included the following:

2. The quality of analysis

(a) number of identified optimization problems (numerical value)
(b) completeness of identified optimization problems (the number of identified

problems/the number of problems to be solved by the software solution)
(c) adequacy of mapping between the set of identified decision making tasks in

an organization and the set of identified optimization problems

(i) adequacy of inputs (number of adequate inputs/total number of inputs)
(ii) adequacy of outputs (number of adequate outputs/total number of

outputs)
(iii) adequacy of optimization criteria (number of adequate optimization

criteria/total number of optimization criteria)
(iv) adequacy of constraints (number of adequate constraints/total number

of constraints)

The following method of calculating the above product metrics have been
proposed (Table 2).

4.1 Preliminary Results of the POP Methodology Product
Quality Evaluation

The POP Methodology product quality evaluation results, presented in this chapter,
have been based on data obtained during one of the case-studies mentioned in
Chap. 3. In the considered case, the process, facilitated by the POP Methodology
and POP Platform tools, led to creation of a product—a prototype software solution
of a real optimization problem, identified in an organization operating in the
transportation domain. There were four iterations before the final product was
completed, each iteration being a complete cycle of software development, which
started with the problem definition and ended with the prototype presentation to the
client.

The product quality evaluation has been performed at the end of each iteration in
order to assess both the intermediate results and the final product. Each time the
values of corresponding product metrics have been calculated. The figures pre-
sented below illustrate changes in the results adequacy level (Fig. 1), completeness
level of identified optimization problem inputs (Fig. 2) and algorithms reusability
level (Fig. 3).
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The obtained results (Fig. 1) show that adequacy of optimization problem
identification reached the highest level from the first iteration of the software
development process. The results produced in this step are highly dependent on the
experience of an analysts. In the considered example, the team of analysts were
highly experienced and therefore the results were satisfactory from the early
beginning. In order to assess how application of the POP Methodology in the
development process actually affects the final product quality, the next experiments
should be carried out and should involve less experienced teams of analysts.

The results of the inputs completeness level are different (Fig. 2.). They show
iteration to iteration progress in quality of the optimization problem definition. Four
iterations were enough to identify all the required inputs.

Figure 3 illustrates the evolution of algorithms reusability level. It shows (Fig. 3)
that only during the last iteration it was possible to reuse some of previously

Fig. 1 Value of results adequacy

Fig. 2 Completeness level of
identified optimization
problems inputs

Fig. 3 Algorithms reusability
level
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developed algorithms. It is quite obvious when we consider the requirements
evolution (e.g. changing number of the required inputs). However it also presents
that the application of the POP Methodology and Process Optimization Platform
allows for simpler identification of possibility to reuse previously developed
components. In result the total time required for final prototype development is
shorter, as it has been shown in Sect. 3.1.

5 Conclusions

The POP Methodology, facilitating selection of methods of analysis, planning and
development of information systems dedicated to solving optimization problems in
enterprise resources management processes, proposes a complete procedure to be
followed by development teams. It defines a series of steps, from the very beginning
of business analysis, through the structured specification of an optimization prob-
lem, to the final delivery of a prototype solution—a software implementation of an
algorithm solving the identified optimization problem. The evaluation of the POP
Methodology has been performed based on a number of case studies, dedicated
metrics and test scenarios executed in dedicated validation environment. The
evaluation results have been presented in this paper.

The POP Methodology has been developed and evaluated in the context of the
optimization needs of transportation organizations. Nevertheless, applications of the
POP Methodology and the POP Platform are possible in many other domains of
business activities where optimization problems can be found. The preliminary
results of the POP Methodology evaluation are promising. Increased reusability
level of software components and formal models has been observed. In result, the
total cost of software development could be reduced by minimizing the time
required for correct problem identification, description and modeling.

The future studies will be dedicated to more complex validation scenarios of
software development processes and products developed with the application of the
POP Methodology and the POP Platform tools. Future evaluation will include
comparison of the metrics obtained during analysis of a wider set of organizations.
A special interest will be put in finding the differences of quality measures between
different paths defined in the POP Methodology.
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Modeling Business Rules
for Transportation Systems

Krzysztof Brzostowski

Abstract In the paper problem of business rules modelling in transportation sys-
tem is considered. We focus our attention on description business domain using
business rules. To this end SBVR (Semantic of Business Vocabulary and Rules)
approach is considered. Based on examples of two different organizations operating
in transport domain we analyze features of SBVR approach. And, at the end, it is
discussed the ability of considered approach in the process of model transformation.

Keywords Model driven architecture � SBVR � Information systems � Business
vocabulary

1 Introduction

One of the challenging task in development of information systems is the problem
of mapping rules from business domain into specific domain of designed system.
Because of business environment is highly competitive the problem of mapping
rules from one domain into another is one of the most challenging task in software
engineering [1, 2]. It is caused by, on the one hand, new commercial contracts and,
on the other hand, customer’s need.

The contracts and other documents are the basement of company strategies and
policies. That it means that elaborated information system must be compliant with
these documents. Moreover it must take into account customer’s needs as well. It is
easy to see that describing such business environment is complex task. Thus there
are many different approaches that they are applied to describe business environ-
ments. The standard approach to describe the complex system is UML. It is stan-
dard language to model platform-specific description of the complex system.
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The other standard is OCL which is language designed to describe expression and
constraints on object-oriented models [3]. Both of these standards are designed to
be use on information system domain.

Our interest is the problem of modelling business rules for information system.
In this case SBVR standard is more suitable tool. SBVR is usually used in business
domain to describe business requirements, specification and constraints which are
coming out of company strategies and policies. To represent business constraints
business rules are used [4].

SBVR standard is compatible with MDA (Model Driven Architecture). MDA is
OMG’s guidelines for implementation information system. MDA identifies three
different models of information system [5–7]:

• Computation Independent Model (CIM) or, in different nomenclature, Business
Model (BM);

• Platform Independent Model (PIM);
• Platform Specific Model (PSM).

In general, CIM or BM (business model) is provided by business analyst. This
model is used to describe the organization and processes related to strategies and
policies. The description should allow to execute next phase i.e. translation elab-
orated business model into information system. To this end it is necessary that this
model must be prepared in formal representation. In order to describe organization
and its environment in clear and unambiguous manner business vocabulary and
business rules must be prepared. Business vocabulary is designed by domain expert
to, on the one hand, to prepare business rules which are easy to compute and, on the
other hand, are readable and are easy to understand by business people [5].

Having business model of the organization, the next step is to build PIM model.
PIM model describes elaborated system irrespective of specific programming lan-
guage, operating system or other components of information systems. It is general
description of the information system, including its structures and functionalities.

The last stage is to produce specific model in which programming language,
operating system etc. are taken into account.

The process of information system development requires transformation phases
between discussed models [8]. In this paper we focus our attention on represen-
tation CIM/BM and its usefulness in transformation into PIM. It is one of the
crucial stage of system designing because it is connecting specific business domain
with IT domain. It is crucial that this transformation between business and infor-
mation system ensures minimization the loss of semantic [5]. That is why CIM/BM
must be defined in well and clear way.

In this paper business domain is related to transportation companies. The main
activity of these companies is provide transportation services. Transportation ser-
vices are the results of transportation process. The transportation process is the set
of related activities to relocate some goods from starting point to destination point.

The reminder of the paper is organized as follows: after short introduction problem
of business rules modelling is discussed. Subsequently model transformation
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methods are considered and usefulness of SBVR for this task is deliberated. In the last
part of the paper SBVR’s description of transportation organizations are presented.

2 Business Rules Modelling

As it was mentioned in previous section there is a need to formalize description of
business domain in the process of information system development. One of the tool
that can be used is previously mentioned SBVR [9–11]. SBVR is an approach
helping business analyst describe business domain of organization. Benefits of
SBVR are its declarative nature, representation of business rules in natural language
and support for logic formulas [5, 12]. Moreover, SBVR allows to add semantic to
elaborated description of the organization as well. Produced model with semantic
ensures that representation is independent [13, 14]. In Fig. 1 schema illustrate
process of building SBVR-based model is shown.

Business vocabulary are used to define particular business domain. The two
main types of elements therein are: concepts and fact types. Concept represents
business entity in considered domain. Usually, the concept can be noun concept,
individual concept and verb concept [15]. Fact type are the sentences used to
represent relationship between concepts.

Business rules are applied to describe the structure and behavior of the orga-
nization. To describe structure of the organization in SBVR specification defini-
tional rules are used. On the other hand, to describe behavior of the organization
behavioral rules are designed [5].

Semantic formulation in SBVR supports meaning of business rules. Usually
the semantic formulations are logical rules such as: atomic formulation to specify a
fact type in a rule, instantiation formulation denotes an instance of a class, logical
operations like conjunction, disjunction, implication, negation, modal formulation
to characterize meaning of a logical formulation [5]. The example of logical for-
mulation of a SBVR rule is shown in Fig. 2.

Fig. 1 SBVR-based process
of model design [5]
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3 Methods of Model Transformation

In this section quick introduction to model transformation methods will be given.
Then usefulness of SBVR for this process is considered.

The transformation of the model is the process of generation of a target model
from a source model according to the transformation rules [16, 17]. Generation can
be performed automatic, semi-automatic or manually.

We will focus our attention on methods to transform business model (CIM/BM)
to system model (PIM).

In the literature different classification of model transformation methods are
considered [18]. Taking into account type of input and output data we distinguish:

• model-to-model transformation;
• model-to-code transformation.

For model-to-model transformation the input data is the model and the output
data is the model as well. For model-to-code transformation is a special case of
model-to-model transformation as the input we have model and, as the result
(output) we have code. Each of this category have subcategories [19].

The other taxonomy of transformation methods takes into account level of
abstraction [18]:

• horizontal transformation;
• vertical transformation.

Fig. 2 Example logical formulation of SBVR rule for transportation organization
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Horizontal transformation is a transformation where the source model and target
model are built in at same level of abstraction. Otherwise in vertical transformation
the source and target model reside at the different abstraction levels.

The another classification of transformation methods are related to previous one.
In this case criterion is the number of models [18]:

• endogenous transformation;
• exogenous transformation.

Endogenous transformation characterize transformation between model represented
in the same description method. Exogenous transformation is a transformation
between model represented by different description method.

4 SBVR in Transportation System

In this section two models, designed according to SBVR guidelines, of two different
organization from transportation domain are considered.

The first organization to be described with use of SBVR guidelines operates in
domain of public transport. In the first stage vocabulary of transport domain is
specified. To this end some concepts are added (Table 1). In the same table some
fact types are presented. Fact type are used to define relation between two concepts.
In Fig. 3 concepts and fact types are illustrated as well.

Based on specified concepts and fact types SBVR-based model of organization
operating in public domain is presented in Tables 2, 3, 4, 5, 6, 7 and 8.

The second model is related to organization operates in transport domain.
Similarly, in Table 9 concepts and fact types are gathered for considered organi-
zation. In Fig. 4 concepts and fact types from Table 9 are illustrated. In Tables 10,
11, 12, 13 and 14 model for the second organization with associated rules are
presented.

Table 1 Concepts and fact types

Concepts Fact types

Order
Base
Learner
Bus
Bus stop
Track
Time table
Legal working time
Working time
Driver
Localization

Learner can stay in Bus
Lerner should wait at Bus Stop
Driver has working time
Order has Base
Driver has Bus
Bus Stop may be included in Track
Time Table has at least one Track
Bus stop is kind of Base
Base has Localization
Working time should not be longer than legal
working time
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Fig. 3 SBVR concepts for the first organization

Table 2 Staying in bus Rule: it is necessary that Learner can stay in Bus
no longer than 1.5 h

Fact type: Learner can stay in Bus
Concepts: Learner, Bus

Table 3 Waiting at bus stop Rule: it is necessary that Lerner should wait at Bus
stop at least 2.5 h

Fact type: Lerner should wait at Bus Stop
Concepts: Lerner should wait at Bus Stop

Table 4 Driver’s working
time

Rule: it is obligatory that working time of Driver should not
be longer than legal working time
Fact type: Working time should not be longer than legal

working time
Concepts: Working time, Driver, legal working time

Table 5 Order description Rule: it is necessary that Order has Base
Fact type: Order has Base
Concepts: Order, Base

Table 6 Bus is assigned to
driver

Rule: it is necessary that Driver has Bus
Fact type: Driver has Bus
Concepts: Driver, Bus
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Table 7 Bus stops are
included in track

Rule: it is necessary that Bus Stop may be included in
Track
Fact type: Bus Stop may be included in Track
Concepts: Bus Stop, Track

Table 8 Time table is
composed of tracks

Rule: it is obligatory that Time table has at least one
Track
Fact type: Time table has at least one Track
Concepts: Time table, Track

Table 9 Concepts and fact
types

Concepts Fact types

Track
Base
Bus stop
Driver
Bus
Schedule
Duty
Pause
Working time

Driver has Bus
Driver has working time
Driver has Pause
Schedule has at least one Duty
Learner has Bus Stop
Bus Stop is kind of Base
Base has Localization
Bus Stop may be included in Track
Driver has Schedule
Schedule has Track

Fig. 4 SBVR concepts for the second organization
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5 Conclusion

In this work problem of elaborating business model for organization operates in
transportation domain is considered. The expected feature of our model is the
ability to acquire business strategies and policies provided by expert in the language
similar to natural language. And, on the other hand, model should allow to transfer
expert knowledge into information system. It means that model must allow to
express such expert knowledge in formal manner. Moreover, modelling tools
should allow to perform transformation between different models.

Taking into account mentioned requirements we decided to design our models in
SBVR. Such tool allow to build models composed of business rules and business
vocabularies. In viewpoint of model transformation SBVR supports
model-to-model transformation, and horizontal transformation which is important
in interoperability problems.

Table 10 Pause in driver’s
duty

Rule: it is obligatory that Driver has Pause
equal 15 min working time is less than 6 h

Fact type: Driver has Pause
Concepts: Driver, Pause

Table 11 Driver’s work at
night

Rule: it is necessary that Driver has Working time
equals 10 h at night

Fact type: Driver has Working time
Concepts: Driver, Working time

Table 12 Driver is assigned
to bus

Rule: it is necessary that Driver has Bus
Fact type: Driver has Bus
Concepts: Driver, Bus

Table 13 Duty in schedule Rule: it is obligatory that Schedule has at least
one Duty
Fact type: Schedule has Duty
Concepts: Schedule, Duty

Table 14 Learner is assigned
to bus stop

Rule: it is obligatory that Learner has Bus Stop
Fact type: Learner has Bus Stop
Concepts: Learner, Bus Stop
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The next stage in our research is to adapt software tools to design algorithm
supporting model transformation.
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