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Preface

This four volume set of books includes the proceedings of the 2015 36th
International Conference Information Systems Architecture and Technology
(ISAT), or ISAT 2015 for short, held on September 20–22, 2015, in Karpacz,
Poland. The conference was organized by the Department of Computer Science and
Department of Management Systems, Faculty of Computer Science and
Management, Wrocław University of Technology, Poland.

The International Conference Information Systems Architecture is organized by
the Wrocław University of Technology from the seventies of the last century. The
purpose of the ISAT is to discuss a state of the art of information systems concepts
and applications as well as architectures and technologies supporting contemporary
information systems. The aim is also to consider an impact of knowledge, infor-
mation, computing, and communication technologies on managing the organization
scope of functionality as well as on enterprise information systems design, imple-
mentation, and maintenance processes taking into account various methodological,
technological, and technical aspects. It is also devoted to information systems
concepts and applications supporting exchange of goods and services by using
different business models and exploiting opportunities offered by Internet-based
electronic business and commerce solutions.

ISAT is a forum for specific disciplinary research, as well as on
multi-disciplinary studies to present original contributions and to discuss different
subjects of today’s information systems planning, designing, development, and
implementation. The event is addressed to the scientific community, people
involved in variety of topics related to information, management, computer, and
communication systems, and people involved in the development of business
information systems and business computer applications.

This year, we received 130 papers from 17 countries. The papers included in the
four proceeding volumes published by Springer have been subject to a thorough-
going review process by highly qualified peer reviewers. Each paper was reviewed
by at least two members of Program Committee or Board of Reviewers. Only 74 best
papers were selected for oral presentation and publication in the 36th International
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Conference Information Systems Architecture and Technology 2015 proceedings.
The final acceptance rate was 57 %.

Professor Peter Nelsen (Denmark) presented his keynote speech on Some
Insights from Big Data Research Projects. He also organized the special session on
the advances in methods for managing complex planning environments.

The conference proceedings are divided into four volumes and present papers in
the areas of managing complex planning environments, systems analysis and
modeling, finance, logistics and market, artificial intelligence, knowledge-based
management, Web systems, computer networks and distributed computing, high
performance computing, cloud computing, multi-agent systems, Internet of Things,
mobile systems, service-oriented architecture systems, knowledge discovery, and
data mining.

We would like to thank the Program Committee and external reviewers, essential
for reviewing the papers to ensure a high standard of the ISAT 2015 conference and
the proceedings. We thank the authors, presenters, and participants of ISAT 2015;
without them, the conference could not have taken place. Finally, we thank the
organizing team for the efforts this and previous years in bringing the conference to
a successful conclusion.

September 2015 Leszek Borzemski
Adam Grzech
Jerzy Świątek

Zofia Wilimowska
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Big Data Analytics—A Brief Research
Synthesis

Peter Nielsen

Abstract This paper presents a brief research synthesis based on the author’s
experience from a number of big data analytic projects completed with privately
owned companies spanning transportation, telecommunication and manufacturing
industries. The projects have primarily been completed using records of the com-
panies’ transactions (sales, production orders, client calls etc.). The main idea is to
give a synthesis of the challenges in completing big data analytic projects to support
both strategic but especially operational decisions and present the potential pit falls
in these projects. The main conclusions are: that big data analytics requires high
quality data if one desires to develop complex explanatory and predictive models,
that developing complex models is not a goal in itself, that responses between
variables may be lagged in time and difficult to establish and that the challenge of
the future is to create automated decision making systems exploiting the models
created from big data analytics.

Keywords Big data � Research projects � Analytics

1 Big Data (Analytics)

Big data is currently on top of the agendas of researchers, companies and funding
agencies alike and is seen as the main way to achieve competitive advantages in the
future [1]. The main reason seems to be that companies in the last couple of decades
have invested massively in IT-systems and now want to achieve side benefits from
all the data stored in these. Furthermore, there seems to be a drive to go further than
just presenting data (business intelligence) by analyzing the data and explaining
connections between events. Several definitions of big data exist, but in the context

P. Nielsen (&)
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Aalborg University, Aalborg 9220, Denmark
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of this paper big data is understood as data comprising different sources and a large
number of entries in some (if not all) of these sources.

The important question one must pose is:

How do we gain business advantages using our data?

So the question is not just one of mining data and presenting this, but one of finding
explanatory (and exploitable) links in data. In the projects, in which I have been
involved, the aim has always been very specifically formulated at the outset.
However, the road to the goal has never been simple or linear. Example: we need to
have a better model of delivery lead times so we can establish how to plan better.
A simple aim that is difficult to address in practice because of data availability and
the resulting complexity of the lead time models (see e.g. Nielsen et al. [2, 3] and
similar conclusion for demand in Nielsen et al. [4]). The aim of analytics is to
establish and explain links between actions such as—we lower prices, we gain how
much market share/loose how much profit? In reality one must work with the data
that is available and at best establish which data one wants to log/create/establish in
the future to create better models. As Fig. 1 illustrates, big data analytics is about
balancing two inseparable opposing forces: the desire to have as accurate a model
as possible vs. using the available data.

The remainder of the paper explores these topics and with real life examples
illustrate how to overcome some of the challenges or live with the consequences.

2 Data and Data Quality

Big data analytics implies many observations need to be evaluated and included in a
model. The main challenge is to get from the many individual observations to an
aggregated model explaining the object of investigation as a whole and back to the
individual observation as illustrated in Fig. 2.

The need to aggregate information creates its own challenges as it is not possible
to aggregate data without losing information [5, 6], but it is a necessary price to pay

Fig. 1 The opposing forces
of big data analytics—data
availability versus model
complexity

4 P. Nielsen



if one wants to be able to explain relations. There is no one way to go about this, but
my personal experience from projects has been that it is better to use robust
statistics (e.g. medians instead of means) and use time on cleaning the data to
remove the worst noise. The challenge with big data analytics from this perspective
is of course how to manage the many observations. When faced with this many
observations it is not possible to establish why a particular observation is an outlier,
so one must automatically remove the observations that are wrong or misleading or
approach the problem with models that do not over-fit to the extreme observations.
This is tricky and my experience from a number of industries and problems is that
there is no best way to go about this. It is hard work and data cleansing and outlier
identification and removal takes up the majority of any research project in this field.
Even when using data automatically gathered using e.g. RFID one is still faced with
the odd data point that cannot be explained.

A further complexity is that data in companies is not static, but changing con-
tinuously. This can mean that a company can reach different conclusion using the
same type of data depending on when they pull the information from their system.
In one project [7] we investigated the amount of changes to the customer orders in a
company to establish how much the company was changing the data as they
changed delivery times and order quantities to customers. The conclusion was not
necessarily uplifting, since the analysis established that company was in actuality
creating a more difficult planning environment for themselves.

3 Exogenous Explanatory Variables

Having established the available data, structured it in a reasonable way for analysis
and removed the worst of the noise, one is typically faced with the problem that
some vital information is missing or that the model does not still explain the
behavior in a satisfactory manner. If one wants to explain oil price movements one

Fig. 2 The need to work on individual observations versus aggregated information during various
phases of a big data analytics project

Big Data Analytics—A Brief Research Synthesis 5



must look not just at the short term price development but also at macroeconomic
data. In one particular project we looked at the freight rates for a liner shipping
company [8]. Here we aggregated millions of individual transactions into average
weekly pricing information, combined it with market price indexes and developed a
short term forecast model for freight rates. The research clearly showed the need to
use the external information from the price index was required to explain short term
developments in rates [8]. It also clearly demonstrated that the significance of the
variables in the model changed depending on how far into the future one wants to
predict freight rates (i.e. the relationship between variables is not the same on
different time horizons). So not only were the most significant variables not based
on the company’s own data, their importance changed depending on the company’s
model requirements. In telecommunications we see the same behavior, calls depend
on holidays, break downs, natural disasters etc. all exogenous variables, some of
which are impossible to predict or occur with such low frequency that even though
you may have literately billions of observations of calls, but only one occurrence of
a specific national holiday falling on the first of a particular month that happens to
be a Monday. This makes for difficult analysis—and it also underlines a point of
modelling: sometimes one cannot make great models because the most important
variables act in a completely unpredictable manner.

4 Model Complexity

Achieving the right model complexity is always tricky and it is impossible to
separate the model complexity from data quality and availability. The aim must be a
model that is sufficiently complex to predict responses to changes in conditions, but
not so complex as to be unstable. On top it is critical to understand that a model is
only valid as long as the conditions under which it is developed are still present.
This means that one must establish achieve a sufficient time of status quo operations
in the company, something that is not always possible. The potential usage of
models is almost uncountable, but some simple facts tend to hold true:

• A few variables explain most of the behavior of a particular investigated vari-
able. Including more explanatory factors increase the precision but almost
always result in over-fitted unstable models (see e.g. Nielsen et al. [8]).

• Models should be flexible—i.e. be able to be adapted to changing
circumstances.

• Never discount interactions.
• The world is stochastic—the models should reflect this.

To further increase model complexity my personal experience from a number of
research projects is that the response between variables may be lagged in time.
Suppose company A lowers prices, its customers require a certain time to adapt
(this time horizon may vary significantly from industry to industry) before they

6 P. Nielsen



change from competitors to company A. How long do they require? And how do
we include this in a model?

All in all with the challenges of data quality, short periods of status quo oper-
ations this tends to mean that one develops simple but robust models. An important
lesson here is that one must be ready to change or completely abandon a model
when it no longer fits with the data. Business insight and data monitoring become
critical tools for interpreting explanations, but mostly to determine when to abandon
a model. Abandoning a model is sometimes the most difficult thing to do, especially
when many resources have been invested in its development.

5 Future Perspectives and Conclusions

Returning to the main question posed in the first section of the paper: how do we
gain business advantages using our data? We can now try to speculate on where we
will end up in the future. The goal of analytics and big data analytics in specific is to
explain data in a manner that creates exploitable business understanding. The
natural next step is to formalize this in decision support systems and directly assist
business managers in making decisions. There are numerous examples of decision
support systems [9–11], but the interesting challenge here is what next—where
should we go?

Faced with an increasing number of transactions and thus decisions to be made,
companies find themselves in the situation that they need to focus on making quick
decisions with limited resources available for making the decisions. The natural
next step seems to be automated decision making systems. Figure 3 illustrates the

Fig. 3 The development of data driven decision making, from the earliest business intelligence to
the future of automated decision making
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progress from business intelligence to (Big data) analytics to decision support and
finally to automated decision making.

There are a number of challenges that must be solved to enable automated
decision making. Primary among these is creating sufficient data of sufficiently
good quality that is updated in real time mode. It is easy enough to arrive at wrong
conclusions from an analysis of data. However, the analytical approaches typically
have the built in safeguard that there is a human evaluation of the model (the axiom
“correlation does not imply causation” is worth keeping in mind). In the case of
automated decision making there is no such safety option and the systems should be
self-reliant and robust. This puts hitherto unseen demands on the quality of the data
used in two dimensions:

• The data should be accurate (correct)
• Must be updated quickly (real time)

Furthermore, one can consider if some sort of data monitoring should be
implemented such that if the observations are drifting from the expectations the
model is flagged as poorly performing and human intervention is again required.

Big data has changed the way companies manage their businesses. But one must
be wary of not blindly trusting the models. Ironically trust is perhaps also the main
challenge in implementing automated decision making. If one does not trust the
data how can one trust the conclusions and even worse put the fate of ones com-
pany in the hands of a system basing its decisions on this data? The conclusion
must be that the building block for all future work is creating systems for gathering
high quality data, thus enabling automated decision making systems to be devel-
oped and deployed.
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Structure Networks
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Abstract The paper treats about a grid-like topology of different means of trans-
port acting in mesh-like streets network in which several modes interact each other
via common shared hubs (i.e. stops, interchange stations, cross-platforms, etc.) as to
provide mass customized passenger services, tailored to each travel destination. In
that context, a grid-like layout of various transport modes such as tram, bus, train,
subway where passenger flows are treated as multimodal processes can be seen as a
real-life example of the considered case. The goal is to provide a declarative model
representation enabling to state a constraint satisfaction problem aimed at multi-
modal transportation processes scheduling aimed at dedicated flows of passengers
service. The main objective is to provide conditions guaranteeing the right
match-up of local cyclic acting tram/bus/metro line schedules to a given passenger
flow itineraries.
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1 Introduction

Numerous road network patterns deployed in cities rang from the tightly structured
mesh-like network with perpendicular roads in a regular raster pattern to the
hierarchical network with sprawling secondary and tertiary roads feeding into
arterial roads in a branch like system [4, 6]. A grid-like topology of different means
of transport providing circular service and operating in such mesh-like streets
network consists of different bus/tram/subway lines interacting each other via
distinguished subsets of common shared hubs as to provide a variety of mass
customized passenger services and guarantee no one area of city network gets
preferential service treatment over another [8]. Multimodal processes [2, 3] exe-
cuted in grid-like network of transport modes (GNTM), see Fig. 1 providing

Fig. 1 An example of grid-like structure network
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connection from origin to destination, can be seen as passengers and/or goods flows
transferred between different modes to reach their destination [9]. The throughput of
passengers and/or freight depends on geometrical and operational characteristics of
GNTM. In that context the solutions of the layout designs exposing the grid-like
structures are frequently observed [4].

The problems arising in these kind of networks concern multimodal routing of
freight flows and supporting them multimodal transportation processes
(MTP) scheduling. Since the transportation processes executed by particular lines
are usually cyclic, hence the multimodal processes supported by them have also
periodic character. That means, the periodicity of MTP depends on periodicity of
local processes executed in GNTM.

Many models and methods aimed at cyclic scheduling have been considered so
far [7]. Among them, the mathematical programming approach [1, 13], max-plus
algebra [10], constraint programming [2], Petri nets [12] frameworks belong to the
more frequently used. Most of them are oriented at finding of a minimal cycle or
maximal throughput while assuming deadlock-free processes flow. However, the
approaches trying to estimate the cycle time from cyclic processes structure and the
synchronization mechanism employed (i.e. mutual exclusion instances) while tak-
ing into account deadlock phenomena are quite unique. In that context our main
contribution is to propose a new modeling framework enabling to evaluate the
cyclic steady state of a given GNTM encompassing the behavior typical for pas-
senger transportation services (see Fig. 1a) in the mesh-like streets network.

2 Grid-Like Structure Networks

The GNTM shown in Fig. 1 can be seen as a network of bus/trams lines providing
periodic service along cyclic routes and can be modeled in terms of a System of
Concurrently executed Cyclic Processes (SCCP) as shown in Fig. 2a, b [2, 5]. The
structure of considered SCCP consists of patterns indexed by (i) and composed of
following shapes “ ”, “ ”, “+” encompassing three kinds of local cyclic processes,
viz. P1, P2,P3, (distinguished in Fig. 2 by (i)P1,

(i)P2,
(i)P3, respectively). The pro-

cesses follow the routes composed of transportation sectors and workstations
(distinguished in Fig. 2b by the set of resources R = {R1, …, Rc, …, R18}, Rc—the
cth resource). The local cyclic processes Pi contain the streams Pk

i (the kth stream

of the ith local process Pi is denoted as Pk
i ): Pi = {P1

i ; . . .;P
k
i ; . . .P

lsðnÞ
i }. In the

considered case all processes contain only the unique streams: P1 ¼ fP1
1g;P2 ¼

fP1
2g;P3 ¼ fP1

3g: Apart from local processes, we consider two multimodal pro-
cesses (i.e. processes executed along the routes consisting parts of the routes of
local processes): mP1, mP2.

For example, the transportation route depicted by the red line corresponds to the
multimodal process mP1 supported by vehicles (busses and etc.), which in turn
encompass local transportation streams P1

3 and P1
1. This means that the
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transportation routes specifying how a multimodal process is executed can be
considered as composed of parts of the routes of local cyclic processes. Similar as in
the case of local processes, each multimodal process consists of one stream:
mPi ¼ fmP1

i g; i ¼ 1; 2:
Processes can interact with each other through shared resources, i.e. the trans-

portation sectors. The routes pki of the local processes Pk
i are as follows

(see Fig. 2): p11 ¼ ðR1;R2; . . .;R10Þ; p12 ¼ ðR11;R8;R12;R13;R1;R6;R5;R14;R3;R2Þ;
p13 ¼ ðR6;R15;R10;R9;R16;R11;R2;R17;R13;R12;R18;R7Þ:

Similarly the streams of cyclic multimodal processes: mP1, mP2, follow the
routes: mp11 ¼ ððR7;R8;R9;R10;R1;R2ÞÞ\ððR2;R17;R13;R12;R18;R7ÞÞ = ðR7;R8;

R9;R10;R1;R2;R17;R13;R12;R18;R7Þ; mp22 ¼ ðR11;R8;R12;R13;R1;R6Þ\ðR6;R15;
R10;R9;R16;R11Þ = ðR11;R8;R12;R13;R1;R6;R15;R10;R9;R16;R11Þ; where: (R7, …,
R2) \ (R2, …, R7)/(R11, …, R6) \ (R6, …, R11)—subsequences of routes
p11; p

1
3=p

1
2; p

1
3, defining the transportation sections of mp11=mp

1
2; u\v—concatenation

of sequences: u ¼ ðu1; . . .; uaÞ; v ¼ ðv1; . . .; vbÞ; u\v ¼ ðu1; . . .; ua; v2; . . .; vbÞ:

Legend(a)

(b)

Fig. 2 The pattern composed by substructures: ið ÞSC1, ið ÞSC2, ið ÞSC3 distinguished in Fig. 1 (a),
and represented in terms of SCCP concept (b)
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A resource conflict (caused by the application of the mutual exclusion protocol)
is resolved with the aid of a priority dispatching rule [2, 3], which determines the
order in which streams access shared resources. For instance, in the case of the
resource R2 (for substructures (i)SC1,

(i)SC2,
(i)SC3—see Fig. 2b), the priority dis-

patching rule: r02 ¼ ðP1
1;P

1
2;P

1
3Þ, determines the order in which streams of local

processes can access the shared resource R2. That means, stream P1
1 is allowed to

access first, then the stream P2
1 and next stream P1

3, and then once again P1
1, and so

on. The SCCP shown in Fig. 2 is specified by the set of dispatching rules: Θ =
{Θ0, Θ1}, where: Θ0 = fr01; . . .; r0c ; . . .; r018g; ðH1 ¼ fr11; . . .; r1c ; . . .; r118gÞ,
(Θ1 = fr11; . . .; r1c ; . . .; r118g)—set of rules determining the orders of local (multi-
modal) processes.

In general, the following notation is used:

• a sequence pki ¼ ðpki;1; . . .; pki;j; . . .; pki;lrðiÞÞ specifies the route of the stream of

the local process Pk
i (the kth stream of the ith local process Pi). Its components

pki;j ∊ R define the resources used in the execution of operations, In the rest of the

paper, the jth operation executed on the resource pki;j in the stream Pk
i will be

denoted by oki;j; lr(i) is the length of the cyclic process route.

• xki;jðlÞ 2 N—the moment of operation beginning oki;j in the lth cycle,

• tki ¼ ðtki;1; tki;2; . . .; tki;j; . . .; tki;lrðiÞÞ specifies the operation times of local processes,

where tki;j denotes the time of execution of operation oki;j.

• mpki ¼ mprq1i1 ðai1 ; bi1Þ\. . .\mpr
qy
iy ðaiy ; biyÞ

� �
specifies the route of the stream

mPk
i from the multimodal process mPi (the kth stream of the ith multimodal

process mPi), where: mpr
q
i (a, b) is the subsequence of the route pqi containing

elements from pqi;a to pqi;b. In the rest of the paper, the jth operation executed in

the stream mPk
i will be denoted by moki;j,

• mxki;jðlÞ 2 N—the moment of operation beginning moki;j in the lth cycle.

• mtki ¼ mtki;1;mt
k
i;2; . . .;m

k
i;j; . . .;mt

k
i;ldmðiÞ

� �
specifies the operation times of

multimodal processes, where mtki;j denotes the time of execution of operation

moki;j,
• Θ = {Θ0, Θ1} is the set of priority dispatching rules, Θi = {ri1; . . .; r

i
c; . . .; r

i
m}

is the set of priority dispatching rules for local (i = 0)/multimodal (i = 1) pro-
cesses where: ric are sequence which determine the order in which the processes
can be executed on the resource Rc.

Using the above notation, a SCCP can be defined as a tuple:

SC ¼ ððR; SLÞ; SMÞ; ð1Þ

where R = {R1,…, Rc,…, Rm}—the set of resources, SL = (U, T, Θ0)—the structure
of local processes of SCCP, i.e.: U—the set of routes of local process, T—the set of
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sequences of operation times in local processes, Θ0 = {r01; . . .; r
0
c ; . . .; r

0
m}—the set

of priority dispatching rules for local processes. SM = (M, mT, Θ1)—the structure of
multimodal processes of SCCP, i.e.: M—the set of routes of a multimodal process,
mT—the set of sequences of operation times in multimodal processes, Θ1—the set
of priority dispatching rules for multimodal processes.

The behavior of the structure of SCCP (1) will be characterized by the
schedule (2):

X 0 ¼ ððX; aÞ; ðmX;maÞÞ; ð2Þ

where X = x11;1; . . .; x
k
i;j; . . .; x

lsðnÞ
n;lrðnÞ

n o
—a set of the moments of local processes

operations beginning in l = 0 of the cycle, xki;j—determines the value: xki;j lð Þ ¼ xki;j þ a,

α—periodicityof local processes executions,mX= mx11;1; . . .;mx
k
i;j; . . .;mx

lsmðwÞ
w;lmðwÞ

n o
—a

set of moments of operations of multimodal processes beginning in l = 0 of cycle,
mxki;j—determines the value mxki;jðlÞ ¼ mxki;j + mα · l, ma—periodicity of multimodal
processes executions.

Consider SCCP following the grid-like structure shown in Fig. 1 and created as a
result of multiple composition of the structure shown in Fig. 2. Formally, the
grid-like structure is defined as SC (1) structure, that can be decomposed into the set
of isomorphic substructures: SC� ¼ fSC1; . . .; SCi; . . .; SClcg and following:

(a) each substructure SCi 2 SC� of the structure SC is defined analogically as (1):

SCi ¼ ððRpi; SLpiÞ; SMpiÞ: ð3Þ

where Rpi � R—the set of resources of sub-structure SCi, SLpi—level of local
processes of substructure SCi, including: local processes Ppi � P with
corresponding route sequences Upi � U; the operation times Tpi � T; the set
of dispatching rules Θi

0. SMpi—level of multimodal processes of substructure
SCi, including fragments of multimodal processes mPj(a, b) (fragment of the
process mPj related with executing the operation from a, a + 1, …, b) forming
the set mPpi.

(b) SC� ¼ fSC1; . . .; SCi; . . .; SClcg is a set of substructures of the structure SC if
[3]:

Slc
i¼1 Rpi ¼ R—substructures include all resources of the structure SC,Slc

i¼1 Ppi ¼ P;
Qlc

i¼1 Ppi ¼ £ and
Slc

i¼1 Upi ¼ U;
Qlc

i¼1 Upi ¼ £—substruc-
tures use all the local processes and one process occurs in exactly one
structure,

Qlc
i¼1 mPpi ¼ £—elements of mPpi occurs in exactly one

substructure.
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(c) Two sub-structures SCa, SCb 2 SC� are called isomorphic if:

• each resource Ra ∊ Rpa of substructure SCa is corresponding to exactly one
resource Rb ∊ Rpb of the structure SCb: Rb = f(Ra),

• each process Pa/mPa (local as well as multimodal) of the substructure SCa

is corresponding to exactly one process Pb/mPb of the structure SCb: Pb = f
(Pa),

• routes pb/mpb and pa/mpa of the corresponding processes are sequences
consisting of corresponding resources,

• each operation oha;j
.
moha;j executed within the substructure SCa is corre-

sponding to exactly one operation ohb;j
.
mohb;j executed within the sub-

structure SCb : oha;j ¼ f ohb;j
� �

=moha;j ¼ f mohb;j
� �

;

• dispatching rules rla=r
l
b of the corresponding resources are sequences

consisting of elements sla;d=s
l
b;d indicating the streams of corresponding

processes.

The structure shown in Fig. 1 consists of three types of isomorphic substructures
presented in Fig. 2 and denoted as (i)SC1,

(i)SC2,
(i)SC3. Each of them includes one

local processes (i)P1,
(i)P2,

(i)P3 respectively and one ((i)SC1,
(i)SC2) or two ((i)SC3.)

fragments of multimodal processes.

3 Problem Formulation

Given a grid-like structure SC (1), where the dispatching rules Θ are unknown. An
answer is sought to the question whether there are such values Θ that can guarantee
that the cyclic behavior represented by the schedule X′ (2) will be attainable in the
structure SC (1).

The grid-like structure SC (1) can be decomposed into a set of isomorphic
substructures SC� ¼ fSC1; . . .; SCi; . . .; SClcg. Therefore, the selection of dis-
patching rules Θ can be carried out independently for each substructure. If, for
every substructure SCi, there is a subset of parameters Θ that guarantee its cyclic
behavior, then the considered problem should provide an answer to the following
question: Does there exist a way of substructures SC*, that can guarantee the
cyclic work of the system SC?

In order to answer this question the operator of substructures composi-
tion ⊕ is introduced as well as constraint assuming the result of composition of two
substructures SCa, SCb through mutually shared resources (Rpa \ Rpb ≠ ∅) results
in SCa ⊕ SCb = SCc where:
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SCc ¼ ððRpc; SLpcÞ; SMpcÞ; ð4Þ

and Rpc = Rpa [ Rpb—the set of resources, and variables characterizing SLpc are
determined in the following way: Ppc = Ppa [ Ppb; Upc = Upa [ Upb; Tpc = Tpa [
Tpb, Θc

0 = {σk,c
0 |k = 1…lk}, where:

rlk;c ¼
rlk;a for Rk 2 Rpa and Rk 62 Rpb
rlk;b for Rk 2 Rpb and Rk 62 Rpa
#ðrlk;a; rlk;bÞ for Rk 2 Rpa and Rk 2 Rpb

8><
>: ; ð5Þ

# r0k;a; r
0
k;b

� �
—function determining the dispatching rules for the mutual

resource Rk of the composed structures. SMpc consist of mPpc composed of parts of
multimodal processes following the sets mPpa and mPpb [3].

4 Cyclic Scheduling

4.1 Determining Cyclic Steady Processes

Figure 2 shows in detail the substructures arrangement of the system from Fig. 1.
There is three type of elementary isomorphic substructures (i)SC1,

(i)SC2,
(i)SC3

which are put together by means of integrating mutual resources. As Fig. 2 shows,
for every substructure ðiÞSC1, ðiÞSC2,ðiÞSC3 processes are implemented in the same
manner: operations are performed along the same routes, the same dispatching rules
are applied, etc. In this context the introduced operator of substructures composition
(⊕) SC can be shown as a multiple composition:

SC ¼ �lc
i¼1

ðiÞSC1 �ðiÞ SC2 �ðiÞ SC3

� �
; ð6Þ

where �lc
i¼1

ðiÞSC
� � ¼ð1Þ SC � � � � �ðiÞ SC � � � � �ðlcÞ SC—means composition

according to Eqs. (4) and (5) i.e. each substructure ðiÞSC is put together with the
others by means of integrating the resources belonging to the same set of corre-
sponding resources. For example, the structure ðiÞSC1 from Fig. 2 is put together
with ðiÞSC2 by the resources ðiÞR2, ðiÞR3, ðiÞR5, ðiÞR6 and with ðiÞSC3 by the resources
ðiÞR7, ðiÞR6, ðiÞR9, ðiÞR10. Due to the same manner of process execution, as well as the
same manner of substructures composition, the cyclic schedule representing the
behavior of the whole structure can be perceived as a composition of corresponding
(isomorphic) schedules:
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ð7Þ
where ðiÞX 0

Z—the cyclic schedule of the substructure ðiÞSCZ :

ðiÞX 0
Z ¼ ðiÞXZ ;

ðiÞ aZ
� �

; ðiÞmXZ ;
ðiÞ maZ

� �� �
; ð8Þ

ðiÞXZ /ðiÞmXZ—set of the initiation moments of local/multimodal process opera-
tions of the substructure ðiÞSCZ ; ðiÞaZ /ðiÞmaZ—periodicity of local/multimodal pro-
cesses executions; —composition of
schedules —the schedule composition ðaÞX 0, ðbÞX 0:

ð9Þ

In order to determine the schedule X 0 it is enough to know the schedule
of composition ðiÞSC1 �ðiÞ SC2 �ðiÞ SC3. However, to make the

composition (7) possible, it is necessary to make sure that the operations executed
according to ðiÞX 0

Z , do not lead to deadlocks.
In order to determine such parameters as dispatching rules ðiÞHZ of the sub-

structures ðiÞSC1, ðiÞSC2, ðiÞSC3 (Fig. 2) that guarantee the attainability of the cyclic
schedule ðiÞX 0

Z within the structure, it is possible to apply the constraint satisfaction
problem (10) [11]:

PS0REXi ¼ ðiÞX 0
Z ;

ðiÞ HZ ;
ið Þ a0z

n o
; DX ;DH;Daf g

� �
;

�
CL;CM ;CDf gÞ ð10Þ

where ðiÞX 0
Z ,

ðiÞHZ , ið Þa0z—decision variables, ðiÞX 0
Z—cyclic schedule (8) of sub-

structure ðiÞSCZ , ðiÞHZ = ið ÞH0
z ;

ið Þ H1
z

� �
—the set of priority dispatching rules for

ðiÞSCZ , ið Þa0z ¼ ið Þaz;ðiÞ maz
� �

—periodicity of local/multimodal processes for ðiÞSCZ ,
DX ;DH;Da—domains determining admissible value of decision variables.

CL;CM ;CDf g—the set of constraints CL and CM describing SCCP behavior;
CL—constraints determining cyclic steady state of local processes, i.e. their cyclic
schedule [2], CM—constraints determining multimodal processes behavior [2],
CD—constraints that guarantee the smooth implementation of the stream on mutual
resources.

The schedule ðiÞX 0
Z that meets all the constraints from the given set CL;CM ;CDf g

is the solution sought for the problem (10). It means that it is possible to smoothly
execute the operations occurring in ðiÞSCZ as well as in neighboring substructures.
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4.2 Principle of Match-up Structures Coupling

The constraints CL, CM guarantee that in the substructure ðiÞSCZ from Fig. 2 the
processes will be executed in a cyclic and deadlock-free manner [2]. These con-
straints, however, cannot ensure the lack of interferences between the operations of
neighboring substructure streams with the substructure ðiÞSCZ . In order to avoid
interferences of this kind, additional constraints CD, are introduced, which describe
the relationships between the process operations of the constituted structures. For
that purpose the principle of match-up structures coupling is applied.

The idea of the principle of match-up structures coupling is to attain the cyclic
schedule X 0

c (that does not lead to any collisions between operations) in the sub-
structure SCc, gained as a result of the composition SCa ⊕ SCb. The cyclic schedule
is a composition of the schedules (7) if:

• the value of the periodicity of schedule X 0
a is the total multiple of the periodicity

of schedule X 0
b: maaMOD mab ¼ 0; and aaMODab ¼ 0

• the operations of mutual resources Rk ¼ Rpa\Rpb ¼ Rk1 ; . . .;Rki ; . . .;Rkq

� �
are

executed without mutual interferences.

Formally, the constraints that guarantee the lack of interferences while executing
the process operations on mutual resources are defined in the following way:

Constraints for local process operations In order to guarantee the smooth pro-
cess implementation on the resource Rki 2 Rk the extension of the conventional
constraints of non-superimposition of time intervals is used. The two operations
ohi;j; o

s
q;r do not interfere (on the mutually shared resource Rki ) if the operation ohi;j

begins (moment xhi;j) after the release (with the delay Δt) of the resource by the
operation osq;r (moment xsq;r� of the subsequent operation initiation) and releases the

resource (moment xhi;j� of the subsequent operation initiation) before the beginning
of the next execution of the operation osq;r (moment xsq;r þ ab). The collision-free
execution of the local process operations is possible if the following constraint
holds:

xhi;j � xsq;r� þ k00 � ab þDt
� �

^ xhi;j� þ k0 � aa þDt� xsq;r þ ab
� �h i

_ xsq;r � xhi;j� þ k0 � aa þDt
� �h

^ xsq;r� þ k00 � ab þDt� xhi;j þ
�

aaÞ�
ð11Þ

where j� ¼ jþ 1ð ÞMODlr ið Þ; r� ¼ rþ 1ð ÞMODlr qð Þ;

k0 ¼ 0
1
when jþ 1� lr ið Þ
when jþ 1\lr ið Þ

�
; k00 ¼ 0

1
when rþ 1� lr qð Þ
when rþ 1\lr qð Þ

�
; ð12Þ

Constraints for multimodal processes In order to guarantee an interference-free
implementation of the multimodal processes (when the condition of mutual
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exclusion is applied) the applied conditions are similar to those used for local
processes. Two operations mohi;j;mo

s
q;r can be executed without any interferences on

the mutually shared resource Rki 2 Rk if one operation is executed between the
subsequent executions of the other. In this context, the collision-free execution of
the multimodal process operations is possible if the following constraint is satisfied:

mxhi;j �mxsq;r� þ k00 � mab þDt
� �h

^ mxhi;j� þ k0 � maa þDt�mxsq;r þmab
� �i

_ mxsq;r �mxhi;j� þ k0 � maa þDt
� �h

^ mxsq;r� þ k00 � mab þDt�mxhi;j þmaa
� �i

ð13Þ

where j*, r�, k′ and k″ defined as in Eq. (11), mxhi;j� , mx
s
q;r—initiation moments of the

operations mohi;j;mo
s
q;r of substructures SCa, SCb, respectively;mxhi;j� , mx

s
q;r�—initi-

ation moments of operations executed after mohi;j;mo
s
q;r, respectively.

The constraints (11) and (13) must be satisfied so that the composition of two
substructures SCc = SCa ⊕ SCb of the known cyclic behaviors, is also characterized
by the cyclic behavior X 0

c. If these constraints are satisfied, the manner of executing
operations on mutual resources Rk determines the form of dispatching rules r0k;c (5),

and, to be more exact, the form of functions # r0k;a; r
0
k;b

� �
and # r1k;a; r

1
k;b

� �
. The

# rlk;a; r
l
k;b

� �
is determined based on moments of operations executed on the Rk:

# rlk;a;r
l
k;b

� �
¼ slk;1;c; . . .; s

l
k;j;c; . . .; s

l
k;lhc;c

� �
when xlk;1;c\ � � �\xlk;lhc;c; l 2 f0; 1g

ð14Þ

where slk;j;c—jth element of the rule rlk;c determining the stream of the process of the
lth behavior level initiating its operation on the resource Rk in the moment:
xlk;j;c; s

l
k;j;c is one of the elements of the rules rlk;a; r

l
k;b; x

0
k;j;c 2 Xa[Xb.

In other words, there are such dispatching rules on mutual Rk as the sequence of
operations resulting from the schedules X 0

a;X
0
b satisfying the constraints (11) and

(13).

5 Computational Experiments

The evaluation of the cyclic behaviour (the existence of the schedule X 0) of the
grid-like structure SC from Fig. 1 can be obtained as a result of evaluating the
parameters of isomorphic substructures ðiÞSC1, ðiÞSC2,ðiÞSC3 from Fig. 2 (it is
assumed that the all the operation times are the same and equal to tki;j = 5). The
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problem PS0REXi (10) was formulated in which the constraints CL, CM determining
the relationships between the behaviour and the structure are formulated according
to [2]. In order to formulate the constraints CD the principle of match-up structures
coupling was applied. It is necessary that they guarantee a collision-free execution
of stream operations ðiÞP1

1,
ðiÞP1

2, (on the resources ðiÞR1, ðiÞR3,ðiÞR5,ðiÞR8),ðiÞP1
1,
ðiÞP1

3,

(on the ðiÞR7,ðiÞR9, ðiÞR10), ðiÞP1
2,
ðiÞP1

3, (on the ðiÞR11,ðiÞR12, ðiÞR13) and ðiÞP1
1,
ðiÞP1ðiÞ

2 P1
3,

(on the ðiÞR2,ðiÞR6). The relations regarding to these constraints CD were shown in
Fig. 2 by dot dashed lines. The problem PS0REXi, formulated in this manner, was
implemented and solved in the constraint programming environment OzMozart
(CPU Intel Core 2 Duo 3 GHz RAM 4 GB). The first acceptable solution was
obtained in less than one second. The result of the problem solution are the cyclic
schedule ðiÞX 0 and the dispatching rules ðiÞH shown in Fig. 3 and Table 1. It shows
that the operations executed on the mutual resources do not superimpose on each

Fig. 3 The schedule of SCCP following ðiÞSC1 �ðiÞ SC2 �ðiÞ SC3 from Fig. 2b

Table 1 The dispatching rules of SCCP following ðiÞSC1 �ðiÞ SC2 �ðiÞ SC3 from Fig. 2b

Dispatching rule for local processes Dispatching rule for multimodal
processes

ðiÞr01
ðiÞP1

1;
ðiÞ P1

2

� � ðiÞr06
ðiÞP1

1;
ðiÞ P1

2;
ðiÞ P1

3

� � ðiÞr11
ðiÞr112

ðiÞm1P1
1;
ðiÞ m1P1

2

� �
ðiÞr02

ðiÞP1
1;
ðiÞ P1

3;
ðiÞ P1

2

� � ðiÞr07
ðiÞP1

1;
ðiÞ P1

3

� � ðiÞr18
ðiÞr113

ðiÞm1P1
1;
ðiÞ m1P1

2

� �
ðiÞr03

ðiÞP1
1;
ðiÞ P1

2

� � ðiÞr08
ðiÞP1

2;
ðiÞ P1

1

� � ðiÞr09
ðiÞm1P1

1;
ðiÞ m1P1

2

� �
ðiÞr05

ðiÞP1
1;
ðiÞ P1

2

� � ðiÞr07
ðiÞP1

3;
ðiÞ P1

1

� � ðiÞr010
ðiÞm1P1

1;
ðiÞ m1P1

2

� �

24 R. Wójcik et al.



other. According to Eq. (7) the attained schedule is a component of the schedule X′

that characterizes the behavior of the whole structure SC.
The schedule X′ (7) being a multiple composition of the schedules ðiÞX 0

1,
ðiÞX 0

2,
ðiÞX 0

3 is presented in Fig. 4. It is evident that the composition of these schedules
of all the substructures of the structure SC does not lead to interferences in the
execution of the operation. On the basis of the obtained schedules it is also possible
to determine (according to Eq. (14)) the dispatching rules for all the resources of the
structure SC; the rules are presented in Table 1.

Referring back to the layout presented in Fig. 1a, the obtained schedule should
be treated as an illustration of vehicle movement (local processes) and the method
of executing transportation routes (multimodal processes) in a network consisting of
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destination

Fig. 4 The Gantt’s chart of grid-like network from Fig. 1 including both local and multimodal
processes
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numerous fragments of the same type. It should be emphasized that the periodicity
of local processes in the network of this kind amounts to α = 60 u.t. (units time),
and the journey times the passengers have to spent while traveling along the red or
blue streams (processes ðiÞmP1

1,
ðiÞmP1

2) are equal to 155 u.t.

6 Conclusions

A declarative modeling approach to MTP scheduling in GNTM networks envi-
ronment is considered. Opposite to traditional approach a given network of local
cyclic acting different modes of transportation services is assumed. In considered
regular network, composed of elementary, structurally isomorphic subnetworks, the
passengers pass their origin-destination itineraries along routes composed of local
transportation means. The solution sought assumes that schedules of locally acting
subnetworks composed of a set of assumed transportation lines will match-up the
schedules of assumed set of passengers itinerary. The relevant sufficient conditions
guaranteeing such a match-up exists were provided.
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Concept of Indoor 3D-Route UAV
Scheduling System

Yohanes Khosiawan, Izabela Nielsen, Ngoc Anh Dung Do
and Bernardo Nugroho Yahya

Abstract The objective of the proposed concept is to develop a methodology to
support Unmanned Aerial Vehicles (UAVs) operation with a path planning and
scheduling system in 3D environments. The proposed 3D path-planning and
scheduling allows the system to schedule UAVs routing to perform tasks in 3D
indoor environment. On top of that, the multi-source productive best-first-search
concept also supports efficient real-time scheduling in response to uncertain events.
Without human intervention, the proposed work provides an automatic scheduling
system for UAV routing problem in 3D indoor environment.

Keywords Real-time scheduling � Three-dimensional indoor scheduling

1 Introduction

Human-labor-free automated vehicles are being popularly utilized to perform var-
ious manufacturing tasks [6, 7] such as material moving, part-feeding, and storing
mechanism. These automated vehicles include the earlier, widely used, Unmanned
Ground Vehicles (UGVs)—operating on the ground—and the later newcomer
Unmanned Aerial Vehicles (UAVs)—operating in the air.
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UAV has been the subject of immense interest in the recent years and has been
developed into a mature technology to be applied in areas such as military, search
and rescue, agriculture and environmental surveillance [2, 12, 23]. A specific task in
agricultural usage for instance, it can be used for monitoring crops [12] located in
various location across the greenhouse and using imaging device attached to it,
UAV can visually monitor crop growth behavior, crop vitality, and crop stress at
their early stage and get the user notified to take necessary actions. Furthermore, in
indoor environment, not only monitoring, but also the earlier-mentioned material
delivery [7] and part-feeding [6] tasks may also be done by UAV.

More benefits which is enabled in the UAV utilization compared to UGV is that
UAV doesn’t require any changes to the manufacturing environment, have a
flexible moving track, and able to operates in an idle-space which are usually not
used; the upper-air space. However, this convenience comes with a challenge. To
utilize this flexible resource, there is a primary need to establish a coordinating and
monitoring system for the UAV units to define their indoor 3D-environment-based
route schedule in a safe (without collision) and effective (time-efficient) way.
Specifically, this work deals with UAV trajectory operation, which requires an
exact position in a particular 3D space to avoid collision with other UAV units or
foreign objects. And this subject is getting popular in the market, indicated by the
emerging 3D motion and depth sensing works [24, 26]. But when numerous
operations are requested by a number of UAVs all the time, where each of them is
requiring an immediate real-time result, it might lead to a late response due to long
computational time. Not to mention, wireless connection used by the UAV is also
contributing to the sluggish communication; which leads to a critical necessity of
more simplified static pre-environment mapping to minimize data transmission
on-the-fly.

In this study, a prior coordinate-based 3D indoor environment mapping is
constructed. Consequently, the collision-free movement is pre-handled through a
path planning which is built afterwards according to the environment mapping. And
the proposed search concept will perform online scheduling in a time-efficient
manner.

This paper is organized as follows. Section 2 provides the preliminaries which
contains the required background knowledge to comprehend the problem. Section 3
describes the problem definition. Section 4 explains the proposed work. And Sect. 5
will give the conclusion of this work.
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2 Preliminaries

2.1 Material Transportation Handling in Manufacturing
Environment

In manufacturing environment, a lot of materials are required to be used in various
activities. Those materials are going to be processed by machines in several dif-
ferent places. In relation with the number of transporter and available time, an
efficient schedule shall be established.

As of now, UGV or also known as Automated Guided Vehicle (AGV) is a
well-known mature solution for handling transportation network automation in the
manufacturing environment [9]. This technology has been analyzed to be very
tempting to adapt. It enables labor cost reduction, with a relatively short period of
return on investment time [7]. On top of that, transportation around the hazardous
area also could be avoided by human labor. With UGV, the required materials can be
carried around the field, following pre-established guiding lines on the ground [7].

2.2 Vehicle Scheduling and Rescheduling

Vehicle scheduling [9] is an essential part when it comes to capacitated vehicle
routing optimization. One purpose of this capacitated vehicle usage is to reduce
operational costs. And in order to do that, timing of the vehicles’ dispatches shall
not only be time-efficient, but also distance-efficient so that the vehicles don’t
exhaustively moving around wasting their battery or fuel.

During the schedule execution, however, there might be uncertain events, e.g.,
machine breakdown and sudden battery depletion, which might occur and require a
real-time scheduling system to adjust the schedule accordingly and keep the delay
as minimum as possible.

Several works which focused on rescheduling [21] problem are two-phase
heuristic [10] which has a scalability issue, and local rescheduling [20] which may
only give local optimal solution as well. There are already various solutions can be
found in the scientific literatures for capacitated routing problem (CVRP). But yet,
various environments and other requirements call for a continuous further research
in this area.

3 Problem Definition

In the open space of indoor environment, we face a challenge of having a flexible
UAV positioning when it is running around, performing the manufacturing tasks.
Figure 1 depicts the potential issue made by a UAV when it is moving forward in Y
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axis direction. Unlike UGV which moves on a fixed guiding track (with a fixed X
and Y axis movement), UAV would have more degree of freedom in the allowed
flying space. It would always be a flat distance from the Y-axis perspective.
However, from the perspective of X and Z axis, the movement might be determined
by the existence of obstacles, such as foreign objects and other UAVs in the 3D
indoor environment.

Moreover, there might be a sudden UAV failure or machine breakdown. And
instead of human bringing the carried package all the way back, there might be a
possibility to hand it over to another nearby standing-by UAV beforehand, and only
the broken UAV is carried out of the field. In other words, a real-time scheduling
mechanism is needed. It doesn’t stop only there, more hidden schedule nervousness
[22] may exist before a reliable real-time scheduling system is established. The
occurrences of such uncertain issues are circumstantial and causing uncertainty in
the completion time of the schedule execution as well. In accordance with the
aforementioned problems, some core problems are addressed as the following
subsections.

3.1 Complex Environment Topology Mapping

In manufacturing environment, a complex environment is met so often, i.e., a
corridor which is not having a uniform topology along the way. For instance, in a
manufacturing environment, a particular corridor may have an irregular moving
space due to the non-patterned formation of non-moving objects; e.g., ventilation
pipes, tall machines.

And not only that, huge moving object, such as forklift, may also suddenly
change the environment dramatically. A simply prior environment mapping could
not solve this dynamic moving object problem completely. And rerouting on-the-fly
would cause frequent delays and break the purpose of optimization from the
schedule itself.

3.2 Real-Time Route Scheduling

It is important to properly assign and schedule tasks to different UGVs and UAVs
in relation to the manufacturing/service needs. So far, scheduling method for fixed

SIDE VIEW

Z

Y

Fig. 1 Z-axis movement of UAV in 3D indoor environment
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route is considered in many researches for UGV [6, 14, 15]. Some studies inves-
tigate the scheduling and rescheduling for a manufacturing system [1] with
real-time mode [25]. While some of the others consider the rescheduling problem
for UGV [20]. As for scheduling of multimodal transportation network is intro-
duced in [3].

However, solution for real-time routing problem is missing for UAVs.
Moreover, the solution to the splitting problem found in the travelling salesman
problem with delivery and pick-up based on the customer’s demand is only par-
tially satisfied in [10]. Furthermore, the order splitting in this study is involving
multiple UAVs utilization. And the goal here is to provide a real-time solution for
putting these UAVs into use effectively; which quickly react to uncertain events
[22], e.g., changes in production plan, machine and robot breakdown, without
human intervention.

3.3 Collision-Free Three-Dimensional Path Routing

Path routing under capacity constraints has been studied for UGV, mobile robots,
and trucks in [4, 11, 18, 19]. And time efficient scheduling using meta-heuristics or
CSP is widely used [8, 16], where applications for UGV are found in [5, 13, 17].
Indeed, scheduling methods for fixed routes are considered in many researches for
UGV. However, those expressed methods don’t apply in UAV 3D routing. In order
to avoid collision, which cause a system interruption, it is required to locate exactly
a UAV unit in a particular 3D space. What being pursued in the proposed work is to
develop an automatic 3D scheduling system for safe operation in indoor environ-
ments to facilitate deployment of multiple UAVs in a variety of application areas
which still can’t be seen today. Immediate application domains include lightweight
[2] flexible logistics in the manufacturing process as well as aerial-sensor-based
quality-control [23] for harsh condition of complex environment topology.

4 Approach

To be able to make a flight plan for performing tasks in manufacturing environ-
ment, it is required to generate a schedule which controls each UAV to fly on a
certain route at a particular time. Also, of all things mentioned, a prior environment
mapping is foremost job that should be carefully done to enable a robust path
planning and highly optimized scheduling system. In this paper, concepts of
approach towards the initial problem definitions are described.
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4.1 Three-Dimensional-Coordinate Based Path Planning

In the initial stage of this work, the scheduling environment shall only contain 3
elements: static obstacles (wall, ventilation pipe, CCTV, lamp), feasible fields
(allowed space for UAV flight), and UAVs. This means there exist dedicated areas
for the UAVs to fly, where no foreign dynamic (moving) objects shall pass through;
which is later called as UAV corridor.

A parameterized multiple 2D layers would be extracted from the 3D environ-
ment space. These layers will have distinct altitude in the space, and each of them
contains vertices (depots) and lines (paths) which are located inside the feasible
fields. An example of a UAV corridor which is later parameterized based on 2D
layers for providing a feasible map for optimization process is depicted in Fig. 2.

A particular UAV will fly on the defined path in the map, and during the route
calculation, occupied path at a certain time will be excluded. Thus, UAVs which are
going to fly in the same corridor shall never occupy the same line; preventing the
collision issue in advance. It also leads to an optimized scheduling system. Without
any potential collision issue, there should be a minimum rescheduling due to line
conflict; relatively small frequency of machine breakdown or unexpected battery
depletion might still cause rescheduling (delay), though.

i ii

x 

y 
z 

A B C

i iii ii

Fig. 2 Example of layer-based parameterization of 3D environment map data
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4.2 Multi-source Productive Best-First-Search Based Route
Scheduling

Sequences of tasks from multiple jobs that will be handled in this study can be
modeled into a graph. Table 1 depicts an example of collection of jobs in a man-
ufacturing environment which requires materials being transported from a certain
machine to another one in a particular sequence. Afterwards, starting task and
ending task of a sequence will be called as source and sink respectively.

Followed by the processing time specifications depicted in Table 2, assuming all
the tasks are having the same priority and the distances between machines are also
considered, then these task sequences of jobs modeled as a diagram shown in
Fig. 3.

Table 1 Sequence of tasks
from several jobs of material
transportation

Job Sequence of tasks

1 M1-M3

2 M3-M2

3 M4-M1-M3-M2

Table 2 Processing time of
machines involved in the jobs

Machine M1 M2 M3 M4

Processing time 1 2 3 8

Mi Tij
super vertex (machine i) vertex (task of job j on machine i) 

path cost(x) task sequence

M1 T11

M3

M2

T31 T32

T22

M4
T43

T13

T33

T23

(5)(1) (2)

(2)(3)

(3)

path

Fig. 3 Compound graph of jobs described in Table 1
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In this study, multiple UAVs will be utilized and thus multiple sources are
enabled to start simultaneously when possible. The execution of the tasks shall be
run in an order according to the specified sequence. But which job to execute in
advance and which one later is a fundamental issue here.

A particular UAV performing a certain job shall have a tendency to perform each
of that job’s tasks from the beginning till the end. It is caused by the zero traveling
time for the UAV to just stand-by there for a while and continue the material’s
distribution to the next machine. In the end, it will contribute in relaxing the
schedule nervousness. Thus, for the beginning, these jobs are pre-ordered without
breaking them down as tasks. For that, Algorithm 1 is used to perform a preliminary
scheduling, which is giving priority index to the jobs.

Algorithm 1 Priority index assignment to given jobs
Input: Arbitrary jobs (jobs)
Output: Priority-indexed jobs (pijobs)
1: for each job jobs do
2: counter 0 
3: while pijobs has next element
4: j pijobs.get (counter)
5: if isEqual(j.sink, job.source) then

 6:    k pijobs.get (counter+1)
 7:    if isEqual(k.source, job.source) then
8: if job.totalCost< k.totalCost then

 9:      increment counter; break;
 10:     endif
11: else increment counter; break;

 12:    endif
 13:   else if isEqual(j.source, job.sink) then
14: i pijobs.get (counter-1)

 15:    if isEqual(i.sink, job.sink) then
16: if job.totalCost< i.totalCost then break; 

endif
17: else break
18:    endif
19:   endif
20:   increment counter
21:  end while
22:  pijobs.insertAtIndex(counter, job) 
23: end for
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The result of performing Algorithm 1 on the given jobs example in Table 1 is
illustrated in Fig. 4.

In Algorithm 1, total cost of a job is summed up from the machine operational
time and traveling time of all performed tasks. When there are multiple possibilities
of pairing a sink with multiple sources (line 6–9) and a source with multiple sinks
(line 14–16), the one with less total cost will be given higher priority to be made as
a pair. After that, the system needs to select which sources will be used by the
UAVs as their starting vertices. This selection will be prioritized on the source
which doesn’t have a pair. To break a tie, candidate with earlier priority-index is
preferred to be set as a source. Consequently, with two UAV units for instance, the
system shall start at multiple sources M1 and M4.

From here, multi-source productive best-first-search (PBFS) which consists of
multiple PBFS running from multiple sources sharing their exploration results is
run to traverse the graph depicted in Fig. 3. The rule specification for selecting the
best vertex during the traversal is described in Algorithm 2. In this productive
best-first-search algorithm, other than executing the next task in the sequence of a
certain job, a UAV unit will try to deviate for a while, performing existing
unhandled task from another task sequence at a particular time; given that he can
come back in time—this will be explained more in later paragraph. In order to do
this correctly, each traversal-step done by every UAV from multiple sources shall
synchronously be aware of one global timeline. This synchronization of simulta-
neous multiple PBFS is achieved through a semaphore implementation. Only one
traversal step of a source shall take place at every global iteration; which is secured
by a global flag. Later on, during rescheduling due to uncertain events, executing
multi-source PBFS on the remaining untraversed vertices shall consume minimized
execution time as well.

Each available UAV shall start a single productive best-first-search from the
designated starting vertices, while sharing the exploration result. This is to guar-
antee that there is no single task being performed by multiple UAVs. And every
time a task is completed, the “source” label is moved to the next task in the
sequence.

Source = {M1, M3, M4}

Sink = {M3, M2, M2}

1Priority index 2 3

Pair

{M1, M3, M4}

Source without pair

Fig. 4 Priority-indexed jobs
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Algorithm 2 Productive Best First Search
Input: open global initial graph state
source ← non-paired source from priority-indexed jobs
closed ← global collection of traversed-vertices
globalTimeline ← initial time counter of all sources
1: while isNotEmpty(open) 
2: reportPersonalTimeCounter(globalTimeline) 
3: if isTheMinimumTimeCounter() then
4: obtainFlag()
5: best ← 
6: cands ← getBestVertexCandidates(open) 
7: for each cand cands
8: if isFromTheCurrentTaskSequence(cand) then
9: if best = or best.path > cand.path then

best ← cand endif
10: else if best = or remainingIdleTime 

2*cand.path then best ← cand
11: endif
12: end for
13: add(closed, best) 
14: source ← best
15: releaseFlag()
16: else
17: waitGlobalTimelineNotificationForNextIteration()
18: endif
19: end while

One customization compared to the traditional best-first-search is the condition
“best” in this context is not a mere path distance being seen here, but when the
UAV tries to deviate to other job’s task sequence (when the current one is not
finished yet), it shall see the cost c of that path as 2c. And then recheck whether this
2c value is still the best option. This constraint is to guarantee that no UAV shall
abandon any material in the middle of its task sequence, which potentially blocks
others. In other words, UAV unit can be productive by handling other task during
its idle time, but can come back in time and not abandoning its current job.

And at last, when a UAV finished its task sequence of a job, it shall look for
another source vertex with Algorithm 1 and perform Algorithm 2 from there. One
thing to be noted here is there is no isolated machine; this means a UAV may fly
from and to any machine if required. And the goal is to get all vertices—not
super-vertices—on the graph traversed, which means all tasks are executed.
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5 Conclusion

A prior environment mapping, which outlines the static obstacles and free space in
the field, allows the system to have input data of deterministic three dimensional
flying paths. The utilization of layer based 3D path planning eliminates potential
collision occurrences in advance since the system will schedule a UAV to fly
through a non-occupied line. And using multi-source productive best-first-search
algorithm, multiple UAVs will be utilized to perform given tasks simultaneously
when possible. With the compound graph model of the tasks, regeneration of the
schedule would be efficiently performed on untraversed vertices in a clear structure;
which leads to a feasible real-time scheduling system. As a result, an early stage of
real-time scheduling system could be arranged. The proposed approach will be
implemented as a part of the planning and scheduling system for 3D-route UAV
scheduling system in indoor environment.
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Material Supply Scheduling for a Mobile
Robot with Supply Quantity
Consideration—A GA-based Approach

Izabela Nielsen, Ngoc Anh Dung Do, Peter Nielsen
and Yohanes Khosiawan

Abstract Mobile robots have been used to transport materials in manufacturing
and services. The cycle of material supply is dependent on not only processing rate
but also the supply quantity. Due to the limit on carrying quantity of robot, the
problem to determine the material supply quantity and material supply schedule
without lack of materials for production or service processes becomes complicated.
In this paper, the problem to schedule material supply and determine material
supply quantity is formulated as a nonlinear program. A heuristic algorithm based
on genetic algorithm is developed to solve the problem. The conducted numerical
experiment shows the good performance of the proposed algorithm which can be
implemented to solve large scale problem.

Keywords Robot scheduling � Material supply scheduling � Genetic algorithm

1 Introduction

In manufacturing and service systems, especially flexible manufacturing system, the
automatic vehicles based material handling system is applied. The automatic
vehicles such as automatic guided vehicles, mobile robots, and unmanned aerial
vehicles play an important role in handling materials including raw materials,
work-in-process parts, unfinished assembly parts and moving around the machines
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and stations to assure the smooth flow of materials, and hence, improve the pro-
ductivity. Moreover, nowadays, customers prefer highly customized product and
changing from traditional production policy where high-leveled customization are
produced with high production cost to mass customization which can reduce pro-
duction cost while keeping the same quality of product and on-time delivery to
satisfy diversified demands will bring the success to the company [4, 6]. In these
highly flexible manufacturing and service systems, automatic vehicles are broadly
used. Moreover, automatic vehicles can be operated in dangerous and hazardous
environment. The main role of automatic vehicle is deliver unfinished parts from
warehouses and/or machines to other machines following the production process. In
addition, more functions are designed on an automatic vehicle to assist the pro-
duction process and this makes the schedule problem more complex. Thus, con-
sidering the problem to schedule an automatic vehicle to serve the production
process is necessary.

This paper focuses on the material supply scheduling problem for a mobile
robot, an automatic vehicle. The robot delivers materials from warehouse to the
buffers of machines. The supply schedule must assure that there are no material
shortages at all machines. To save the energy consumption which mainly occurs
due to the moving activity of the robot, the supply schedule should minimize the
travel distance of the robot. For a single machine, a large amount of supply quantity
can reduce the number of visits, and hence, reduce the travel distance of robot.
However, this cannot be implemented for the case with multiple machines while the
carrying capacity of the robot is limited. If the mobile robot carries too many
materials to supply a machine, it has no room to carry materials for other machines.
The consequence is that the robot has to move longer distance because it has to
back to the warehouse more frequently. Moreover the length of the cycle to supply
a machine is proportional to the supply quantity and different cycle length leads to
different supply schedule of the robot. Hence, the problem to find the optimal
supply quantity for each machine and the supply schedule for the mobile robot is
necessary and this is the novelty of this paper.

The problem to schedule the operations including material loading, moving
among warehouse and machines and material unloading for a mobile robot cannot
be treated as an Asymmetric Traveling Salesman Problem due to some additional
constraints such as the carrying capacity of mobile robot and multiple visits. Some
papers have been studied on the robot task-sequencing problem. Ascheuer et al. [1]
considered the sequential ordering problem which is closed to the robot
task-sequencing problem. Edan et al. [8] developed a near minimum task planning
problem for a fruit harvesting robot with N fruit locations. Dang et al. [5] propose
an MIP model to obtain the optimal feeding sequence of a mobile robot in a
manufacturing cell. Some studies have done by Relich and Muszyński [12] and Do
et al. [7] for planning and scheduling in manufacturing and services. There have
been some papers solving the robot task-scheduling using heuristic algorithm such
as nearest neighbor rule [9], closest insertion algorithm [2], and dispatching rules
[15]. Other papers implemented metaheuristic to solve the combinatorial opti-
mization problem, especially for robot task scheduling problem such as tabu search
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algorithm [10], neural network [11], and genetic algorithm [16]. Bocewicz et al. [3]
considered the task scheduling problem for scheduling and rescheduling production
process based on constraint satisfaction programming. Sitek [13, 14] implemented a
hybrid approach including mathematical programming and constraint programming
to schedule a supply chain system.

The materials can be unloaded to the buffers when the material levels at the
buffers are lower or equal the minimum level. Furthermore, materials must be
supplied before the material levels at the buffers reach zero to assure the machines
have enough materials to work continuously. Therefore, there is a time window for
material supply. Some papers focus on the practical problem of scheduling single
robot with time windows. Moreover, the maximum supply quantity depends on
both the limitation of storage capacity at the buffers and the carrying capacity of the
robot. This makes the robot task scheduling becomes more practical and more
complicated. An attempt to solve this complicated scheduling problem has been
done in which (s, Q) policy is used to decide the supply quantity [6]. However, they
assumed that the robot fills materials up to the maximum capacity of buffers. This is
not true because if the mobile robot carries too many materials for a machine, it has
no room to carry other materials for other machines due to the limit on carrying
capacity. To serve the next machine, the robot has to go back to warehouse. The
consequence is that the robot may not supply materials to the next machine within
the required time window. Therefore, determining the material supply quantity is
necessary in practice.

2 Problem Description and Solution Algorithm

2.1 Problem Formulation

In this paper, the considered system which is shown in Fig. 1 has a mobile robot to
deliver the materials for a set of machines following the production process. There
is buffer for materials at each machine with minimum and maximum levels of
material storage. The supply schedule must assure that: (1) materials are delivered
to a machine when the material level at the buffer of that machine is lower than the
minimum level; (2) and there is no lack of materials at all machines. The robot
should be scheduled to satisfy the supply constraint with minimum energy con-
sumption. The mobile robot mainly consumes energy for its moving and this energy
consumption is proportional with the moving distance. In a finite planning horizon,
the robot can supply material to a machine many times. The number of supplies is
inversely proportional to the units of material per supply which is simply called
supply quantity in this paper. Increasing the supply quantity reduces the energy
consumption for moving robot. However, the supply quantity is limited because of
the capacity to carry materials and the storage capacity at the buffers. Moreover, in a
multi-machine system, the supply quantity cannot be too large because this may
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lead to infeasible solution. Assuming that two machines has two supply time
windows which are very close. If we try to load as many materials as possible to
supply only the first machine, then the robot cannot deliver material to the second
machine on time because it has to back to warehouse, load materials, and move to
the second machine. To overcome this situation, the supply quantities of two
machines must be reduced so that they are assigned to a route. However, reducing
supply quantity increases the number of supplies, and hence, increases the energy
consumption. Thus, supply quantity is one of the decision variables of the problem.

Each machine can only process on one type of materials with constant pro-
cessing time meaning that the demand rate on materials is also constant. The robot,
with limit on carrying capacity, loads materials at a warehouse and deliver these
materials to machines. When the robot arrives at a machine, material is unloaded to
the machine buffer which has limit of storage capacity. These operations are
repeated until the end of planning horizon and a replication can be called as a route
because the robot will start at the warehouse and return to the warehouse after
visiting some machines. The robot can visit one or more machines on a route. It is
assumed that the mobile robot moves with constant speed. The supply quantity has
to be assured that the material level at the buffer does not exceed maximum level
after unloading material from the robot. To assure this condition, the supply
quantity should be less than the difference between maximum level and minimum
level of the buffer.

The machine consumes materials from its buffer for its process. The maximum
and minimum levels of materials at the buffer are known in advance. The time
window to supply material to a machine is determined from the time that the
material at the buffer reaches the minimum level to the time that the material level at
the buffer is zero without material supply. The material must be replenished before

Fig. 1 The components of the considered production system
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the material level at the buffer downs to zero meaning that the robot has to deliver
material within the time window. With the constant processing rate and fixed
supply quantity, the supply time window can be easily calculated which is shown in
the section below. It is noted that the length of the supply time window depends on
the demand rate on material and minimum level and be calculated by the following
formula:

Length of time window ¼ processing time per material unit �minimum level

The length of supply cycle depends on the demand rate and supply quantity. It is
calculated as follows:

Length of supply cycle ¼ processing time per material unit � supply quantity

Another aspect considered in this problem is the sequencing to supply materials.
When the supply quantities of all machines are known, the supply time windows of
machines are determined. The problem is similarly to a capacitated vehicle routing
with time window problem (CVRPTWP), in which only one truck is used to deliver
goods to customers [6]. However, different from CVRPTWP, the robot can arrives
at a machine before the supply time window of that machine without penalty cost.
The robot can wait at a machine without energy consumption, and therefore, the
arrival time and the supply time at a machine may be different. It is noted that the
time required for unloading materials to the buffer of a machine is assumed to be
proportional to the unloading quantity. At the warehouse, there are operators put the
materials into small load carriers. When the robot back to warehouse, it releases the
empty small load carrier and takes the filled small load carriers to start a new
supply. Hence, the duration for loading materials to robot can be omitted.

Finding a sequence of material supply to minimize the energy consumption is
the second decision making of this problem. The sequence of material supply
should minimize the total travel distance of the robot. It can be seen that there is a
repetition of material supply at each machine. If we call Tmin is the smallest
common multiple of supply cycle of all machines, the sequence of material supply
of the robot will repeat after Tmin. Therefore, we can limit the planning horizon for
determining the sequence of material supply of the robot to Tmin. The value of
Tmin is dependent on the supply quantity of each machine because the supply cycle
depends on the supply quantity.

In general, the materials processed on different machines are different. All
required materials are located at the warehouse. Travel times from
warehouse/machines to warehouse/machines of the robot are known in advanced.
The initial material levels at the buffers of all machines are supposed at the max-
imum level.

The problem formulation is shown as below. Some notations are introduced to
present the sets of machines and warehouse. The parameters include the processing
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time, material unloading rate, travel time among machines and warehouse, the
maximum and minimum material levels at the buffers and the carrying capacity of
the robot. Two main decision variables are the sequence of material supply and the
quantity supply are introduced after the parameters.

Notation

M: set of machines, M = {1,2,…, I}
N: set of location including machines and warehouse, N = M [ {0}, 0 represents
warehouse

Parameters

pi: processing time on a material unit at machine i
ci: material unloading rate (unit of time/part)
tij: the travel time from machine i (or warehouse) to machine j (or warehouse), i, j 2
N
ui: the maximum level at the buffer of machine i
vi: the minimum level at the buffer of machine i
K: the carrying capacity of the robot
T: planning horizon

Variables

Qi: supply quantity at machine i
Sih: the starting time of h-th supply time window at machine i
Eih: the ending time of h-th supply time window at machine i
Fih: the time that robot starts the h-th supply at machine i

Xih
jl ¼

1 if robot moves from machine i for h-th supply to machine j
for l-th supply

0 otherwise

8<
: ;

i; j 2 N

If i equals zero in the variable Xih
jl , it means that the robot starts from the

warehouse. Similarly, if j equals zero, it means that the robot backs to the
warehouse.

As mention above, the value of Sik and Eik can be determined when Qi is known.
The formula to calculate Sik and Eik are shown as follows
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Sih ¼
ui � við Þpi h ¼ 1

Si;h�1 þQipi ¼ Si1 þ h� 1ð ÞQipi 1\h� T� ui�við Þpi
Qipi

j k
(

Sih ¼ Si1 þ h� 1ð ÞQipi ¼ ui � vi þ h� 1ð ÞQi½ �pi 1� h� T � ui � við Þpi
Qipi

� �
¼ Hi

Eih ¼ Sih þ vipi ¼ ui þ h� 1ð ÞQi½ �pi 1� h� hi

It can be seen that the feeding cycle is Qipi for machine i.
The mathematical model for the problem can be formulated as follow
Objective function:

Min
X
i2N

X
1� h�Hi

X
j2N

X
1� l�Hj

tijX
ih
jl

Subject to

X
i2N

X
1� h�Hi

Xih
jl ¼ 1 8j 2 N; l 2 1;Hj

� � ð1Þ

X
j2N

X
1� l�Hj

Xih
jl ¼ 1 8i 2 N; h 2 1;Hi½ � ð2Þ

X
j2N

X
1� l�Hj

Xih
jl ¼

X
m2N

X
1� n�Hm

Xmn
ih 8i 2 M; h 2 1;Hi½ � ð3Þ

X
i2M

X01
i1 ¼ 1 ð4Þ

Sih �Fih �Eih 8i 2 M; h 2 1;Hi½ � ð5Þ

Fjl �Fih þ ciQi þ tijX
ih
jl � L 1� Xih

jl

� �
8j 2 N; l 2 1;Hj

� �
; i 2 M; h 2 1;Hi½ �;

ð6Þ

Fjl �F0h þ tijX
0h
jl � L 1� X0h

jl

� �
8j 2 N; l 2 1;Hj

� �
; h 2 1;Hi½ �; ð7Þ

X
i 2 M; l 2 1;Hi½ �;
F0h �Fil �F0;hþ 1

Qi �K 8h 2 1;Hi½ � ð8Þ

Fih �Fi;hþ 1 8i 2 N; h 2 1;Hi � 1½ � ð9Þ
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Qi � ui � vi 8i 2 M ð10Þ

Qi; Sih;Eih;Fih � 0;Xih
jl 2 0; 1f g 8i; j; h; l

The objective is to minimize the travelling distance of the robot. Constraints (1),
(2), and (3) are to assure a feasible route for the robot. Constraint (4) presents that
the robot will start at the warehouse at the beginning. Constraint (5) assures that the
machine can work continuously. Constraint (6) and (7) show the sequence of
supply. It guarantees that the robot can visit the next machine when it finished
supplying at the previous machine. Constraint (8) avoids the amount of carried
materials over the carrying capacity of the robot. Constraint (9) assures that the next
supply at a machine should happen after the current suppl. Constraint (10) is used to
guarantee that the machine is not over supply.

2.2 Solution Algorithm

Constraint (8) to assure that the total supply quantities carried by the robot on a
route is not over the carry capacity. However, the starting time of a route depends
on the value of the supply quantity at each machine. This constraint is a nonlinear
constraint and the above mathematical model is a nonlinear programming.
Therefore, an algorithm should be developed to solve the problem.

When Qi is fixed, it can be seen that the problem becomes similarly to a task
sequencing problem of robot. Sih and Eih are fixed and they have a role of release
time and due date. Then, the sequence to feed machines can be listed in the order of
ending time of each machine. Therefore, with given Qi, a heuristic algorithm is
proposed to make the feeding sequence of robot and shown as follows

Step 1. With given Qi calculate Sih and Eih.
Step 2. Sort Eih in non-descending order. If Eih = Ejl, i is listed before j if Sih ≤ Sjl;

otherwise, j is listed before i. The list proposes the sequence of feeding.
Step 3. Consider two machines i and j which are next in the list. Suppose that i is

listed before j

• If Fih þ ciQi þ ti0 þ t0j [Ejl, check the condition Qi þQj �K

– If the condition is satisfied, i and j are assigned to the same route
– Otherwise, decrease Qi and go back to Step 2

• If Sih > Sjl:

– Machine j should be feed before machine i when robot can arrive
i before the ending time of i.

– Otherwise, machine i should be feed before machine j with the
condition that robot can arrive j before the ending time of j.
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Step 4. Assign route where each route served one machine
Step 5. Merging two routes if Qi þQj �K

Hence, an approach to solve the problem is to generate the value of Qi and then
to determine the feeding sequence for the robot. Genetic algorithm is one of the best
approaches to search a large population of feasible solutions and to carry out the
best solution. In this paper, a heuristic algorithm based on genetic algorithm is
proposed to solve the problem. The main difference from genetic algorithm is that a
heuristic algorithm for determining feeding sequence is included. Each chromo-
some will give a set of values of Qi s and the developed algorithm is executed to
find the feeding sequence. The fitness of a chromosome is evaluated based on the
total travel distanced.

3 Numerical Experiment

The numerical experiment is conducted with a system with a mobile robot which
feeds 4 machines. The maximum and minimum level at the buffer of each machine,
the unloading rate, the processing time on an unfinished part at a machine, and the
traveling time from warehouse and machines are shown in Fig. 2 and Table 1. The
planning horizon is about 45 min. The carrying capacity will be 1500 parts. A pilot
experiment is conducted to find the appropriate values for the parameters of genetic
algorithms. The result from this pilot experiment shows that the population size, the
maximum number of generations, and the mutation rate are 50, 40, and 0.01,
respectively.

The result from the algorithm is present in Table 2 with the computation time
less than 1 s. Figure 3 shows the result of robot moving and material unloading.

Fig. 2 Machine information for the experiment
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Table 1 Traveling time of robots among warehouse and machine (in seconds)

Warehouse Machine 1 Machine 2 Machine 3 Machine 4

Warehouse 0 34 37 34 40

Machine 1 39 0 17 34 50

Machine 2 35 17 0 35 49

Machine 3 34 33 35 0 47

Machine 4 36 47 48 46 0

Table 2 The result of numerical experiment

Machine/warehouse Arrive at
(seconds)

Unload at
(seconds)

Unload amount
(parts)

Route 1 4 40 (187.5; 375;
562.5; 750)

(125; 125; 125;
125)

0–4–1–4–
1–4–0

1 818 818 125

4 889 (937.5; 1125;
1312.5)

(125; 125; 125)

1 1380.5 1380.5 125

4 1451.5 (1500; 1687.5;
1875)

(125; 125; 125)

0 1932

Route 2

0–2–0 2 1969 1969 1100

0 2048

Route 3

0–3–1–4–
0

3 2082 2082 1100

1 2159 2159 125

4 2230 2230 125

0 2287

Route 4

0–4–1–4–
0

4 2327 (2327; 2437.5) (125; 125)

1 2505.5 2505.5 125

4 2576.5 2625 125

0 2682
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4 Conclusion

Using robot to handle materials in manufacturing and services is more and more
broadly applied in real world. It is necessary to study on the material supply
scheduling problem for robot to assure the smooth flow of material and increase the
productivity as well as the flexibility of the manufacturing system and services. This
paper focuses on the material supply scheduling for a manufacturing system
including a mobile robot and multiple machines. Due to the carrying capacity of
robot and storage capacity of machine buffers, material supply quantity is taken in
account. The problem is formulated as a nonlinear programming, and a GA-based
heuristic algorithm is developed. The numerical result shows that the proposed
algorithm can be applied to solve the practical problem with large scale in short
time. For further investigation, the different supply quantities on different visits at a
machine should be taken in account. The problem is more practical if robot battery
charging is considered. On the other hand, the solution quantity can be improved if
metaheuristic can be applied on both determining the supply quantity at a machine
and the supply sequencing. However, the computation time can be longer and this
trade-off (solution quality vs. computation time) can be considered in future.
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An Integrated Declarative Approach
to Decision Support for Scheduling
Groups of Jobs

Jarosław Wikarek

Abstract This study deals with scheduling groups of jobs, their arrival and
delivery, and individual processing of each of them. All jobs in a group should be
delivered at the same time after processing. The author presents a novel way of
modeling and decision support—an integrated declarative approach. This approach
includes the modeling and solving of the problem in the integrated environment,
composed of MP (Mathematical Programming) and CLP (Constraint Logic
Programming). In addition, the paper proposes the transformation and linearization
of the model in CLP/MP environment and implementation framework. Opportunity
to ask questions and receive quick answers, taking into account any constraints,
conditions and dynamics, constitutes an invaluable support to the manager.

Keywords Mathematical programming � Constraint logic programming �
Optimization �Decision support systems � Scheduling �Groupwork �Soft constraints

1 Introduction

The proposed research problem—scheduling groups of jobs—finds many appli-
cations in industrial companies, including but not limited to food, ceramic tile,
textile production industries, distributions, supply chain, installation of bulky
equipment, manufacturing of complex devices, service of restaurants etc. It can be
noticed in many production and logistic industries that have different customers.
Assume that each customer has different orders. Each order has a different process
function and resources, but all items ordered by a customer or group of customers
should be delivered at the same time in one package to reduce the transportation
costs, subsequent processing steps time and costs or/and assure proper quality of the
product/service and customer satisfaction. The author presents a novel way of
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modeling and decision support in scheduling groups of jobs—an integrated
declarative approach.

The remainder of the article is organized as follows. Section 2 presents a liter-
ature review and motivation. Problem statement, research methodology, mathe-
matical model and contribution are provided in Sect. 3. Computational examples,
tests of the implementation platform are presented in Sect. 4. Possible extensions of
the proposed approach as well as the conclusions are included in Sect. 5.

2 Literature Review and Motivation

Scheduling methods for optimal and simultaneous provision of service to groups of
customers are proposed most often in the flexible flow-shop system (FFS). In the
FFS system, processing is divided into several stages with parallel resources at least
in one stage. All of the tasks should pass through all stages in the same order [1, 2].
The exemplified objectives of the problem [2] are minimizing the total amount of
time required to complete a group of jobs and minimizing the sum of differences
between the completion time of a particular job in the group and the delivery time
of this group containing that job (waiting period).

Flexible flow shop scheduling problems are usually solved by branch and bound
algorithms [11] and by integer programming [10, 12]. A major disadvantage of the
integer programming approaches to scheduling is the need for solving large
mixed-integer programs to obtain meaningful optimal solutions [13].

Decomposition approaches divide the overall scheduling problem into segments
that are considered consecutively neglecting the interdependencies of the different
segments requiring strategies to effectively handle those. There are stage-oriented,
job-oriented, and problem-oriented decomposition approaches [14].

The motivation was to develop a method that allows modeling and optimization
decisions for scheduling groups of jobs with the same date of completion for
various forms of organization (flow-shop, job-shop, open-shop etc.). Development
of decision-making models, whose implementation using the proposed method will
allow obtaining quick answers to key questions asked by a service manager. The
method takes into account the dynamics resulting from the coming of new groups
of orders while previous orders are handled.

3 Problem Statement and Methodology

The majority of models presented in the literature (Sect. 2) refer to a single problem
and optimization according to the set criterion. Fewer studies are devoted to
multiple-criteria optimization by operations research (OR) methods [2]. The
constraint-based environment [3, 7, 8, 15, 16] offers a very good framework for
representing the knowledge and information needed for the decision support in the
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scheduling problems. The central issue for a constraint-based environment is a
constraint satisfaction problem (CSP). The classical CSP is a well-known paradigm
that is suited to specify many kinds of real life and practical problems such as
scheduling, planning, timetabling, routing and so on. CSP has been broadly
investigated in Computer Science and Artificial Intelligence [3, 16]. The key idea of
a CSP is to solve a problem by stating constraints representing requirements about
the problem and then, finding solutions satisfying all the constraints.

Classical and pure CSPs are not suited in several real-life problems. For instance,
CSPs are not able to model constraints that are preferences rather than hard
requirements or to provide a not so-bad solution when the problem is over con-
strained. Many works in the literature [17] focus on generalizations of classical
(hard) constraints to soft constraints. One of the environments that use CSPs is
CLP. Declarative environments such as CLP facilitate problem modeling and
introduction of logical and symbolic constraints [3, 16]. Unfortunately, high com-
plexity of decision-making models and their integer nature contribute to poor effi-
ciency of modeling in OR methods and inefficient optimization in CLP. Therefore, a
new approach to modeling and solving these problems was developed [8].
A declarative environment was chosen as the best structure for this approach [4–7].
Mathematical programming environment was used for problem optimization [9].
This mixed and integrated approach [8, 18, 19] is the basis for the creation of the
implementation environment to support managers. In addition to optimizing par-
ticular decision making problems connected with groups of orders, such environ-
ment allows asking various questions while processing the orders.

The main contribution on our part is the new method for the modeling and
optimization of decision-making problems for handling orders in groups. It is based
on the integration of CLP and MP environments (Sect. 3.3). In addition, the formal
model for handling orders in groups with hard and soft constraints has been
proposed.

Based on the proposed method and model, we designed the environment that
allows to ask questions and get fast answers in the process of handling groups of
orders. The algorithm presented in [8] enables dynamic use of this method.

3.1 Problem Description

This problem can be stated as follows (Fig. 1). Orders (j = 1…J) enter the system in
groups at different periods (h = 1…V). Each order consists of operations (o = 1…O)
and should be processed with specific resources, including parallel resources
(k = 1…K). The orders (j = 1…J) in each group should be delivered at the same
time. It is assumed that all processors in the last stage are eligible to process all jobs.
This assumption is valid due to the fact that processors in the last stage (packers in a
factory, quality control, and waiters at restaurants) are the same in most application
areas of the proposed problem. Special points at which orders are submitted and
then delivered are introduced (i = 1…I). The problem does not cover the
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configuration of the points but relates to handling orders, as many orders may come
from one customer/orders several items from the list of item/. Each order may be
processed by a different resource set in any order.

Possible questions for this model are:

• What is the minimum average waiting time in each group? (Q1)
• Can the order be delivered within g period? (Q2)
• Which order cannot be delivered in each group of orders within g period? (Q3)
• Which order can be prepared in the number of M within g period for points i?

(Q4)

Fig. 1 Scheme for the problem of handling orders in groups
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• With the specified number of resources rzg/i.e. packers, waiters/, is it possible to
deliver orders to all groups within N time? (Q5)

• Is it possible to deliver orders of all groups with resources d1, d2, …dk within
g period? (Q6)

3.2 Mathematical Model

A mathematical model is developed for the research problem. This model based on
[8]. The sets, indices, parameters, decision variables are presented in Table 1.

Objective function
Minimization of average waiting time at each point i (1) is one of the objective
functions that work well in case of such problems.

Constraints
Constraint (2) specifies the moment (period) from which resource k is needed to
execute order j. Constraint (3) states no start is possible before orders appear.
Constraint (4) ensures that the number of available resources k in period g is not
exceeded. Constraint (5) provides resource occupancy for the time of the order
execution. Resource k is used without interruption during the execution of order j
from point i (6). Constraint (7) is for determining decision variable Y. Simultaneous
completion of orders j from the given point is ensured by constraint (8).

To linearize this model, an ancillary variable was used, Wi, g = {0,1}, deter-
mined according to constraint (12) (where coefficients/factors ppg are determined
by the CLP). Constraint (10) determine the end of the resource k occupancy.
Constraint (11) is an auxiliary constraint, responsible for ending the execution of
orders at point i, but only once. Constraint (12) specifies the number of different
type of resources (waiters). Constraint (13) is responsible for the binarity of selected
decision variables.

Fc ¼ min
1
I

XI

i¼1

Tkpi ð1Þ

Si;j;k þ tpoCLPj;k ¼ Tkpi for i ¼ 1. . .I, j ¼ 1. . .J, zi;j [ 0; rCLPj;k [ 0

Si;j;k ¼ 0 for i ¼ 1. . .I, j ¼ 1. . .J, zi;j ¼ 0
ð2Þ

Si;j;k �Ts for i ¼ 1. . .I, j ¼ 1. . .J, k ¼ 1. . .K ð3Þ
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Table 1 Summary indices, parameters and decision variables

Sets

Set of points I

Set of orders J

Set of resources K

Number of periods G

Number of periods in which orders can be entered H

Indices

Points i = 1…I

Orders j = 1…J

Resources k = 1…K

Period g = 1…G

Period in which orders can be entered h = 1…H

Decision variables

Number of periods g delivery of all orders for point i Tkpi
The number of period g in which resource k can be used for order
j at point i

Si,j,k

If the execution of order j for point i uses resource k in period g then
Xi,j,k,g = 1, otherwise Xi,j,k,g = 0

Xi,j,k,g

If g is the last period in which resource k is used in the execution of
order j for point i then Yi,j,k,g = 1, otherwise Yi,j,k,g = 0

Yi,j,k,g

If g is the last period in which orders are executed for point i then
Wi,g = 1, otherwise Wi,g = 0

Wi,g

Parameters

Calculated number of period g for the start of demand for resource
k and order j (CLP)

tpoj,k
CLP

Calculated number of period g for the end of demand for resource
k and order j (CLP)

tkoj,k
CLP

Number of k resources needed for execution of order j rj,k
CLP

Number used to convert periods to moments (for connecting index
g with
variable Si,j,k, if Si,j,k = 7 then index g = 7) (CLP)

ppg
CLP

The number of available resources k in the period g dkgk,g
The number of resources k needed (occupancy) in period g resulting
from the execution of orders currently being processed

dkgok,g

The number of resources of the second type (i.e. packers, waiters)
available during period g

rzgg

The number of resources of the second type (i.e. packers, waiters) in
period g resulting from the execution of orders currently being
processed

rzgog

Calculated number of period g for the end of demand for resource
k and order j (CLP)

Ts

Inputs

The number of orders j at point i zi,j
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XI

i¼1

XJ

j¼1

ðXi;j;k;g � rCLPj;k � zi;jÞ� dkgk;g for k ¼ 1. . .K; g ¼ 1. . .G

XI

i¼1

XJ

j¼1

ðXi;j;k;g � rCLPj;k � zi;jÞ ¼ dkgok;g for k ¼ 1. . .K; g ¼ 1. . .G

ð4Þ

XG

g

Xi;j;k;g ¼ tpoCLPj;k � tkoCLPj;k for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; zi;j [ 0; rCLPj;k [ 0

Xi;j;k;g ¼ 0 for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; zi;j ¼ 0

Xi;j;k;g ¼ 0 for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; rCLPj;k ¼ 0

ð5Þ

Xi;j;k;g�1 � Xi;j;k;g �Yi;j;k;g�1 for i ¼ i. . .I; j ¼ 1. . .J; k ¼ 1. . .K; g ¼ 2. . .G; zi;j [ 0; rCLPj;k [ 0

Yi;j;k;g ¼ 0 for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; g ¼ G

Yi;j;k;g ¼ 0 for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; g ¼ 1

ð6Þ

XG

g

Yi;j;k;g ¼ 1 for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; za;j [ 0; rCLPj;k [ 0 ð7Þ

Yi;j;k1;g ¼ Yi;j;k2;g for i ¼ 1. . .I; j ¼ 1. . .J; k1; k2 ¼ 1. . .K; g
¼ 1. . .G; zi;j [ 0; rCLPj;k [ 0; tkoCLPj;k1 ¼ 0; tkoCLPj;k2 ¼ 0; ð8Þ

Tkpi ¼
XG

g¼1

ppCLPg Wi;g for i ¼ 1. . .I ð9Þ

Yi;j;k;g�tkoCLPj;k
¼ Wi;g for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; g

¼ tkoCLPj;k j;k. . .LG; zi;j � 0; rCLPj;k � 0

Yi;j;k;g ¼ Wi;gþ tkoCLPj;k
for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K;

g ¼ 1. . .G� tkoCLPj;k ; zi;j � 0; rCLPj;k � 0

ð10Þ

XG

g¼1

Wi;g � 1 for i ¼ 1. . .I ð11Þ

XI

i¼1

Wi;g � rzgg for g ¼ 1. . .G

XI

i¼1

Wi;g ¼ rzgog for g ¼ 1. . .G

ð12Þ
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Xi;j;k;g ¼ f0; 1g for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; g ¼ 1. . .G

Yi;j;k;g ¼ f0; 1g for i ¼ 1. . .I; j ¼ 1. . .J; k ¼ 1. . .K; g ¼ 1. . . : G

Wi;g ¼ f0; 1g for i ¼ 1. . .I; g ¼ 1. . .G

ð13Þ

3.3 A Integrated Declarative Approach to Modeling, Solving
and Optimization

The idea of integrating CLP and MP environments outlined in Sect. 3 idea was
expanded into the framework, as in Fig. 2. It can be used to implement specific
decision models (Sect. 3.2) as well as ask questions related to these models. The
questions and the additional constraints are implemented in the form of CLP

Fig. 2 The scheme of the implementation framework [8]
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predicates. Examples of question that can be asked are presented in Sect. 3.1.
The CLP environment is used to model the problem, linearize and transform it. It is
also effective in terms of receiving answers to general questions, such as Is it
possible…? Is it enough…?. For optimization and specific questions, such as What
is the minimum/maximum…? What is the shortest time…?, after the initial “do-
main” solving, the problem is finally solved in the MP environment. In the case of
decision problems (answers for general questions), obtained after transformation the
linear model does not include the objective function. In this case, the MP envi-
ronment is very fast in finding a feasible solution.

4 Numerical Experiments

In order to verify and evaluate the proposed approach, many numerical experiments
were performed for the illustrative example. All the experiments relate to the system
with ten points (i = 1…10), fifteen order types (j = 1…15), twelve resource types
(k = 1…12), thirty time periods (g = 1…30) and seventeen orders zi, j.
Computational experiments consisted in asking questions Q1…Q6 for the model
(Sect. 3.2) implemented in the framework (Sect. 3.3) iteratively run with interactive
algorithm. Orders are ordered in groups of h1 = 1, h2 = 5, h3 = 6, h4 = 12 periods.
Table 2 shows the available number dk of each resource type k.

Figure 3a shows the implementation schedule of all orders for this example while
minimizing the average waiting time-answer to question Q1 where all constraints are
hard. The minimum waiting time for each order of period h1 is from Tpk = 5 to
Tpk = 9, for the period h2 is from Tpk = 5 to Tpk = 11 for the period h3 is Tpk = 1
and for the period h4 is Tpk = 6. The makespan for all orders is 18 (Fig. 3a).
Figure 4a shows the use of the resources (d6) needed to execute orders in the periods
from g = 1 to g = 18. Figure 3b shows the implementation schedule-answer to
question Q1 where the constraint (4) is soft constraint. It was allowed excess
resources (k) by 50 %. In this case, the makespan for all orders is 17 (Fig. 3b). The
minimum waiting time for each order of period h2 is from Tpk = 5 to Tpk = 9
(shorter) and for the period h4 is Tpk = 5 (shorter). Figure 4b shows the use of the
resources (d6) needed to execute orders in the periods from g = 1 to g = 17.

The answer to question Q2 (Can the order be delivered within g period?) for
ordering period h1 is NO for periods g = 4, g = 6, g = 9, but for period g = 11, it is
YES. For the remaining periods h2, h3 and h4, the response can be read from the
schedules (Figs. 3a, b).

Table 2 The number of
different types of available
resources

k dk k dk k dk k dk
1 2 4 2 7 3 10 2

2 2 5 3 8 3 11 2

3 2 6 3 9 5 12 2
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In the second stage of the research, effectiveness and efficiency of the proposed
framework was evaluated in relation to the MP. For this purpose, question Q1 (with
the largest computational requirements) and the model were implemented in both
environments with hard and hard & soft constraints. The results are shown in
Table 3.

Fig. 3 a Gantt chart for illustrative example—hard constraints. b Gantt chart for illustrative
example—hard and soft constraints

Fig. 4 a The use of the resource (d6)—hard constraints. b The use of the resource (d6)—hard and
soft constraints

Table 3 A comparison of the effectiveness of the presented framework and mathematical
programming (MP)

Question V (Vint) C T (s)

Q1 in MP, hard constraints 19,319 (18,940) 6,51,606 223

Q1 in framework, hard constraints 1134 (930) 83,299 31

Q1 in MP, hard & soft constraints 19,319 (18,940) 6,50,134 174

Q1 in framework, hard & soft constraints 1134 (930) 82,729 10

V variables, Vint integer variables, C constraints, T searching time
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5 Conclusion

In practice, such an approach to group order handling occurs in manufacturing,
services, logistics and project management. The presented framework, which is an
implementation of the proposed approach, enables effective planning, design and
management of the processes by a manager. This allows the implementation of
decision-making models with different objective functions and the introduction of
the models already implemented with additional constraints. It also provides the
opportunity to ask two types of questions and obtain answers. General questions
may require domain solution, which in practice determines the availability of
resources to execute orders. The wh-questions will in practice define the best,
fastest, cheapest or the most expensive of the possible solutions. To obtain answers,
optimization is necessary. The illustrative example shows only part of the frame-
work’s potential. Further work will consist in the implementation of more complex
models such as a decision-making model covering operations. Introduction of
precedence constraints to operations and orders, uncertainty, fuzzy logic [20] etc. is
considered. New questions will be implemented to broaden the scope of decision
support.
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Lead Times and Order Sizes—A not so
Simple Relationship

Peter Nielsen, Zbigniew Michna, Ngoc Anh Dung Do
and Brian Bruhn Sørensen

Abstract Order quantity and lead time are two critical aspects of inventory
management. In literature, lead time is considered as a constant or an uncontrollable
stochastic variable. Theoretically, the order size has linear relationship with lead
time meaning that order size increases when lead time increases. A data analysis
from a Danish company reveals that the relationship between lead time and order
size are not so simple. This paper focuses on analyzing the relationship between
lead time and order size in order to answer two questions: (1) whether lead time is
affected by order size or not; and (2) whether lead time and order size has linear
relationship or not.

Keywords Inventory management � Lead time � Order quantity � Data analysis

1 Introduction

Lead time in inventory management is an undebated issue in manufacturing. Many
studies are focused on how to order with lead time consideration. In traditional
inventory problems, the lead time is assumed to be independent of the order
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quantity [16]. The lead time is normally used to calculate both the re-order point
(ROP) and the suitable order quantity. Many formulas are used to calculate ROP
which assures there is no stock out during the lead time. The larger the lead time is,
the higher the ROP is and the same for the order quantity. In some studies, the order
quantity is assumed to be linear relation to lead time. The analysis on real data from
a Danish company shows that there is a relation between lead time and order
quantity but it is not a linear relation. This raises a question: is that true the lead
time decides the order quantity? Or on another hand, the lead time affects to the
order quantity or the order quantity affects to the lead time. This study will focus on
analyzing the relationship between lead time and order quantity. The remainder of
the paper is structured as follows. First a literature review is presented, followed by
an analysis of actual lead time and order size relations. Finally conclusions and
future research directions are presented.

2 Literature Review

Lead time and order quantity are two issues manufacturer’s faced when controlling
their supply chain. Many papers have been focused on how to determine the order
quantity. Traditional inventory model determines the order quantity based on
economic order quantity (EOQ) model and then, extends to the case with discount
quantity [16]. Moon et al. [8] developed an EOQ model for
ameliorating/deteriorating items under inflation and time discounting. Before that,
Ray and Chaudhuri [13] worked on EOQ model with stock-dependent demand,
shortage, inflation and time discounting. Then, Moon and Lee [9] considered the
EOQ model with the effects of inflation and time-value of money. Chaudhry et al.
[3] investigate on the problem to allocate order quantity among vendors. Dahel [4]
develop a multi-objective mixed integer programming for the problem to select
suppliers and order quantity allocation among these suppliers in volume discount
environment. Jayaraman et al. [6] propose a comprehensive model for supplier
selection and order quantity allocation. Nielsen et al. [11] find that order quantity
and time are interdependent. These examples show that a lot of papers have been
concentrated on determining order quantity in inventory management. However, in
these studies, the authors normally omitted the lead time or assumed that lead time
is constant. This assumption makes their studies less practical for real applications.

Some papers have included lead time in inventory management. Daya and Raouf
[1] consider an inventory model where lead time is a decision variable. Chang and
Chang [2] propose a mixed integer programming to solve the inventory problem
with the consideration of variable lead time and price quantity discount. They
assume that lead times can be reduced by adding extra crashing cost and this
reduction will save the investment on safety stock. So and Zheng [15] consider the
impact of lead time and forecast demand updating on order quantity variability.
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Sirias and Mehra [14] implement a simulation approach for a two-echelon supply
chain to compare two incentive systems: quantity discount versus lead
time-dependent discount structures. Wang [17] evaluate the flexibility on order
quantity and delivery lead time for a supply chain system. In these papers, lead time
is considered as a factor which affects to the decision making on order quantity.
Nielsen et al. [10] investigate the re-order point inventory management models
sensitivity to demand distributions, demand dependencies and lead time
distributions.

The above literature show few papers focus on the effect of lead time on order
quantity. Likewise, few papers consider lead time, and typically treat lead time as
an uncontrollable factor. No paper considers the effect of order quantity on lead
time, so the relationship between lead times and order quantity is considered uni-
directional—i.e. the order size depends on lead times, but lead times do not depend
on order size. However, this seems counterintuitive as one would expect some sort
of consequence from ordering large quantities. This paper analyzes the relationship
between lead time and order quantity on both sides: the effect of lead time on order
quantity and the effect of order quantity on lead time using data from a large Danish
company.

3 Analysis

In the following a total of 78,009 orders for 25 different products from the same
product family received by a manufacturing company over a period of three years
are analyzed. The analysis contains a number of steps. First, χ2 test for indepen-
dence is used to determine if there is a link between order quantities and lead times.
Following these t-tests are employed to investigate whether or not larger orders
have larger average lead times than smaller orders. Following this the direct rela-
tionship between order sizes and lead times is investigated, where it is expected
from theory that there is linear relationship. In Michna et al. [7], the authors propose
that under stochastic lead times customers adapt order policies to reflect their
current estimate of lead times. This seems intuitively appealing as one in this case
would expect that if a customer is observing increasing lead times on average over a
number of periods, the supplier will receive increasing order sizes with some time
lag. An exact estimate of the time lag and the number of observations used to
estimate lead times cannot be found from the data, so a number of combinations are
tested. Having investigated this, the next point of interest is if the lead time dis-
tributions for different order sizes, but for the same product, exhibit the same type
of behavior—i.e. have roughly the same shape. Figure 1 shows an overview of the
analysis approach employed in the paper.
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For the following analysis some definitions are necessary:

Q1st
p The 1st quartile order size

Q3rd
p The 3rd quartile order size

Q1st
i;p The set of i orders for the pth product less than or equal to Q1st

p

Q3rd
j;p The set of j orders for the pth product greater or equal Q3rd

j;p

LT1st
i;p The lead time for the ith order for the pth product for the orders in Q1st

i;p

LT3rd
j;p The lead time for the jth order for the pth product for the orders in Q3rd

j;p

LT
1st
p

The mean lead time for the orders contained in Q1st
i;p

LT
3rd
p

The mean lead time for the orders contained in Q3rd
j;p

For the χ2 test one would expect the same number of observations in all the four
fields in the contingency table shown in Table 1.

Where lead times less than the 1st quartile are categorized as small and larger
than the 3rd quartile are categorized as large and the same for order quantities.

From Table 2 it is clear that remarkably few of the tested products have lead time
distributions were lead times and order sizes can be considered independent when
using a χ2 test for independence. Only three out of 25 products’ lead time

Fig. 1 Procedure for the analysis approach
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distributions can be considered strictly independent—with one further with a
p-value just below 0.01. So the conclusion supports the expectations that lead times
and order sizes are related. The next step is now to determine whether there is a
simple linear relationship (as tested by Pearson correlation) between the order sizes
and the lead times as expected from theory.

The conclusion from the Pearson correlation tests is quite simple as seen in
Fig. 2 where the right-hand axis is the number of observations. There is a significant
positive linear correlation between order sizes and lead times for most products, but

Table 1 Contingency table concept

Small orders Large orders

Small lead times No. observations No. observations

Large lead times No. observations No. observations

Table 2 Overview of the p-values from

p-Values from χ2-test p-Values from t-test LT relationship

P1 0.000 0.000 2.1

P2 0.000 0.000 2.9

P3 0.000 0.000 1.8

P4 0.000 0.000 2.7

P5 0.000 0.000 2.0

P6 0.000 0.000 1.7

P7 0.000 0.000 1.4

P8 0.329 0.000 1.5

P9 0.000 0.000 1.7

P10 0.332 0.002 1.2

P11 0.000 0.000 1.6

P12 0.000 0.000 1.9

P13 0.000 0.000 1.7

P14 0.000 0.000 1.7

P15 0.000 0.000 2.5

P16 0.000 0.000 1.8

P17 0.899 0.093 1.1

P18 0.000 0.000 1.9

P19 0.000 0.000 1.8

P20 0.000 0.000 3.5

P21 0.000 0.001 1.2

P22 0.000 0.000 1.7

P23 0.000 0.107 1.2

P24 0.008 0.000 1.5

P25 0.000 0.000 2.1
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the strength of the correlation is so weak that it for the vast majority of the products
has almost no explanatory power. It is also worth noting that the correlations are all
positive as one would expect from theory. This is intuitive appealing as it implies
that larger orders have larger lead times. Although this is not considered in either
traditional inventory or supply chain management literature it seems that it (at least
for this particular case) is an oversimplification of the connection between lead
times and order sizes. The same oversimplification that can be said to be present
when assuming that lead times are deterministic rather than stochastic in nature
[12]. While there is a link between order sizes and lead times, it is not an unam-
biguous one. The strength of the link is too weak to be used to predict to any degree
of certainty the lead time for any given order size. The reasons for this can be very
varied, but a simple conclusion could be that the behavior is in fact highly
stochastic in nature and stems from a number of order size dependent distributions.

This leads to the next step where the same quartiles of lead time distributions
investigated in the χ2 test are tested for similar mean using the student’s t-test, with
the null hypothesis that the lead time distributions (LT1st

i;p ; LT
3rd
j;p ) have the same

mean. In all but two cases the null hypothesis is rejected on a better than 0.01 level
and in all but three cases it is rejected on the 0.001 level. The overwhelming
conclusion from the analysis is that order sizes and lead times are dependent and
that the lead time distributions for small orders have a significantly different mean
than the mean lead times for large orders. The right hand column in Table 2 shows

the
LT

3rd
p

LT
1st
p

ratio for all products p. From this it is clear that the lead times for the orders

contained in Q3rd
j;p are uniformly larger on average than the lead times for the orders

contained in Q1st
i;p for all p. This ratio is on average 1.8 meaning that the lead times

for Q1st
i;p on average are 1.8 times larger than the lead times for Q3rd

j;p .

Fig. 2 Product number,
number of observations and
Pearson correlation
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From literature it would be expected that if a customer observers increasing lead
times (LT), the customer would place progressively larger orders (Q). In practice
one would expect that a time series of lead times would be more strongly correlated
with the observed order sizes if lagged. In fact one would suspect that the lagged
relationship would have a stronger correlation than the unlagged one. If this is not
the case one would suspect that the customers are not updating their lead time
information and solely change order sizes to reflect changes in demand (or changes
in e.g. quantity discount structures). Following this the next conclusion must be that
order sizes and lead time should be strictly independent.

Let us assume that a customer uses a certain amount of past observations to
estimate the following set of order sizes using e.g. a moving average. Strictly
speaking we have no ability to guess how the customer estimates lead times, thus
we can only test moving averages with different orders of smoothing and see if a
pattern arises. Specifically one would assume that if the customers observe high
lead times they will increase order sizes symmetrically that if they observe short
lead times they will reduce order sizes.

The 25 selected products are compared using a centered moving average for 40
observations and Q is lagged with respect to LT with 0, 10, 20, 40, 60 and 80
observations. In this case it follows that both the lead time series and the order size
series will exhibit strong autocorrelation. However, the true benchmark must be if
the lagged observations are stronger correlated than the non-lagged observations—
i.e. is the customers using historic observations of lead times to update their order
policy? An example of an auto and cross correlation plot is seen in Fig. 3.

Fig. 3 An example of auto and cross correlation plots for product #1 using a 40 period moving
average (MA)
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As expected both the order size and the lead time by themselves exhibit strong
autocorrelation, with the order size appearing to be more stable than the lead times.
It is equally obvious that the strength in correlation between Q and LT is decreasing
when Q is lagged compared to LT.

Figure 4 shows the strength of the correlation for the 25 products used in the
study. The interpretation of the results depicted in Fig. 4 is not completely
unambiguous. If changing lead times (increasing/decreasing) followed theory one
would expect that on average the correlation is stronger (and positive) when orders
sizes are lagged compared to LT. However, only 7 out of 25 products have this
characteristic when the maximum lag of 80 is observed and only 5 out of 25 when
lag 60 is considered. It is also worth noting that two of the products’ lead times
actually are negatively correlated when the moving averages. This makes very little
sense as it implies that LT #! Q " which is counterintuitive unless the customers
are not updating their lead time information and basing order sizes on other cal-
culation methods. If order size calculation methods that do not use expected lead
times are used, one would expect that lead times and order sizes in general should
be independent. Based on this analysis it is tempting to conclude that not only does
LT "! Q ", but also Q "! LT ". However, without knowing the demand faced by
the customers there is no method for unequivocally concluding that lead times
depend on order size.

To determine whether this simplified model could be relevant the next step is to
establish whether the LT1st

i;p and LT3rd
j;p distributions exhibit similar behavior. Nielsen

et al. [12] using partly the same dataset already established that the individual lead
time distributions for small intervals can be considered i.i.d. This conclusion must
now be somewhat modified to include the fact that within a given interval of order
sizes the corresponding lead time distribution can be considered to be i.i.d.
However, before reaching this conclusion it seems prudent to examine the char-
acteristics of the lead time distributions. Are they in fact similar in shape, but have
different means—i.e. is it possible to use a scaled version of the lead time distri-
bution for all order sizes? When describing the characteristics of a distribution,
normally one refers to the second, third and fourth moments of the distribution
(variance, skewness and kurtosis respectively). Of these variance gives the largest

Fig. 4 Correlation between lead time and order size for all 25 products
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problem in comparisons as both skewness and kurtosis are unitless. To achieve a
unitless measure for comparison one typically uses the Coefficient of Variance
(CV) which is simply the sample standard deviation of the distribution divided by
the sample mean of the distribution. These are plotted for comparison purposes for
all 25 investigated products for LT1st

i;p and LT3rd
j;p respectively. For all the charac-

teristics (CV, skewness and kurtosis) the lower the values the less volatile the
distribution is considered.

Again from the Figs. 5 and 6, it is possible to establish that for the vast majority
of the products p there is a clear difference between the two distributions LT1st

i;p and

Fig. 6 Kurtosis (left hand graph) and skewness (right hand graph) of lead time distributions for
small and big orders

Fig. 5 Covariance of lead time distributions for small and big orders
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LT3rd
j;p . Specifically; in 20 out of 25 cases the CV is larger for LT1st

i;p than for LT3rd
j;p ,

for 22 out of 25 the kurtosis is larger for LT1st
i;p than for LT3rd

j;p and for 23 out of 25

the skewness is larger for LT1st
i;p than for LT3rd

j;p . So while the lead time on average is

1.8 times higher for LT3rd
j;p than for LT1st

i;p the LT1st
i;p distributions are on average more

peaked and at the same time more skewed.
This is very interesting because from Do et al. [5] we know that the more

extreme distributions have practical implications for the management of supply
chains. More skewed lead time distributions results in longer time to reach a steady
state of a supply chain. It is also worth noting that all the lead time distributions are
positively (right skewed).

4 Conclusions and Future Research

This paper has focused on empirically establishing the link between order sizes and
lead times. The methods main limitation in practice is the need for many observa-
tions. In most practical situations one can question whether it will be possible to have
sufficient observations to estimate the lead time distributions for suitable intervals of
order sizes. The implications for both inventory and supply chain management are
significant. Current state of within the fields assumes that order sizes and lead times
are strictly independent (with the typical added assumption that lead times are
deterministic [12]. This is obviously an oversimplification of the relations between
these variables. In traditional inventory management the following relationship
between order sizes (Q), demand rate (eD) and average lead time (fLT ) are assumed to
hold true when demand and lead times are i.i.d. (or deterministic).

Q ¼ k � eD � fLT where k is a constant

With this in mind the complexity that arises when Q and LT are in fact bidi-
rectionally dependent is obvious. Increasing order sizes lead to increasing lead
times and increasing lead times lead to increasing order sizes. From the analysis it is
possible to conclude that order sizes and lead times are dependently distributed, but
that the relationship is not strictly linear. It is also possible to conclude that
increasing/decreasing lead times do not to a significant degree influence changes in
order sizes. It is a catch 22 unless a suitable methodology for lead time distributions
dependent on order size can be found and used. Regardless of this the results
underline that current state is based on over simplistic models of lead times and one
can only imagine how this impacts inventory and supply chain management in
practice.

The contributions of this study are twofold. First, it shows that the assumption
that the order size and lead time have a linear relation cannot be applied in any
general case. This means that the relationship between order size and lead time
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should be investigated in inventory management. Second, this study proposes a
simple method to analyze the dependence of order size and lead time. Future work
will focus on how order size dependent lead time distributions influence supply
chains and the bullwhip effect.
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References

1. Ben-Daya, M., Raouf, A.: Inventory models involving lead time as a decision variable.
J. Oper. Res. Soc. 45, 579–582 (1994)

2. Chang, C.T., Chang, S.C.: On the inventory model with variable lead time and price-quantity
discount. J. Oper. Res. Soc. 52, 1151–1158 (2001)

3. Chaudhry, S.S., Forst, F.G., Zydiak, J.L.: A multicriteria approach to allocating order quantity
among. Prod. Inventory Manage. J. 32(3), 82–86 (1991)

4. Dahel, N.E.: Vendor selection and order quantity allocation in volume discount environments.
Supply Chain Manage.: Int. J. 8(4), 335–342 (2003)

5. Do, N.A.D., Nielsen, P., Michna, Z., Nielsen, I.: Quantifying the bullwhip effect of
multi-echelon system with stochastic dependent lead time, advances in production
management systems. In: Innovative and Knowledge-Based Production Management in a
Global-Local World, pp. 419–426 (2014)

6. Jayaraman, V., Srivastava, R., Benton, W.C.: Supplier selection and order quantity allocation:
a comprehensive model. J. Supply Chain Manage. 35(1), 50–58 (1999)

7. Michna, Z., Nielsen, I., Nielsen, P.: The bullwhip effect in supply chains with stochastic lead
times. Math. Econ. 9(16), 71–88 (2013)

8. Moon, I., Giri, B.C., Ko, B.: Economic order quantity models for ameliorating/deteriorating
items under inflation and time discounting. Eur. J. Oper. Res. 162(3), 773–785 (2005)

9. Moon, I., Lee, S.: The effects of inflation and time-value of money on an economic order
quantity model with a random product life cycle. Eur. J. Oper. Res. 125(3), 588–601 (2000)

10. Nielsen, P., Davoli, G., Nielsen, I., Rytter, N.G.: A design of experiments approach to
investigating the sensitivity of the re-order point method. In: Proceedings of the International
Conference on Advances in Production Management Systems 2012, Rhodes, Greece, 2012

11. Nielsen, P., Nielsen, I., Steger-Jensen, K.: Analyzing and evaluating product demand
interdependencies. Comput. Ind. 61, 869–876 (2010)

12. Nielsen, P., Michna, Z., Do, N.A.D.: An empirical investigation of lead time distributions,
advances in production management systems. In: Innovative and Knowledge-Based
Production Management in a Global-Local World, pp. 435–442 (2014)

13. Ray, J., Chaudhuri, K.S.: An EOQ model with stock-dependent demand, shortage, inflation
and time discounting. Int. J. Prod. Econ. 53(2), 171–180 (1997)

14. Sirias, D., Mehra, S.: Quantity discount versus lead time-dependent discount in an
inter-organizational supply chain. Int. J. Prod. Res. 43(16), 3481–3496 (2005)

15. So, K.C., Zheng, X.: Impact of supplier’s lead time and forecast demand updating on retailer’s
order quantity variability in a two-level supply chain. Int. J. Prod. Econ. 86(2), 169–179
(2003)

16. Stevenson, W.J.: Operations Management, 9th edn. McGraw-Hill, Boston (2007)
17. Wang, Y.C.: Evaluating flexibility on order quantity and delivery lead time for a supply chain

system. Int. J. Syst. Sci. 39(12), 1193–1202 (2008)

Lead Times and Order Sizes—A not so Simple Relationship 75



Part III
Systems Analysis and Modeling



Decisional DNA Based Conceptual
Framework for Smart Manufacturing

Syed Imran Shafiq, Cesar Sanin, Edward Szczerbicki
and Carlos Toro

Abstract This paper presents the conceptual framework for systematic knowledge
representation, storage and reuse of manufacturing information in a production
scenario. This knowledge structure is designed for three levels in a manufacturing set
up viz. first at the engineering objects level, second at process and finally at factory
level. Virtual engineering object (VEO) deals with knowledge at the individual
object/component/machine level while Virtual engineering process (VEP) represents
knowledge at the process/operations level. Implementation of VEO and VEP has
been already been done. This article proposes the integrated concept and architecture
at facility/factory level and we termed it as Virtual Engineering Factory (VEF). It
provides access to the complete production history of the factory, which is useful for
decision-making activities. Moreover, we propose combined architecture for the
extraction of the knowledge from different levels of manufacturing through VEF,
VEP and VEO.
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1 Introduction

Efforts are being made around the world to improve the productivity and efficiency
in industrial manufacturing which can be achieved by integrating manufacturing
with information and communication technology. The main objective behind this
integration is to reap the benefits of the unprecedented advancement in the field of
information and communication technologies [1, 2].

These ideas lead to the emergence of the new concept of Virtual Engineering
Factory (VEF). The goal is the intelligent factory, which is characterized by
adaptability, resource efficiency and the integration of customers and business
partners in business and value processes.

Knowledge engineering plays an important role in virtual engineering systems as
there is a need for a unified framework to represent the myriad types of data and
application contexts in different physical domains, and interpret them under the
appropriate contexts [3]. The concept of virtual systems has three broad levels of
Virtual engineering object (VEO), Virtual engineering process (VEP) and Virtual
Engineering Factory (VEF) as shown in Fig. 1. The concept of VEO and VEP has
been developed and tested. This article not only focuses on the concept, architecture
of VEF and also proposes the mechanism of interlinking the three levels.

The structure of this paper is as follows: Sect. 2 gives the overview and the
central ides of the work. Moreover it deals with the basic concepts architecture and
objectives of VEO, VEP and VEF. Section 3 discusses the integration of VEO, VEP
and also gives framework to extract experience to reuse it for decision making. In
Sect. 4 potential benefits of this work and conclusions are presented.

Fig. 1 Correlation of physical and the virtual world
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2 VEO/VEP/VEF: Fusion of the Physical and Virtual
World

The central idea of this work is to replicate the knowledge and experience of the
manufacturing factory and to represent it virtually. In other words mechanism to
store and reuse experience related with objects, process and factory working is
developed. Physical manufacturing scenario can be classified into three
groups/levels resources, process and factory. Knowledge representation of these
levels is developed both at individual level and in conjunction with each other.

As depicted in Fig. 1. VEO is the representation at the individual object/
resource/artefact level and is capable of representing all the information like
machine level like machining parameters, tolerances, surface conditions etc.

VEP deals with the information at the process or shop floor level, like operation
sequences, process parameters, time cost etc. While the VEF represents knowledge
at the factory level encompassing or having links to VEO and VEP.

VEF stores the information and experience/formal decisions related with the
various different aspects involved at the systems level like material handling,
storage quality control, transportation etc.

Set of experience knowledge structure (SOEKS) and Decisional DNA (DDNA)
a powerful knowledge representation technique is used as the technological base for
this work. SOEKS-DDNA [4–6] is proposed as a unique and single structure for
capturing, storing, improving and reusing decisional experience. Its name is a
metaphor related to human DNA, and the way it transmits genetic information
among individuals through time. Based on the literature review [7] it is evident that
SOEKS-DDNA is a novel technique to reuse the experience and the formal deci-
sions made in day-to-day activities. It can be implemented on various platforms
(e.g., ontology, reflexive ontology, software based, fuzzy logic, etc.) in
multi-domains, which makes it a general and universal approach.

Detail description of VEO, VEP and VEF is presented in the following sections.

2.1 Virtual Engineering Object (VEO)

A VEO [7–13] is knowledge representation of an engineering artefact, it has three
features:

(i) the embedding of the decisional model expressed by the set of experience,
(ii) a geometric representation, and (iii) the necessary means to relate such virtu-
alization with the physical object being represented.

A VEO is a living representation of an object capable of capturing, adding,
storing, improving, sharing and reusing knowledge through experience, in a way
similar to an expert in that object. A VEO can encapsulate knowledge and expe-
rience of every important feature related with an engineering object. This can be
achieved by gathering information from six different aspects (chromosomes) of an
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object viz. Characteristics, Functionality, Requirements, Connections, Present State
and Experience as illustrated in Fig. 2.

VEO is developed on the concept of cradle-to-grave approach, which means that
the contextual information and decision making regarding an engineering object
right for its inception until its useful life is stored or linked in it. The knowledge
representation technique of Set of experience knowledge structure (SOEKS)-
Decisional DNA (DDNA) is used for developing VEO as it provides dynamicity to
overcome issues of representing complex and discrete objects.

The changing machining conditions such as spindle thermal deformation, tool
failure, chatter, and work piece deformation induced by clamping force, cutting
force, and material inner stress have significant impacts on machining quality and
efficiency. Figure 1 exhibits that VEO will cater decision making regarding prob-
lems which may emerge during the machining process due to complex conditions at
the machining level.

2.2 Virtual Engineering Process (VEP)

In manufacturing environment collection of components/tools/objects constitute a
process and combination of process constitutes a system as depicted in Fig. 1.
Following this pattern, virtual representation of artefacts in the form of VEO has
already been achieved as discussed in Sect. 2.1.

Virtual engineering process (VEP) [14] is a knowledge representation of man-
ufacturing process/process planning of artefact having all shop floor level

Fig. 2 VEO structure [7, 13]
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information regarding operations required; their sequence and resources needed to
manufacture it as shown in Fig. 3. VEP deals with the selection of necessary
manufacturing operations and determination of their sequences, as well as the
selection of manufacturing resources to “transform” a design model into a physical
component economically and competitively.

Process planning is combination of information regarding the operation required,
manufacturing sequence, and machines required. In addition to this, for VEP,
information of all the VEO’s of the resource associated with the process is also
required. Therefore to encapsulate knowledge of the above mentioned areas the
VEP is designed having following three main elements or modules:

(i) Operations: In this module of VEP all the information related with the oper-
ations that are required to manufacture an engineering object is stored. This
includes knowledge in the form of SOEKS related to operation process and
scheduling. Furthermore functional dependencies between operations are also
part of operations. These are sub categorized and there interaction planning
functions are given below:

• Scheduling route—based on global and local geometry.
• Processes—process capabilities, process cost.
• Process parameters—tolerance, surface finish, size, material type, quantity,

urgency

(ii) Resources: Information based on the past experience about resources used to
manufacture a component mentioned in operations module of VEP is stored
here. The knowledge of the machine level stored in this section is as follows:

Fig. 3 VEP architecture [14]
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• Machine and tool selections—machine availability, cost machine capa-
bility, size, length, cut length, shank length, holder, materials, geometry,
roughing and finishing

• Fixture selection—fixture element function, locating, supporting, clamping
surfaces, stability

Furthermore as discussed in Sect. 2.1 the information of VEO categorized
under characteristics, requirements, functionality, present state, connections
and experience is also linked in this section.

(iii) Experience: In the experience module, links to the SOEKS of VEO’s along
with VEP having past formal decisions to manufacture engineering compo-
nents are stored. They represent the links to SOE’s based on past experience
on that particular machine to perform given operation along with operational
and routing parameter.

2.3 Virtual Engineering Factory (VEF)

In this section extension of VEO/VEP to the factory level is discussed and an
integrated architecture covering all the aspect of a manufacturing unit is proposed.
A manufacturing factory is collection of integrated equipment and human resour-
ces, whose function is to perform one or more processing and/or assembly opera-
tions on a starting raw material, part, or set of parts

The main components of a manufacturing system as identified in the literature
can be broadly classified as:

• Production machines and tools
• Material handling and work positioning devices
• Computer systems
• Human resources are required either full-time or periodically to keep the system

running

Based on the components and their functionality at the factory level, architecture
of VEF is conceived. VEF have six elements each having links to involved VEP
and VEO to represent the entire knowledge and experience of a manufacturing
unit/factory. The arrangement of these six elements of VEF along VEO and VEP in
cloud architecture is shown in Fig. 4. Elements of VEF are:

• VEF Loading/Unloading: Information related with loading and unloading work
units at each station along with positioning of work units at each station is stores
in this module.

• VEF Transportation: Transporting work units between stations in multi-station
systems. Work units may flow through the same sequence of workstations or are
moved through a variety of different station sequences, knowledge related with
these are stored in here.
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• VEF Storage: This module of VEF will store all the knowledge related with the
temporary storage of raw materials and work during the manufacturing process

• VEF Quality Control: What quality control strategy adopted, its implementation
method and outcome is captured in this VEF module.

• VEF Experience: In this part of VEF the entire history of a formal decision taken
at the factory level along with the links/information of the involved VEP and
VEP in that decision are stored. In other word all the past experience is captured
in this module.

Figure 5 illustrates the virtual representation of manufacturing unit having 4
machine machines, 3 automatic guided vehicles (AVGS’s), loading/unloading

Fig. 4 VEF in a cloud architecture

VEO                 VEP                  VEF

Fig. 5 Schematic diagram for knowledge representation of a virtual factory
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stations, work in process assignment station, storage and quality control station. All
the red stations are represented by the VEO architecture, green station (linked with
involved red stations) represents the VEP design and the yellow station will have
VEF model, encompassing VEO and VEO within itself.

3 Integration and Working Model for VEF, VEP
and VEO

As discussed in the previous sections formal decisions are captured and stored in a
structured manner at the object, process and system level. Figure 6 illustrates the
flowchart after building of VEF SOEKS, VEF Chromosomes and VEF DNA. After

Fig. 6 Extracting knowledge
from the experience at each
level in a manufacturing setup
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all the experiences in the batch are translated using the ideas described before, the
inference process can executed to discover new rules according to the categories
described above. Then, assuming the existence of more knowledge in the system,
under specific conditions and after validation against other experiences, the infer-
ence process is able to determine that the values obtained.

When query is generated through a GUI, it is converted into a query SOEK
programmatically. Depending upon whether it is related with the object, process or
the factory level, program will keep on calculating the similarity of query SOEK
with each of the SOEKS stored in the VEF-DDNA. Finally similarities calculated
are sorted and the top 5 most similar SOEKS are returned.

4 Discussion

VEO provides a structure for parts involved in the manufacturing process to possess
information on themselves and suitable means of communication. This VEO/VEP
is to be embedded in the process as a whole and in extreme cases control not only
their own logistical path through production, but rather the entire production
workflow that concerns them.

VEO/VEP is to supply compressed information suitably derived from the
complex interrelationships and communicated in a personalized manner as the basis
for their intervention in the process. In this way, a new form of cooperation between
machines and parts of machines arises. This will support both short term flexibility
and medium-term transformability and thus improve the resilience of production.

Table 1 VEF features that can contribute in the design and implementation of a thinking factory

Key aspects VEO/VEP/VEF features

Interoperability Product self-awareness (history, status, location, delivery strategy and
service)

Throughout linking product virtual model and situational physical status

Resource/energy efficiency and sustainable production

Virtualization Empowering end users in the final product configuration

Generation of production and manufacturing working options

Accounting for time and cost

Decentralization Analytics of production and manufacturing data

User interface dynamic adaptation of information to user profile, devices,
and context

Real-time
capability

Emergence of new operational models

Optimized decision making

Service
orientation

Individualized product tracking and as underlying connection layer
between factories and products

Modularity Personalization and flexibility

Dynamic resource visualization and creation of decisional footprints at the
factory and machine levels
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VEF which knowledge representation of entire factory and every component of
the factory viz. machines, processes, storage, material handling etc. can be traced
down through it. Table 1 illustrates the benefits of this integrated framework.

Thus it can be concluded that decisional DNA based knowledge representation
of objects, process and system can play a vital role in designing and implementation
of thinking factory.
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Fuzzy Stage Dependent Travelling
Salesman Problem with Networks
as Nodes

Dorota Kuchta

Abstract A new generalisation of the travelling salesman problem is proposed.
First of all, the nodes of the problem are allowed to be networks themselves, in
which travelling salesman subproblems have to be solved. Then, a stage dependent
problem is considered, in which the nodes have different inner travel times
parameters in various stages of the travelling salesman route. Such a problem is
considered in a fuzzy version, when the travel time parameters may be imprecise
and variable, due, for example, to weather or traffic conditions. Corresponding
integer linear programming models are formulated. An example is used to illustrate
the proposed approach.

Keywords Travelling salesman � Fuzzy travel times

1 Introduction

The travelling salesman problem is a well known transport optimisation problem
[1, 2, 3]. It involves finding the shortest (in terms of time or physical distance) or
the cheapest way of visiting n sites (nodes of a network), whereby the salesperson
leaves the first site and has to come back to it after visiting all the other sites, each
of them exactly once. The solution to the problem requires finding the order of
visiting the sites, thus a route whose total length or cost is the smallest possible. The
total distance is the objective function of the problem. In this paper we consider the
travelling salesman problem with the objective function being the distance mea-
sured in time units.

The travelling salesman problem finds application, e.g. in transport companies
where the drivers have to visit a set of customers exactly once per day and have to
come back to the company site.
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In the basic formulation of the travelling salesman problem [3] fixed distances
between sites are assumed. However, in reality, especially if time units constitute
the measurement units, this assumption is often invalid. This is due to the depen-
dence of the distance on various factors, like weather or traffic conditions (the
reasons for the distances being variable are discussed more in detail in [4]). This
problem has been taken into account by researchers in various ways.

First of all, fuzzy numbers [5] are used to represent distances instead of crisp
numbers. Fuzzy numbers may represent distances which are variable and we cannot
say what they will equal to in a selected moment—we can only say that they will be
“about” a certain number. Fuzzy travelling salesman problems [2, 4, 6, 7, 8] give
generally a solution, thus a route, whose length is also a fuzzy number.

A drawback of the simple fuzzy approach to the modelling of the variability of
the distances is the fact that using fuzzy numbers we can express that a distance will
be “about” a number, but we cannot introduce (at least using one fuzzy number per
each distance) a dependence of this distance in time, e.g. on the time of day (peak
hours, night hours, etc.). Thus, with a basic fuzzy formulation it is difficult to take
into account that it is much better to arrive later to a certain site than to another,
because this avoids having to wait in traffic jams. A trial to take this into account
has been undertaken in [4], by eliminating the requirement that each node can be
visited only once and by allowing the salesman to stay in each node for some time.

Researchers have been trying to incorporate this aspect in stage dependent [3] or
time dependent [9, 10, 11] travelling salesman problem formulations. However, all
the stage dependent or time dependent travelling salesman problem formulations
known to the author do not allow a stage dependent or dependent fuzzy formula-
tion. In other words, they assume that we know a crisp function where the time is
the argument and the travel time the value. In the present paper we propose the first
in the literature stage dependent fuzzy formulation of the travelling salesman
problem, in which the travel time is a fuzzy function, with stages as arguments and
fuzzy numbers as values. This makes it possible to model such situations where we
say that in a certain moment or period the travelling time will be “about” one
number and in another moment or period the travel time will be “about” another
number. Such an approach reflects the reality; we cannot say exactly how long we
will be travelling on a certain street or road, e.g. in rush hour or during night hours.
However, we can estimate those quantities using the word “about”, and the values
given in both cases will be substantially different.

Another novelty of the model proposed in this paper is treating the sites to be
visited, thus the nodes of a network, not as single points, but as sets of points, sites
or nodes to be visited one by one. Again, this reflects the situation where a driver
visits different cities or towns, but once he enters a city or town, he has another set
of points (e.g. a set of customers) to visit. Thus, in each site there is a travelling
salesman problem to be solved, and there is one metaproblem to be solved, which
incorporates all the cities and towns at one time.

A tool which can be used to determine a solution of a travelling salesman problem
is integer linear programming and the corresponding algorithms [3, 9, 10, 11]. In
case there are many sites to visit and not much time to find a route, this approach may
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create problems, because the travelling salesman problem is an NP-hard problem [1]
and its solution may take much time. Here, we assume the route planners have
sufficient time and, for this reason, we use integer linear programming formulation.
As a tool, we use an open source linear programming/mixed integer linear pro-
gramming software (http://gusek.sourceforge.net/gusek.html).

The outline of the paper is as follows. In Sect. 2 we introduce basic information
about fuzzy numbers. In Sect. 3 we introduce the basic travelling salesman problem
and its linear integer programming formulation. In Sect. 4 we present a stage
dependent travelling salesman problem and its linear integer programming for-
mulation. In Sect. 5 starts the original part of the paper. In this section we propose a
modification of the travelling salesman problem, which involves treating each node
as a network of nodes. In Sect. 6 we propose a fuzzy version of the problem from
Sect. 5. In Sect. 7 we propose a stage dependent version of the model from Sect. 6,
followed by the conclusions. All the considerations are illustrated with a numerical
example.

The words “travelling salesman” are abbreviated as TS.

2 Basic Information About Fuzzy Numbers

We limit ourselves to the simplest form of fuzzy number: triangular fuzzy numbers
[5]. They are defined as triangles of real numbers z1; z2; z3ð Þ such that z1 � z2 � z3
and in our case, additionally, z1 [ 0, and denoted as ez ¼ z1; z2; z3ð Þ. Their name
comes from the shape of their so called membership function, which expresses the
possibility degree to which its argument will be the crisp value in reality.

The membership function for z1 ¼ 4; z2 ¼ 5; z3 ¼ 7 (thus the fuzzy number
(4, 5, 7)) is as follows:

The yet unknown magnitude represented by the fuzzy number in Fig. 1 will be
most likely around 5. Values smaller than 4 and greater than 7 are considered to be
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Fig. 1 Membership function
of the triangular fuzzy number
(4, 5, 7)
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impossible. The closer a value is to 5, the higher the degree of possibility that this
will be the actual value in reality.

It is important that fuzzy numbers are subject to analogous arithmetic operations
as crisp numbers are. For example, addition of triangular fuzzy numbers ez ¼
z1; z2; z3ð Þ and ew ¼ w1;w2;w3ð Þ is defined as follows:

z1; z2; z3ð Þþ w1;w2;w3ð Þ ¼ z1 þw1; z2 þw2; z3 þw3ð Þ ð1Þ

Let us assume that a crisp number z is a special case of a triangular fuzzy number
—it may be represented as z; z; zð Þ.

It should be noted the serious problem of comparing or ranking fuzzy numbers
(e.g. [12]). Fuzzy numbers are not always easy to compare. For example, fuzzy
numbers ez = (2, 4, 8) and ew = (3, 6, 7) will be ranked differently if the parameters
z1;w1 or z2;w2 are used as the ranking basis (we would have ez� ew then) and if the
parameters z3;w3 are used (the relation would be inversed in this case). There are
many methods for ranking fuzzy numbers; their choice always depends on the
preferences of the decision maker. For example, if the decision maker is a pessimist
and the fuzzy numbers ez; ew stand for travel times, he might use parameters z3;w3

as the basis for comparison. An optimist might take z1;w1, and someone more
neutral, z2;w2. Defuzzification methods can be also used (the authors of [4] apply
them to the fuzzy travelling salesman problem).

3 Basic Travelling Salesman Problem and Its Integer
Linear Programming Formulation

There are n sites which have to be visited. The travel time between the sites
iand j; i; j ¼ 1; . . . n; i 6¼ j is denoted as cij. Let us define the following binary
decision variables (for i; j ¼ 1; . . . n; i 6¼ j):

xij ¼
1 if the TS should travel from site i directly to site j

0 otherwise

(
ð2Þ

The following linear programming model [3] will yield a solution of the TS
problem:

Xn
i¼1

Xn
j¼1

cijxij ! min ð3Þ

Xn
i¼1

xij ¼ 1;
Xn
j¼1

xij ¼ 1 ð4Þ
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X
i;j2M

xij � Mj j � 1 ð5Þ

for each subset M of the set 2; 3; . . . nf g such that 2� Mj j\n where Mj j stands for
the number of elements in M.

The objective function (3) represents the minimisation of the route total length.
Constraints (4) assure that each site is visited exactly once. Constraints (5) guar-
antee that any site already visited (apart from the 1st) will not be visited again.

Let us consider the following:

Example 1 We have five sites to be visited. The travel time between each couple is
represented in Table 1:

For example, the travel time between the 2nd and the 3rd site is eight time units.
Solving problem (2)–(5) for the data from Table 1, we get the following decision

variable values: x15 ¼ x52 ¼ x24 ¼ x43 ¼ x31 ¼ 1; the other decision variables are
equal to 0. The objective function value is 13. This solution means that the shortest
route of the TP will take 13 time units and this minimal time can be achieved if the
TP travels from site 1 to site 5, then to site 2, then to site 4, then to 3 and, finally,
back to 1.

In the next section we present such a formulation of the TP problem in which the
stage a site is visited will be represented by an extra decision variable and thus can
be taken into account in further modifications. To explain what is meant by the
word “stage”, let us note that in Example 1 site 5 is visited immediately after the TP
leaves the starting point, thus in the 1st stage, but node 3 in the 4th stage.

4 Basic Stage Dependent Travelling Salesman Problem
and Its Integer Linear Programming Formulation

Here, we are dealing with the same problem as in the last section. The formulation
presented below is one taken from [3] and slightly modified by the author of the
present paper.

The decision variables (2) are retained. Also, the objective function (3) and
constraints (4) remain a part of the model. However, we have to introduce addi-
tional decision variables (for i; j ¼ 1; . . . n; i 6¼ j, t = 1,…, n):

Table 1 Travel length
between the sites in
Example 1

Sites 1 2 3 4 5

1 x 3 2 4 5

2 3 x 8 2 1

3 2 8 x 3 5

4 4 2 3 x 6

5 5 1 5 6 x
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ytij ¼
1 if the TP travels from site i to site j in stage t

0 otherwise

(
ð6Þ

xti ¼
1 if theTP enters site i in stage t

0 otherwise

(
ð7Þ

Additional constraints are also necessary:

Xn
i¼1

Xn
j¼1

Xn
t¼1

ytij ¼ 1 ð8Þ

Xn
t¼2

Xn
j¼1

tytij �
Xn
t¼1

Xn
k¼1

tytki ¼ 1 for each i 6¼ 1 ð9Þ

Xn
j¼1

y11j ¼ 1;
Xn
i¼1

yni1 ¼ 1 ð10Þ

xt1 ¼ 1 for t ¼ n and 0 otherwise ð11Þ

xni ¼ 0 for each i 6¼ n ð12Þ

xtj ¼
Xn
j¼1

ytij for each j 6¼ 1 and each t 6¼ n ð13Þ

xij ¼
Xn
t¼1

ytij for each couple i; j ð14Þ

Constraint (8) ensures that each site is entered in exactly one stage. Constraints
(9) guarantee that if a site (apart from the 1st) is entered at stage t, it is left at stage
t + 1. Constraints (10) ensure that the 1st site is left in the 1st stage and reentered in
the last stage. Constraints (11) and (12) guarantee the same as constraint (10), but
using the other set of decision variables (we have certain redundancies in model
(2)–(4), (8)–(14), but they facilitate the interpretation of the results). Constraint (13)
links together decision variables (6) and (7) and constraint (14) does the same with
decision variables (2) and (6).

Applying model (2)–(4), (8)–(14) to Example 1, we get the same values of
decision variables (2) and the objective function as presented in Sect. 3, and the
following values of decision variables (6) and (7): y115 ¼ y252 ¼ y324 ¼ y443 ¼ y531 ¼ 1,
x15 ¼ x22 ¼ x34 ¼ x43 ¼ x51 ¼ 1; the other decision variables are equal to 0.
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The formulation of the TS problem presented in this section allows making
visible and using the information of the stage of the route in which each of the sites
is visited.

5 Travelling Salesman Problem with Networks as Nodes

In this section we assume that each of the sites of the basic TS problem from Sect. 3
consists itself of several sites which have to be visited. Thus, for each site i ¼
1; . . .; n we have a TS problem with ki sites inside the i-th site and travel time
between them equal to cipr, where p; r ¼ 1; . . .; ki; p 6¼ r represent the sites/points
inside the sites of the original TS problem from Sect. 3.

In order to solve such a TP problem, it is of course enough to solve n local TP
problems formulated as in Sect. 3, for each site and additionally the original TS
problem (from Sect. 3) where only the distances between the sites (and not those
inside the sites) are taken into account. The total travel time of the TS will be the
sum of the n + 1 optimal routes’ lengths: n inside the sites and 1 between the sites.

Example 2 Let us assume the same data as in Example 1. Table 1 represents the
travel times between the sites.

Now, the sites themselves are networks of points to be visited. Let us assume
that ki ¼ 4for i ¼ 1; 2; 3; 4; 5. This is illustrated in Fig. 2:

Let us assume that we have solved the TS problem for each individual site. We
do not give here the values cipr; i ¼ 1; . . .; 5; p; r ¼ 1; . . .4 or the exact optimal
route within each site. We simply give the lengths of the optimal route within each
site, cimin; i ¼ 1; . . .; 5: 5 for site 1, 3 for site 2, 5 for site 3, 7 for site 4 and 3 for site
5. This means that the TS has to spend at least five time units inside site 1, visiting

Fig. 2 Illustration of Example 2—five sites to be visited, each of them containing five subsites (an
example of a route)
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the four points in the site, at least three time units inside site 2, visiting its internal
points, etc.

Then, the optimal route of the TS leads him from the 1st site, through the 5th,
2nd, 4th and 3rd back to the 1st, and it takes him 13 + 5 + 3 + 3 + 7 + 5 = 36 time
units.

6 Fuzzy Travelling Salesman Problem with Networks
as Nodes

The simplest fuzzy TS problem formulation, for the problem considered in Sect. 5,
admits fuzzy numbers instead of the crisp parameters cij and cipr,
i; j ¼ 1; . . .n; p; r ¼ 1; . . .; ki. Various fuzzy number types may be considered (e.g.
in [4] trapezoidal fuzzy numbers are assumed), but for most practical cases trian-
gular fuzzy numbers will be sufficient. Thus, we have parameters ecij and ecipr,
i; j ¼ 1; . . .n; p; r ¼ 1; . . .; ki, which are triangular fuzzy numbers, as defined in
Sect. 2. They may also be crisp numbers, which we assumed to be a special case of
triangular fuzzy numbers.

We have thus:

ecij ¼ cij;1; cij;2; cij;3
� � ð15Þ

ecipr ¼ cipr;1; c
i
pr;2; c

i
pr;3

� �
ð16Þ

where the parameters and indices fulfill all the aforementioned relations.
Any route of the TS in such a problem has a fuzzy length, being the sum of the

fuzzy lengths of the paths covered by the TS (defined according to (1)). The
problem is a comparison of fuzzy numbers and is not always unequivocal (Sect. 2).
Therefore, it may not be clear which route is the shortest. One of many possible
approaches to solving such a problem is to consider the pessimistic, neutral and
optimistic case, as illustrated in Sect. 2. Three TS problems could thus be solved
with networks as nodes: respectively, for the pessimistic, neutral and optimistic
travel times values. If the route obtained in all three cases is the same, the solution is
unequivocal, otherwise the decision maker has to make a choice.

Example 3 Let us consider Example 2 where the distances between the sites
(Table 1) remain crisp, but the distances in the sites, between the subsites, are fuzzy.
This is a realistic assumption: the sites may represent cities, where traffic problems
make the travel times variable and uncertain, thus fuzzy, but on the routes between
the cities the travel times are fixed. We assume in the 1st site the travel times are
fixed too.
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Again, we do not give the values ecipr, i ¼ 1; . . .n; p; r ¼ 1; . . .; ki, but the lengths

of the optimal routes ecimin(we assume that the corresponding TS problems for each
site have already been solved). Thus, in site one the TS has to spend five units, in
the 2nd site (2, 3, 4) time units, in the 3rd site (3, 5, 6) time units, in the 4th site
(6, 7, 8) time units and in the 5th site (2, 3, 4) time units. Then, in all three cases
(pessimistic, neutral and optimistic) we get the same optimal global route (we do
not know whether the route in the sites is the same in all three cases; it does not
have to be) whose length is fuzzy and is equal to 13 + 5 + (2, 3 ,4) + (2, 3, 4) +
(6, 7, 8) + (3, 5, 6) = (36, 41, 45). Thus, in the worst case the TS would have to
spend 45 units visiting all the places he has to visit, in the best case 36 time units
and in the most possible case he would need to spend 41 time units travelling.

7 Stage Dependent Fuzzy Travelling Salesman Problem
with Networks as Nodes

This section contains the main contribution of the present paper. It is assumed, as in
Sect. 6 (and in [4, 6, 8]), that the travel times are not known exactly and thus are
represented as fuzzy numbers, but, additionally, we admit the phenomenon that the
fuzzy travel times estimations depend on time. We divide the day into L periods
(like morning rush hours, morning normal hours, afternoon rush hours, evening
hours, night hours) and for each of the periods we allow for another fuzzy travel
time estimation. For each period s = 1, … L we admit other possible travel time
estimations ecij;s and ecipr;s, i; j ¼ 1; . . .n; p; r ¼ 1; . . .; ki, s = 1, … L. Then, for each
stage of the TS route we give the information about which period of the day it will
be accomplished. For example, several earlier stages might be accomplished in
morning rush hour, several later stages in morning normal hours, etc. We model this

information by dividing the set 1; 2; . . .; tf g into L disjoint sets Us; s ¼

1; . . .; L;
SL
s¼1

Us ¼ 1; 2; . . .; Tf g (some of them may be empty), such that if t 2 Us

and the route from site i to site j is covered in the t-th stage, fuzzy estimation ecij;s
and ec j

pr;s are used.
Then, we propose to solve three TS problems (corresponding, respectively, to

the optimistic, neutral and pessimistic case). Each would have the same decision
variables and constraints (3)–(4), (8)–(14) (as in the problem in Sect. 4), but the
objective functions would be as follows:

Xn
i¼1

Xn
j¼1

XL
s¼1

X
t2Us

cij;s;1y
t
ij þ

Xn
j¼1

XL
s¼1

X
t2Us

c jmin;s;1x
t
i ! min ð17Þ
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Xn
i¼1

Xn
j¼1

XL
s¼1

X
t2Us

cij;s;2y
t
ij þ

Xn
j¼1

XL
s¼1

X
t2Us

c jmin;s;2x
t
i ! min ð18Þ

Xn
i¼1

Xn
j¼1

XL
s¼1

X
t2Us

cij;s;3y
t
ij þ

Xn
j¼1

XL
s¼1

X
t2Us

c jmin;s;3x
t
i ! min ð19Þ

where c jmin;s;1; c
j
min;s;2; c

j
min;s;3 are the values of the shortest routes in the jth site for

the optimistic, neutral and pessimistic case, respectively, for s = 1, …, L.
Objective function (17) refers to the optimistic case, (18) to the neutral case and

(19) to the pessimistic case.
Of course, the routes found in the three problems may be different. Thus, the

decision maker has to make the final decision.

Example 4 Let us consider Example 3 with one modification. We assume two
periods of the day: non-rush hour and rush hour (L = 2). The fuzzy evaluations of
travel times in sites 2, 3, 4 and 5 are different in both periods of time and of course
the shortest routes for the pessimistic, neutral and optimistic case. In Table 2
c jmin;s;1; c

j
min;s;2; c

j
min;s;3 for s = 1, 2 and j = 2, 3, 4, 5 are given:

In Example 3 we used only the non-rush hour estimations. It is also worth noting
that in site 2 and 3 the estimation for the pessimistic case is not very different in the
non-rush and rush hours, but the estimations for the optimistic and neutral case are.
In sites 3 and 4 the rush hours do not introduce a substantial change in none of the
three estimations.

We also assume that the first two stages of the TS route will be accomplished in
the non-rush hours and the last three in the rush hours. We have thus U1 ¼ 1; 2f g,
U2 ¼ 3; 4; 5f g.

Solving the problem with the objective functions (17), (18), (19) we get the
following solutions:

• for the optimistic and neutral case: route 1 → 3→2 → 4→5 → 1 of the total
length of 93 (optimistic case) and 115 (neutral case) time units, while the length
of the travel between the sites is equal to 23 time units (the rest are travels in the
sites);

• for the pessimistic case: route 1→ 3→4→ 5→2→ 1 of the total length of 195
time units, while the length of the travel between the sites is equal to 15 time
units (the rest are travels in the sites).

Table 2 Optimal lengths of
TS routes in the nodes for
two-day periods for the
pessimistic, neutral and
optimistic case

s = 1 s = 2

c jmin;1;1 c jmin;1;2 c jmin;1;3 c jmin;2;1 c jmin;2;2 c jmin;2;3
j = 2 8 9 40 30 40 50

j = 3 7 8 40 30 40 50

j = 4 20 30 40 25 35 45

j = 5 20 30 40 25 35 45
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It is evident that the introduction of various estimations, depending on the period
of the day, changes the situation in the case when the estimations of the travel time
do not depend on the period of the day. In Example 4 there are two routes, but
neither of them is that obtained in Example 1 or 3. Now, it is better to take a longer
route between the sites, in order to spend less time on the way, and travelling in the
sites included.

The decision maker has to choose one of the routes obtained in this example,
basing his decision on his preferences and other criteria.

8 Summary

In this paper a generalisation of the stage dependent travelling salesman problem
has been proposed. First, fuzziness was introduced into the stage dependent trav-
elling salesman problem—to the author’s knowledge, this has not been done pre-
viously in the literature. Furthermore, for the first time the nodes of the travelling
salesman problem were considered to be networks themselves, where the travelling
salesman has also to make a travelling salesman route.

The proposed problem allows taking into account the uncertainty, imprecision
and variability of travelling times due to traffic problems or weather conditions,
both on roads linking individual cities and in the cities themselves. Further research
is needed to verify the model in practice, for real world data. Also various defuzzy
fication methods may be considered, in cooperation with the decision maker.
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Aspects of Structure Selection
and Parameters Tuning of Control
Systems Using Hybrid Genetic-Fruit
Fly Algorithm

Jacek Szczypta and Krystian Łapa

Abstract In this paper a new approach for automatic design of control systems is
presented. Typical control system design is difficult and time consuming. The
approach proposed in this paper allows to automate this process by means of hybrid
genetic-fruit fly algorithm. Genetic algorithm is used for controller structure
selection, while fruit fly algorithm is used for controller parameters tuning.
Proposed approach was tested on a problem of control of double spring-mass-damp
object. Proposed approach allows to perform the process of control system design
easier and faster.

Keywords Optimization � Evolutionary algorithm � Fruit fly algorithm

1 Introduction

Control systems design is a typical optimization problem [22, 23]. Control systems
design is a difficult and time consuming task.

Usually, is based mostly on tuning of parameters of a structure which was
previously selected by human expert. The tuning method might be based on ana-
lytical approach [2], based on set-point step-response [10] or based on delay and
phase margin [25]. When process of parameters tuning does not give satisfactory
results, human expert selects another structure and performs the tuning process once
again. The structure change might require change of tuning method.

In the literature many approaches to automatization of this daunting task can be
found. Those approaches are often based on computational intelligence methods
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such as: classifiers [8], neural networks [6, 12, 32], neuro-fuzzy systems [14, 16, 17,
28–32] and population-based algorithms [3, 5, 6].

In this paper is presented a new method for automatic design of entire control
system: the selection of the control system structure and tuning of control system
parameters. Proposed method is based on a PID (Proportional-Integral-Derivative)
correction terms [1]. PID-based controllers fulfill the needs of most of control
systems and in practice are used the most often. Moreover, in design process is used
precise model of controlled object.

In our previous paper the problem of automatic design including structure
selection and parameter tuning of control system based on PID using hybrid
population-based algorithm was addressed [20]. Structure selection was performed
by means of genetic algorithm, while parameter tuning was performed using one of
the following optimization techniques: Evolutionary Algorithm, Bat Algorithm,
Gravitational Algorithm and Imperialist Competitive Algorithm.

In this paper for parameter tuning is used Fruit Fly Optimization Algorithm
(FOA). FOA is a novel population-based optimization technique proposed by Pan
[13]. This new optimization algorithm can be characterized as simple computational
process and easy to transform concepts to program code. Proposed in this paper
method allows to perform difficult and time consuming task of controller design
easier and faster.

This paper is organized into four sections. Section 2 presents a detailed
description of the proposed approach. In Sect. 3 simulation results are drawn.
Conclusions are presented in Sect. 4.

2 Proposed Approach to Control System Design

The approach proposed in this paper is based on generalized controller structure,
hybrid computational intelligence algorithm, knowledge about controlled object
and conditions in which control process is performed.

Idea of generalized controller structure (Fig. 1a) is a result of generalization of
typical controllers used in practice: PI controller [12, 19, 27], PD controller [7, 20],
cascaded PID-based controller [4, 33] and controller with feed-forward signals
[10, 25]. The generalized controller is a network of interconnected Controller
Blocks (CB) coupled with feedback and feedforward signals. Feedback signal is
denoted as fbn, where n = 1, …, N, feedforward signal is denoted as ffm, where
m = 1, …, M. CB consists of proportional term (P), integral term (I) and derivative
term (D) (Fig. 1b). CBin and CBout denote CB input and CB output signal
respectively. The generalized controller structure is the initial controller structure in
controller design process. In Fig. 1 the connections that can be established or lost
during design process were marked with dashed line.

The hybrid computational intelligence algorithm is a description of a twofold
process of control system design: selection of control system structure and tuning of
control system parameters. Selection of the control system structure is performed
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using genetic algorithm [15]. Tuning of the control system parameters is performed
using fruit fly optimization algorithm [13]. Hybrid population-based algorithm is
described in Sect. 2.2. Selection of the control system structure and tuning of
parameters is performed concurrently during process of execution of hybrid
population-based algorithm.

Knowledge about controlled object allows to model different states of controlled
object like disabled state or damaged state.

The conditions in which the control process is performed are addressing dis-
cretization of controller output signal and feedback signals. Another phenomenon,
which has to be taken into account is limitation of caused by specification of
physical elements, which are used in control process as actuators.

2.1 Coding of the Structure and Parameters

In method proposed controller with its structure and parameters is encoded in a
single individual Xch. The individual Xch is described as follows:

Xch ¼ Xpar
ch ;X

red
ch

� �
; ð1Þ

where Xpar
ch is an individual encoding correction term parameters, Xred

ch is an indi-
vidual encoding connections in general structure of the control system presented in
Fig. 1. The individual Xpar

ch is described as follows:

Xpar
ch ¼ Xpar

ch;1;X
par
ch;2; . . .;X

par
ch;L

� �
; ð2Þ

Xpar
ch ¼ P1; I1;D1;P2; I2;D2; . . .ð Þ; ð3Þ

CB

CB             CB CB

CB

CB

fb1 fb2 fbN ff1

P

I

D
TR

z-1

CB

CB

CB

CB

CB

ff2 ffM

y

1-z-1
TR

1-z-1
z-1

CBoutCBin

(a) (b)

Fig. 1 Generalized controller structure: a control system and b CB definition
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where P1, I1, D1, P2, I2, D2, … denote control system parameter values, ch = 1, …,
Ch denotes index of the individual in the population, Ch denotes a number of
individuals in the population, L denotes length of the individual Xpar

ch .
The individual Xred

ch is described as follows:

Xred
ch ¼ Xred

ch;1;X
red
ch;2; . . .;X

red
ch;Lred

� �
; ð4Þ

where every gene Xred
ch;g 2 f0; 1g, ch = 1, …, Ch, g = 1, …, L, decides if relevant

part of the control system occurs in control process (relevant gene Xred
ch;g ¼ 1), L

denotes length of the individual Xred
ch :

2.2 Structure Selection and Parameters Tuning

Structure selection and parameters tuning is performed concurrently by hybrid
genetic-fruit fly algorithm.

Selection of the structure encoded in Xred
ch is performed by means of genetic

algorithm. Genetic algorithm is a well-known method [16, 22] and is based on
natural selection, crossover, mutation and inheritance process.

Tuning of parameters encoded in Xpar
ch is performed by means of Fruit Fly

Algorithm. The Fruit Fly Optimization Algorithm is a method for global opti-
mization based on the foraging behavior of the fruit fly. The fruit fly itself is
superior to other species in sensing, perception, osphresis and vision. The osphresis
organs of fruit flies can find all kinds of scents floating in the air and can sense food
located 40 km away. Fruit flies use their sensitive vision to locate food and
accompanying flies. Fruit fly in case of successful localization of the food, flies in
that direction (see Fig. 2).

The main steps of hybrid genetic-fruit fly algorithm are as follows:

Step 1. Initialize individual’s population. Setting maximum
number of generations and population size. Setting crossover
and mutation probability.
Step 2. Evaluate individual’s population. Aim of this step is
to evaluate, in the sense of selected criterion, the control
system coded in every individual.
Step 3. Check hybrid algorithm stop condition. When the
algorithm reaches the maximum number of iterations, the
algorithm returns information about the best, in the sense of
selected criterion, individual in population and exits.
Otherwise, goes to step 4.
Step 4. Select individuals for evolutionary operations.
Select individuals using roulette wheel. More in [21].
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Step 5. Apply crossover operator. More in [21].
Step 6. Apply mutation operator. More in [21].
Step 7. Use osphresis for foraging: randomly generate sev-
eral fruit flies around the fruit fly group to construct a
population.
Step 8. Use vision for the foraging: find the best fruit fly with
the maximum smell concentration value and let the fruit fly
group fly towards the best one.
Step 9. Individuals repair. Aim of the repair is to correct
values of the genes to preserve parameters value in accept-
able range.
Step 10. Generate offspring population and go to step 2.

2.3 Individuals Evaluation

The definition of fitness function in most of the control systems does not depend on
algorithm but on problem considered. In case of selection of structure and tuning of
parameters of control system, fitness function can consist the following elements:
RMSE error, oscillations of the controller output signal, controller complexity and
overshoot of the controlled signal. High number of the controller output signal
oscillations is a negative phenomenon, because it can cause huge changes of the
controller output signal and, as a result, excessive use of mechanical control parts.
Overshoot is a very important issue, because is not acceptable in many industrial
applications. The individual evaluation function is described as follows:

ff Xchð Þ ¼ 1
RMSEch þ cch � wc þ osch � wos þ ovch � wov

; ð5Þ

Food

Fly  (X ,Y )1 1 1

Fly  (X ,Y )2 2 2

Fly  (X ,Y )3 3 3

S1
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S3

Dist1

Dist2

Fly Group

S = 1/Disti i

0 0.1

0.1

0.2 0.3 0.4 0.5 0.6

0.2

0.3

0.4

0.5

0.7

Fig. 2 The body look of the
fruit fly and group food
searching of fruit fly

Aspects of Structure Selection and Parameters Tuning of Control … 105



where cch > 0 denotes the complexity of the controller structure and it is calculated
by the formula:

cch ¼
XL
g¼1

Xred
ch;g; ð6Þ

wc 2 [0, 1] denotes a weight factor for the complexity of the controller structure,
osch > 0 denotes oscillation factor of controller output signal (in simulations its
value is calculated automatically), wos 2 [0, 1] denotes a weight for the oscillation
factor, ovch > 0 denotes value of the greatest overshoot of the controlled signal and
finally wov 2 [0, 1] denotes a weight for the overshoot factor. RMSE function of the
individual ch is described by the following formula:

RMSEch ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

e2ch;i

vuut ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

s�ch;i � s1ch;i
� �2

vuut ; ð7Þ

where i = 1,…, N, denotes sample index, N = TL/TS denotes the number of samples,
ech;i denotes controller tracking error for the sample i, s�ch;i denotes the reference

value of the controlled signal value for the sample i, s1ch;i denotes real value of the
controlled signal for the sample i. In method proposed in this paper the function
described by Formula (5) is maximized.

3 Simulations Results

In simulations a problem of design of controller of double spring-mass-damp object
was considered (see Fig. 3). More details about this problem can be found in [11,
22]. Initial controller structure is presented in Fig. 4.

Controlled object parameters values were set as follows: spring constant
k = 10 N/m, friction coefficient µ = 0.5, masses m1 = m2 = 0.2 kg. Initial values of:
s1, v1, s2 and v2 were set to zero. Simulation time length TL was set to 10 s,
trapezoid reference signal s* is presented in Fig. 5a, sinuous reference signal s* is
presented in Fig. 5b. Ranges for genes coding controller parameters were set as
follows: P = [0, 20], I = [0, 50], D = [0, 5]. Controller output signal y was limited to

m1 m2k k

s 1 s 2 y s*

s(t)

Fig. 3 Simulated spring-mass-damp object
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the range of [−2, +2] N. Quantization resolution of the controller output signal as
well as of the position sensor for s1 and s2 was set to 5 decimal places. Time step in
the simulation was set to TS = 0.1 ms, while control step was set to TR = 2 ms.

The authorial environment (implemented in C# language) was used for simu-
lations. Algorithms parameters used in simulations were set as follows: the number
of individual in the population was set to 100, the number of algorithm generations
(iterations) performed was set to 2000, the crossover probability was set to pc = 0.8,
the mutation probability was set to pm = 0.1. Assumed weights of the fitness
function are: wc = 0.001, wz = 0.01, wov = 0.0001.

In process of controller design using hybrid genetic-fruit fly algorithm trapezoid
reference signal was used. Further, controller using sinuous reference signal was
tested. In Fig. 5 performance of the controller obtained using hybrid genetic-fruit fly
algorithm is presented. The performance is shown using controlled signal and
controller output signal is shown. In Table 1 detailed information regarding fitness
function and its components is shown.

CB
y+

-

+
+ +

CB

CB

CB1 3

4

5

s1 s2

+
CB2

s*

-

+

Fig. 4 Initial controller structure

(a)

(b)

Fig. 5 Controller performance using: a trapezoid signal and b sinuous signal

Table 1 Fitness function of the best individual

Name RMSEch cch � wc osch � wos ovch � wov ff Xchð Þ
Value 0.0703 0.005 0.087 <0.0001 6.1611
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Remarks related to results of the simulations can be summarized as follows:
(a) Controlled signal value and controller output signal is acceptable (see Fig. 4).
Controlled signal overshoot is small and is free from static error. Oscillations of
controller output signal are small and diminishing in time. (b) Presented in Fig. 6
control system structure is a combination of cascaded PID controller with I-term
branch from position error and feed-forward branch from signal s1. Obtaining a
similar structure using typical algorithms of control system design would be diffi-
cult and time consuming.

4 Conclusions

In this paper a new approach for automatic design of control systems is presented.
In this approach a combination of genetic algorithm and fruit fly algorithm is used.
In simulation results of non-complex control system characterized by sufficient
control accuracy with acceptably small oscillations of controller output signal was
presented. In simulations correctness of proposed in this paper approach was
proved. Proposed approach allows to perform the process of control system design
easier and faster.
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On the Application of a Hybrid
Genetic-Firework Algorithm
for Controllers Structure and Parameters
Selection

Krystian Łapa and Krzysztof Cpałka

Abstract An approach proposed in this paper uses a new hybrid population-based
algorithm. This algorithm is a fusion between genetic algorithm and firework
algorithm. Proposed approach aims on solving complex optimization problems in
which not only structure parameters of the solution have to be selected, but also the
mentioned structure. Proposed approach is based on multiple linear correction terms
PID connected using proposed dynamic structure. In simulations a problem of
selecting structure and its parameters for automatic control was used. For system
evaluation a weighted multi-objective fitness function was used, which can consider
elements connected to the simulation problems taken into consideration, such as:
RMSE error, oscillations of the controller output signal, controller complexity and
overshoot of the control signal.

Keywords Hybrid population-based algorithm � Selecting structure � Controller

1 Introduction

Population-based algorithms belong to heuristic algorithms and they are used
mostly for solving optimization problems. They are different than traditional opti-
mization methods because: (a) they do not process parameters of the problem, but
encoded version of these parameters, (b) they search problem parameters not on the
basis of one solution but they use a population of solutions, (c) they use objective
function directly, not its derivatives, (d) they use probabilistic, not deterministic
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selection of rules. Due to that they have an advantage in comparison with other kind
of approaches such as analytical methods, randomization methods, etc. (see e.g.
[4, 10]).

Among population-based algorithms a different approaches can be found (see
Fig. 1): inspired by nature, inspired by ecology (e.g. Biogeography-Based
Optimization, see [11]) or based on social evolution (e.g. Imperialist Competitive
Algorithm, see [1]) etc. It is worth to mention that all population-based algorithms
benefit from the evolutionary principle of survival of individuals (solutions of
problem specially encoded by parameters) and use mechanisms of exploration and
exploitation (defined by specified algorithm) of search space to improve fitness of
individuals. The aim of population-based algorithms is to minimize or maximize
values of fitness function adopted to the considered problem. Algorithms stop
working when a stop condition is achieved (e.g. when value of fitness function
reaches assumed value).

Most of the presented in the literature population-based algorithms cannot be
used directly to solve a group of complex optimization problems (which are
important from a practical point of view). Those problems concern to find both the
structure and the structure parameters of solution (which is needed e.g. in neural
networks, fuzzy systems, biometric systems and controllers—considered in this
paper) [3, 7, 14]. Majority of population-based algorithms are focused on searching
parameters of structures defined by user. For more elastic solutions (considering
searching both the structure and the structure parameters) hybrid population-based
algorithms can be used. In this type of algorithms the structure of the problem can
be encoded for example in binary parameters and these parameters can be tuned
using genetic algorithm operators. The parameters of the structure can be tuned
using any population-based algorithm designed for optimization. The development
of hybrid algorithm requires a proper synchronization of its algorithms, components
and a proper balance between exploration and exploitation of searching space
ensured.

In this paper a new hybrid population-based algorithm is presented. It is based
on fusion between firework algorithm (see e.g. [13]) and genetic algorithm (see e.g.
[2]). This algorithm was tested on selection of the structure and the structure
parameters for controller based on linear correction terms (a controller with an
object are a control system). In the literature many approaches for automatization of
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Fig. 1 Division of the population-based algorithms
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this process can be found (see e.g. [5]). However, they are based mostly on
selecting parameters of controllers with structures experimentally specified by
experts. Thus, new and original element of the paper is (a) the proposed hybrid
algorithm and (b) a way of its use for the automatic selection of the structure and
parameters of the controller in automatic control system.

This paper is organized into four sections. Section 2 presents a description of
problem of selecting the structure and structure parameters of controllers. In Sect. 3
a proposed hybrid population-based algorithm is presented. In Sect. 4 simulation
results are drawn. Conclusions are presented in Sect. 5.

2 Description of Problem of Selecting the Structure
and Structure Parameters of Controllers

In this paper a problem of selecting the structure and structure parameters based on
linear correction terms is considered. Linear correction terms correspond to the
needs of most automation systems (see e.g. [8]) and they are the most frequently
used in practice (see e.g. [9]). Controllers which base on linear correction terms can
consist of many Control Blocks (CB) (Fig. 2a). Each of CB can consist of cor-
rection terms such as: proportional (P), differential (I) and derivative (D). Moreover,
each correction term consist of real number parameter: for P it is a reinforcement
parameter Kp, for I it is a time constant Ti, for D it is a time constant Td. An
adequate cooperation of CB (including proper structure of the controller) should be
ensured to achieve a proper quality of control.

Proposed method is based on the idea of using general structure of controller
which can be modified during training process (it can be reduced or revived). The
process of modification of the structure aims to obtain the most simple structure
(thanks to properly defined fitness function considering, among others, complexity
of the solution), which possibly best suits the control criteria. The main (general)
structure of controller of MISO type (multiple input, single output) is presented in
Fig. 3. It consists of a subset of selected CB blocks presented in Fig. 2a. The control
signal from the block CB may be described as follows:
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Fig. 2 Main structure of: a control block (CB) and b node block (NB)
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uCB tð Þ ¼ Pstr � Kp � e tð Þþ Istr � 1
Ti

�
Z t

0

e tð ÞdtþDstr � Td � de tð Þ
dt

; ð1Þ

where e(t) stands for input signal attached to CB block, uCB(t) stands for CB block
output signal. Each correction term in (1) is marked symbolically by key
Pstr 2 0; 1f g, Istr 2 0; 1f g or Dstr 2 0; 1f g. The status of the keys corresponds to the
occurrence of a merger or a break in the circuit (see Fig. 3). In the proposed method
the key values are selected evolutionarily. Moreover, structure of the controller also
contains Node Blocks (NB) (Fig. 2b) described as follows:

uNB tð Þ ¼ �1ð Þhcbstr � xCB tð Þþ �1ð Þhfbstr � xfb tð Þ; ð2Þ

where is a type of feedback of signal connected to the output of the corresponding
block CB (if then it is a positive feedback, if then it is a negative feedback) and a
type of feedback of signal connected to the corresponding input of controller
structure.

The aim of the proposed method is to select structure and parameters related to
the structure. Selection of the structure is based on modification (reduction/addition)
of correction terms and selection of feedbacks occurring in the controller. The
selection process promotes these solutions, in which the number of attached keys is
as small as possible.
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3 Hybrid Genetic-Firework Population-Based Algorithm

Proposed hybrid genetic-firework population-based algorithm is a fusion between
genetic algorithm and firework algorithm. The aim of genetic algorithm part is to
select the structure of the controller, the aim of firework algorithm is to select the
parameters of the controller. Both algorithms work simultaneously. The
well-known idea of genetic algorithm is based on evolution of species (see e.g. [2]),
the idea of firework algorithm is based on the behaviour of fireworks and their
sparks (see e.g. [13]). In the firework algorithm each firework and spark are indi-
viduals representing single solutions for considered problem. Exploding of firework
generates specified number of sparks around it and covers considered search space.
After creation of sparks, all individuals are evaluated and best solutions are selected
for next step of the algorithm (these solutions became new fireworks). Repeating
such actions a certain number of times (resulting from the assumed number of steps
of the algorithm) gives a real chance to get close to the optimal solution for the
considered problem.

The next part of this section describes: (a) encoding method for fireworks and
sparks (Sect. 3.1), (b) evaluation method for fireworks and sparks (Sect. 3.2) and
(c) evolution of the fireworks and sparks (Sect. 3.3).

3.1 Encoding of the Structure and Parameters

The solutions encoded in population are marked as Xj, j = 1, …, N, where N stands
for the number of individuals in population (each individual represent single con-
troller). Each individual consists of two parts of parameters: Xstr

j and Xpar
j

Xj ¼ Xstr
j ;Xpar

j

n o� �
. The part Xstr

j is used to encode structure of the controller, and

it is expressed as follows::

Xstr
j ¼

CBstr
j;1;1;P

str
j;1;1; I

str
j;1;1;D

str
j;1;1; hcb

str
j;1;1; hfb

str
j;1;1; . . .;

CBstr
j;1;I ;P

str
j;1;I ; I

str
j;1;I ;D

str
j;1;I ; hcb

str
j;1;I ; . . .;

CBstr
j;I!;1;P

str
j;I!;1; I

str
j;I!;1;D

str
j;I!;1; hcb

str
j;I!;1; hfb

str
j;I!;1; . . .;

CBstr
j;I!;I ;P

str
j;I!;I ; I

str
j;I!;I ;D

str
j;I!;I ; hcb

str
j;I!;I

2
666664

3
777775
¼ Xstr

j;1 ; . . .;X
str
j;Lstr

h i
; ð3Þ

where each parameter Xstr
j;g, g ¼ 1; . . .; Lstr, encodes information about corre-

sponding key (CBstr, Pstr, Istr, Dstr, hcbstr or hfbstr) of controller structure, Lstr ¼
6 � I! � I � I! stands for the number of parameters of the individual Xstr

j (in the
practice controllers use small amount of inputs which translate into processable
Lstr). The part Xpar

j encodes parameters of controller, and it is defined as follows:
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Xpar
j ¼

Ppar
j;1;1; I

par
j;1;1;D

par
j;1;1; . . .;

Ppar
j;1;I ; I

par
j;1;I ;D

par
j;1;I ; . . .

Ppar
j;I!;1; I

par
j;I!;1;D

par
j;I!;1; . . .;

Ppar
j;I!;I ; I

par
j;I!;I ;D

par
j;I!;I

2
666664

3
777775
¼ Xpar

j;1 ; . . .;X
par
j;Lpar

h i
; ð4Þ

where each parameter Xpar
j;g , g ¼ 1; . . .; Lpar, encodes information about real number

parameter Kp, Ti or Td of a CB block of the controller, Lpar ¼ 3 � I! � I stands for the
number of parameters of individual Xpar

j .

3.2 Individuals Evaluation

The way of defining fitness function in most of the control systems does not depend
on algorithm but on considered problem. In case of selecting structure and
parameters of controller, fitness function can consist the following elements: RMSE
error, oscillations of the controller output signal, controller complexity and over-
shoot of the control signal. This is a very important issue, because e.g. (a) High
number of the controller output signal oscillations tends to induce an excessive use
of mechanical control parts and may cause often big changes of the controller
output signal value. (b) The overshoot of the control signal is not acceptable in
many industrial applications. The individual evaluation function (maximization
problem) is described as follows:

ff Xj
� � ¼ RMSEj þ cj � wc þ osj � wos þ ovj � wov

� ��1 ð5Þ

where wc ∊ [0, 1] denotes a weight factor for the complexity of the controller
structure, cj > 0 denotes the complexity of the controller structure described by the
formula:

cj ¼
XLstr
g¼1

Xstr
j;g ; ð6Þ

wov ∊ [0, 1] denotes a weight for the overshoot factor, ovj ≥ 0 denotes value of
the greatest overshoot of the controlled s1 signal, wos ∊ [0, 1] denotes a weight for
the oscillations factor and finally osj ≥ 0 denotes oscillation count of controller
output signal calculated as follows:

osj ¼
XO�1

o¼1

ro � roþ 1j j; ð7Þ
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where ro are (sorted by time value) minima and maxima of the signal u according to
Fig. 4. It is worth noting that the function of the form (7) should also count the
oscillations with minimum amplitude as an undesirable phenomenon in control
systems.

3.3 Evolution Process

The hybrid genetic-firework algorithm proposed in this paper works according to
the following steps:

Step 1. Initialization of fireworks Xj, j = 1, …, N. Individuals in this algorithm
are called fireworks and sparks. Each parameter of firework Xstr

j (Sect. 3.1) is
chosen randomly from the set {0, 1}, each parameter Xpar

j (coding parameters of
controllers) is generated randomly from ranges related to the considered problem.

Step 2. Evaluation of the initialized population. Each firework is evaluated by
the fitness function defined in Sect. 3.2.

Step 3. Exploding of the fireworks. Each firework explodes and generates
specified number of sparks. This number is calculated for each individual on the
basis of fitness function value of fireworks (thanks to that more fittest fireworks get
more sparks and vice versa):

ŝj ¼ m � ymax � ff Xj
� �þ �nPn

k¼1 ymax � ff Xkð Þð Þþ �n
; ð8Þ

where m is a parameter controlling total number of sparks, ymax is a best value of
fitness function of fireworks, �n is a smallest constant in the computer (which pre-
vents division by zero). This number (̂sj) is then reduced (projected) to the range
b � m; a � m½ �, where parameters of the algorithm a and b should satisfy the condition
a < b < 1. Limiting the number of sparks is performed in order to: (a) prevent the
domination of the entire population by fireworks outstanding good value of the
evaluation function, (b) allocate sparks even to the fireworks which in the current
step have a bad value of evaluation function. The locations of sparks are obtained

u

t [s]

Fig. 4 Minima and maxima
of the output signal u
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by mimicking the firework explosion process. Each spark is a clone of firework (it
gets the same parameters and the same structure as firework) with specified number
of parameters modified randomly in a calculated range (range stands ‘amplitude of
explosion’ and it is calculated individually for each firework). The value of
amplitude of explosion for individual Xj depends on the fitness function value:

Aj ¼ Â � ff Xj
� �� ymin þ �nPn

k¼1 ff Xkð Þ � yminð Þþ �n
; ð9Þ

where Â is a parameter controlling maximum range of sparks, ymin is the worst
value of fitness function of fireworks. Thanks to that, fittest fireworks generate
sparks close to them (exploitation) and vice versa (exploration). In this step addi-
tional number of sparks is generated on the basis of randomly chosen fireworks
with modification of specified number of parameters using Gaussian explosion (to
maintain diversity of population).

Step 4. Structure modification. In this step a structure of sparks generated in
Step 3 is modified by mutation operator (known from genetic algorithm). For each
spark a number from unit interval is generated randomly. If this number is smaller
than mutation probability pm ∊ (0, 1), spark structure will be modified as follows:
for each structure parameter a number from unit interval is generated randomly, if
this number is smaller than mutation probability, value of the structure parameter is
changed to the opposite value (from 0 to 1 and vice versa).

Step 5. Evaluation of sparks. In this step each spark generated in Step 3 and
modified in Step 4 is evaluated by fitness function defined in Sect. 3.2.

Step 6. Selection of new population. New population obtains one of the actually
best firework and N − 1 sparks chosen from sparks generated in Step 3 and
modified in Step 4. In the original version of the algorithm process of selecting
individuals takes into account only their diversity: which gives more chances to
choose (by the method of roulette wheel) for those individuals with greater distance
from the others. It promotes a fuller exploration of search space, however, can lead
to degeneration of the population. For this reason, the proposed approach also takes
into account the value of fitness function. Thus, the probability of selecting an
individual Xj is defined as follows:

p Xj
� � ¼

PK
k¼1 Xj � Xk

�� ��
ff Xj
� � : ð10Þ

Step 7. Replacement of the old population by population generated in the pre-
vious step. All individuals from new population are treated as fireworks. In this step
a stop condition is checked. This condition affects the number of iterations of the
algorithm. If this condition is not met, then algorithm goes back to Step 3.

Detailed information on the used algorithms can be found e.g. in [2, 13].
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4 Simulations Results

In our simulations a problem of designing controller structure and tuning param-
eters for double spring-mass-damp object was considered (see Fig. 5). The purpose
of the controller was the generation of such a control signal (acting on masses and),
to adjust in the best way a position of the mass to the reference position. The motion
equations for the mass m1 (for position s1, velocity v1 and acceleration a1) are
described as follows:

s1n ¼ s1n�1 þ v1n�1 � T þ a1n�1 � T2
� � � 0:5; ð11Þ

v1n ¼ v1n�1 þ a1n�1 � T ; ð12Þ

a1n ¼ s2n � s1n
� � � k � v1n � l
� � � m�1

1 ; ð13Þ

where n and n − 1 denotes current and previous simulation step respectively, k is
spring constant. Analogically, for mass m2, the motion equations (for position s2,
velocity v2 and acceleration a2) have the following form:

s2n ¼ s2n�1 þ v2n�1 � T þ a2n�1 � T2� � � 0:5; ð14Þ

v2n ¼ v2n�1 þ a2n�1 � T ; ð15Þ

a2n ¼ u� s2n
� � � k � v2n � l
� � � m�1

1 ; ð16Þ

where u is controller output signal and μ is coefficient of kinetic friction. Remarks
about considered model can be summarized as follows: (a) Object parameters
values were set as follows: spring constant k was set to 10 N/m, coefficient of
friction μ = 0.5, masses m1 = m2 = 0.2 kg. Initial values of: s1, v1, s2 and v2 were set
to zero (which means that the masses were in the rest state at their initial positions).
(b) Signals fbi used in structure were set to: s1, s2, s* – s1 respectively.
(c) Simulation length was set to 10 s, a shape of the reference signal s* (trapezoid)
is presented in Fig. 6, a shape of test signal s* (sinuous) is also presented in Fig. 6.
(d) Search range for genes encoding controller parameters were set as follows:
P = [0, 20], I = [0, 50], D = [0, 5]. (e) Output signal of the controller was limited to
the range u ∊ (−2, +2). (f) Quantization resolution for the output signal u of the
controller as well as for the position sensor for s1 and s2 was set to 10 bit. (g) Time

Fig. 5 Simulated
spring-mass-damp object
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step in the simulation was equal to T = 0.1 ms, while interval between subsequent
controller activations were set to twenty simulation steps.

The authorial environment (implemented in C++) was used for simulations.
Parameters of the algorithms for the simulations were determined as follows: the
number of individual (fireworks) N was set to 10, the number of sparks was set to
m = 100 [13], the number of additional sparks was set to 10, bounds parameters for
number of sparks: a = 0.04 and b = 0.80, maximum amplitude of explosion was set
to Â ¼ 0:5, the algorithm performs 1000 steps (generations), the mutation proba-
bility was set as pm = 0.3. In our simulations, RMSE error function of the individual
was described by the following formula:

RMSEj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Z

XZ
n¼1

e2j;n

vuut ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Z

XZ
n¼1

s�j;n � s1j;n
� �2

vuut ; ð17Þ

where n = 1, …, Z, denotes sample index, Z denotes the number of samples, ɛj,n
denotes controller tracking error for the sample s�j;n denotes the value of the ref-
erence signal of the controlled value for the sample n, sj,n

1 denotes its current value
for the sample n. Moreover, the following weights of fitness function components
were used: wos = 0.0100 and wov = 0.0001. At the same time two cases associated
with different weight values wc were considered:

Case 1. This case (marked further as FAGA-1) aims to obtain high accuracy of
the control system: wc = 0.0010.

Case 2. This case (marked further as FAGA-2) aims to obtain low complexity of
the control system: wc = 0.0040.

The conclusions of the simulations can be summarized as follows:

– The controllers obtained for considered in simulations problem using hybrid
genetic-firework algorithms perform well (see Fig. 7): the level of oscillations
(in case FAGA-1 a best value for oscillations was achieved—see Table 2) and
overshooting is low, the accuracy of the system is more than satisfactory. This
applies to situations, where testing of the controller was made using signal s*
with trapezoidal shape (used in a training phase) and also when signal s* have
sinusoidal shape (used only in test phase).

(a)

(b)

Fig. 6 Signal values s1, s* and output signal u for case: a FAGA-1, b FAGA-2
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– The structure of controllers for both cases considered in simulations was chosen
according to assumptions. For case FAGA-1 the structure is more complex than
for case FAGA-2 (see Fig. 7), but it works more accurate (see Fig. 6a, b). It is
worth to mention that, in our previous work (see [12]) different methods for
automatic selection the structure and the structure parameters were used, how-
ever we did not achieved as simplest structure as in case FAGA-2 (see Table 1)
with comparable quality of control (see Table 2).

– In our previous works problem of selecting both the structure and the structure
parameters was considered (see [6, 12]). Those papers contains methods based
on simple algorithms (e.g. genetic algorithm, evolutionary strategy (μ, λ)) and on
standard population-based algorithms (e.g. gravitation algorithm, firefly algo-
rithm). Results obtained in this paper differ than results from other papers
(see Tables 1 and 2). Accuracy obtained for case FAGA-1 is close to the best
accuracy achieved in previous researches (see Table 2). At the same time, the
structure obtained in case FAGA-2 is the simplest (in comparison to other
results) and preforms appropriate well.

u+

-
+
+

s*
-

+ PI PID

PI
u

-

+ +
s*

-

+

PID

PD

fb s1=
1

2fb s= 2

fb s s3= -* 1

fb s1= 1 fb s2= 2

fb s s3= -* 1(a) (b)

Fig. 7 Structure of the controller obtained for case: a FAGA-1, b FAGA-2 (structures denoted by
dashed line were formed by reduction of the structure shown in Fig. 3)

Table 1 Number of
correction terms (nterms) for
best individuals of population

nterms FAGA-1 FAGA-2 Our previous results [12]

P 3 2 2–5

I 3 1 1–3

D 1 2 1–3

All 7 5 6–10

Table 2 Values of the fitness
function (5) for best
individuals of population

Name FAGA-1 FAGA-2 Our previous results
[12]

RMSE 0.0547 0.0623 0.0502–0.1790

cj · wc 0.0070 0.0200 0.0060–0.0100

osj · wos 0.0101 0.0113 0.0123–0.0350

ovj · wov 0.0004 0.0001 0.0001–0.0014

ff 13.8504 10.6723 4.9140–13.9082
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5 Conclusions

In this paper a new hybrid genetic-firework algorithm is proposed. This algorithm
can be used to solve complex optimization problems in which: both the structure
and the structure parameters of the controller have to be found and various criteria
for selection have to be taken in consideration (e.g. related to the complexity,
accuracy, etc.). The algorithm was used for automatic selection of the controller, but
can also be used e.g. for selection of structure and structure parameters of another
kind of computational intelligence algorithm (e.g. neural network, decision tree,
neuro-fuzzy systems, etc.). Results received in the simulations are positive and
obtained structures of the controller are simple.
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Gene Expression Programming
in Correction Modelling of Nonlinear
Dynamic Objects

Łukasz Bartczuk

Abstract In this paper we shown the applying of gene expression programming
algorithm to correction modelling of non-linear dynamic objects. The correction
modelling is the non-linear modelling method based on equivalent linearization
technique that allows to incorporate in modelling process the known linear model of
the same or similar object or phenomenon. The usefulness of the proposed method
will be shown on a practical example of the continuous stirred tank reactor
modelling.

Keywords Nonlinear modeling � Dynamic objects � Gene expression
programming

1 Introduction

Mathematical modelling is important and well accepted engineering technique (see
e.g. [1, 2]). A simulations of various objects or phenomena allow us to better
understand them because make it possible to observe internal state of object and its
response to a given input signals. They are especially useful when examination of
an object or phenomenon is not possible (e.g. it can lead to damage of the object or
the object does not even exists yet) and allow to develop more accurate control or
failure detection systems. In the literature we can find many different techniques to
build mathematical models. Some of them are based on analytical methods (see e.g.
[2, 3]) and the others are based on computational methods like e.g. neural networks
(see e.g. [4, 5]), fuzzy systems (see e.g. [6–15]) or population based algorithms (see
e.g. [16–20]). Since in the real world objects usually have non-linear characteristic
so their mathematical models most often are defined as a system of non-linear
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differential equations binding variables that describe the state of objects (the state
variables model) (see e.g. [1]):

dx
dt

¼ fðx; uÞ; ð1Þ

where x and u are vectors of state variables and input signals.
However such models are more difficult to analyse and computing, so in practice

they are often approximated by a linear models. This allow us to use
well-established method of control theory but it can affect the accuracy of the real
object mapping.

The Eq. (1) can be rewritten in form that allows for the separation of its
non-linear part:

dx
dt

¼ f x; uð Þ ¼ AxþBuþ ggðx; uÞ; ð2Þ

where: A, B are system and input matrices respectively, gðx; uÞ is a separate
non-linear part of the system and g is the influence factor of the whole system
non-linearities. If we assume that g is small and the system is weakly non-linear,
then its linear approximation about equilibrium point will be useful in some strictly
defined range. However, it should be noted that if actual operating point goes
beyond the defined range, the accuracy of this model significantly decreases.

The applying of equivalent linearization techniques (see e.g. [21]) allows us to
present Eq. (2) as follows:

dx
dt

¼ f x; uð Þ ¼ AeqxþBequþ eðx; uÞ; ð3Þ

where Aeq ¼ AþPA and Beq ¼ BþPB, and eðx; uÞ is an error term. PA and PB are
the correction matrices whose purpose is non-linear modelling of the relationship
between the known linear model and unknown non-linear model that is constructed.
This separation of the system matrix A and the input matrix B allows us to
incorporate some linear model of the same or similar phenomena or object into
nonlinear modelling. In order to solve the accuracy decreasing problem when
operating point is changing we assume that the values of the coefficients of cor-
rections matrices are estimated for each new operating point. In our earlier papers
[5, 6] this coefficients were generated by neural-fuzzy systems. In this paper we
show how the genetic programming paradigm can be used to discover the func-
tional dependencies that allows to generate an adequate values of correction
matrices PA and PB.

This paper is organized as follows: the next section contains a short description
of applying the genetic programming paradigm in correctional modelling of
non-linear dynamic objects. In Sect. 3 the experimental results of the application of
the proposed method to modelling a continuous stirred-tank reactor are presented.
The final conclusions are included in Sect. 4.
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2 Genetic Programming in Nonlinear Correction
Modelling of Dynamic Objects

There are many methods of the artificial or computational intelligence which are
inspired by nature i.e. neural networks (see e.g. [4, 5, 22]), bat algorithm (see e.g.
[23]), swarm intelligence (see e.g. [16]) and others. Among them, especially
interesting are genetic and evolutionary algorithms (see e.g. [24, 25]). These
methods are inspired by biological evolution and allow to solve optimization
problems. One of their advantages is the ability to process multiple solutions
simultaneously. In genetic algorithms, each solution is encoded in the form of linear
chromosomes (individuals). In each iteration of algorithm, new solutions are
formed by recombining previous solutions and only the best of them (in the sense of
selected fitness function) are passed to the next iteration.

Genetic programming (see e.g. [26, 27, 28]) adopts this concept to automatically
creation of computer programs that solve the considered problem. In this case
individuals represent programs which are usually described in the form of a tree.
Each node of the tree represents non-terminal symbols (functions) or terminal
symbols (constants and inputs parameters). Set of possible functions consists of
arithmetic operators, mathematical and logic functions, and should be selected
carefully, according to the domain of the problem being solved. It should be noted
that genetic programming is successfully applied to solve the problems of the
symbolic regression and mathematical modelling (see e.g. [5]).

The problem of classical genetic programming is the representation of the pro-
gram in the form of a tree because it requires that special versions of a genetic
operators (i.e. crossover or mutation) have to be used. This problem is solved by
Gene Expression Programming (GEP) (see e.g. [5, 29–31]). In this algorithm pro-
grams are represented in the form of linear chromosomes, which makes it possible to
use standard genetic operators but require adequate conversion procedure (from the
form of a tree to linear one). In original algorithm proposed by Ferreira [29–31] the
population contains l individuals. Each of them encodes one function.
A chromosome Cch; ch ¼ 1; . . .; l, of each individual is composed of three parts:

Cch ¼ Chead
ch ;Ctail

ch ;C
constants
ch

� �
; ð4Þ

where: Chead
ch can contain information about non-terminals and terminals symbols

and its length Chead
ch

�� ��� �
is arbitrary, Ctail

ch can contain information about

non-terminals only and its length Ctail
ch

�� ��� �
can be computed using the following

formula:

Ctail
ch

�� �� ¼ Chead
ch

�� �� � fmax � 1ð Þþ 1; ð5Þ

where fmax is a maximum arity of a non-terminal symbol. Part Ccons tan ts
ch contains

numerical constants and its length is arbitrary too.
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Theflowchart ofGEP algorithm is presented in Fig. 1. Thanks to such representation
of chromosome, it is possible to apply standard genetic operators used in evolutionary
algorithms. In addition, some special operators like e.g. rotation can be used too.

In our implementation of GEP algorithm we assume that:

• Chromosome is composed from m 3-tuples (4), each of them encodes one of m
equations required by model:

Cch ¼
[m
j¼1

Chead
ch;j ;C

tail
ch;j

n o
[
[m
j¼1

Cconstants
ch;j

n o
: ð6Þ

• In order to compute the chromosome’s fitness value the weighted sum method
used in the multiobjective optimization algorithms (see e.g. [31]) was adopted.
Thus the fitness function is defined as the average value of normalized root

Fig. 1 Flowchart of basic GEP algorithm
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mean square error computed separately for each considered signal and can be
written as follows:

ff Cchð Þ ¼ 1
n

Xn
j¼1

1000:0

1:0þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
K

PK
k¼1 xj kþ 1ð Þ � x̂j kþ 1ð Þ� �2q

0
B@

1
CA; ð7Þ

where: n is a number of considered signals, K number of examples in training
set, xj is a value of jth signal generated by the created model at step kþ 1 and x̂j
is a reference value of jth signal at step kþ 1.

• The simple one point crossover with replacement genes is used as a crossover
operation. This operation is carried out separately for part of a chromosome
describing the structure of the corrections functions and for parts that contain
numeric constants.

• The multigene mutation is used as a mutation operation. Similarly to the
crossover, this operation is performed separately for part of a chromosome
describing the structure of the corrections functions and for parts that contain
numeric constants.

• We use elitist selection mechanism, so the best individual from parental pop-
ulation is carrying over to the next population unaltered.

3 Simulations Results

During the simulations we focused on modelling of a continuous stirred tank reactor
(CSTR) (see e.g. [27, 32]) This kind of devices is very often used in many
industries: chemical process, pharmaceutical, wastewater treatment etc. for mixing,
reactions and crystallizations. In the CSTR reactants are continuously added into
reactor, mixed and products are poured out. The simply diagram of continuously
stirred tank reactor is presented on Fig. 2.

During simulations we assumed that the CSTR is used to form sulphuric acid
H2SO4 from H2O and SO3 according with following chemical reaction:

H2Oþ SO3 ! H2SO4: ð8Þ

Based on an equation of a material balance of chemical reaction:

Mass flow of
the reactants

into
the system

2
664

3
775 ¼

Mass flow of
the products

out of
the system

2
664

3
775þ

Rate of
accumulation
of mass in
the system

2
664

3
775�

Rate of
production of
the component
in the system

2
664

3
775;

ð9Þ
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and assuming that the temperature inside the reactor is constant, the rate balance
equation of reaction (9) can be presented as the system of equations:

V dcA
dt ¼ QCA � QcA � Vr

V dcB
dt ¼ QCB � QcB � Vr
V dcC

dt ¼ �QCC þVr

8<
: ; ð10Þ

where cA; cB; cC denote molar concentration of H2O, SO3 and H2SO4 in the reactor,
CA and CB are concentrations of H2O and SO3 in the inflow, Q is a constant flow
rate, V is a volume of the reactor, and r is an intrinsic rate of the reaction which can
be defined by the following equation (for a some constant k):

r ¼ kcacb: ð11Þ

It should be noted that assumption about the temperature may be considered as
an oversimplification of the problem, however our method can be used to solve a
wide variety of problems of non-linear modelling.

Taking the x1 tð Þ ¼ cA; x2 tð Þ ¼ cB; x3 tð Þ ¼ cC as a state variables, we can obtain
the following matrix representation of the Eq. (10):

dx1ðtÞ
dt

dx2ðtÞ
dt

dx3ðtÞ
dt

2
64

3
75 ¼

� Q
V �kx1ðtÞ 0

�kx2ðtÞ � Q
V 0

0 kx1ðtÞ � Q
V

2
64

3
75

x1ðtÞ
x2ðtÞ
x3ðtÞ

2
4

3
5þ

Q
V 0
0 Q

V

� 	
u1ðtÞ
u2ðtÞ

� 	
ð12Þ

In simulations of this problem we used data set generated using the set of the
reactor parameters presented in Table 1.

The simulation were conducted for T ¼ 100 s time interval with step dt ¼ 0:05,
so the training set contains 2000 samples.

Fig. 2 A diagram illustrating
the continuous stirred tank
reactor
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The values of system matrix were computed as describe in [2] and can be written
as follows:

A ¼
�0:1151 �0:0651 0
�0:0651 �0:1151 0
0:0651 0:06513 �0:05

2
4

3
5: ð13Þ

We assume that we know the fact that the expression for dx1ðtÞ=dt and dx2ðtÞ=dt
do not depend on x3, so the correction matrix can be describe as follows:

PA ¼
p1 xð Þ p2 xð Þ 0
p3 xð Þ p4 xð Þ 0
p5 xð Þ p6 xð Þ p7 xð Þ

2
4

3
5: ð14Þ

Each element of matrix (14) is a function whose form is being sought by gene
expression programming algorithm.

Parameters of evolutionary processes that we used in simulations are shown in
Table 2.

Simulations results are presented in Fig. 3 and they can be summarized as
follows:

– The best models discovered by GEP algorithm, after some arithmetical sim-
plification can be written as:

Table 1 The reactor
parameters used in
simulations of CSTR

Reactor volume V 2 m3

Flow rate Q 0:1 m3=s

Constant k 0:3 m3=mol � s
Initial state xð0Þ 0:5; 0; 0½ �T
Inputs vector u ðtÞ 0:5; 0:5½ �T

Table 2 Parameters of the
evolutionary processes used
in simulations

Functions set F þ ;�; �; =; pow, neg, absf g
Head size Chead

ch;j

��� ��� 6

Number of constants

Cconstants
ch;j

��� ���
10

Constants range [−10, 10]

Number of epoch 2000

Population size μ 10

Crossover probability pc 0.7

Mutation probability pm 0.1
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p1 xð Þ ¼ 0
p2 xð Þ ¼ �9:4863 � x2 tð Þ � x31 tð Þ
p3 xð Þ ¼ 0
p4 xð Þ ¼ x1 tð Þ=�8:1224

p5 xð Þ ¼ x2 tð Þ � x1 tð Þ
p6 xð Þ ¼ 1:1790=x1 tð Þþ 7:4353

p7 xð Þ ¼ x2 tð Þ � 1ð Þ � x1 tð Þ

8>>>>>>>><
>>>>>>>>:

ð15Þ

– The values of root mean square error (RMSE) computed for each signal
ðcA; cB; cCÞ is presented in Table 3.

As can be easily seen the correction model has achieved lower error rate than the
classical linear model.

Fig. 3 The results of modelling of the continuous stirred tank reactor by the linear model and the
correction model and the errors values computed as difference between reference signals and
model response

132 Ł. Bartczuk



4 Conclusions

In this paper the method of developing correction model of non-linear dynamic
object was presented. This method assume that we know the linear model of the
same or similar object or phenomena and we looking for the way to refine it in order
to increase modelling accuracy. This is achieved by adding the correction values to
the system matrix. The correction values are estimated for each new operating point
according with formulas discovered by gene expression programming algorithm.
The presented experimental results proved the validity of the proposed method.

Acknowledgement The project was financed by the National Science Center on the basis of the
decision number DEC-2012/05/B/ST7/02138.
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An Application of Neural Networks
to Control Stability of an Articulated
Vehicle in Real Time

Kornel Warwas and Krzysztof Augustynek

Abstract The paper presents an application of neural networks to control braking
torques on wheels of an articulated vehicle in an untripped rollover manoeuvre. The
numerical model of the articulated vehicle and dynamic optimisation were used to
calculate appropriate braking torques for each wheel in order to restore stability.
The optimisation problem requires the equations of motion to be integrated at each
optimisation step and the models cannot be applied for controlling the motion in
real time. Therefore, in the next step multilayer perceptron network has been
proposed. Multiple dynamic optimisation tasks have been solved in order to cal-
culate appropriate braking torques, which form a training set of the neural network.
In the paper, results obtained from dynamic optimisation and neural network have
been presented and compared.

Keywords Neural network � Real time � Dynamic optimisation � Articulated
vehicle

1 Introduction

Rollover accidents of articulated vehicles are especially violent and cause greater
damage and injury than other accidents. The relatively low roll stability of trucks
promotes rollovers and contributes to the number of truck accidents. Vehicle
rollover accidents may be grouped into two categories, known as tripped and
untripped rollovers. Tripped rollovers occur when a vehicle comes into contact with
an external obstacle, such as a curb or a pothole. Anti-lock Braking Systems (ABS),
Electronic Braking Systems (EBS) and Electronic Stability Programs (ESP) all help
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in preventing vehicle rollovers, as they can automatically adjust the braking pattern
for each wheel, possibly giving the driver greater control [1–4]. They prevent
oversteering and understeering, thus preventing collisions with external obstacles.
Untripped rollovers are induced by extreme driving manoeuvres, in which the
forces at the contact point between the tire and the road are sufficient to cause the
vehicle to rollover. Vehicle rollover accidents are typically very dangerous.
Research by the National Highway Traffic Safety Administration in the United
States shows that rollover accidents are the second most dangerous form of acci-
dents in the Unites States, after head-on collisions [5]. The design of virtual
computational models enables the number of experimental road tests of real vehi-
cles to be decreased [1, 4, 6]. Computational simulations can be used in the initial
phase of a vehicle design process. In the paper, the method of maintaining stability
during an untripped rollover manoeuvre of an articulated vehicle is formulated. The
method is based on the control of braking torques in the case of losing the stability.
Braking torques patterns, which have to be applied to each wheel of the vehicle, are
obtained by solving an optimisation task. The optimisation task is time-consuming,
therefore neural networks are proposed to control brakes in real time.

2 Mathematical Model

The model of the articulated vehicle was formulated as a system of rigid bodies: a
tractor, a fifth wheel, a semi-trailer, forming an open kinematic chain (Fig. 1).

It is assumed that the tractor is a rigid body, whose motion is described by means
of six generalized coordinates, the fifth wheel has one degree of freedom (a pitch
angle) in relation to the tractor, the semi-trailer has one degree of freedom (an
inclination angle) with respect to the fifth wheel. Wheels are connected with the
tractor and the semi-trailer and each has one degree of freedom. The tractor is set on
four wheels and the semi-trailer has six wheels. Suspension stiffness has been
reduced to the contact point of the tire with the road. Additionally the model
contains generalized coordinates which are the front wheels’ steering angles of the
tractor. Generalized coordinates vectors for bodies of the articulated vehicle are
shown in Table 1.

The joint coordinates vector of the articulated vehicle can be written in the
following form:

q ¼ ~q 1ð Þ
T ~q 2ð Þ

F ~q 3ð Þ
S ~q 1ð Þ

TS ~q 1ð Þ
TW ~q 3ð Þ

SW

h iT
ð1Þ
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Fig. 1 The model of the articulated vehicle: (1) a tractor, (2) a fifth wheel, (3) a semi-trailer

Table 1 The vector of the articulated vehicle’s generalized coordinates

Body name Vector name Vector of generalized coordinates

Tractor ~q 1ð Þ
T x 1ð Þ y 1ð Þ z 1ð Þ w 1ð Þ h 1ð Þ u 1ð Þ� �

Tractor suspensions ~q 1ð Þ
TS d 1;1ð Þ d 1;2ð Þ� �

Tractor wheels ~q 1ð Þ
TW h 1;1ð Þ h 1;2ð Þ h 1;3ð Þ h 1;4ð Þ� �

Fifth wheel ~q 2ð Þ
F h 2ð Þ

h i
Semi-trailer ~q 3ð Þ

S w 3ð Þ
h i

Semi-trailer wheels ~q 3ð Þ
SW h 3;1ð Þ h 3;2ð Þ h 3;3ð Þ h 3;4ð Þ h 3;5ð Þ h 3;6ð Þ� �

where
x ið Þ; y ið Þ; z ið Þ—mass center coordinates of the ith body
w ið Þ; h ið Þ;u ið Þ—rotation angles of the ith body
d ið Þ—front wheels’ steering angle of the vehicle
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Equations of vehicle motion have been formulated using Lagrange formalism and
homogenous transformations [7]. It can be written in the general form [6]:

A€q ¼ f ð2Þ

where

A ¼ Aðt; qÞ—mass matrix,
f ¼ fðt;q; _q;Mð1Þ; . . .;MðiÞ. . .;MðnwÞÞ—vector of external, Coriolis and centrifugal
forces,
q; _q; €q—displacement, velocity and acceleration vectors,
MðiÞ—vector of discrete values of braking torques acting on the ith wheel,
nw—number of wheels.

The details of the procedure which leads to formation of Eq. (2) with a
description of elements in the matrix A and the vector F is presented in [6].

3 Formulation of the Problem of Control Braking
Moments

As mentioned before, one of the most dangerous road manoeuvres for articulated
vehicles is an untripped rollover. This situation happens mostly during a
lane-change manoeuvre [5]. Stability of the articulated vehicle can be restored by an
appropriate control of braking torques applied to each wheel of the vehicle. Let us
consider a vector of braking torque discrete values MðiÞ of the ith wheel.
A continuous function MðiÞðtÞ will be obtained using spline functions of the 3rd
order. The vector of the decisive variables contains discrete values of the braking
torques of wheels and can be written in the form:

M ¼ Mð1Þ . . . MðiÞ . . . MðnwÞ
� �T¼ Mj

� �
j¼1;...;m ð3Þ

where

m—number of decisive variables,

M ið Þ ¼ M ið Þ
k

� �
k¼1;...;n

;

N—number of discrete values of the braking moment.

The stability conditions can be assured by the solution of a dynamic optimisation
problem in the general form [8]:

X M; q; _qð Þ ! min ð4Þ
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Calculations of the objective function (4) require integration of model equations (2).
The proper solution of the braking torques control task can be achieved if additional
physical constrains are considered. These conditions can be included through
additional inequality and equality constrains [8], as follows:

g M; q; _qð Þ� 0 ð5Þ

h M; q; _qð Þ ¼ 0 ð6Þ

In the presented problem, braking torques calculated for fixed initial vehicle
velocity and the front wheels’ steering angle have to fulfil the following conditions:

– the articulated vehicle cannot lose stability during the manoeuvre,
– longitudinal velocity loss has to be as small as possible,
– lateral displacement of the vehicle is limited by the standard road width,
– after the manoeuvre, the vehicle has to move parallel to the axis of the road.

Above assumptions are taken into account in the objective function and also in
optimisation constraints (5) and (6). The stability conditions can be assured by
minimizing the functional:

X M; q; _qð Þ ¼ 1
te

C1

Zts
0

u 1ð Þ
� �2

dtþC2

Zts
0

v0 � _x 1ð Þ
� �2

dt

0
@

1
A ! min ð7Þ

where

C1, C2—empirical coefficients,
ts—time of simulation,
v0—initial velocity.

In the considered optimisation problem, constraints can be written as follows:

g ¼ M1 �Mmax . . . Mj �Mmax . . . Mm �Mmax½ �T ð8Þ

h ¼ wð1ÞðtdÞ _wð1ÞðtdÞ
� �T ð9Þ

where

Mmax—acceptable maximal braking torque,
td—duration of the manoeuvre.

In order to solve the minimization task (4), the Nelder-Mead method with an
exterior penalty method was used [8, 9].
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4 Neural Networks

The solution of the dynamic optimisation problem is time-consuming and cannot be
applied to a brake controller in order to control braking torques in the articulated
vehicle. The real-time response can be achieved by using an artificial neural net-
work. The network has to be trained on the basis of optimal solutions of the
optimisation problem for different values of input parameters. It is possible to build
artificial neural network which after training will be able to predict braking torques
on wheels of the vehicle with a satisfying accuracy. In order to determine optimal
braking torque courses, the multilayer perceptron [10, 11] network has been used.
The network consists of four input signals: the velocity (v0), the maximal steering
angle (dmax), the index of the wheel (i) and the index of the braking moment (j) in
discrete time ðtjÞ. Only one output is necessary in the considered case. It is braking

torque M ið Þ
j of the ith wheel in the time step tj. After the input has been entered into

the neural network, the response is calculated using a transfer function (Fig. 2).
As the transfer functions the hyperbolic tangent and linear functions were used,

for the hidden and the output layer respectively.

5 Numerical Simulations

Algorithms related to formulation and solution of the multibody system and its
simulation and optimisation have been implemented in the own program [6] written
in the C++ language. In order to prepare and simulate neural networks own pro-
grams also have been written using the Encog library [12] and its .NET
implementation.

Physical parameters of the articulated vehicle model were taken from [6].
Interpolation of the braking moment has been performed for n ¼ 4 discrete values.
The Bulrish-Stoer-Deuflhard [8] method with an adaptive step size has been used

Fig. 2 The topology of the neural network
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for integrating the equations of motion. Duration of a single evaluation of the
objective function was 5 s. Results obtained from multiple optimisation tasks have
been used as learning sets for the neural network. Each optimisation task has been
solved by means of the gradientless Nelder-Mead method [8, 9]. During simulations
the maximum value dmax of the steering angles d

ð1;1Þ, dð1;2Þ and the initial velocity v0
of the tractor were changed. It contains data for v0 from 45 to 85 km/h with a step of
5 km/h and steering angles matched to the rollover vehicle. It has been assumed that
the neural network contains two hidden layers with l1 ¼ 30 and l2 ¼ 20 neurons
respectively.

During the training process of the neural network, the efficiency and the con-
vergence of gradient and non-gradient training methods have been studied. In the
analysis, the following methods have been taken into consideration:

– Resilient backpropagation (RB),
– Levenberg-Marquardt (LM),
– Quickprop (QP),
– Scaled conjugate gradient (SC),
– Nelder-Mead (NM),
– Genetic algorithm (GA),
– Simulated annealing (SA).

In order to compare the effectiveness of the training methods, let us introduce a
coefficient which describes the relation between the duration of network training for
the particular method and the duration of the fastest method:

c ¼ ei
eb

ð10Þ

where

ei—time of training with the i method,
i 2 fRB; LM;QP; SC;NM;GA; SAg;
eb—time of training with the fastest method.

A set of simulations has been carried out with different training methods. Results
show that the fastest training method is the resilient backpropagation. Figure 3
presents a comparison of c coefficient values and the number of epochs obtained for
different training methods.

Figure 3 shows that the gradient methods are the most effective. In the case of
training using genetic algorithms (GA), the Nelder-Mead (NM) and simulated
annealing (SA) methods, assumed threshold of network error rate has not been
achieved or the training time was many times longer than in gradient methods. Due
to the short time of network training and small influence of the starting point on
convergence of the method in further analysis, the resilient backpropagation method
was used.

In order to numerically evaluate quality of courses obtained from the trained
network, the integral error has been calculated according to the formula:
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e ¼ IO � INN
IO

����
���� � 100 % ð11Þ

where

IO ¼ 1
T

Pnw
i¼1

R T
0 M ið ÞðtÞdt—integral mean value for optimisation results,

INN ¼ 1
T

Pnw
i¼1

R T
0 M ið Þ

NNðtÞdt—integral mean value for trained network results.

The integral error between courses obtained from the network and its training
data set has been presented in Table 2.

Figure 4 shows numerical simulations for the maximal steering angle dmax ¼
8:5� and the vehicle initial velocity v0 ¼ 55 km/h. Figure 4a presents course of the
steering angles which have been applied to the front wheels of the articulated
vehicle. Results obtained from: simulation before optimisation (BO), Nelder-Mead
optimisation method (OP), trained neural network (NN) have been presented in
Fig. 4b–d.
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Fig. 3 A comparison of a c coefficient values and b the number of epochs obtained for different
training methods

Table 2 The integral error
for some results obtained
from the trained neural
network

Initial velocity
v0 (km/h)

Maximal steering angle
dmax (°)

Integral error
e (%)

65 6.2 0.1896

60 7.0 0.1319

55 8.5 0.1490

50 10.0 0.4029

45 12.5 0.0658
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It shows courses of the tractor roll angle, the tractor vertical displacement and the
braking moment of the 1st wheel. For both analysed cases, the results obtained from
optimisation and the trained neural network are acceptable. The roll angle and the
lateral displacement are significantly smaller than before optimisation. Braking
torques obtained from optimisation and the neural network allow us to restore
stability of the articulated vehicle. Additionally, trajectory of the vehicle fulfils all
the requirements. The main difference between the simulation using the
Nelder-Mead dynamic optimisation and the one using the neural network is the time
in which optimal braking torques are calculated. In the case of the neural network,
the calculation can be performed in real time. After training, neural networks can be
used for a simulation with input parameters different than in the training set.
Steering angle course and results of simulations are presented in Fig. 5.

Figure 5 shows that the vehicle is stable and the trajectory is achieved when
braking torques obtained from the neural network are applied. Quality of results
obtained before optimisation, from the Nelder-Mead method and the neural net-
work, can be assessed by using root mean square (RMS) of the tractor roll angle
uð1Þ (Fig. 6b). RMS has been calculated according to the formula:
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D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR te
0 u 1ð Þð Þ2dt

te

s
ð12Þ

Figure 6a presents braking torque courses of the 1st wheel obtained from the neural
network for all considered earlier cases of simulations.
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As can be seen, the tractor roll angle’s RMS values obtained from optimisation
and the neural network are significantly smaller than before optimisation. Braking
torques calculated for input parameters different than in the training set (series 3)
have features of other courses (series 1, 2).

6 Conclusions

The articulated vehicle rollover is strongly associated with severe injury and
fatalities in highway accidents. Stability can be achieved by an appropriate control
of braking torques. In the paper, the problem of controlling brakes is formulated and
solved. The long duration of the optimisation process has resulted from the
necessity of integrating equations of motion in each step. Despite reducing the time
of calculations, it is still difficult to provide a real-time solution. In the paper, the
neural network has been applied to solve this problem. Trained and validated neural
network can be used in real-time prediction of braking torques. After applying the
braking torques obtained from the trained neural network, vehicle stability is
restored, the roll angle and the lateral displacement are smaller than before opti-
misation. The presented issue has already been analysed in [6]. In this paper,
topology of the neural network is simpler. Two additional input signals have been
added and the number of outputs has been reduced to only one. As a result, the
number of neurons and weights is smaller and the network can be trained in an
easier way, which consumes less time than before.
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Extended Recognition Effectiveness
of a Sonar System

Teodora Dimitrova-Grekow and Marcin Jarczewski

Abstract Although sonars are among the most popular elements used in intelligent
navigation vehicles, they still have unexplored specifics offering useful information.
In this paper, we present further results of experiments focused on the exploration
of sonars’ drawbacks. We combined the regular information obtained from a simple
sonar system with information derived from measurement abnormalities and thus
achieved an extended recognition effectiveness of the sonar system, which better
distinguished the experimental shapes. The main objective of this paper is to cal-
culate the effectiveness of identification using the ratio of parallelepipeds to
cylinders and the average values of certain sequences of measurements. Further
work targeted several navigation tasks on a real-time robot on an HCR base.
Besides the implementation of map building with a relative degree of confidence,
we performed experiments in rapid localization algorithm, which was developed
simultaneously in our work group.

Keywords Shape recognition � Sonar signal � Features extraction � Signal anal-
ysis � Mobile robotics � Shape recognition � Sonar signal

1 Introduction

For all navigation tasks, sonar sensors are often used for their robustness and
unambiguous acting in narrow and strictly-defined work conditions. To achieve
good accuracy in range measurement, all at-tempts to identify objects using sonar
have to deal with the following problems:
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• shape, size and material of which the object is made;
• position of the object and the distance to the sensor system;
• stability of objects at a time;
• temperature and humidity;
• structure of the environment.

One of the most popular ways to use ultrasonic sensors today are sonar arrays,
containing several sensors. This compensates for some of the drawbacks to some
extent. We present a complimentary attempt: in addition to the classical signal
recovery and ridding of bad echoes, we sorted them and brought them into use.
Because this paper is a continuation of our recent work, we have to shortly mention
the previous work to explain the main idea of our approach. In our experiments, we
tested shape distinguishing using simple objects, such as cylinders and paral-
lelepipeds. A set of shape recognition rules was set and implemented in a real-time
system: NXT robot. The tests have proved the offline assumptions and calculations.
In our former experiments with a simple ultrasonic range measurement system of a
mobile robot, we took an intuitive approach considering the parallelepiped to
cylinder ratio [1].

In this paper, we present further development of the considerations, experiments,
and results. Especially effective information delivered the average values from
certain measure sequences, framed depending on the local circumstances, such as
distance, level of certainty, etc. This is the base on which we ex-tended the
effectiveness we obtained in our previous research.

Using the current study, we have the possibility to identify objects, as well as
their exact orientation and collocations. Hence, building maps to a relative degree
of confidence [2] is also a future aim.

2 Related Work

Sonar sequences contain much more information about the environment [3] com-
pared to single measurements [4]. In all major branches of navigation, distance
establishment and obstacle avoidance are the most popular uses of ultrasonic sig-
nals [5–8].

Sonar possesses some well-known advantages, such as its wide accessibility,
relative accuracy and low costs. Its main disadvantage is its physical properties—
the conical emission area and its interaction with the environment common for
acoustic waves. That is the source of faked measurements occurring in the signal
sequences. The more complex the structure of the environment, the more additional
complicating and disturbing echoes arise. Thus, direct sonar data use becomes too
unreliable. To compensate for all these disadvantages of real-time work of
sonar-navigated systems, a powerful calculation engine is required for information
processing. However, there are many examples of sonar use for mapping [9],
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localization [10], and SLAM [11], using different mathematical models and cal-
culation power for real-time implementation.

The first information about the use of sonar shortcomings are described in
[1, 12]. The article [1] discusses several features extracted from the sonar draw-
backs. More information about its effectiveness is shown in [13]. The main
objective of this paper is to calculate the effectiveness of identification using the
ratio of parallelepipeds to cylinders and the average values of certain sequences of
measurements. We present considerations about new features extraction aimed at
further improvement of the recognition effectiveness of the sonar system.

3 System Structure

With this approach, we present a complimentary attempt: beside the classical signal
recovery and ridding of bad echos, we sorted them and brought them into use.
Because of the limited hardware, we tested shape distinguishing using simple
objects, such as cylinders and parallelepipeds. Similarly as in our previous papers,
an initial set of shape recognition rules was determined and implemented in a
real-time system: NXT robot. The mobile robot was used as an independent
data-collecting vehicle. So far, the tests have proved the offline assumptions and
calculations.

The first stage of research involved data processing. The information gathered
from the sonar system was treated in different ways while searching for the most
relevant interpretation. The route the robot takes is straight, passing alongside the
obstacles. The robot maintains a path parallel to the wall. Analyzing the collected
data gathered from the sonar sensors, we noticed a number of interesting depen-
dencies between the received reflections and the history of scanning. After the Data
processing, a set of object features enabling effective object recognition emerged.
Features extraction can be considered a separate second stage of the system
structure. The third stage of the system was creating the Object recognition rules,
which were the base for an effective, real-time object recognition (Fig. 1).

In all our experiments, we used a simple set of objects: two types of solids—
parallelepipeds and cylinders. This choice was based on the principle difference of
these figures and their popularity. We used several different sizes of each type
throughout the experiments. The final recognition rules were applied to the
real-time test vehicle.

In our initial tests, we achieved over 80 % accuracy in shape recognition. In this
experiment, the results are about 5 % better on average than the previous ones. The
experimental results are presented in the last section of this paper. The aim of
further work is to implement mobile robot localization. A hybrid location method is
being developed to test the pattern recognition approach in real-time conditions. Its
main objective is to build a relative degree of confidence map to determine the
vehicle location.
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4 Shape Recognition Method

Although the most common approach to shape recognition is shape context con-
sideration, based on complex data related directly to the analyzed objects, we
developed a shape recognition method that also uses indirect data. We take into
account ‘bad’ reflections, which we called ‘glitters’. According to the system
structure, described in the previous point, we took three steps to implement our
approach: (1) data collection, (2) features extraction, (3) creation of shape recog-
nition rules.

4.1 Data Collection

The data used in this research comes from an experimental mobile robot, traversing
a certain distance and scanning the environment along its path (Fig. 1). Every file
with data saved from the sonar was in-terpreted as a vector. The gathered data was
double-processed: the raw sonar data was smoothed so that the registered shapes
became sharper and more reliable; all data exceptions and irregularities were
counted exactly, related, and compared, simultaneously.

When the data irregularities were removed, clear object shapes became visible
(Fig. 2). The term ‘glitter’ stands for these measurements, which differ essentially
from the contiguous ones. The ‘glitters’ are reading exceptions in a way. They are
observed by comparison with neighboring ones. And although their quick
smoothing facilitated further processing of the received signal, just they were the
main source of information in our approach—all these irregularities were statisti-
cally assessed.

Fig. 1 Stages of the system
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4.2 Features Extraction

The second step of our shape recognition method may be divided into two stages:
initial and secondary features mining. The first one was based on regularly shaped
data, obtained from double smoothed sonar sequences. The final one was focused
on larger ‘exceptions’ and smoothing of the discovered shapes (Fig. 2). The
‘glitters’ were a result of overlapping echoes from various objects and measure-
ments made in sequence, which can be especially useful in future development of
the navigation system.

We based all considerations on the acoustic rules and simplification derived from
the chosen work conditions. We primarily used a single object scene: the robot
scanned and saved data from a single object and after many observations several
important dependencies were found. The adjustment scheme was empirically
determined during the experiments. The initial observation allowed to determine
one of the most important features, used also in our previous works: the minimal
measured distance.

Minimal measured distance: DMIN This parameter is useful for detecting if it is
an edge, side or cylinder. The minimal value itself is very important, but it becomes
meaningful only after colligation with 10–30 contiguous distances.

Some of the most important selected characteristics in the second stage were
described in our previous papers. Below is a short description:

Wall-greater distances: DOV—percentage of measurements greater than the
distance to the wall NW.

Fig. 2 Environment scanning
—real objects
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Alien echo: DNR—percentage of measured distances less than NW although no
object is displaced at the spot.

The new features introduced in this paper are relative distribution and curve
probability. Both have a tendency to compensate for unsolved problems with dis-
tinguishing the narrow cylinders from the parallelepipeds standing orthogonal to the
sonars beam.

Relative distribution: RDS—percentage of measurements greater than the
shortest currently measured distance plus a tolerance of 10–25 %. The value of RDS

is calculated as follows:

RDS ¼ DMIN

N
k ð1Þ

where:

DMIN minimal measured distance,
K correction of applied tolerance,
N total number of measurements

Initially, we disregarded this feature, however, additional data analyses,
including an artificial intelligence tool support, the program Weka, pointed toward a
classical attempt. And this paid off. We achieved a simple and effective improve-
ment of the recognition effectiveness we had obtained before. An important element
in this approach is the frame in which this parameter is calculated. This point is still
being explored.

Curve probability: PC—a probability, calculated based on relative distribution
RDS and the wall-greater distance DOV:

PC ¼ DOV

RDS
q ð2Þ

where:

ρ correction of applied tolerance

This feature is used as an additional parameter in cases when the qualification
function generates an ambiguous value.

4.3 Shape Recognition Rules

We explored several dependencies from the features described above. The function
DNR = f1(DOV) was built and described in detail before. The DNR = f2(RDS)
characteristic for ca. several hundred vectors is presented here to be compared with
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this between alien echo and wall-greater distance. Linear dependences, which were
implemented and loaded on the robot for online tests, resulted from the charac-
teristic families (Fig. 3). After choosing the function, we created and applied a
classifier. We used the concept of similarity—the simplest and most common
approach—known as ‘template matching’. This allowed us to discriminate paral-
lelepipeds and cylinders with minimum calculations. An optimization of these
observations is proof of the simple reliance between DOV, RDS and DNR.

A comparative illustration of both dependencies DNR = f1(DOV) and DNR = f2
(RDS) are shown in Fig. 3. The optimal clustering generated a linear function that
was different for every group of objects. In fact, a rule generalizing these differences
can be found. Objects clustering was determined by linear functions F1CL
(x) = a1x + b1 and F2CL(x) = a2x + b2. Points located on the same side of the line
belong to the same cluster. The experiments showed that there is no universal linear
characteristic fulfilling the accuracy requirements for the total range of various
distances (in meaning, minimal distance robot-object). We retrieve a bunch of linear
functions (rules), allowing to select the optimal line. This optimization is a balance
between maximal accuracy for a specific, narrow distance region on the one hand,
and complex precision for a wide one on the other. After normalizing, all parameters
got integer values from 0 to 100. Thus, we assumed that if the distance between two
points is greater than 1, it is a sufficient condition to set an optimal line.

For all dependencies, finding the best function includes three steps:

1. Defining points at a certain distance from each other on the x and y axes.
2. For each point a dozen simple lines, differing by a factor 2 are determined.
3. By evaluating the test collection, the best of the lines is selected.

Fig. 3 Distinguishing parallelepipeds and cylinders
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5 Estimation of the Achieved Identification Effectiveness

In this study, we used various orientations of the parallelepipeds; the difference in
the number of scanned cylinders and parallelepipeds was significant. In order to
ensure objective evaluation, factor S was introduced, depending on the total number
of cylinders C, and the total number of parallelepipeds P. Thus we obtain:

S ¼ P
C

ð3Þ

We assumed R to stand for effectiveness of identification and it was calculated as
a ratio of the quantity of parallelepipeds to cylinders on the same side of the line.
Indexes O stand for objects over the line and indexes U for those under. Then two
effectiveness values concerning all objects under and all objects above the line,
respectively, could be calculated:

RU ¼ PU

ðPU þCUSÞ ð4Þ

RO ¼ COS
ðCOSþPOÞ ð5Þ

Generalizing, the complex effectiveness we get R1:

R1 ¼ RUðCUSþPUÞþROðCOSþPOÞ
CþP

100 ð6Þ

Later, we can make the opposite assumptions that under the line there are
cylinders and over parallelepipeds:

R2 ¼ 1� R1 ð7Þ

And finally the optimal value can be chosen:

R ¼ maxðR1;R2Þ ð8Þ

Repeating this procedure for all lines, we find the best clustering existing for a
particular experiment.

6 Experiments and End Result Assessment

As before, we found that there is no ideal solution, satisfying all environment
configurations. Our approach had almost 100 % effectiveness if the objects were
situated on the same distance from the robot path with a tolerance of several
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centimeters. Accuracy fell dramatically if the analyzed data came from objects
standing at all possible distances from the robot’s path. Thus, the most appropriate
way to obtain satisfactory shape recognition requires splitting the distances into
groups as well as collecting and retrieving data separately for each group. Such
range clustering was determined during the hundreds of tests, considering the
specific effectiveness for separate distance fractions and the complex effectiveness
for the entire experiment. An optimal division of the distance ranges is 20 cm areas,
except the first and the last distance region: the first is a bit shorter—starts from
8 cm instead of from 0 and the last is doubled. So our total range was from 8 to
120 cm.

We conducted a teaching set of tests to obtain proper clustering for the objects,
and a testing one to evaluate the results.

This experiment, consisting of many hundreds tests, showed an improvement in
accuracy. Considering that for the largest distances (120 cm), most of the test
objects were hardly ‘visible’ and DOV, RDS and DNR were almost the same, the
relative distribution RDS showed an significant approve of the recognition, espe-
cially for distances under 100 cm. The lowest effectiveness of the clustering
function F1CL() 74.05 % for the first distance group of objects increased to 83.74 %
thanks to the new parameter RDS and the clustering function F2CL() (Fig. 4). The
best effectiveness for F1CL() 96.15 % was obtained in the third group 41–60 cm and
improved for F2CL() to 97.21 %. We obtained maximum improvement for the
second group of objects. The new recognition effectiveness reached 95.3 %, which
is 15 % better than before (81.32 %).

7 Conclusions

The main objective of this paper is to calculate the effectiveness of identification
using the ratio of parallelepipeds to cylinders and the average values of certain
sequences of measurements.

Fig. 4 Effectiveness for the distance groups

Extended Recognition Effectiveness of a Sonar System 155



We combined the regular information obtained from a simple sonar system with
information derived from measurement abnormalities and thus achieved an exten-
ded recognition effectiveness of the sonar system, which better distinguished the
experimental shapes. This original approach minimizes the calculations for
real-time implementation. We presented and compared shape recognition rules:
linear functions F1CL() and F2CL() expressing the dependencies between the sonar
signal features in the described conditions. The better average accuracy we
achieved was 91.6 % for F2CL(). Tests on the robot Lego Mindstoms NXT proved
the approved effectiveness of both functions F1CL() and F2CL(), which considered
relative distribution of the values from the objects area.

We aim to find general rules for shape and position recognition. Further work
targeted several navigation tasks on a real-time robot on an HCR base. Besides the
implementation of map building with a relative degree of confidence, we performed
experiments in rapid localization algorithm, which was developed simultaneously
in our work group.
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Experimental Examination of Facilities
Layout Problems in Logistics Systems
Including Objects with Diverse Sizes
and Shapes

Jerzy Grobelny and Rafał Michalski

Abstract This study demonstrates a simulation experiment results regarding a
flexible approach to solving facilities layout problem on a regular grid. In this paper
approach we model objects with different dimensions and various shapes. We have
implemented our version of the simulated annealing algorithm [5] and analyzed
how the number of cycles (100, 200, 300), objects types (uniform, diverse) affect
average goal function values, mean concentration degrees, and the number of
disintegrated objects. The formal statistical analysis was conducted separately for
two sizes of regular grids, i.e. 6 × 6 and 10 × 10. The outcomes generally showed a
significant influence of the studied effects on the analyzed dependent variables.

Keywords Logistics � Facilities layout problem � Simulated annealing � Flexible
approach � Simulation experiment

1 Introduction

Since the facilities layout (FL) problem is significant in various areas of operations
research, it has been subject to numerous studies throughout the years. The problem
may be formulated as finding such an optimal arrangement of objects (e.g.
machines or plants) that transport costs are minimized. Sahni and Gonzalez [10]
demonstrated that FL belongs to at least NP-complete class of problems, thus it is
not possible to find the optimal solution in polynomial time. Extensive descriptions
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of available methods for solving FL problems along with their typology are
available, for instance, in Kusiak and Hergau [7] or Singh and Sharma [11].

Many of the classical algorithms require some restrictions in modeling real
situations. For instance it is very popular to use regular grids as models of space
available for designing layouts. In such cases, possible objects locations are pre-
defined and it is usually assumed that objects have square shapes with the same
dimensions. These requirements were naturally considered as drawbacks and as
early as in the 1970s Armour and Buffa [1] proposed an algorithm which allowed
for including objects with various sizes. In their method, objects could consist of
many unitary building blocks corresponding to individual grid cells. Thanks to that
it was also possible to define objects with diverse shapes. The problem of finding
optimal shapes was subsequently analyzed by Kim and Kim [4]. More flexible
approaches to modeling objects with different sizes and shapes were also developed
in a number of genetic algorithms. For example the concept of flexible bays [13, 14]
or slicing tree methods [8, 12].

In the present study we continue research in examining a flexible approach to
objects dimensions and sizes located on a regular grid. Unlike Armour and Buffa
[1] or Bazaraa [2] we propose an application of simulated annealing concept to
specifically defined relationships where only zero-one values are used for
describing associations between objects. Additionally, in contrast to Bazaraa [2] or
CRAFT [3] algorithms in this proposal we do not put any restrictions on objects’
shapes. Each object consists of the appropriate number of unitary building blocks.
One of these components represents always the input—output place while the rest
items are linked with it. This relationship value amounts to one.

To test our approach we designed and conducted a simulation experiment which
was focused on relatively simple FL problems on a regular grid. Themethods used and
all theobtained results arepresentedand thoroughlyanalyzed in the followingsections.

2 Methods

2.1 Algorithm Implementation

We implemented a Simulated Annealing algorithm following the general recom-
mendations provided by Kirkpatrick et al. [5] to produce reasonable solutions on
a regular grid. Some other modifications of the Simulated Annealing algorithm may
be found in Meller and Bozer [9] or recently in Kulturel-Konak and Konak [6]. This
study approach resembles the physical process of metal particles’ movements
during the annealing process. In our facility layout context, these movements
correspond to exchanging objects’ components places. The whole process evolves
along with decreasing the temperature (T). There also exists a possibility of
accepting worse solutions with a predefined probability. The number of objects’
components pair changes in a specific temperature is proportional to the number of
objects’ item problem k × N, where k amounted to 10 in this study. The temperature
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changes are calculated as follows: Tj = r × Tj − 1, with r = 0.9. The stop criterion
determined by this relation Tf = 0.9(i − 1) × Ti, where i = 100 is the number of
steps.

2.2 Dependent Measures

The classical goal function formula was used as a dependent measure in our sim-
ulation experiments:

Euclidean based goal function OFð Þ ¼
Xn�1

i¼1

Xn

j¼iþ 1

DpðiÞpðjÞ � Lij
� �

; ð1Þ

where Dp(i)p(j) is the standard Euclidean distance obtained according to the fol-
lowing formula:

DpðiÞðjÞ ¼
XN

k¼1

xp ið Þk � xp jð Þk
�� ��2

 !1=2

; ð2Þ

with k denoting the dimension—here equal two, and Lij specifying the relationship
strength between two objects.

2.3 Experimental Design and Procedure

In our simulation experiments we confined to three variates, that is (i) the number of
objects’ components arranged in a square regular grid (6 × 6 = 36 and
10 × 10 = 100), (ii) the type of objects, that is their complexity: either all included
the same number of items (six 6-item objects for the 6 × 6 grid and twenty objects
consisting of 5 items each for the 10 × 10 grid) or included a diverse number of
components (for the 6 × 6 grid: 4 objects with 6 items and 4 objects with 3
components; for the 10 × 10 grid: 10 objects with three components and ten objects
with 7 elements), and finally (iii) the number of cycles applied in the SA algorithm
(100, 200, 200).

We employed a full experimental design, which produced 12 different simula-
tion conditions: Grid size (2) × Objects type (2) × No of SA Cycles (3), and
replicated the simulation 100 times for each of the 12 conditions. We were inter-
ested not only in minimizing goal function values but also in how the objects items
behave in terms of their shape and possible objects’ disintegrations. Therefore, we
analyzed both the Euclidean based goal function as well as the average concen-
tration degree of the examined objects and a number of objects that were divided
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into two or more parts. The concentration degree was computed by dividing the
bigger by the smaller object dimension. In this way, the biggest possible concen-
tration degree amounted to 1 when the objects’ items formed a square whereas
smaller values indicated how far a specific shape was from being a square.

The distance between all neighboring objects’ items was set at one and we
assumed that each link between objects’ components amounted to one.

3 Results and Discussion

3.1 Basic Descriptive Statistics

For all three dependent variables and all 12 experimental conditions described in a
previous section, we computed the minimum, mean, and mean standard error
values. These basic descriptive statistics are put together in Table 1.

It may be observed that the obtained minimal values for the Euclidean based
goal function for the 6 × 6 grid actually do not depend on the number of cycles
applied in a SA algorithm which is not the case for the 10 × 10 grid. On the other
hand the average values seem to decrease significantly along with the increase of
the number of cycles used. For the concentration degree there seems to be a clear
pattern visible only for the larger grid: the mean concentration increased for the
bigger number of cycles.

Table 1 Basic descriptive statistics for all experimental conditions and all three dependent
variables analyzed in the current study

Condition Euclidean based goal
function

Average concentration
degree

Number of
disintegrated objects

Min Mean aMSE Min Mean aMSE Min Mean aMSE

06 × 06-U-100 40.7 44.7 0.18 0.62 0.77 0.0068 0 0 0

06 × 06-U-200 40.7 43.7 0.19 0.60 0.78 0.0076 0 0 0

06 × 06-U-300 40.7 43.4 0.16 0.62 0.79 0.0074 0 0.02 0.020

06 × 06-D-100 42.0 46.2 0.17 0.50 0.79 0.0097 0 0.01 0.010

06 × 06-D-200 41.3 45.4 0.18 0.50 0.78 0.010 0 0.01 0.010

06 × 06-D-300 41.3 45.2 0.16 0.50 0.78 0.011 0 0.02 0.014

10 × 10-U-100 146 164 0.73 0.59 0.72 0.0043 0 2.96 0.160

10 × 10-U-200 139 153 0.70 0.62 0.73 0.0043 0 0.74 0.086

10 × 10-U-300 133 147 0.71 0.65 0.74 0.0036 0 0.28 0.049

10 × 10-D-100 151 165 0.69 0.59 0.76 0.0050 0 3.58 0.157

10 × 10-D-200 135 153 0.66 0.65 0.78 0.0053 0 1.57 0.078

10 × 10-D-300 135 148 0.68 0.64 0.80 0.0056 0 1.19 0.058
aMSE mean standard error, U uniform and D diverse no of objects’ components
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The presented data also suggest that for the larger grid, the mean number of
disintegrated objects was decidedly smaller when the bigger number of SA cycles
was employed. Moreover, it is worth noting that it was possible to obtain at least
one solution where none of the objects was parted for all examined experimental
conditions.

3.2 Analysis of Variance

The described observations in a previous section are formally verified by means of
analyses of variance. Since there was a significant difference between goal function
values for 6 × 6 and 10 × 10 grids, a series of two-way analyses of variance were
applied separately to check if the examined factors are statistically.

Analysis of variance for the 6 × 6 arrays of objects’ components. The obtained
ANOVA results for the Euclidean based goal function are summarized in Table 2.
They revealed that both examined factors, that is objects type and the number of
cycles significantly influenced the mean goal function. The interaction between
these effects was irrelevant. The mean goal function values for both factors are
illustrated in Figs. 1 and 2.

Figure 1 shows that mean goal functions were significantly smaller than for
diverse objects. The results presented in Fig. 2 formally support the outcomes of the
descriptive statistics analysis.

The average concentration degree of objects for 6 × 6 arrays occurred to be
significantly influenced (α = 0.01) neither by the examined factors nor by their
interaction. A similar situation was observed for the number of disintegrated objects
where the tested effects and their interaction were not statistically meaningful
(α = 0.01).

Analysis of variance for the 10 × 10 arrays of objects’ components. The
results of 10 × 10 array ANOVA are given in Table 3 and show that the mean goal
function was significantly affected only by the number of SA cycles. The mean-
ingful relation is presented in Fig. 3.

Table 2 Two-way ANOVA regarding the influence of objects’ type (uniform versus diverse
number of object’s components) and the number of SA cycles (100, 200, 300) on the goal function
for 6 × 6 arrays of objects

Effect SS df MS F p η2

Objects type (O) 408 1 408 137 <0.0001* 0.188

Cycles (C) 153 2 77 25.8 <0.0001* 0.0799

O × C 3.12 2 1.56 0.526 0.591 0.00177

Error 1764 594 2.97
*p < 0.05; df degrees of freedom; SS sum of squares; MS mean sum of squares; η2 partial
eta-squared
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Another two-way ANOVA was applied to check whether examined factors
affect the average concentration degree. The outcomes are demonstrated in Table 4;
Figs. 4, 5 and 6 present a significant influence of both factors and their interaction.

Table 3 Two-way ANOVA regarding the influence of objects’ type and the number of SA cycles
on the goal function for 10 × 10 arrays

Effect SS df MS F p η2

Objects type (O) 64.3 1 64.3 1.33 0.249 0.00224

Cycles (C) 30,523 2 15,262 316 <0.0001* 0.516

O × C 4.12 2 2.06 0.0426 0.958 0.000144

Error 28,671 594 48.3
*p < 0.05; df degrees of freedom; SS sum of squares; MS mean sum of squares; η2 partial
eta-squared

Fig. 1 The influence of
objects’ type (uniform versus
diverse number of object’s
components) on the Euclidean
based goal function for 6 × 6
arrays. F(1, 594) = 137,
p < 0.0001. Vertical bars
denote 0.95 confidence
intervals

Fig. 2 The influence of the
number of SimAnn cycles
(100, 200, 300) on the
Euclidean based goal function
for 6 × 6 arrays. F
(2, 594) = 22.8, p < 0.0001.
Vertical bars denote 0.95
confidence intervals
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Fig. 3 The influence of the
number of SA cycles on the
goal function for 10 × 10
arrays. F(2, 594) = 316,
p < 0.0001. Vertical bars
denote 0.95 confidence
intervals

Table 4 Two-way ANOVA regarding the influence of objects’ type and the number of SA cycles
on the average concentration degree for 10 × 10 arrays

Effect SS df MS F p η2

Objects type (O) 0.370 1 0.370 166 <0.0001* 0.218

Cycles (C) 0.0807 2 0.0404 18.1 <0.0001* 0.0574

O × C 0.0137 2 0.0069 3.07 0.0469* 0.0102

Error 1.33 594 0.00223
*p < 0.05; df degrees of freedom; SS sum of squares; MS mean sum of squares; η2 partial
eta-squared

Fig. 4 The influence of
objects’ type on the mean
concentration degree
for 10 × 10 arrays.
F(1, 594) = 166, p < 0.0001.
Vertical bars denote 0.95
confidence intervals
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Finally, another ANOVA was employed to verify if the investigated effects
significantly influenced the number of disintegrated objects. The results are pro-
vided in Table 5 and illustrated in Figs. 7 and 8. The analysis revealed that both the
type of objects as well as the number of SA cycles significantly differentiated the
number of disintegrated objects.

Fig. 5 The influence of the
number of SA cycles on the
mean concentration degree
for 10 × 10 arrays.
F(2, 594) = 18.1, p < 0.0001.
Vertical bars denote 0.95
confidence intervals

Fig. 6 The influence of the
analyzed factors interaction
on the mean concentration
degree for 10 × 10 arrays.
F(2, 594) = 3.07, p < 0.0469.
Vertical bars denote 0.95
confidence intervals

Table 5 Two-way ANOVA regarding the influence of objects’ type and the number of SA cycles
on the number of disintegrated objects arranged in a 10 × 10 array

Effect SS df MS F p η2

Objects type (O) 92.8 1 92.8 80.0 <0.0001 0.119

Cycles (C) 738 2 369 318 <0.0001 0.517

O × C 2.24 2 1.12 0.966 0.381 0.00324

Error 690 594 1.16
*p < 0.05; df degrees of freedom; SS sum of squares; MS mean sum of squares; η2 partial
eta-squared
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4 Discussion and Conclusions

The liberalization of restrictions regarding objects’ shapes is the crucial element of
the presented approach. Every object is constructed from uniform, modular building
blocks of the size 1 × 1. The relationships used in our experiment refer to the
necessity of the given pair of objects to be located next to each other. The zero
value means that such a requirement is not needed while one denotes that their
proximity is essential.

Since links between whole objects and between objects’ components are treated
exactly the same, the total value of the goal function may be interpreted as an
estimated joint cost of transportation between departments and within them, that is,
between the input-output place and other objects’ items representing single work-
stations inside departments.

The lack of other constraints may, however, result in disintegration of depart-
ments (objects) into smaller, not necessarily adjacent fragments. Still, the conducted
simulation experiments showed that in each of the experimental conditions it was

Fig. 7 The influence of
objects’ type on the number
of disintegrated objects
for 10 × 10 arrays.
F(1, 594) = 80, p < 0.0001.
Vertical bars denote 0.95
confidence intervals

Fig. 8 The influence of the
number of SA cycles on the
number of disintegrated
objects for 10 × 10 arrays.
F(2, 594) = 318, p < 0.0001.
Vertical bars denote 0.95
confidence intervals
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possible to obtain at least one solution where none of the objects was separated. It
also seems that solutions with a small degree of objects’ disintegration may be
interesting for logistics systems designers. First, one may ponder whether the dis-
integration proposed by the algorithm could be a better solution and lead to low-
ering the transport costs despite dividing or even doubling some of the departments.
Furthermore, some of the modern transportation systems (e.g. gantry robots) do not
require a physical neighborhood of the cooperating workstations.

The results regarding the departments’ concentration degree coefficients (mea-
sured by a ratio of the shorter side to the longer one) demonstrated that for the FL
problems with binary relationships the increase of the number of cycles in the
simulation annealing algorithm generates more condensed solutions. Additionally,
these condensed designs provide more optimal results which suggests that objects’
shapes obtained in the presented method may significantly influence the goal
function value.

The promising findings presented in this paper point out potential directions of
research and developments of the current study approach. It seems that the most
interesting would be the examination of the algorithms’ behavior in various types of
transportation systems inside departments and investigations of diverse inter- and
intradeparmental relationships and levels of transportation costs. In particular, the
examination these parameters influence on the proposed departments/objects con-
centration and disintegration coefficients.
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A Concept of a Flexible Approach
to the Facilities Layout Problems
in Logistics Systems

Jerzy Grobelny and Rafał Michalski

Abstract This paper describes a concept of computer software devoted to flexible
modeling and solving facilities layout (FL) problems in logistics systems. In the
beginning, a brief review of available approaches in this regard is provided. Next,
diverse aspects of flexibility in designing FL are identified in the literature and
discussed. These considerations constitute a background for the presentation of the
system modules.

Keywords Facilities layout � Logistics � Flexible approach � Ergonomics

1 Introduction

The main goal concerned with finding optimal arrangements of related objects is to
minimize costs of their mutual functioning. In the area of industrial engineering one
usually searches for such a layout of machines and tools in the production space
that ensures minimal costs of material flows between analyzed objects.

From the mathematical modeling point of view this optimization is a combi-
natorial task belonging, at least, to the NP-Complete class of problems [32]. This
means that there is no efficient method of finding an optimal solution for big
problems including more than twenty objects. Hence, a major trend in this area
involves developing heuristic procedures for finding decent suboptimal solutions
relatively quickly. In the literature one can find dozens of such proposals. Extensive
reviews and classifications of optimization algorithms and systems are provided, for
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instance, in the works of Kusiak and Heragu [24], Meller and Gau [28], Singh and
Sharma [36], Drira et al. [7].

All methods of searching FLP solutions may be generally divided into two
groups i.e. classical and artificial intelligence based approaches. Among the first
group methods one can distinguish optimal and suboptimal algorithms called also
heuristics. Artificial intelligence based tools usually include: metaheuristics, expert
systems, artificial neural networks, genetic and fuzzy logic algorithms.

The fundamental advantage of optimal algorithms is their ability to produce best
possible solution every time they are applied. The most popular in this group are
methods based on a branch and bound approach which was originally proposed by
Gilmor [9] and then Lawler [25]. Despite being able to find the best solution they
also have a generic drawback resulting from the NP-Complete nature of the
problem under consideration. Since they would not provide optimal solutions in a
reasonable time for problems with larger than twenty objects, therefore approximate
algorithms of the heuristic character are more practical. They include construction,
improvement (neighborhood search) and hybrid algorithms [35].

Creating a solution from scratch by specifying step by step the consecutive
locations of objects according to the given rule is a characteristic feature of con-
struction methods. The procedure is finished when all items are assigned to
appropriate places. As construction algorithms may lead to weak solutions [41],
they are especially useful for generating initial solutions for more efficient algo-
rithms. Among the most known construction algorithms there are ALDEP [34],
CORELAP [26], HC66 [19], PLANET [5], MAT [8], FATE [2], FLAT [18].
CORELAP has become very popular and it has been implemented many times in
other computer programs such as those proposed by Parsaei and Galbiati [30], Ziai
and Sule [42], or Chen and Kengskool [4].

Improvement algorithms called also neighborhood search algorithms constitute
the next group of heuristics. The specificity of these methods is a generation of an
initial solution and then making improvements of such a layout by making bene-
ficial locations changes of adjoining objects. The elaborated by Buffa et al. [3]
CRAFT method was one of the first improvement algorithms for solving FL
problems. To this day, it is among the most respected optimization algorithms. It
was repeatedly modified and the following methods were based on its original idea:
COFAD [39], CRAHT-3D [20], or SPACECRAFT [21].

Classical algorithms are usually based on assumptions that make it possible to
model the reality in a digital computer world. Unfortunately, they introduce sig-
nificant constrains that simplify the real problems. The vast majority of algorithmic
approaches take advantage of regular grids that model the space for the layout
design. For instance, methods based on pairwise changes of objects’ locations
require strict specifications of available spaces in such grids (e.g. CRAFT or
COFAD).
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2 Various Aspects of a Flexible Approaches
to Facilities Layouts

Early, classical approaches to the facilities layout problem proposed regular
algorithms with specified constraints imposed on input data and searching for
deterministic, repetitive solutions for a specific data types. Very soon, however,
works began on weakening the restrictions and making the FL models more flex-
ible. Particular importance was gained by allowing the mathematical models to
analyze different objects’ dimensions and shapes as well as applying various goal
functions and input data. Developments in these aspects are described in the sub-
sections that follow.

2.1 Diverse Objects’ Dimensions and Shapes

Despite restrictions caused by using regular grids for modeling FA problems,
already Armour and Buffa [1] proposed to include objects having various sizes into
their algorithm. The authors assumed that objects may be constructed by a different
number of uniform bricks that were defined as regular grid cells of 1x1 dimensions.
In this way it was possible to analyze more flexibly the objects sizes and even
search for optimal objects shapes. The latter idea was implemented by Kim and
Kim [23] in the construction heuristic named SHAPE [17].

The need for treating the FL problems in a more flexible way and allowing for
representing objects of diverse dimensions embodied also in multiple approaches
based on genetic algorithms. For example, the concept of flexible bays [38, 40]
provides solutions in a form of rectangular objects arranged in bays of various
widths. In turn, the slicing tree approach [27, 37] allows for optimizing objects as
rectangles having individually different dimensions.

2.2 Flexible Approach to Defining Goal Functions
and Input Data

Classical FL approaches mainly use objective criteria based on physical units like
costs in monetary units, objects transport distances, man-meters etc. An interesting
trend of research was initiated in the 70s of the last century, inter alia, by Scriabin
and Vergin [33]. They drew attention to the human expert capabilities of solving
facilities layout problems. Generally, investigations conducted in this direction
demonstrated that intuition and experience help experts in achieving good layout
designs in numerous situations.
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These outcomes probably acted as an impulse to seek methods based on soft
approaches to modeling and solving FL problems. An artificial intelligence mani-
festing itself, among other things, by applying fuzzy logic allowed for taking
advantage of experts’ knowledge in a form close to the natural language. As
a starting point of modeling in such a perspective one may consider linguistic
patterns proposals, put forward in the works of Grobelny [10, 11, 13, 14, 16]. Along
with the Łukasiewicz formula used for obtaining a gradual truth of an implication
they enable to express goal functions and output data in a versatile and very flexible
way. Such an approach gives a possibility of taking advantage of experts’
knowledge, experience, and intuition.

Beside treating the FL criteria softly, a significant reduction of FL modeling
constrains was achieved in a breaking through method developed by Drezner [6]
concerned with arranging a large number of objects on a plane without the necessity
of defining a grid of available locations. This heuristic way of computing objects
coordinates is based on eigen values and eigen vectors and produces very good
solutions for objects represented by points on a plane. Another method that follows
this idea was proposed by Grobelny [15]. In contrast to the Drezner’s algorithm,
Grobelny’s model can dynamically generate various solutions for the same FL
problem as some of its parameters are specified at random.

2.3 Hybrid Approaches

Another demonstration of a flexible approach to FL modeling is an attempt of applying
several methods or phases within the confines of a single computer system imple-
mented to solve FL problems. One of the first such ideas was presented by Scriabin
and Vergin [33]. They first used a multidimensional scaling method for seeking initial
objects’ arrangements in a form a graphical sketch and then applied the classical
CRAFT procedure for improving the initial solution projected on a regular grid.

Combining different algorithms into a single approach was also the subject to
analyses in proposals based on genetic algorithms (e.g. [22, 31]. Significant
improvements in effectiveness of applying the CRAFT algorithm with initial
solutions generated by scatter plot methods were reported also in the works of
Grobelny et al. [12] and Michalski and Grobelny [29].

3 Proposed Concept of the Flexible System Supporting
Facilities Layout Optimization

The various aspects of a flexible approaches to FL optimizations depicted in a
previous section constituted a basis for determining assumptions and implementing
the initial version of our Alinks software. The general idea of our approach is
demonstrated in Fig. 1 and described in next subsections.
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Fig. 1 The general idea of the software allowing for a flexible approach to model and solve
various types of facilities layout problems
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3.1 Data Input

The flexibility concerned with defining objects’ sizes and shapes is realized in the
first module of the system named data input. A user may specify objects’ dimen-
sions by drawing objects’ rectangular outlines manually or by assigning an
appropriate number of unitary regular grid cells to a given object. Relationships
between objects and objects’ components may be introduced either on a graphical
scene by providing appropriate sequences that correspond to the material transport
paths between objects (like in the spaghetti diagram) or by putting link values
directly into the relationships matrix.

Associations between objects may be defined by: (i) binary values (1—objects
should be located next to each other, 0—direct neighborhood of this pair of objects
is not required), (ii) precise quantitative values, but also as (iii) linguistic variables.
The latter case refers to the flexibility described in Sect. 2.2. The concept of
linguistic patterns developed by Grobelny [10, 11, 13, 14, 16] is used here for
determining the fuzzy goal function values. The linguistic patterns, define the
understanding of terms strong relationship and small distance in trapezoidal or/and
triangular fuzzy numbers.

3.2 Defining Modeling Area

Decisions realized in the second module called Defining modeling area allow for
taking advantage of the scatter plot concepts developed by Drezner [6] and
Grobelny [10, 11, 13, 14, 16]. In this mode, there are no predefined locations for
objects. The user defines only the available space for objects by specifying rect-
angle dimensions in natural measurement units.

In the regular grid mode, one defines sizes and shapes of objects and their
locations by means of unitary grid cells. It is possible for specify a simplified grid
shape for typical logistic transport systems such as an assembly line or gantry robot.
Both approaches are illustrated in Fig. 2.

Apart from that it is possible to lock the location of a specific object and insert
artificial objects. These features are especially useful for designing layouts of
already existing spaces where it is necessary to include various constrains, e.g.
aisles or transport routes that need to be excluded from the possible target places for
objects being arranged.

3.3 Computations

The third module regards computations directed at searching for optimal layouts
either on an unrestricted plane or on a regular grid. The performance and behavior
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of selected algorithms from the fourth module depend to a significant extent on the
attributes selected in this part of the system. The flexibility of our approach allows
for selecting the goal function type (crisp or fuzzy) and the way the distance
between objects should be calculated (Manhattan or Euclidean). Parameters nec-
essary for the implemented algorithms to operate properly are also set in this section
of the software. Additionally, the system has been prepared in such a way that it is
possible to perform not only a single simulation but also a series of predefined
simulations.

3.4 Algorithms

Algorithms that are available in the proposed system can be generally divided into
those that operate on an unrestricted area and those where a regular grid is nec-
essary for optimization procedure. The greatest degree of flexibility is characteristic
for methods using unrestricted plane, that is: the Drezner’s scatter plots method and
Grobelny’s virtual force algorithm. Although both approaches are similar in their
general idea, there is a fundamental philosophical difference between them. While
the former is deterministic in nature, the latter involves stochastic components.
Therefore, Drezner’s procedure provides only one solution for the given FL
problem whereas Grobelny’s virtual forces heuristic may generate numerous dif-
ferent solutions thanks to incorporated random mechanisms. Both approaches in
their original implementations analyzed only dimensionless objects. In the pre-
sented system we developed a procedure that allows for taking objects’ rectangular
outlines into account by preventing them from overlapping.

(a) (b)

Fig. 2 The illustrations of regular grid (a) and unrestricted (b) modeling areas for FL
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3.5 User

The implemented capabilities available in the presented modules of the supporting
system provide users with a great variety of possibilities for solving facilities layout
problems. It is worth noting that apart from using the software in an interactive
mode, one can also prepare and conduct automatically a series of simulations. This
feature may be particularly useful for carrying out scientific experiments. The ideas
of a flexible approach to modeling and solving various types of FL problems may
be realized by applying qualitatively different algorithms, their combinations,
supported by additional features developed within the framework of the current
system. For instance, in the works of Grobelny et al. [12] and Michalski and
Grobelny [29] it was shown that it was possible to decidedly improve the FL
designs provided by CRAFT by involving the scatter plots concepts into generating
initial solutions. Such a hybrid approach that combines in a sequential way the
algorithms for regular grids like CRAFT or Simulated Annealing and unrestricted
plane methods (Grobelny’s virtual forces or Drezner’s approach) is supported by
the software. It is feasible to transform modular grid solutions to the natural
measurement units’ space and vice versa.

3.6 Expert System

The expert system module which is currently being developed is meant as a kind of
a user supporting guide that prompts how to use the software in a specific design
situation. Based on the FL problem parameters entered by a user, the module would
produce appropriate suggestions. The system’s proposals would be particularly
concerned with modeling the solution space type and selecting appropriate opti-
mization criteria definitions from among available options. The expert system
section will also contain rules about combining implemented algorithms in
sequences to achieve better designs. The latter feature would be mainly based on
experimental studies outcomes.

4 Summary

In the presented concept of a computer system we managed to realize a number of
postulates concerned with a flexible approach to modeling and solving FL prob-
lems. A practical verification of the described ideas requires, naturally, a series of
empirical investigations. It seems to be especially interesting to conduct compar-
ative studies demonstrating superiority of the proposed approach over the existing
systems that usually take advantage of a single method without a possibility to mix
different procedures. Such a research direction was undertaken in experiments
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reported by Grobelny et al. [12] and Michalski and Grobelny [29]. Particularly
promising finding presented in this paper is the behavior of the hybrid method
combining classical CRAFT with the Grobelny’s virtual forces algorithm. The first
one seeks initial solutions on a plane of specific dimensions. The second one, based
on objects’ pair changes improves the initial solution provided by the previous
procedure. Application of algorithms in such a sequence along with the batch
processing produced significantly better solutions to test FL problems taken from
the literature than those obtained by the CRAFT method alone. However, it was
also demonstrated in the same study that Simulated Annealing was not sensitive to
initial solutions generated by the virtual forces procedure. A wide area of possible
experimental research is additionally related with the virtual forces approach
involving fuzzy parameters. Results obtained in such studies would be used for
elaborating rules included in the expert system module. The presented concept may
be used in practice, for instance by managers or engineers that have in-depth
knowledge about the given production process on one hand side, and basic infor-
mation on how heuristic optimization algorithms work on the other.
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Smart Innovation Management
in Product Life Cycle

Mohammad Maqbool Waris, Cesar Sanin and Edward Szczerbicki

Abstract The present paper proposes a framework for smart innovation manage-
ment of the product using a Smart Knowledge Management System comprising Set
of Experience Knowledge Structure (SOEKS) and Decisional DNA. This proposed
system will allow the entrepreneurs and organizations to perform the innovation
process technically and quickly as this framework will store knowledge as well as
experiences of the past innovations done in various products. It will also consider
the possibility of introducing the new technology into the product. In short it will
act as the expert innovator capable of doing the innovation technically utilizing the
past experiences and several possible options based on the priorities of the user.

Keywords Smart innovation � Innovation management � Product life cycle � Set
of experience � Decisional DNA � Smart knowledge management system

1 Introduction

Since the beginning of life on Earth, humans are continuously gathering knowledge
through experiences they face during their day to day activities. Fortunately, this
knowledge is stored in human mind that can be easily recalled if similar situations
arise. Moreover, based on previous experiences, humans are able to analyze smartly
whenever a new task comes. Further, Innovation can be considered as the outcome
of human minds who think and analyze the knowledge smartly like entrepreneurs.
Both knowledge and experience are crucial attributes of an innovator to find an
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optimum solution for the necessary changes to the established product to increase
the product life. But due to rapid changes in the dynamic environment and enor-
mous amount of ever increasing knowledge, the task of innovation management is
becoming difficult to practice. Innovators need to take quick and proper decisions
so that the changes in the product can be implemented in time.

Similarly, if a Smart Knowledge Management System (SKMS) can be formu-
lated for representing and analyzing data that is able to present results to queries for
possible innovation options, and most importantly, it can store the experience based
on the decision taken for a particular query, such a system will make the innovation
process technically sound as it is dynamic in nature and continue to grow or
capturing knowledge in the same way as the human gene does. A systematic
approach in Knowledge Management (KM) process will help to survive in the
dynamic environment. Decision makers look back on the lessons learnt from the
previous similar situations as a base for making current decisions [1]. However, due
to inefficient knowledge administration and failure to capitalize the experiences
within the organization, the decision making process takes high response time,
repetition of decisions already made, and inability to keep pace with the dynamic
environment. Using a SKMS for taking decisions in product innovation will make
the innovation process faster and smarter.

Product innovation can be broadly divided into two aspects; (a) Technical
Innovation, which is based on technological grounds, and (b) Commercial
Innovation which is based on business and marketing grounds. This present study
deals with the technical innovation of the product. These two aspects are not
entirely independent of each other. In fact, some of the characteristics based on
business and marketing ground can be implemented only by properly selected
technical changes. For example one of the main feature of commercial is the cost
price of the product to compete with other competitors manufacturing the same
product. The cost price of the product can be reduced by controlling the manu-
facturing cost that can be accomplished by replacing the material(s) of the product
with the cheaper one or by replacing the manufacturing process with the one
requiring less manufacturing cost. Similarly some other features of the commercial
innovation can be accomplished by making proper changes in features representing
technical innovation. To perform the task of technical innovation, a knowledge
representation technique is required that is capable of storing knowledge as well as
experience from the formal decision events. Such a system was presented by Sanin
and Szczerbicki [2, 3] known as Set of Experience Knowledge Structure (SOEKS)
comprising Decisional DNA (DDNA).

In short, introduction of the SKMS in product innovation process will help the
organizations and entrepreneurs to take proper decisions on time as this SKMS not
only stores information and knowledge but store experiences of the formal decision
events. These experiences are recalled when similar query occurs in the same way
as humans utilizes their past experiences.
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2 Background

2.1 Product Life Cycle

Every time a new product is launched into the market, it looks that it is going to be
used for a long time due to its initial impact on the customers. But it cannot
continue to be used forever, every product has some life after that it is no longer be
used by the customers, the reasons can be introduction of the new product having
enhanced features like cheaper, faster, lighter, and so on. The life of a product is
represented by Product Life Cycle (PLC). It generally consists of four phases, as
shown in Fig. 1, which are briefly described below:

Introduction: The product is designed and manufactured in the organization and
then launched into the market. The cost of the new product is high due to less
competition and sales rises slowly. The profits are negative due to high cost of
research and development and marketing expenditure.

Growth: As sales increase due to improved product and market penetration, the
profit increases resulting from lower production cost even if the cost of the product
decreases due to more competition. At this stage more organizations jump into the
business and start the manufacturing.

Maturity: The sales continues to increase and reaches the peak, the cost of the
product is reduced to lowest due to shear competition. The product is differentiated
with other brands to attract the consumers.

Decline: The sales starts to decline that may be caused by introduction of better
products, product substitution, trend and mood change.

Fig. 1 The product life cycle with the introduction of innovation at later phases
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Due to continuous rapid changes in the technology and preferences of the
consumers, new products can no longer be developed by organizations solely based
on their ideas [4]. The organizations need to consider the consumer needs and
strategies adopted by their competitors. This will lead to a better innovative changes
in the product at proper time.

2.2 Innovation

Innovation has been an important topic of study in various fields including eco-
nomics, management science, business, engineering, science, hospitality, sociology,
among others. In spite of the fact that it is widely studied, it is often confused with
terms such as invention, creativity and improvement [5]. Innovation is defined as
the process of making changes to something established by introducing something
new that add value to users and contributes to the knowledge store of the organi-
zation [5]. It is important to note that innovation necessarily adds value to the
customers. Invention on the other hand is the creation of something new and does
not need to fulfil any customer need. Invention however can be exploited and
transformed into a change that adds value to the customers; thus, becoming an
innovation. Some inventions are not considered to be incorporated into the products
as it will not result in addition of some value to the user or even it may result in
higher cost. Drucker [6] defines innovation as the specific tool of entrepreneurs, the
means by which they exploit changes as an opportunity for a different business or
service. According to him the sources of innovation are changes in industry
structure or market structure, demographics, changes in perception, mood or
meaning and application of new knowledge.

Innovation is often associated with physical products. However, innovation is
broadly divided into three categories viz. product innovation, process innovation
and service innovation. The present study is concerned with the technical inno-
vation in the domain of product/process innovation that is tangible products in
general.

2.3 Set of Experience Knowledge Structure
and Decisional DNA

The Set of Experience Knowledge Structure (SOEKS or simply SOE) is a smart
knowledge structure capable of storing explicitly formal decision events [7–9]. This
smart knowledge based decision support tool stores and maintains experiential
knowledge and uses such experiences in decision-making when a query is pre-
sented. The SOE has four basic components: variables (V), functions (F), con-
straints (C) and rules (R) (Fig. 2) [1] and it comprises a series of mathematical
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concepts (logical element), together with a set of rules (ruled based element), and it
is built upon a specific event of decision-making (frame element). Its structure is
motivated by Artificial Bio-inspired intelligent techniques supporting
knowledge-based solutions of real world problems and has enormous potential to
enhance automation of decision making and problem solving for a number of
diverse areas, creating unprecedented research opportunities in an extent of fields.
Our research converges on the application of SOE in the development of smart
innovation management platform that could cover processes of the whole product
life cycle.

A formal decision event is uniquely represented by the set of SOE components
as shown in Fig. 3. Variables are considered as the root of the structure as they are
required to define the other components. Functions are the relationship between a

Fig. 2 Structure of set of experience

Fig. 3 Set of experience and decisional DNA [9]
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dependent variable and a set of input variables. Functions are used by the SOE for
establishing links between variables and constructing multi-objective goals.
Constraints are also functions that are used to set the limit to the feasible solutions
and control system performance with respect to its goals. Rules, on the other hand,
are the conditional relationships among the variables and are defined in terms of
If-Then-Else statements.

A formal decision event is represented by a unique set of variables, functions,
constraints and rules within the SOEKS. Groups of SOEs are called chromosomes
that represent a specific area within the organization and store decisional strategies
for a category. Properly organized and grouped sets of chromosomes of the orga-
nization is collectively known as the Decisional DNA of the organization.
Applications of SOE and DDNA have been successfully applied in various fields
like industrial maintenance, semantic enhancement of virtual engineering applica-
tions, state-of-the-art digital control system of the geothermal and renewable
energy, storing information and making periodic decisions in banking activities and
supervision, e-decisional community, virtual organisation, interactive TV, and
decision support medical systems for Alzheimer’s diagnosis to name a few. For
details see Shafiq et al. [10].

In the next section it is shown that how the Set of Experience Knowledge
Structure and Decisional DNA can be applied in taking proper decisions in product
innovation. The framework for smart innovation management is discussed that
explains how solutions to the particular query are provided utilizing the knowledge
of the past decisional events at the same time.

3 Innovation in Product Life Cycle

Organizations involved in product manufacturing cannot grow only through cost
reduction and improved engineering processes. To survive and prosper, they need
to innovate continuously to find out new ideas. The reasons are rising costs of
material and energy, competition at international level, new technologies, frequent
changes in lifestyles and automation. Schumpeter [11] describes innovation as the
use of an invention to create a new product or service resulting in the creation of
new demand. The introduction of a new product into the market destroys the
demand of existing products and creates demand for new ones, and so on. He
termed it as creative destruction.

Despite the fact that we one cannot predict future, a systematic and proper
approach can increase the life of the product. The most important point is to
determine the proper time for applying innovation at later phases of the PLC. Many
organizations fail to recognize an alarming time for starting innovation process (the
critical zone is shown enclosed by a red circle in Fig. 1) so that the resulted
innovative changes can be applied to the product at the proper time (preferably at
the end of maturity or at the beginning of decline phase); they start the innovating
process when the sales start to decline or at least becomes stagnant. By the time
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they introduce changes into the product, sales are almost declined to the minimum
and do not find time for further necessary innovations to survive in the market. The
sales continue to increase exponentially in the maturity phase. The alarming time
should be the point of inflection i.e. the time at which the rate of increase of sales
starts decreasing or the curve changes from concave to convex. At this point, the
organization needs to analyze the factors for innovation, on both technical and
business ground.

Once innovation is implemented on suitable time, at the end of maturity phase or
during the start of the decline phase, product sales increase again. And this can be
repeated few times until the effect of innovation does not results in appreciable sales
of the product or the product becomes obsolete [12].

Once the data from the above sources is available, organizations can find out
which features or functions of the product need to be upgraded, which ones may be
excluded and which new features or functions may be added to the product. These
features and functions are attributed to some component(s) of the product.
Innovative changes in the product can be performed by modifying one or more
components of the product. Accordingly, the required changes can be incorporated
into the product to complete the innovation process. Product innovation is a con-
tinuous process; no organization, however big or successful, can continue to grow
on the past achievements. In fact, like PLC, innovation also has some life and after
some time it is replaced by another innovation. If organizations do not innovate
regularly, their product will become non-competitive. Okpara [12] says that
enterprises that rely exclusively on innovation will prosper until their products and
services become obsolete and non-competitive.

3.1 Framework for Smart Innovation Management

The framework for the technical innovation incorporating SOEKS and DDNA is
shown in Fig. 4. It consists of user interface, integrator, prognoser, solution and
decisional DNA. The detail about these components is explained as follows:

User Interface: Users can interact with the system by inputting data into the user
interface. The data can be a simple query for innovation or addition of any new
technology/process to the knowledge base of the platform; for example a query for
suitable replacement of fuel injector of a particular car, or addition of the new
technology/device used for fuel injection.

Integrator: The integrator receives data from the user interface and acquires
information through various applications. It produces sub-solutions according to the
objectives of the users; for example size and weight of the fuel injector, its
input/output considerations, cost, service life, and so on. Next it transforms the
information into a unified language and measurement system. It gathers and
organizes the data and transforms it into sets of experience described by the unique
set of variables, functions, constraints, and rules. The integrator interacts with the
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decisional DNA for similar sets of experiences and sends the results to the prog-
noser for further processing.

Prognoser: The prognoser first produces sub-solutions provided by multiple
applications according to its established objectives. Then depending on the various
scenarios new sets of model can be built taking into account measurements of
uncertainty, incompleteness and imprecision. The prognoser finally produces set of
proposed solutions that are sent to the solution layer.

Solution: The solution layer allows the user to select the best solution out of the
proposed solutions. Based on the priorities defined by the user it chooses the best
solution among the possible solutions provided. The decisional event is then sent to
the Decisional DNA of technical innovation.

Technical Innovation DDNA: It is where the sets of experience, formal deci-
sional events, are stored and managed. One set of experience represents a decisional
DNA gene [7]. Same category of genes are grouped together which is collectively
called as decisional chromosome. Group of such chromosomes; product chromo-
some, process chromosome and technology chromosome, constitute a decisional
DNA of technical innovation. It also interacts with other components of the
framework during the solution process and presents similar experiences that helps
in finding a reliable solution in less time.

3.2 Capturing Knowledge for Technical Innovation

Innovation is done on the bases of new ideas based on collected information. This
results in the creation of new knowledge and decision making events. If a
knowledge structure can be made that store the data from various sources

Fig. 4 Framework for smart innovation management
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mentioned above and captures formal decision events, whether successful or past
failures, the innovative decision can be made by enquiring the SOEKS-DDNA
structure. Any query sent into this system will return with some options corre-
sponding to the priorities and preciseness of the proposed changes. Once the
decision has been made, the decisional event will be stored in the system as an
experience in terms of a defined set of variables, functions, constraints and rules.
Such experiences are stored every time the query is made and decision has been
taken. This way the system grows dynamically in collecting knowledge and
experience. These experiences will useful when similar query comes to the system
and this way the repetition process is avoided.

4 Conclusion

This paper presented the smart innovation management process utilizing the
SOEKS and DDNA. It was explained how the innovation can be done on technical
grounds based on the previous innovative experiences of the similar products. It
was also demonstrated how the present decision event can be stored in an organized
manner so that it can be utilized in future. The concept of SOEKS/DDNA is a novel
knowledge representation structure, it enabled the innovation process to be dynamic
and ever increasing in experience.
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Abstract This article focuses on using of top level Model Driven Architecture
(MDA) modelling and how automatic transformation to lower levels can be
accomplished in information systems development. The primary aim of this work is
to design a systems approach to Computer Independent Model (CIM)-Platform
Independent Model (PIM) transformation in MDA. These approaches to CIM-PIM
transformation are designed for selected models representing CIM and PIM levels
of abstraction. The final automated CIM to PIM transformation we present is based
on business process modelling by means of Business Process Model and Notation
(BPMN). Models of business processes in BPMN are stored in Extensible Markup
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Stylesheet Language Transformations (XSLT) language.

Keywords Model driven architecture � Computer independent model � Platform
independent model � Automated transformation � Business process model and
notation � Unified modelling language

M. Drozdova (&) � M. Kardos � Z. Kurillova � B. Bucko
Faculty of Management Science and Informatics, University of Zilina,
Univerzitna 8215/1, 010 26 Zilina, Slovak Republic
e-mail: matilda.drozdova@fri.uniza.sk

M. Kardos
e-mail: martin.kardos@matoo.sk

Z. Kurillova
e-mail: zuzana.kurillova@fri.uniza.sk

B. Bucko
University Science Park, University of Zilina, Univerzitna 8215/1,
010 26 Zilina, Slovak Republic
e-mail: boris.bucko@uniza.sk

© Springer International Publishing Switzerland 2016
L. Borzemski et al. (eds.), Information Systems Architecture and Technology: Proceedings of 36th
International Conference on Information Systems Architecture and Technology – ISAT 2015 – Part I,
Advances in Intelligent Systems and Computing 429, DOI 10.1007/978-3-319-28555-9_17

193



1 Introduction

Continuous innovation and development of new information systems (IS) is
designed to elevate IS development to higher levels of abstraction. Thus, from the
standpoint of implementation, IS development is of concern not only to software
designers, but to non-IT professionals as well. From the standpoint of IS imple-
mentation, relative lower level of IT knowledge should not be a constraint on
involvement of non-IT professionals in the development process. Non-IT profes-
sionals are required to possess a thorough understanding of design issues, as their
contribution to the functionality of the system is crucial. Many existing approaches
do not distinguish between IT/business alignment situations. Enterprise architecture
(EA), mentioned in [1, 2], can be used for this connection, and EA models are the
outputs of these researches.

This principle is important mainly by development of personalized IS that
influence success of an organization. To attain this goal it is necessary to guarantee
that IS supports all major business and management processes to be automated.
Hence, when designing IS, we need to include and understand many viewpoints
concerning how the IS interacts with organizational systems external to it. System
architecture enables capture, specification and description of entities and relation-
ships to support communication between viewpoints, and has therefore become a
principal method of IS design.

Description of system architecture is well defined by standard ISO/IEC/IEEE
42010:2011. Application of this standard in a concrete IS leads to architecture
based on partial viewpoints of which relationships help to create architecture
frameworks for a certain IS. Communication between participants requires rules of
correspondence to translate that transform relationships among various viewpoints
of IS. It is the one of problems mentioned in [3] context with system and software
architecture (SSA), between requirements specification and architectural design
description presented in [4] and requirements engineering and software architecture
in [5].

We have come to understand that in the past we have overlooked this type of
communication among various participants in IS design in support processes at
University of Zilina. Therefore, these rules of correspondence as they apply to the
two architecture viewpoints have become the focus of our research. To define rules
of communication we have chosen the principle of Model Driven Architecture
(MDA) as standardized by Object Management Group (MDA Guide Version
1.0.1).

Model Driven Architecture—MDA is one of the approaches to IS design that
can help to attain the above-mentioned requirements for communication among
various architecture viewpoints. MDA framework is based on systematic use of
models that represent various levels of abstraction and transformations [6]. It is
based on the understanding that using models we can build, modify and manage
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information systems in an improved manner. MDA introduces four interconnected
levels. The top level of abstraction is CIM (Computer Independent Model), then
PIM (Platform Independent Model) next is PSM (Platform Specific Model) and
finally, the lowest level is Implementation Code. OMG describes levels as models;
however these models represent different levels of abstraction. The MDA frame-
work does not precisely define exact types of models required at all levels. It
describes individual levels and relationships between them. There is no standard-
ized method to create and transform the levels defined by MDA, only general rules
describing the level of abstraction.

Considering the MDA standard mentioned above, CIM level represents the
business viewpoint understandable even by non-IT professionals while PIM level
represents the software design viewpoint.

Nowadays we can find plenty of solutions for MDA, starting at the PIM level
and using automatic PIM-PSM transformations, and further to the creation of basic
implementation code. There are CASE tools and some MDA tools for automation
of these procedures. However there is a lack of standardized approaches for CIM to
PIM transformations and the tools for this purpose. Therefore we propose that
resolving this issue would be a major advance towards achieving the final vision of
MDA.

In our research we focus on transformation rules between the top level of
abstraction CIM and lower level PIM. We find this to be the most problematic part
of MDA framework. Only a few researches we have found of this area and some of
them we analyse in the related works. Transformation of CIM to PIM is not defined
by OMG and carries out mostly analytically. Therefore we assume that this issue
should be a great asset to the MDA approach.

In the following sections we introduce our research methods and the results
obtained.

2 Related Works

In examining the current state of the art of the problem under assessment, we
evaluated different approaches of CIM-PIM transformation in MDA [7–13].

From them we derive following:

1. All notations of PIM levels are defined in UML language.
2. PIM level is, apart from approach No. 2, a model of components for basic

software architecture. This does not uniformly equate to models of business
entities.

3. Notations of CIM level are:

(a) UML 2.0,
(b) BPMN,
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(c) AND/OR graph,
(d) Description.

CIM level is defined as:

1. feature model,
2. requirement model,
3. business processes model,
4. value model,
5. model goals and information requirements,
6. secure business process.

By examining CIM to PIM transformations illustrated in similar studies it
becomes evident that no existing approaches as yet is fully supported by standards
specified for MDA. So far only non-standardized approaches have been defined by
the authors and these results in loss of overall interoperability. The majority of tools
used to support modelling and transformations are limited by cost (for example by
QVT) and by limited cooperation among systems. A standard definition of a stable
framework for CIM to PIM transformation and methodology that supports gener-
ally accepted standards is needed. This approach would enhance compatibility
among many standardized development tools.

3 Problem Solving

We have considered four basic conditions when designing automatic CIM-PIM
transformation:

1. Notation for business process model must be sufficiently expressive and easily
understandable for business and IT users.

2. Notation for business process model has to be standardized in graphical as well
as in semantic form.

3. Notation for design models has to be standardized in graphical as well as in
semantic form.

4. Built-in automatized approach to CIM-PIM transformation should be universal
(platform independent) and extensible.

Conformance to the first condition is ensured by usage of BPMN notation (OMG
Inc. BPMN version 2.0). BPMN is standardized graphical notation, assigned for
process modelling. It can be readily understood by those in the business as well as
IT domains. This notation provides a sufficiently large expressiveness because it is
based on graphical visualization of business processes. This has the great advantage
of making business processes readily understandable to the other domains.
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Because BPMN is only a graphical standard, for the purpose of transformation it
is necessary to transform the business process models from BPMN to standardized
semantic (textual) form. The XPDL format (WFMC–TC-1025 Version 2.1a;
WFMC-TC-1025 Version 2.2) that introduces standardized semantic form of script
of the business process model in BPMN notation, is one solution for this
requirement. Conversion of BPMN–XPDL is automatically accomplished in most
of the available, business process oriented modelling tools. Via XPDL it is possible
to expand even BPMN element semantics. Use of XPDL ensures compliance with
the second condition.

Compliance with the third condition is an issue pertaining to the modelling
language UML, as well as its standardized interchange MOF XMI format, which
allows semantic form of UML model script. XPDL and MOF XMI are formats
based on descriptive XML (eXtensible Markup Language) language. Therefore we
have chosen XSLT (eXtensible Stylesheet Language Transformations) for creation
of transformation algorithms for automatic CIM-PIM approach. XSLT language
enables creation of transformation rules among various formats based on XML.
XSLT provides versatility to these transformations because XSLT processors that
perform transformation algorithms are freely available and can be implemented on
any platform (Windows, Linux). This approach also ensures expandability in cases
where there is a requirement for enrichment of BPMN semantics, as well as
transformation to other models based on XML. By this means, even the fourth
condition of transformation is fulfilled.

3.1 Methodology Transformation Principles

Automatic transformation of CIM-PIM is based on creation of transformation rules
(algorithms) in XSLT language, where elements of business process model in
BPMN represented by XPDL format are transformed into elements of selected
UML models represented by MOF XMI format. This format is normally importable
to UML/CASE modelling tools. Two types of output models were chose to facil-
itate this transformation:

• UML use case diagram.
• Model of business entities of IS represented by UML conceptual class diagram.

This is because UML use case diagram represents functionality of IS, and model
of business entities represents business entities having defined operations or attri-
butes that must be processed in IS. For MOF XMI format it was necessary to
perform an analysis by placement of individual elements in selected UML models.
Based on these considerations, general XMI templates were created for selected
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UML model types that serve as a foundation for generating output models. This
transformation process is illustrated in Fig. 1.

Principle of transformation is as follows. After creation of business process
model in BPMN notation, the model is automatically transformed by modelling tool
to XPDL format. XPDL format, along with resulting XSLD transformation rules,
become the input parameters for software application created by Kardos [14]. The
software application has following functionalities:

1. It automates creation of expanded attributes of XPDL format to expand
semantics of BPMN elements.

2. XSLT processor applies generated XSLT transformation algorithms to the input
XPDL format.

3. Applying XSLT rules creates outputs in the form MOF XMI files that represent
UML use case class diagrams. UML conceptual class diagram represents
business entity model of IS.

Creation of software application is necessary because it automates two routine
activities. First, it extends the semantics BPMN element about data attributes that
would otherwise have to be added manually by editing the file representing XPDL
format. This is a time consuming and non-transparent procedure. Second is usage of
XSLT processor that is implemented in the resulting application. Without the
application, it would be necessary to enter the inputs to XSLT processor via
command line. The processor of library MSXML, which is part of .Net C#, was
implemented within the created XSLT application. In addition, the resulting soft-
ware application automates routine activities which are encapsulated into one unit.

The authors present as an example of transformation algorithms we refer to as an
Actors creation of UML Use Case diagrams. To simplify XSLT transformation
algorithm, the principles are described by a pseudo-algorithm that captures mapping

Fig. 1 Automated approach to CIM-PIM transformation
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foundation of BPMN elements represented by XPDL format to the Actors type
elements of Use Case UML diagram.

Actors can be created based on two basic elements. First is creation of actor from
BPMN elements—swimlanes that are blocks of pools or lanes. These BPMN ele-
ments help to organize and sort single activities. Pool in case of interactive B2B
(Business to Business) processes represents business roles—participant/member
who performs the activities in the process. Pool as a participant can act in two roles,
as a business entity (for example University of Zilina) or business role (for example
teacher, researcher). Lane is a sub partition of a pool and therefore it can represent
certain business roles (for example manager). It can also represent any other nec-
essary features of business process. Since a pool can represent business role and
contains other lanes, then by creation of actors we can use the principle of gen-
eralization to create actor-ancestor from pool, and actor-descendant from lanes.
In XPDL format there are pools and lanes described by XPDL elements with equal
name—pool and lane. Creation of actors based on pools or lanes is suitable in case
of simple, well mapped business processes.

Creation of performers in framework of business processes has developed into a
universal method of creating actors suitable for cases of simple and complex
business process maps.

Performers represent participants that carry out certain process or activity and
can also appear in two roles: either as a business entity or a business role. Creation
of actors via performers is completely universal and can be used to represent the
most complex business processes. Performers in XPDL format are described as
elements of type Participant.

A pseudo algorithm for actor creation of a UML use case diagram is shown in
Fig. 2. Algorithm starts by initialization of variables. The input function argument is
XPDL file and parameter FromParticipant express, if actors should be created on
the basis XPDL elements, type Participant. If the value of this parameter is set to
true, XPDL elements, type Participant are checked. If the number of elements in the
array Participant is greater than zero, this array is checked one by one, and from the
current element Participant an actor umlActor is created and inserted into array of
actorsumlActors (pseudo function CreateUmlActor). If the value of parameter
FromParticipant is set to false, actors are being created from pools. Array pools are
checked one by one element and from each element of pool, there is an actor
umlActor created that is inserted into actors-array umlActors. If the current element
pool contains lanes and at the same moment it is of “Business Role” type, the array
Pool. Lanes is being checked, where each element lane is turned into actor umlActor
and a generalization of actors is created too (relationship ancestor–predecessor)
among currently checked element pool and lane. In this case parameter
Generalization is set to true.
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Pseudo function CreateUmlActor creates new actor umlActor by accepting of
unique identifier ID and its identifier name from XPDL element of type pool, lane
or participant. These identifiers are further mapped to identifiers of actor umlActor
with the same name. Pseudo function has two other parameters: Parent and
Generalization. If the value of the parameter Parent is set and value of parameter
Generalization is true, then a link to the parent is created (parameter Parent) in order
to create association type generalization. If value of parameter Parent is empty and
value of parameter Generalization is false then parameter Parent has no associated
value, which means that created umlActor will not be included in the link of type
generalization with another actor. The return value function is variable umlActor.

Algorithm of actor creation is just one part at the transformation to UML use
case diagram. Further transformation algorithms necessary for complete creation of
UML use case diagram are: creation of functionalities (UseCase) and creation of
associations (Association) among actors and functionalities.

Fig. 2 Pseudo algorithm of actor creation in UML use-case diagram

200 M. Drozdova et al.



In case of transformation to the model of business entities (UML conceptual
class diagram) there are these transformation algorithms used: creation of classes
(Class), creation of methods (Methods), creation of attributes (Attributes) and
creation of associations (Association) among classes.

4 Conclusion

In this paper we presented a unique solution to automated CIM-PIM transformation
in the MDA framework. We devised useful models and notations that represent
CIM and PIM level. We searched for automated solution for transformation from
business processes modelled in BPMN to UML models, concretely UML use case
model and business entity model of IS, represented as conceptual class diagram in
UML.

Our recommendations of methods of transformation have been verified by
development of IS which have successfully supported two processes at University
of Zilina: science and research process and mobility process. The models in BPMN
notation (representing the CIM model) were automatically transformed into two
types of UML diagrams (representing the PIM model). The examples of the
transformation application will be shown during a presentation at the conference.

Our original intent of creating automated transformation of CIM to PIM has not
been completely fulfilled. This is because the output UML models still require
adjustment by the UML modelling tool that imports the MOF XMI format. It is
therefore more appropriate to call this a semi-automated approach to transform CIM
to PIM in MDA. The automatic transformation helped to create initialization PIM
level that still required manual adjusting of the represented models so that they were
formatted for further transformation into PSM models.

A further goal is to determine the precise rules for enlargement of XPDL format
so that it can achieve the highest possible degree of automated transformation of
business process models in BPMN. This goal applies not only to selected UML
models but also to other models required for the successful development of IS.
Another objective is to create a graphical editor of BPMN models. This would
allow us to enlarge the semantics of BPMN elements of the graphical model and
transform these enlargements directly into the XPDL format. One possibility could
be the automatic creation of XSLT transformation rules.

Although certain manual changes are still necessary as part of the automatically
generated PIM model, this unique method offers a successful solution to the pro-
posed problem of automated CIM-PIM transformation using a systematic approach.
This solution helps us to come closer to the vision of the MDA of creating infor-
mation systems at the highest level of abstraction possible and automating these
transformations at all levels until the implementation model-code.

The authors are aware that BPMN is used for modelling business process flow
and it is tightly connected with timeline. All events and activities in BPMN are
ordered or chained within hierarchy. During the transformation between BPMN and
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UML there is a possibility of losing these features. UML is used to model software
from different view and that is why it is hard to retain mentioned features (BPMN
semantics) in UML after conversion. It is quite difficult to capture not only BPMN
semantics but also to capture data semantics in general. In a field of “semantics and
knowledge capturing” there is often used an ontology. According to this point of
view our next research will focus how the ontology could also bring new possi-
bilities to MDA approach.
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Conflictless Task Scheduling Concept

Mateusz Smoliński

Abstract This paper presents new concept of task scheduling without resource
conflicts. The proposed task scheduling bases on conflict array, which was created
using two binary resource identifiers as representation of task. Those resource
identifiers support fast conflict detection between tasks. Preparation of conflict array
can be supported by modern GPU. Prepared schedule enable parallel tasks exe-
cution without resource conflicts. Elimination of resource conflicts provides
deadlock free task processing. Proposed conflict free task scheduling can be used in
local and distributed environments with high contention for limited resources.
Therefore tasks can be executed without other synchronization mechanisms.

Keywords Rigorous history � Conflict free parallel task execution � Resource
conflict free task scheduling � Resource conflict elimination with conflict array �
Deadlock avoidance � GPU deadlock detection � Parallel programming

1 Introduction

Modern informational systems perform many tasks in parallel, which can have
resource conflict [1, 9]. Regardless of the type of task (process, thread, fiber) any
tasks without conflict can be executed in parallel. But conflicted tasks have to use
one type of concurrency: cooperative or competitive. In cooperative concurrency
tasks work together using communications and synchronization mechanism, but in
competitive concurrency tasks do not know each other and are rivals in obtaining
resources necessary for further processing [5, 9]. Therefore the development of
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tasks for concurrent processing is difficult, because it requires selection of appro-
priate communication or synchronization methods for exclusive access to global
resources. It also requires choice of fine or coarse grain strategy of mutual exclusion
in access to resources, which additionally complicates task implementation for
concurrent processing. Using any synchronization mechanism like semaphore or
lock to synchronize access to global resource introduces new waiting queue for
tasks that need to operate on resource in exclusive manner. Incorrect usage of many
instances of synchronization mechanism and its queues introduces the potential risk
of task deadlock. This problem can be resolved by supervision mechanism that
recognizes and prevents transition to unsafe state [4]. As alternative, a task schedule
can be prepared to eliminate all resource conflicts between task executed in parallel.
Schedule is the cooperation plan for tasks prepared without their internal partici-
pation and it facilitates task implementation. However conflictless schedule should
be prepared before requested task starts its execution, so any new requested task
must be suspended before being included in the execution plan. Suspension of the
task generate additional delay before its execution, therefore it has to be as short as
possible. In accordance with the principle of fairness in concurrent processing any
suspended task has to be resumed in a finite time. Otherwise a task starvation
problem occurs [9]. Elimination of resource conflicts provides deadlock free task
execution, so discussed concept can be alternative to popular deadlock avoidance
methods [2, 4, 8].

1.1 Assumptions About the Tasks and Resources

Parallel task processing can be performed in local or distributed environment. In
further discussion only selected environments will be considered, where tasks and
resources meets all of conditions:

– task includes sequence of operations, where some of them need local and other
require global resources. Number of task operations must be minimal and all of
them have to be processed without interaction of external objects (like users).
For any task the set of all its resources is known and all required resources
exists.

– tasks can be requested from various sources,
– task execution time is not known and is not limited.
– task can be repetitive, many instance of the same task can be requested

simultaneously.
– each global exclusive resource has only one instance.
– global resources are accessed by tasks in high contention manner.
– tasks have no preferences in access of global resources.
– the execution order of requested task is not important (requested tasks are

independent).

206 M. Smoliński



Selection of operations for single task defines a set of necessary global resources
and affects task execution time. The definition of task allows to decomposition of
set of work like processes or its threads to smaller sub-tasks. Even interactive task
can be divided to sub-task, which one realizes a smaller unit of work. In the case of
transactions processing, each task can be defined as single transaction.

1.2 Binary Resource Identifiers for Task

In considered environment any task can have many operations which use global
resources. Some of them can be only read operation, and other can be write, which
change the resource state. In environments with limited number of global resources,
task’s resources can be represented by two binary identifiers IRW and IR granted by
central resource controller. Central resource controller manage resources repre-
sentations by assigning them a individual bit representation in naming space, when
requested tasks uses this resource. When task execution is finished, the central
resource controller can unregister all task resources. If fixed bit is set in task IRW
identifiers, this means that some of task operations need a global resources, which is
represented by this bit. Additionally, if this bit is set in second task resource
identifier IR, then no task’s operation that changes this resource. So if a resource bit
is set in two of identifiers IRW and IR, then task uses this global resource in
read-only mode. Task conflict between two tasks can be detected using simple
condition (proof is presented in [6]):

IRWi and IRWj
� �

xor IRi and IRj
� � 6¼ 0 ð1Þ

Length of binary identifiers limits the resource number, than can be used by
requested tasks. Model with task representation using binary resource identifiers is
scalable, their representation can be extended and with it linearly increase number
of operations to detect resource conflict between tasks [6, 7].

2 Conflictless Task Execution

Execution of task without resource conflicts requires to manage a set R of running
tasks. Resource conflicts detection have to be performed, before adding a task to set
R. During the resource conflict verification between tasks, a new task is suspended.
All suspended tasks belong to set S, where S\R ¼ ø. To minimize a task sus-
pension time, a dedicated structure the conflict array was proposed. This data
structure helps to avoid multiple conflict detection between fixed types of tasks.
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2.1 Conflict Array for Tasks

The main structure in proposed conflictless task scheduling is conflict array, which
stores information about conflicts between different task class. Novelty in conflict
array structure is representation all resource conflicts, which is not a representation
of resource allocation graph. This structure can be used to monitor tasks, to prevent
undesirable resource conflicts occurence.

In first step of creation of conflict array, each task has to be classified using its
binary identifiers according to class definition:

Ck ¼ ti : IRWi ¼ IRWk ^ IRi ¼ IRkf g ð2Þ

Additionally for each task class its cardinality is known ident. n(Ck). Each
non-empty class has also its own queue FIFO (First In First Out), where all sus-
pended tasks belonging to this class are placed. Each FIFO queue determine
resuming order of suspended tasks for class.

Conflict array M is a data structure, that helps to verify conflicts between two
task classes Ci and Cj, using condition (1). When value mij in conflict array
M = [mij] is other than zero, then any task from class Ci has a conflict with any task
from class Cj (Fig. 1). According to conflict definition using condition (1) the
conflict array is symmetric M = MT, so only bottom or top half of it has to be
calculated. Anytime when task from new class was requested, a dimension of
conflict array must be increased depending on the number of new class of tasks.
Adding new class to conflict array includes verification of resource conflict
occurrence with any other existing class. In this time all requested tasks belonging
to new class must be suspended, because it can be determine whether their
resuming does not cause resource conflict with one of executed tasks. Increase a
conflict array dimension and effective conflicts calculation between task class can
be performed by modern GPU architectures.

Fig. 1 Conflict array for task
class
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2.2 Conflictless Task Excecution

Any new requested task ti, must be verified whether its execution will not cause
resource conflict. If ti 2 Ck and

P
tj2R mkj ¼ 0 then new task execution is started.

Otherwise new task will be suspended (ident. tj 2 S) until all running conflicted
tasks will be finished (Fig. 2). Running sequence of suspended task are determined
by the conflictless task schedule, which must be prepared in advance for each
executed task from set R. The need to prepare many conflictless schedules as the
cardinality of the set R is due to the fact, that execution time of any task ti 2 R is
not known. In preparation of schedules a modern GPU can be used.

Another important rule in conflictless task processing determine when finished
task can resume another task from the same class Ck. If task ti 2 R; ti 2 Ck finishes
another tasks tj 2 Ck from the same task class can be running only if there is no
other suspended conflicted task from other class, what can be verified by condition:

X
l6¼k

mlk�n Clð Þ ¼ 0 ð3Þ

Fig. 2 Procedure for execution of requested task
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This rule avoids the suspended task starvation, when continuous task execution
from single class block execution of tasks form other conflicting class.

2.3 Conflictless Task Schedule Generation

Preparation of conflictless task schedule for situation when execution of tk 2 R\Ck

is finished begins with finding of subset Sk of suspended task where:

Sk ¼ ti 2 S\Cq; tj 2 S\Cp : p 6¼ q ^mkq 6¼ 0 ^mkp 6¼ 0 ^mpq ¼ 0
� �
\ ti 2 S : mik 6¼ 0 ^ 8tr2Rn tkf gmir ¼ 0
� � ð4Þ

The set Sk is a group of task, which anyone belongs to different class C and is the
longest suspended task in FIFO queue class. All task belonging to Sk can be
resumed after finished execution of task tk, then Sk � R. Minimization of total tasks
suspension time requires to find most numerous set Sk before task tk finishes. This
most numerous subset of Sk is marked as S0k. The designation the S

0
k can be done by

elimination of all conflicted tasks from Dk:

Dk ¼ t 2 S\Cq; 8tr2Rn tkf g : mkq 6¼ 0 ^mkr ¼ 0
� � ð5Þ

where the conflictless schedule S0k�Dk. Detection of conflict between tasks ti; tj 2
Dk can be done using conflict array by single read operation check. If ti 2 Cp and
tj 2 Cq and mpq 6¼ 0 then there is a resource conflict between tasks ti and tj.

In situation, when two different subset of S0j; S
0
i�Dk with identical cardinality

were found, then only one of them can be selected as group of tasks to conflictless
execution. With a random number generator this selection can be perform by
random. Alternatively counter of selections of S0k can be keep in memory, and
choice of Sk base on lower value of its counter. This provides the fairness of
selection of S0k when many subset of Dk have the same cardinality. Additionally
having counters of earlier selections for any not empty Sk can be used to provide
fairness in next selection of Sk, even when its cardinality is not the highest one. To
determine set S0k a dynamic verification of conflicts between two tasks using the
conflict array must be performed. Each conflict between suspended and active tasks
reduces cardinality of Dk and also can introduce alternative set Sk�Dk.

Conflictless schedules preparation requires analysis of conflict between sus-
pended tasks and between suspended and active tasks. Any change in sets of
suspended or active task can change previously prepared conflictless schedules and
even number of conflictless schedules. This results from direct and indirect resource
conflicts between suspended and running tasks.

In example situation presented on Fig. 3 in active tasks set R are three executed
tasks from class: C1, C4, C7. Time of its execution is not known, so conflictless
schedule has to be prepared for each case of completion one of this task. The
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cardinality of set R determine the number of conflictless schedules to prepare.
Analysis of conflict array supplies necessary information for conflictless schedule
preparation. If task from class C1 will be finished only task from class C5 and C8 can
be started and executed in parallel, assuming that queue of those class are non-empty.
Note that task from class C3 can not be started when t 2 R\C1 finishes execution,
because this class has conflict with other running task from class C7. If cardinality of
each class C3, C5, C8 is zero and n(C1) > 0, only then next task from class C1 can be
started. If running task from class C4 is finished only tasks from non-empty queue of
class C2 and C6 can be started otherwise if n(C2) = 0 and n(C6) = 0 then next task
from C4 is started. While task from class C7 is finished only task from class CN can be
started, but if n(CN) = 0 and n(C3) = 0 only then execution of next task from C7 can be
started. For conflict array presented on Fig. 3 all prepared conflictless schedule are
suitable to specific conditions. If active task from R will be finished, then prepared
schedule can be used to provide conflictless execution of tasks.

In situation presented in Fig. 3 efficient creation of there conflictless schedules is
crucial for task execution without resource conflict. For any task tk 2 R\Ck a
conflict schedule should be calculated and for any two tasks belonging to Dk

conflict verification is required. All calculations associated with conflictless
schedules preparation can be performed in parallel, because resource conflict
detection between tasks required only single read operation from conflict array. In
situation when some running task ti 2 Ck finishes and condition 3 is fulfilled then
another task belonging to the same class tj 2 Ck can be executed (Fig. 4). Selection
of task from class Ck, which execution is started is determined by class FIFO queue.

Other earlier prepared schedules are useless anytime when cardinality of set R of
active tasks is increased. Global resources used by active tasks can create conflict
with tasks included in prepared earlier schedules, so they do not assure execution
without resource conflicts. Therefore when cardinality of set R is increased all
conflictless schedules need to be prepared again. Conflictless schedule calculations
for situation when active task execution finishes have to be prepared often and
effectively. Parallel calculations improve efficiency of preparation many conflictless

Fig. 3 Conflict array with
selected class for preparation
conflictless schedules
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schedules, but due to minimization of time when tasks are suspended all those
calculations should not be performed in the same environment where tasks are
executed.

2.4 Effective GPU Calculations of Conflictless Schedules

Proposed scheduling strategy gives increase the number of task processed in par-
allel without resource conflicts, however preparation of conflictless task schedules
S0k for any tk 2 R are time-consuming calculations. In any S0k number of task
conflict verification is calculated as number of 2-elements combinations from set
Dk. Therefore GPU it seems to be appropriate to find conflictless task schedule,
because at the same time may verify the various subset of Dk. The modern GPU
provides a isolated environment, that is not used by tasks, therefore GPU can also
be used to calculate conflict array. Isolation of task processing environment from
schedule calculation environment theoretically allows to prepare a conflictless
schedule S0k before the end of task tk 2 R. Number of conflictless schedules that
need to be prepared is limited by cardinality of R. Main benefit from the designation
of conflictless schedule in advance is no additional delay in parallel task processing
because all tasks from S0k can be started immediately after tk is finished. The modern
GPU architecture uses SIMT (Single Instruction Multiple Threads), which is a
abstraction of SIMD according to Flynn Taxonomy [3]. Threads have access to

Fig. 4 Choosing tasks to execution without resource conflicts

212 M. Smoliński



GPU shared memory. Therefore fast determination of task schedules without
resource conflict needs to maintain in GPU shared memory a conflict array, which
helps to detect conflict between tasks. Single verification by thread of conflict
occurrence between task class require only read of single value from conflict array.
Even in situation, when only a subset of Sk � S0k is determined by GPU, all tasks
from this subset can be executed in parallel without conflicts. In situation where
execution time of tk 2 R is inadequate to determine S0k, its subset can used to
designation of tasks for conflictless execution. In the simplest case, the subset Sk
may have only one task.

Each change of number of task classes requires extension of conflict array,
which create the need of new resource conflict detection for task from new class. In
the case of fixed number of task class, a conflicted array and all conflictless
schedules can be calculated only once. This assumptions is met only in limited
environment of task processing.

3 Conclusions

Modern systems and applications use parallel task processing, which provides
effective resource utilization. The proposed parallel task processing without
resource conflict facilitate task creation, especially in environments with high
contention of resources. When conflictless scheduling is used there is no need of
using synchronization mechanisms, which simplifies the implementation of
non-interactive tasks. Without usage of synchronization mechanisms task execution
time will be shorter, because for started task all required global resources will be
available which is assured by prepared schedule without resource conflicts. The
conflicless schedule can be determined only if for all tasks, which global resources
are known in advance. Proposition of conflictless task scheduling bases on repre-
sentation of global task resources as binary resources identifiers, which enables fast
resource conflict detection between two selected tasks. Grouping tasks in class
according to identical binary identifiers and using class conflicts array structures
improves preparation of conflictless task schedule. If the time of each executed task
is unknown the number of conflictless schedules that have to be prepared is related
to number of currently executed task in parallel. Due to the fact that conflictless
schedule has to be prepared as fast as possible a GPU can be applied to all cal-
culation, especially in the case of an significant number of task class. The GPU can
also be used to fast preparation and maintaining of conflict array.

Task processing without resource conflicts excludes also deadlocks, which are a
significant problem in concurrent task processing. Conflictless schedule eliminates
the occurrence of wait-for cycle between tasks. In the case of transaction processing
a conflictless schedule eliminates the transaction rollback caused by its isolation.
Reduction of rollbacks allows for more efficient use of resources in transaction
processing. Conflictless scheduling can be used in local and distributed environ-
ments i.e. in systems or applications integration.
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Further work will include the implementation of GPU algorithm for conflictless
tasks scheduling and practical verification for various group of requested task with
maximization of task executed in parallel without resource conflicts.
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Joint Train Rescheduling and Track
Closures Planning: Model and Solution
Algorithm

Grzegorz Filcek, Dariusz Gąsior, Maciej Hojda and Jerzy Józefczyk

Abstract Selected complex railway track maintenance problem, composed of train
rescheduling and track closures planning, is considered. It is assumed that a set of
obligatory and facultative planned track closures is given for a specified railway
network with the operating railway traffic managed by a current timetable. A new
timetable is derived including all obligatory closures as well as a sub-set of fac-
ultative closures to maximize a combined performance index evaluating not only a
number of accepted facultative closures but also a traffic quality expressed by a
similarity of current and new timetables. A proposed heuristic algorithm is based on
the decomposition of the problem into several connected sub-problems solved by
solvers together with greedy algorithms. The algorithm responsible for the gener-
ation of railway sub-networks on the basis of the railway network is described in
detail. Other algorithms are characterized in a general way. An illustrative
numerical experiment is also given.
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1 Introduction

Different decision making problems for railway transportation systems are inves-
tigated and corresponding results are reported in the literature, e.g. [1, 2]. Resulted
solution methods and algorithms along with their applications in the form of
conforming decision support systems contribute to more effective performance of
such systems. Two selected problems from this area are considered in the paper,
i.e.: planning of truck closures and rescheduling of trains. The former one consists
in the determination of time periods when corresponding tracks as a part of a whole
rail network are not available for trains. In a consequence, some trains can change
their departure times as well as some trains have to be cancelled or moved to other
routes. Thus, the latter problem arises, referred to as train rescheduling, when a new
timetable for trains operating at a given railway network should be made; strictly
speaking a current one should be modified. In the paper, both problems are treated
and formulated as a whole. The train rescheduling attracts substantial researchers’
attention. The majority of cases deal with this issue in response to a single,
unforeseen event that makes impossible further realization of the transportation plan
expressed by the current timetable. The track maintenance planning problem has
attracted a little attention so far. The literature studies different models describing
the problem as well as a variety of solution methods and techniques. The most
common optimization models proposed are Integer Linear Programming [3–6],
Mixed Integer Programming [7–10] and Constraint Programming [10]. The models
proposed differ mainly in the representation and assumptions on railway infras-
tructure elements. There are problems dealing with no constrains concerning
infrastructure like in [7], taking one [5], two [11] or any number of tracks con-
necting two railway stations, or even assuming, that a track is composed from
blocks [8], which is the closest to real-world railway systems. Apart from the
considered number of tracks, the number of trains traveling between two railway
stations in the same period of time constitutes different decision making problems
[3]. Moreover, different criteria are used to evaluate decisions, e.g.: total delay of all
passengers [7], total delay of trains [3, 4, 5, 11, 8, 9, 10, 12, 6], total cost of delays
[10]. Some works consider more than one criterion, e.g. [10]. To solve formulated
problems, authors used solvers like CPLEX [8], methods and algorithms like
Branch and Bound [3], the Lagrange relaxation [4], and heuristics like Genetic
Algorithm [11], SAP [12], Simulated Annealing and Tabu Search [6].

More general track maintenance scheduling problem is investigated in [13–16]
where the minimization of the difference between current and new timetables is
taken into account. The train runs rescheduling in the presence of the track main-
tenance planning treated as sub-problems is considered in [17, 18]. A simple train
scheduling is solved in [17] after converting each track closure into a new addi-
tional train run. Both sub-problems are solved jointly in [18] by means of Problem
Space Search.

Unlike the majority of existing literature, the joint planning problem is inves-
tigated when both track closures and new timetables for trains are to be determined.
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The new problem formulation as a nonlinear integer programming problem is given
in Sect. 2. The outline of the original solution method is presented in the next
section. The results of a simple numerical experiment followed by conclusions
complete the paper.

2 Problem Formulation

Let us assume that the railway network under consideration is represented by an
undirected multigraph G ¼ \V;E[ where V ¼ f0; 1; 2; . . .;Vg and E ¼
½ei;j;k�i;j2V;k2K are a set of railway nodes and an incidence matrix describing tracks
among nodes, respectively. The positive valued elements of V refer to real-world
railway nodes, i.e. railway stations and branch posts outside railway stations. The
index ‘0’ denotes a virtual node being the beginning and the end of each train run. The
binary element ei,j,k ofE is equal 1(0) if there exists track k from i to j (otherwise) where
K ¼ f0; 1; 2; . . .;Kg is a given set of track numbers and K is the maximum track
number between any pair of nodes (k = 0 denotes the possibility of substitute trans-
port). Additionally, we denote by di,j the distance between i and j, where d0,j = dj,0 = 0
for every i. Index p 2 P ¼ f1; 2; . . .;Pg as an element of P considered train runs,
denotes the current train run represented by variable rp ¼ \qp; ½ðsi;p;�si;pÞi2V�[
where qp ¼ qi;j;kp

h i
is the path of railway tracks (qi;j;kp ¼ 1 0ð Þmeans that train p can go

from i to j by track k (otherwise)), and τi,p, �si;p are arrival and departure time at node i,
respectively. All variables rp form a timetable R ¼ ½rp�p2P.

The set N of N planned closures zn; n 2 N ¼ f1; 2; . . .;Ng is given. Among all
closures, M obligatory closures zn, n = 1, 2, …, M and N − M optional closures
zn, n = M + 1, M + 2, …, N are distinguished. Each closure is defined by the track
number ri;j;kn ; i; j 2 V; k 2 Knf0g (element of matrix rn ¼ ½ri;j;kn �) not available for
trains during the closure, the duration of closure Tn as well as three starting times
for the closure: tn, �tn and t�n as the earliest, the latest and the suggested one,
respectively. The auxiliary notation for variables and data is given in Table 1.

We are seeking for a subset of optional closures to be performed and for a new
timetable comprising a new subset of train runs. To this end, the following decision
variables are specified:

yn; n 2 N where yn = 1(0) if the corresponding optional closure is performed
(otherwise), Dtn; n 2 N—positive shift of the earliest closure starting time, xp; p 2 P
where xp = 1(0) if pth train run is present in the new timetable (otherwise), R0 ¼
½r0p�p¼1;2;...;P; r

0
p ¼ \qp; ½ðsi;p þDsi;p;�si;p þD�si;pÞi¼0;1;2;...;V �[ : It is assumed that

the time horizon of the considered problem is limited to the interval [0, T] where
T ¼ max(T1 þmaxiTARRðiÞ; T2Þ; and T1, T2 are respectively the latest arrival of a
train to the destination railway station according to timetable R, the completion time
of the latest closure. All mentioned and resulted time variables have to belong to
this interval, however time shifts Δτi,p, D�si;p can be negative.
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Constraints have been imposed on the decision variables to have a feasible
solution, which concern, in particular, the new timetable for train runs: obligatory
closures have to be performed and all closures starting times are feasible,

yn ¼ 1; n ¼ 1; 2; . . .;M; tn þDtn ��tn; Dtn � 0; n 2 N ð1Þ

train runs from set P̂ are present in the new timetable,

xp ¼ 1; p 2 P̂ ð2Þ

standing times of trains at stations are limited by the minimum and maximum
feasible values,

smin;i;p ��sp;i þD�sp;i � Dsp;i � sp;i � smax; i 2 V; p 2 P ð3Þ

run times between adjacent nodes are fixed,

X
k2K

qi;j;kp ðDsj;p � D�si;pÞ ¼ 0; i; j 2 V; p 2 P ð4Þ

departure and arrival latenesses at selected stations are bounded,

D�si;p � TDEPði; pÞ; i 2 VDEP;

Dsi;p � TARRði; pÞ; i 2 VARR; p 2 P
ð5Þ

total time extensions of each train run in relation to timetable R is limited,

Table 1 Auxiliary notation

ci; i 2 Vnf0g Capacity of node i (the maximum number of trains)

Δτi,p Arrival time shift in a new timetable

D�si;p Departure time shift in a new timetable

Ki;j ¼
P

k2Knf0g
ei;j;k Number of tracks between i and j

P̂�P Subset of train runs obligatory present in a new timetable

VARR;VDEP �V Subset of stations with given maximum arrival lateness
TARRðiÞ; i 2 VARR, maximum departure lateness TDEPðiÞ; i 2 VDEP,
respectively

τmax Maximum train standing time (the same for every station and train)

τmin,i,p Minimum standing time of pth train at ith station

ŝmax Maximum time extension for a distance D of the train run in relation to
timetable R (e.g. D = 100 km)

~smax Maximum total time extension of the train run in relation to timetable R
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Ds0;p � D�s0;p �~smax; p 2 P̂ ð6Þ

capacities of stations are limited (only in artificial node ‘0’ capacity is unlimited),

X
j2V; k2Knf0g

xpmaxðq0j;i;kp ; q0i;j;kp Þð1þ
X
q2�Pi;p

X
l2V; m2Knf0g

xqmaxðq0i;l;mq ;q0i;l;mq Þ
0
@

1
AÞ� ci;

i 2 Vnf0g; p 2 P

ð7Þ

where

�Pi;p ¼ fq 2 f1; 2; . . .;Pg : si;p þDsi;p ��si;q þD�si;q ��si;p þD�si;p

_ si;p þDsi;p � si;q þDsi;q ��si;p þD�si;pg ð8Þ

is a subset of train runs waiting at station i in time coincided with the run of train p,
at most one train can occupy one track at every time moment,

minfqi;j;kp xpð�si;p þD�si;pÞþ qj;i;kp xpðsi;p þDsi;pÞ; qi;j;kq xqðsj;q þDsj;qÞ
þ qj;i;kq xqðsi;q þDsi;qÞg�maxfqi;j;kp xpð�si;p þD�si;pÞþ qj;i;kp xpð�sj;p þD�sj;pÞ;
qi;j;kq xqð�si;q þD�si;qÞþ qj;i;kq xqð�sj;q þD�sj;qÞg; p; q 2 P; i; j 2 V; k 2 Knf0g

ð9Þ

qi;j;kp ð�si;p þD�si;pÞ� qi;j;kp ðsj;p þDsj;pÞ; p; q 2 P; i; j 2 V; k 2 Knf0g ð10Þ

every pair of closures has to be disjoint,

minfynðtn þDtn þ TnÞ; ymðtm þDtm þ TmÞg
�maxfynðtn þDtnÞ; ymðtm þDtmÞg : n;m 2 N : n 6¼ m ^ ri;j;kn ¼ ri;j;km ð11Þ

no train can occupy a track during a closure,

minfqi;j;kp xpsj;p; ynðtn þDtn þ TnÞg�maxfqi;j;kp xp�si;p; ynðtn þDtnÞg;
p 2 P; n 2 N; i; j 2 V; k 2 K : ri;j;kn ¼ 1

ð12Þ

arrival time of every train at every station must not be later than corresponding
departure time

si;p þDsi;p ��si;p þD�si;p; i 2 Vnf0g; p 2 P: ð13Þ

We propose the following performance index to evaluate the decisions made:
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Q ¼ a
XN

n¼Mþ 1

yn þ
X
p2PnP̂

xp � b
X

i2V;p2P
D�si;p
�� �� ð14Þ

where a[P� P̂; b\1=½PðIþ 1ÞT � and P̂ is the size of P̂.
Two first elements of (13) evaluate respectively the number of closures and the

number of train runs inserted into the new timetable. The last element assesses the
total difference between departures in both timetables. Such a form of the perfor-
mance index ensures the hierarchy of the decisions, i.e. the acceptance of optional
closures is the most important, whereas the differences of departure times in the
timetables are the least important.

In a consequence, the following optimization problem P0 is solved. For given:
G;N; P̂;VARR;VDEP;K;P;R;M;D; smax; ŝmax;~smax; TARR(i, p), TDEP(i, p), τmin,i,p,
ρp, i 2 V; p 2 P, Tn, tn, �tn, �t�n, σn, n 2 N, decision variables Δtn, yn; n 2 N, xp, Δτi,p,
D�si;p; i 2 V; p 2 P are to be determined with respect to constrains (1)–(13) in such a
way to maximize (14).

3 The Solution Algorithm

The decision making problem P0 formulated in the previous section is a complex,
multi-variable, multi-constraint optimization problem. This complexity encourages
approaches which forgo obtaining an exact solution and instead focus on providing
satisfactory results in reasonable time. For this purpose, a series of smaller and
simpler supplemental problems is introduced. These problems form a hierarchy for
which the solution to a parent problem is dependent on the solutions of its child
problems. Conversely, the formulation of each child problem depends on the
determination of decision variables of its parent.

The highest level problem P1 is responsible for determining the set of accepted
(active) closures including all obligatory closures. Next problem P2 consists in
choosing a sub-set of train runs for inclusion into the new timetable. Problem P3
deals with the calculation of decision variables Dtn; n 2 N, Δτi,p, D�si;p;. These
variables are not attained straightforwardly, but are a result of applying additional
lower-level decompositions. Firstly, the railway network is divided into smaller
sub-networks (sub-problems P3.i, i = 1, 2, …, η where η is a number of
sub-networks). The aforementioned decision variables are sought separately for
individual sub-networks (individual sub-problems P3.i). Additionally, every
sub-problem P3.i is divided into three lower-level parts consisting of a track
ordering sub-problem (P3.i.1), a station ordering sub-problem (P3.i.2) and a time
shift resolution sub-problem (P3.i.3) with the following contents of the respective
resulting decisions: the order of runs and closures, the order of entering stations by
trains and the values of time moments when closures begin as well as when trains
leave/arrive at the station nodes. Sub-problems P3.i.1, P3.i.2 and P3.i.3 are
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respectively Mixed Integer Linear Programming (MILP) and Linear Programming
(LP). Solution algorithms for P1 and P2 are presented in this paper in a general
form unlike the procedure for decomposing P3 into sub-networks which is
described more thoroughly.

A multi-level algorithm which gives, as its final result, a solution to P0 is
designed as a series of algorithms for solving supplemental problems P1–P3
described as follows. The greedy algorithm A1 solving P1 sequentially accepts
individual closures for launching and adds them one by one to a set of accepted
closures in such a way to ensure the generation of feasible timetables. The feasi-
bility of the current closure is checked by algorithm A2 solving P2. Algorithm A1
decides on the inclusion of the current closure into the set of accepted closures
according to information returned by A2. However, it is necessary to cover all
obligatory closures. On the analogous basis, algorithm A2 sequentially, i.e. one by
one, forms the set of accepted trains for the new timetable. It takes into account
information returned by algorithm A3 solving P3 which, in turn, is launched at
every iteration of A2. Algorithm A3 assumes the decomposition of the railway
network performed by the Track Grouping Algorithm (TGA). Finally ordering
problems P3.i.1, P3.i.2 are solved with the combined use of a cheapest insertion
algorithm with an LP problem solved in every iteration. Those LP problems as well
as the problem P3.i.3 are solved with the use of a numerical solver ‘lpsolve’ in the
algorithm solving problem P3.i for the ith subnetwork (Fig. 1).

Algorithm TGA is parameterized and can work in three modes. In the first mode,
the solution is build based on the association of the tracks to the railway line
category, in the second mode, the association of the tracks to the management area,
and in third mode, the aggregation method is used.

The aggregation method allows making groups of tracks which may be seen as a
railway subnetwork. It is proposed to apply the agglomerative aggregation algo-
rithm [19]. It is assumed that each track constitutes a separate group at the
beginning. The distance function of tracks is given by the following formula:

Fig. 1 Relation of sub-problems in the solution algorithm
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dðk1; k2Þ ¼ w1 d1ðk1; k2Þð Þ�1 þw2 d2ðk1; k2Þð Þ�1; if k1 and k2 have a common vertex;

1; otherwise

(

where k1, k2—any two tracks, δ1(k1, k2)—number of train runs using both tracks
(i.e. k1 and k2), δ2(k1, k2)—number of train runs which neither use track k1 nor k2
and w1 > 0 and w2 > 0—arbitrary chosen weights (in particular w1 = 1, w2 = 0).

Let us denote the ith group of tracks as Γi. Assume a distance function between
groups of tracks, e.g.:

(a) D DC1;C2ð Þ ¼ min d k1; k2ð Þ : k1 2 C1; k2 2 C2f g;
(b) D DC1;C2ð Þ ¼ max d k1; k2ð Þ : k1 2 C1; k2 2 C2f g;
(c) DðC1;C2Þ ¼ 1

jC1jjC2j
P

k12C1;k22C2

dðk1; k2Þ.

Let us assume the following auxiliary notation: C j
i—ith group of tracks obtained in

the jth algorithm iteration, N—maximal size of the group. Now, the aggregation
algorithm is as follows:

1. Initiate value M with a number of tracks in the whole railway network.
2. Create M groups: C0

1;C
0
2; . . .;C

0
M in the following way: C0

i for i = 1, 2, …, M.
3. Initiate values j: = 0.
4. If any two groups may not be aggregated and the stop condition is not satisfied,

go to 5.
5. Find indexes of two nearest groups, i.e. find indexes q1

* and q2
* such that

q2
* > q1

* and the value DðC j
q�1
;C j

q�2
Þ is the smallest possible:

DðC j
q�1
;C j

q�2
Þ ¼ min

q1;q2: C
j
q1

�� ���N; C j
q2

�� ���N

fDðC j
q1 ;C

j
q2Þg.

6. Set: j: = j + 1, C j
q: ¼ Cj�1

q for q < q2
* and q ≠ q1

*, C j
q�1
:¼ Cj�1

q�1
[Cj�1

q�2
, C j

q: ¼ Cj�1
qþ 1

for q�2 � q�M;M :¼ M � 1.
7. Go to 3.

Number of groups or maximal distance between two nearest groups can serve as
the stop condition. Such decomposition algorithm may be executed once at the
beginning of the procedure solving track closures planning problem or each time
when sub-problem P3 is going to be solved.

4 Numerical Experiment

Let us now provide an empirical evaluation of the innermost routine of the railway
track maintenance algorithm (i.e. P3.i). We operate on a set of 47 nodes derived
from the “Kielce” region of the Polish Railway Lines with 95 runs within a single
day. We consider two single-closure experiments with closures added to two

222 G. Filcek et al.



distinct tracks. In the first experiment, we simulate a maintenance of a fairly remote
track Bukowa-Kielce with merely 4 runs per day. In the second experiment we
close a Berezów-Łączna with 22 closely intertwined runs. For the purpose of this
experiment, it is further assumed that there are no requirements on a single-station
arrival/departure VARR;VDEP ¼ ø or maximum time extension ŝmax ¼ ~smax ¼ 1,
and that stations have a sufficient capacity to receive all the runs ci = ∞. It is
however required of all the runs to begin and finish within the whole day
T = 1440 min., and of all standing times to belong to a fixed period τmin,i,p = 0,
τmax = 30. The closures in both experiments have the following parameters t1 = 0,
�t1 ¼ 360, T1 ∊ {60, 120, …, 1440}. Since for a fixed set of closures and runs, the
quality criterion only changes in at most one term, we use the following resulted
from (13) quality criterion to evaluate the algorithm

~Q ¼
X

i2V;p2P
D�si;p
�� ��: ð15Þ

Results are gathered in Tables 2 and 3 for Experiment 1 and 2, respectively.
In both experiments for small values of T1, we obtain results with no changes in the

timetable. In fact, since all runs originally enter the closed track significantly past the
midnight (522min for the earliest run in experiment 1, 310 in experiment 2), thewhole
closure can be performed before the transportation begins. As the duration of the
closure increases, it is necessary to change the timetable and, in some cases, to modify
the order of the closure-run execution. In either case it becomes apparent that the
increasing time shift propagation through the whole network quickly brings the total
time shift (as defined in 14) up to values impossible to obtain over just a single track.

It is worth noting that the heuristic properties of the algorithm can lead to
situations such as in experiment 2 for which the case with T1 = 660 does not yield a
feasible result even though the more constraining case of T1 = 720 does. This is a
result of the local optimization procedure for the problem P3.i.1 providing different
orderings for both cases.

Table 2 Dependence of ~Q on T1 for Bukowa-Kielce closure

T1 60–480 540 600 660 720 780 840
~Q 0 52 232 412 673 1247 1978

T1 900 960 1020 1080 1140 1200 ≥1260
~Q 3336 5025 7350 8497 1083 13,177 ∞

Table 3 Dependence of ~Q on
T1 for Berezów-Łączna
closure

T1 60–300 360 420 480 540
~Q 0 2092 8544 18,052 32,186

T1 600 660 720 ≥780 –

~Q 52,786 ∞ 82,577 ∞ –
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5 Final Remarks

The complex maintenance planning problem for an operating railway network
under a given set of obligatory and facultative track closures has been considered.
The problem has been divided into several connected sub-problems due to the
complexity of a railway traffic conducted along real-world railway networks. The
presented result of the numerical example, performed for the railway network
covering the surroundings of Kielce, Poland, has confirmed the usefulness of
proposed heuristic solution approach based on the decomposition.

Details of this approach as well as results of more detailed computer simulation
experiments of the algorithm are presented in other parallel publications.

This solution method needs the development. In particular, it is very important to
consider detours of trains in new timetables as a remedy for closures. Moreover, the
elaboration of heuristic solution algorithms, based on metaheuristics, e.g. on tabu
search, is planned. Such solution algorithms may ensure shortening the execution
times of algorithms.
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Computer Aided Scheduling and Routing
of Vehicle-Carrier Fleet—A Case Study

Andrzej Kozik, Robert Koziarski, Paweł Świątek and Patryk Schauer

Abstract This paper presents a case study of development of an information
system for a large enterprise from vehicle-transport industry. A novel optimization
model and algorithms developed to solve scheduling and routing of vehicle-carrier
fleet are presented and discussed. Carried out qualitative experiments confirmed the
usability of developed user-guided search paradigm and high performance of
autonomous algorithmic solution search methods.

Keywords Vehicle routing problem � Time windows � Algorithm

1 Introduction

The core of Vehicle Routing Problem is to design the optimal set of routes for fleets
of vehicles serving a given set of customers [1]. The problem gained a considerable
attention in the literature as it affect both economy and environment. Its variants
include time windows, capacity constraints, backhauls and many more; for a
reviews see [1–5]. Nevertheless, the problems appearing in industry resembles only
parts of problems tackled in the literature, especially they demand to consider
special conditions, e.g., EC 561/2006 regulation [6] which drastically changes the
model of vehicle driving time.
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Moreover, the industrial information systems are not only on algorithms, but
also on integration of routing software with other key functions such as billing,
inventory tracking, and forecasting [7], integration with accurate geographic
information systems and easy-to-use software interfaces.

In this paper we present design and implementation of information system for
one of the largest enterprises in the vehicle-transport industry. The main goal for the
developed system is to efficiently support human operators in evaluation and ver-
ification of feasibility of solutions. Additional features include fast algorithmic
improvement of solutions, but rather as an local optimality verification tool than
autonomous decision making utility. Since there is no trust in algorithmically
generated solutions (as usual), the sophisticated algorithms are developed and
included in the system as a test suite and a presentation of capabilities of modern
algorithmics.

The developed information system is focused on human-algorithm interaction,
and utilizes a Human Guided Search paradigm [8], where algorithm plays a sup-
porting role to the human operator and performs relatively easy tasks as greedy
neighborhood exploration or fast search for better solution in the close neighbor-
hood of a given solution. The algorithmic support is viewed rather as a verifier of
human choices than a standalone problem solver.

The rest of the paper is organized as follows. The next section precisely
describes the optimization model and formulates the problem. Section 3 presents
construction details of data structures and algorithms for the considered problem. In
Sect. 4 some details of developed information system are presented. The last
Section presents results from the industry perspective and concludes the paper.

2 Problem Formulation

In the vehicle transportation industry the Vehicle Routing Problem consist of dis-
patching vehicle-carriers to execute given set of orders, where each order concerns
a transport of given set of vehicles (including passenger cars, light and heavy
commercial vehicles) between manufacturer and dealer. On the basis of historical
data, durations of pickup and delivery activities, according to location, quantities
and types of transported vehicles, can be estimated. Consideration of EC 561/2006
regulation forces timing to be important for the problem. The considered problem
belongs to the PDPVRPTW class, i.e., Vehicle Routing Problem with paired
pickups and deliveries and Time Windows.

2.1 Input Data

Vehicles. There is given a set V = {v1, …, vn} of n vehicle-carriers (called vehicles
for short). Each vehicle vi ϵ V is characterized by type, average travel cost per km,
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average travel speed (given in km/h), initial location and has its associated driver.
Each driver is characterized by ready-time and initial state of driving time and rest
periods according to EC 561/2006 regulation.

Orders. There is given a set O = {o1, …, om} of m orders. Each order oi ϵ O is
characterized by:

• pickup and delivery locations,
• logistics operation times of pickup and delivery, defining duration of corre-

sponding activities,
• pickup time-window,
• maximum service time limit, counted from the pickup start-time to the delivery

end-time,
• list of feasible vehicle-carrier types, able to realize the order,
• expected route length, distance needed to complete the order in the case of

additional delivery points between given pickup and delivery locations,
• revenue.

All orders are considered FTL (full-truck load) and cannot be served simulta-
neously by one vehicle.

Distances. For each ordered pair of locations appearing in input data (vehicle
initial locations and locations of pickups and deliveries), there is given a distance in
km. Distances were read from a popular mapping service provider based on geo-
graphical coordinates of locations.

2.2 The Problem

A solution to considered problem consist of an assignment of each order to be
performed by at most one of vehicles, and a schedule for each vehicle, i.e., pickup
and delivery start-times for each assigned order. Orders not assigned to vehicles are
assumed to be performed by contractors and did not contribute to the objective
function.

Let a profit generated by vehicle be a sum of revenues of its assigned orders
reduced by a travel cost of distance needed to perform assigned orders. Let a total
profit be a sum of profits generated by vehicles. The problem is to find a solution
that maximizes the total profit and satisfies additional constraints. Let a order
processing time be a time between start of pickup and end of delivery. A solution is
said to be feasible if:

C1. each order is assigned to at most one of vehicles,
C2. each order is assigned to vehicle of suitable type,
C3. processing times of no two orders assigned to the same vehicle overlap

(full-truck load condition of each order is satisfied),
C4. for each order its processing time is less than service time limit,
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C5. for each order its pickup end-time falls into pickup time-window,
C6. each vehicle can travel a distance between each consecutive locations

according to its schedule,
C7. for each vehicle (driver) driving times and rest periods are set according to EC

561/2006 regulation.

3 Algorithms

For the considered Vehicle Routing Problem we constructed data structures and
algorithms to be included in developed information system. The need for manual
scheduling and routing and adaptation of rules of EC 561/2006 regulation forces to
divide a solution into two parts. The first part is a discrete representation of a
solution, which can be manipulated either by human user or by algorithms. The
second part represents a continuous time variables and is evaluated algorithmically
according to given discrete part.

3.1 Discrete Part

A combinatorial representation of a solution is given as a table of n + 1 lists of
orders. First n lists represents assignment of orders to corresponding vehicles, the
last list contains unassigned orders (assigned to contractors). The order of elements
on each list determines the order of execution of orders, and thus the route of
corresponding vehicle. It is assumed that each order from the set O appears in the
representation exactly once, on one of lists—this guarantees that constraint C1 is
always satisfied.

3.2 Continuous Part

A discrete representation of a solution is algorithmically evaluated to contain
continuous part associated with time variables (a schedule). To this end, each list
from a representation is decoded into route data structure, precisely describing a
route and a schedule of a corresponding vehicle. The route is described by its start
time, end time, corresponding vehicle and a list of stations. Each station has its
location, arrival time, departure time and a list of tasks performed on this stop. Each
task is either pickup, delivery or rest. Pickup and delivery tasks are described by
location, corresponding order, start time and end time; rest tasks are described by
type of a rest period (e.g., short break, daily break, weekly break, etc.) and its start
time and end time. An example route data structure is presented in Fig. 1. The first
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station is at vehicle initial location and has no tasks; second station has one task—
pickup; third station is anonymous and has a rest task; fourth station has two task:
delivery followed by a pickup at the same location. Decoding of representation into
corresponding route data structures is performed by a simulation procedure.

Simulation procedure. Given a representation, a detailed schedule for each
vehicle can be obtained algorithmically by solving optimization problem. Observe,
without considering the EC 561/2006 regulation, the corresponding problem is
trivial, and all time variables are sequentially derived based on distances, vehicle
average speed and given logistics operation times for each order. On the other hand,
considering the EC 561/2006 regulation forces the decoding procedure to carefully
check all possible combinations of rest periods, their possible shortenings and,
foremost, finding a start time for each route, as it can impact the overall duration of
a route. Note, that starting a route too early forces a driver to take an unnecessary
rest, which in turn can result in delayed pickup or delivery at some later point in the
route.

We developed a simulation procedure such that it guarantees that no pickup is
early, constraints C3, C6 and C7 are satisfied, minimizes route end time and
maximizes route start time in the case of many solutions with the same end time. If
the simulation procedure needs to insert a rest task between a two stations, an
anonymous station (without localization set) is inserted into the route.

After a representation is decoded into set of routes by a simulation procedure, a
solution is evaluated, i.e., feasibility is checked against constraints C2, C4 and C5,
and objective function value is computed.

Fig. 1 Example of a route data structure
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3.3 Operators

Insert move. The solution representation is subject to manipulation performed
either by human or by algorithms. As a basic operator we choose an insert move of
a given order, that removes the order from the representation and re-insert it into
other position. The random insert move selects destination position at random,
whereas greedy insert move performs evaluation of the whole neighborhood,
evaluating all possible destination positions of a given order and selects the one
with the best objective value.

Crossover. The crossover operator we designed constructs a new discrete
solution based on two parent solutions, preserving their individual features. The
operator bases on the solution construction procedure, in which a solution is con-
structed from an order list and a solution shape. The shape of solution is a tableaux
of n + 1 rows, composed of m bins in total. The solution shape is similar to Young
tableaux [9], with the exception that rows can be empty. Given the order list, the
solution is obtained in round-robin fashion, i.e., the solution construction procedure
sequentially picks orders from the order list and assigns them to the first empty bin
(from the left side) on the actual row. Procedure starts from the first row having
empty bins, and after placement of each order, changes the actual row to the next
row having empty bins. In the first stage of crossover operator, for each parent
solution a corresponding order lists and shaper are constructed. Then, shapes of
parents are averaged, fractional numbers of bins are randomly rounded (up or
down) such that the total number of bins equals m. The order lists are subject to
classic one point crossover, to construct an order list of the outcome. The new
solution is constructed from averaged shape and outcome order list. The example of
crossover procedure is presented in Fig. 2.

Fig. 2 Example of crossover:
a and b parent solutions and
their tableaux, c parents order
lists and application of one
point crossover, d outcome
solution
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3.4 Simulated Annealing Algorithm

As a basic optimization algorithm executed by information system we choose the
simulated annealing (SA) [10]. The search process of SA is a semi-random trajectory
in the search space, biased towards the “good region” of solution space. In its basic
form SA combines an intensification strategy (an iterative local search using a
neighborhood concept) with a form of diversification (by so-called cooling-schedule
allowing uphill moves to escape from the local minimum). Its efficiency, i.e. the
criterion value of delivered solution, strongly depends on the number of visited
solutions in the search space. This is especially important in the case when search
space is filled with infeasible solutions, where SA performs a lot of futile iterations.

The SA starts the search process from a given initial solution. Then, at each
iteration of SA, a solution S′ is obtained from the actual solution S by performing an
insert move of a random order. We considered either random insert move or greedy
insert move as an operator. Let F(S) be a criterion function to be maximized. The
new solution S′ replaces the old solution S either with a probability computed
following the Boltzmann distribution exp(F(S′) − F(S)/τ) if F(S′) < F(S), or without
a draw if F(S′) ≥ F(S). The temperature τ is decreased after each iteration iter = 1, 2,
…, MaxIter by a geometric cooling schedule, i.e., τiter = ατiter − 1, α ϵ (0, 1). As
the criterion function we considered a total profit of the solution decreased by a
static penalty in the case of unfeasible solution. We considered a tardiness time to
be a penalty in the case of unfeasible C4 and C5, and 100 for each order assigned to
unfeasible vehicle, according to C2 constraint. It was also assumed that a feasible
solution always outperforms an unfeasible one.

3.5 Memetic Search

As an advanced solution search metaheuristic we designed a Memetic Search [11]
algorithm, which combines the diversification strength of evolutionary methods
[12], with intensification provided by local search trajectory method. The
pseudo-code of memetic search procedure with Lamarckian learning is given below:
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The initial population is constructed by applying solution construction procedure
described in Sect. 3.3 to randomly generated shapes and order lists. The stop
condition was set to maximal number of iterations. The recombination procedure
constructs an offspring population using crossover operator applied to randomly
sampled parent solutions. Mutation is performed with low probability as a random
insert move of random order. As a local search procedure we applied simulated
annealing algorithm. The selection is based on roulette method [10, 12].

3.6 Implementation

The considered problem and corresponding algorithms were implemented in the
Algorithm Composition Engine presented in [13]. The Pill object was constructed
such that that the discrete part was implemented as a Representation, continuous
part as a Solution, simulation procedure as a translator and insert moves and
crossover as operators on representation. Constraints C2, C4, C5 and objective
function were implemented as separate entities and included in the Pill object.
Simulated annealing and Memetic Search algorithms were implemented in the
engine to explore the possibility to construct hybrid algorithms [14] from custom
and universal metaheuristics.

4 Information System

Algorithms developed in Sect. 3 were incorporated into information system built for
vehicle-transport enterprise. The main goal was to enable a manual decision making
by logistics with algorithmic methods only as a supplementary helpers functions.
To this end we developed a graphical user interface with drag and drop function-
ality, allowing to manually assign orders to vehicles and to determine order of their
execution. An example view on the interface is presented in Fig. 3, showing an
assignment of 7 orders to three vehicles: Vehicle 1 performs Order 1 followed by
Order 0, Vehicle 2 performs Orders 3 and 4, and Vehicle 3 performs Orders 5, 6,
and 7. Each order is represented as a square containing its id (name) in the first line,
pickup window (as on-screen information essential for human operators), pickup
location on the left and delivery location on the right (in the third line). To enhance
user experience and to give a visual feedback, each order square contains param-
eters of evaluated solution, i.e., pickup start-time (left) and delivery end-time
(right). In the case of unfeasible solution, each order that contributes to unfeasibility
has a red border and the amount of tardiness is given with the red font. As an
example, the Order 0 in Fig. 3 has a tardy pickup by 18 min. Each vehicle in Fig. 3
is described by its id, initial location (in the second line) and driver availability time
(in the third line). Each order can be moved to any other position in vehicle orders
lists.
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The algorithmic support of the manual scheduling was primarily a feedback on
criterion value and feasibility status of the current solution (reevaluated after each
manual move of an order), but it also included a suite of supporting algorithms:

• greedy rescheduling of manually chosen order, performing an insert neighbor-
hood search of the order picked by the user,

• greedy rescheduling of the best order, performing an insert neighborhood search
of all orders and selects the one with better improvement of the objective
function,

• fast SA, starting with low initial temperature (τ = 100) and small number of
iterations (MaxIter = 100) and performing a greedy moves of random orders,

• detailed SA, starting with high initial temperature (τ = 10,000) and big number
of iterations (MaxIter = 50,000) and performing a random moves of random
orders.

• Memetic Search with population sixe set to 50,500 iterations, and internal SA
with τ = 500 and MaxIter = 1000.

The intent of first two rescheduling strategies was to efficiently help with a
manual design of solution, the third strategy is used for checking if the current
solution can be quickly improved, and the last two for the automatic solving of the
considered scheduling problem.

The second aspect of developed information system was reporting capabilities
about details of solutions. The report presents information on three levels: solution
level, vehicle level and order level. The order level presents revenue, cost and profit
generated by each order, together with its important characteristics: distance and
empty distance (measured as a distance from actual location to pickup location),
responsible for cost generation. The vehicle level gathers characteristics of orders
assigned to particular vehicle, and solution level presents the overall measures.
Additionally, for each vehicle, a time-line graph, presenting driver activities
(pickups, deliveries, rest periods) are presented. The report was implemented using
Timeline Web Widget [15].

Fig. 3 View of the user interface of the manual scheduler
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While solution measures are important decision-making tools for human-
operators, helping them to understand where the costs are generated, the detailed
time-line driver activity charts was a mandatory tools, enabling manual verification
of schedule feasibility.

5 Results

The performance of developed information system has been subject to qualitative
evaluation by logisticians worked for the enterprise. The system has been filled by
orders collected by a one-week period and confronted with the actual solution used
by the enterprise as an reference.

The presented information system proved to be important tool in solving
vehicle-carrier routing and scheduling problem, especially in automation of the
process of evaluation of objective value and verification of feasibility of solutions.
One of the most important features (as expressed by human-operators) was the
ability to deliver a proof of unfeasibility of evaluated solutions in the form of visual
feedback during manual scheduling—it helped human-operators to resolve
impossible assignments. The computed solution measures also helped to understand
the source of costs and optimize the assignments. Moreover, implemented
user-guided search paradigm enabled users to quickly obtain a high-quality solu-
tions, by using algorithmic support methods like simple greedy moves of
hand-pointed orders. It is worth to note, that such obtained solutions was better than
provided referential ones.

The developed detailed SA and Memetic Search algorithms was able to find
solution of the same quality as ones obtained by human users (with algorithmic
help), what is considered a proof of efficiency of autonomous methods of solving
routing and scheduling problems, and results in gaining industry trust to solutions
generated autonomously by algorithms. Therefore, our future research direction is
design, implementation and quantitative evaluation of hyper-heuristic methods [16],
able to autonomously tune their behavior to solved instances.
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