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Preface

Network science is an emerging discipline concerned with the study of network models
in domains ranging from biology and physics to computer science, from financial
markets to cultural integration, and from social media to infectious diseases. It is also
an essential tool in the understanding of many kinds of big data, leading to numerous
practical applications. Network models help researchers and practitioners make sense
of an increasingly complex world, especially regarding social phenomena mediated
through information technology. This volume contains several contributions to research
in the area of network science, selected from the best submissions to the NetSci-X 2016
conference. The conference acceptance rate for full papers was 20 %. The International
Conference and School of Network Science (NetSci) is an interdisciplinary event,
gathering all researchers interested in network science. After 11 editions, the confer-
ence is the largest and best known event in the area. Published for the first time in the
Lecture Notes in Computer Science series, the volume preserves the interdisciplinary
character of network science, while emphasizing its connection to computer science.
Works of researchers of various backgrounds, such as the social sciences, biology,
economics, and computer science, unite in the aim for a better understanding of
complex networks. The development of better models of complex phenomena, such as
complex networks, is in itself an important contribution to computer science. The use
of such computational models can enhance existing information technology, as well as
expand the scope of applications of information technology into new areas. For this
reason, the study of network science can be beneficial to computer scientists, and
advances in network science can be considered as advances in computer science.

November 2016 Adam Wierzbicki
Ulrik Brandes

Frank Schweitzer
Dino Pedreschi
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Quad Census Computation: Simple, Efficient,
and Orbit-Aware

Mark Ortmann(B) and Ulrik Brandes(B)

Department of Computer and Information Science,
University of Konstanz, Konstanz, Germany

{Mark.Ortmann,Ulrik.Brandes}@uni-konstanz.de

Abstract. The prevalence of select substructures is an indicator of net-
work effects in applications such as social network analysis and systems
biology. Moreover, subgraph statistics are pervasive in stochastic network
models, and they need to be assessed repeatedly in MCMC sampling and
estimation algorithms. We present a new approach to count all induced
and non-induced 4-node subgraphs (the quad census) on a per-node and
per-edge basis, complete with a separation into their non-automorphic
roles in these subgraphs. It is the first approach to do so in a unified
manner, and is based on only a clique-listing subroutine. Computational
experiments indicate that, despite its simplicity, the approach outper-
forms previous, less general approaches.

1 Introduction

The F-census of a graph is the frequency distribution of subgraphs from a family
F of non-isomorphic graphs in an input graph. In this work we focus on four
node subgraphs, i.e. quads.

Discrimination of graphs by a subgraph census was proposed already by
Holland and Leinhardt [7,8] in the context of social networks and it is of utmost
importance for the effects of exponential random graph models [20]. While there
is extensive work on determining the subgraph census for varying subgraph
sizes [9,10,12] and also for directed graphs [4], the focus is almost always on
the global distribution, i.e., say, the number of triangles a graph contains but
not how often a given node is part of a triangle. However, for many properties
describing nodes and edges, respectively, it is necessary to know the subgraph
census on a node or edge level basis. For example to calculate a node’s cluster-
ing coefficient we need to know in how many triangles it is contained. The same
holds for the Jaccard index computed with respect to an edge. Although, for
these two examples it is not necessary to calculate the frequencies of all non-
isomorphic induced 3-node subgraphs, the triad census, there exist edge weights
that take different subgraph configurations into account [1] and the running
time for most edge metrics [14] is dominated by calculating the frequencies of
particular subgraphs.

We gratefully acknowledge financial support from Deutsche Forschungsgemeinschaft
under grant Br 2158/11-1.

c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 1–13, 2016.
DOI: 10.1007/978-3-319-28361-6 1



2 M. Ortmann and U. Brandes

While k-subgraph censuses specific for nodes and edges are not used widely
in social network analysis, this is different already for bioinformatics. So far,
however, even here the use is restricted to connected k-node subgraphs, so called
graphlets [19] or motifs [17].

A further differentiation of subgraph censuses consist in the distinction of
node and edge automorphism classes (orbits) in each graphlet. For example,
in a diamond (i.e. a complete 4-node graph with one missing edge), there are
two node and edge orbits, see Fig. 1. The node orbits are defined by the nodes
with degree 2, and those with degree 3, respectively. The edge orbits are deter-
mined by the edge connecting the nodes with degree 3, and all remaining edges,
respectively. Milenković and Pržulj [16] and Solova et al. [21] utilize the char-
acterization of each node and edge respectively by it’s orbit-aware connected
subgraph census, which they call graphlet degree vector, for clustering purposes.

Due to the importance of subgraph enumeration and censuses in bioinfor-
matics, various computational methods [6,13,15,23] were proposed.

The general approach to determine a subgraph census on the global level is to
solve a system of equations that relates the non-induced subgraph frequency of
each non-isomorphic k-node subgraph with the number of occurrences in other
k-node subgraphs [4,5,9,10,12]. It is known that the time needed to solve the
system of equations for the 4-node subgraph census, which we refer to as the
quad census, on a global level is O(a(G)m + i(G)) [12], where i(G) is the time
needed to calculate the frequency of a given 4-node induced subgraph in G,
and a(G) is the arboricity, i.e., the minimum number of spanning forest needed
to cover E. Following the idea of relating non-induced and induced subgraph
counts, Marcus and Shavitt [13] present a system of equations for the orbit-
aware connected quad census on a node level that runs in O(Δ(G)m+m2) time
with Δ(G) denoting the maximum degree of G. Because of the larger number of
algorithms invoked by Marcus and Shavitt’s approach, Hočevar and Demšar [6]
present a different system of equations, again restricted to connected quads, that
requires fewer counting algorithms and runs in O(Δ(G)2m) time, but does not
determine the non-induced counts.

Contribution: We present the first algorithm to count both induced and non-
induced occurrences of all 4-node subgraphs (quads). It is based on a fast algo-
rithm for listing a single quad type and capable of distinguishing the various
roles (orbits) of nodes and edges. While this simplifies and generalizes previous
approaches, our experimental evaluation indicates that it is also more efficient.

In the following section we provide basic notation followed by an introduction
of the system of equations and the algorithm utilized in Sect. 3. In Sect. 4 we
present a running time comparison on real world and synthetic graphs showing
that our approach is more efficient than related methods. We conclude in Sect. 5.
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2 Preliminaries

We consider finite simple undirected graphs G = (V,E) and denote the number
of nodes by n = n(G) = |V | and the number of edges by m = m(G) = |E|.
The neighborhood of a node v ∈ V is the set N(v) = {w : {v, w} ∈ E} of
all adjacent nodes, its cardinality d(v) = |N(v)| is called the degree of v, and
Δ(G) = maxv∈V {d(v)} denotes the maximum degree of G.

For finite simple directed graphs G = (V,E) we denote the outgoing neighbor-
hood of a node v ∈ V by N+(v) = {w : (v, w) ∈ E}. The incoming neighborhood
N−(v) is defined analogously.

A complete graph with k nodes is called Kk and K3 is also called a triangle.
We use T (u) = {(N(u)

2

)∩E} to refer to the set of node pairs completing a triangle
with u and T ({u, v}) = N(u) ∩ N(v) for the set of nodes completing a triangle
with the edge e = {u, v}. For the cardinality of these sets we write t(u) = |T (u)|
and t(e) = |T (e)|. A triad or a quad are any graphs on exactly three or four
nodes, respectively.

A subgraph G′ = (V ′, E′) of G = (V,E), V ′ ⊆ V , is called (node-)induced, if
E′ =

(
V ′

2

) ∩ E, and it is called non-induced, if E′ ⊆ (
V ′

2

) ∩ E.
Two undirected graphs G and G′ are said to be isomorphic, if and only if

there exists a bijection π : V (G) → V (G′) such that {v, w} ∈ E(G) ⇐⇒
{π(v), π(w)} ∈ E(G′). Each permutation, including identity, of the node set V ,
such that the resulting graph is isomorphic to G is called an automorphism and
the groups formed by the set of automorphisms is denoted automorphism class
or orbit.

3 Determining the Orbit-Aware Quad Census

The k-node subgraph census is usually computed via a system of linear equations
relating the non-induced and induced k-subgraph frequencies, as the non-induced
frequencies are easier to compute. Lin et al. [12] show that for k = 4 all non-
induced frequencies, except for K4, can be computed in O(a(G)m) time. This
implies that the total running time to calculate the quad census at the level
of the entire graph is in O(a(G)m + i(G)), where i(G) is the time needed to
compute the induced frequencies for any induced quad.

The approach of Lin et al., however, is not suitable to answer questions
such as how often a node or an edge is contained in a K4. Furthermore, the
automorphism class of the node/edge in the quad is sometimes of interest. All
non-isomorphic graphs with four nodes are shown in Fig. 1 and the node/edge
labels refer to their automorphism classes (orbits). For example in a diamond
all edges of the C4 belong to the same orbit while the diagonal edge belongs to
another. Analogously the orbits of the nodes can be distinguished.

As our approach also relies on relating non-induced and induced frequencies
we will start by presenting how the non-induced frequencies for a node/edge in
a given orbit relate to the induced counts. Thereafter, we will present formulas
to compute the respective non-induced frequencies and prove that our approach



4 M. Ortmann and U. Brandes

0

0

0

0

co-K4

1

2

1

2

0

co-diamond

3

3

3

3

1

1

co-C4

5

4

6

5

2

2

co-paw

7

7

8

7

3 3

3

co-claw

9

9

10

10

5

4

4

P4

11

12

12

12

6

6

6

claw

13

14

15

14

8

7

8

9

paw

16

16

16

16

10

10

10

10

C4

17

18

18

17

11

11

11

11

12

diamond

19

19

19

19

13

13

13

13

13

13

K4

Fig. 1. All non-isomorphic subgraphswith four nodes (quads). Node and edge labels refer
to the orbits and were enumerated such that each orbit is identified with a single quad

matches the running time of Lin et al., implying that it is asymptotically as fast
as the fastest algorithm to compute the frequencies on a node and edge level for
any induced quad. Note that in the following when we talk about non-induced
frequencies we exclude those of the K4, as it equals the induced frequency.

3.1 Relation of Induced and Non-induced Frequencies

To establish the relation between induced and non-induced frequencies, the num-
ber of times G′ is non-induced in some other graph G with the same number
of nodes has to be known. For instance, let us assume that G′ is a P3 and G
a K3 (co-paw and -claw without isolated node cf. Fig. 1). Having the definition
of the edge set for non-induced subgraphs in mind we see that G contains three
non-induced P3, as each edge can be removed from a K3 to create a P3. Conse-
quently, if we know the total number of non-induced P3 and we subtract three
times the number of K3 we obtain the number of induced P3 of the input graph.

Similarly, we can establish systems of equations relating induced and non-
induced frequencies on a node and edge level distinguishing the orbits for quads,
see Figs. 3 and 4. Note that both systems of equations are needed since we cannot
compute the node from the edge frequencies and vice versa, but from both we
can compute the global distribution. In the following we show the correctness
for ei10(e).

Induced Orbit 10 Edge Census. Let us assume we want to know how often edge e
is in orbit 10 or in other words part of a C4. We know that a C4 is a non-induced
subgraph of a diamond, K4 and of itself, cf. Fig. 2, and that there is no other
quad containing a non-induced C4. Let us first concentrate on the diamond. In a
diamond we have two different edge orbits; orbit 11, i.e. the edges on the C4, and
orbit 12, i.e. the diagonal edge. Figure 2 shows that for every diamond where e
is in orbit 12 there is no way to remove an edge, such that this graph becomes
a C4, but for each diamond where e is in orbit 11 we can remove the diagonal
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10

C4

⇐ 11 12

diamond

13 13

K4

Fig. 2. The three quads containing a non-induced C4. Dashed lines indicate that their
removal creates an C4. Edge label correspond to orbits

edge and end up with a C4. Therefore, the non-induced number of subgraphs
where e is in orbit 10 contains once the number of induced subgraphs where e
is in orbit 11, but not those in orbit 12. As for the case of the C4 in a K4 all
edges are in the same orbit. From a K4 we can construct a C4 in two ways. The
first is to remove both diagonal edges, cf. Fig. 2; and the second to delete the
two horizontal edges. As a consequence the induced number of e being in orbit
10 is given by ei10(e) = en10(e) − ei11(e) − 2ei13(e).

Following this concept all other equations can be derived.

3.2 Calculating Non-induced Frequencies

The calculation of the non-induced frequencies is (computationally) easier than
for the corresponding induced counts, except for K4s. This is due to the fact
that the non-induced frequencies can be constructed from smaller, with respect
to the number of nodes, subgraphs. In the following we show the correctness of
nn14(u) and en4(u, v).

Non-induced Orbit 14 Node Census. To determine nn14(u) we start by enumer-
ating all triangles containing u. Let v and w form a triangle together with u.
As u is in orbit 14 we know that each neighbor of v and w that is not u, v or
w definitely creates a non-induced paw with u in orbit 14. While this does not
necessarily hold for neighbors of u as they might not be connected to v or w
(and, if they are, we already gave credit to this). Note that if x is a neighbor of
u and v but not w we can only create one non-induced paw with u in orbit 14
and therefore nn14(u) =

∑
{v,w}∈T (u)(d(u) − d(v) − 4).

Non-induced Orbit 4 Edge Census. Edge e = {u, v} is non-induced in orbit 4 for
each path of length 2 starting at u or v that does not contain e. The number of P3s
starting at u equals

∑
w∈N(u)\v d(w)−1. However, the node v might be a neighbor

of w and therefore, there is a path of length two connecting u and v. Since this cre-
ates a 3-node subgraph, more precisely a triangle, and not a quad we have to adjust
for this by subtracting twice the number of triangles containing e. Consequently,
en4(u, v) =

∑
w∈N(u) d(w) +

∑
w∈N(v) d(w) − 2(d(u) + d(v)) + 2 − 2t(u, v).

In the following, we focus on the algorithm calculating all required frequencies
to solve the systems of equations.



6 M. Ortmann and U. Brandes

1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 0 0 1 0 0 1 0 1 1 1 0 1

0 0 1 2 1 2 2 2 3 2 2 3 4 4

0 0 0 1 0 0 0 0 1 1 0 1 2 2

0 0 0 0 1 0 0 2 0 2 2 3 0 4

0 0 0 0 0 1 0 0 1 0 1 1 2 2

0 0 0 0 0 0 1 1 1 0 0 1 2 2

0 0 0 0 0 0 0 1 0 0 0 1 0 2

0 0 0 0 0 0 0 0 1 0 0 1 4 4

0 0 0 0 0 0 0 0 0 1 0 1 0 2

0 0 0 0 0 0 0 0 0 0 1 1 0 2

0 0 0 0 0 0 0 0 0 0 0 1 0 4

0 0 0 0 0 0 0 0 0 0 0 0 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 1

ei0(u, v)

ei1(u, v)

ei2(u, v)

ei3(u, v)

ei4(u, v)

ei5(u, v)

ei6(u, v)

ei7(u, v)

ei8(u, v)

ei9(u, v)

ei10(u, v)

ei11(u, v)

ei12(u, v)

ei13(u, v)

=

en0(u, v) = n−2
2

))

en1(u, v) = m − d(u) − d(v) + 1

en2(u, v) = (d (u) + d (v) − 2) (n − 3))

en3(u, v) = t(u, v)(n − 3)

en4(u, v) =
∑

w∈N(u) d(w) +
∑

w∈N(v) d(w) − 2(d(u) + d(v)) + 2 − 2t(u, v)

en5(u, v) = (d(u) − 1)(d(v) − 1) − t(u, v)

en6(u, v) = d(u)−1
2

)
+ d(v)−1

2

)))

en7(u, v) = t(u) + t(v) − 2t(u, v)

en8(u, v) = t(u, v) · (d(u) + d(v) − 4)

en9(u, v) =
∑

w∈T (u,v) d(w) − 2t(u, v)

en10(u, v) = |(N(u) \ v × N(v) \ u) ∩ E|
en11(u, v) =

∑
w∈T (u,v) t(u,w) + t(v, w) − 2t(u, v)

en12(u, v) = t(u,v)
2

))

en13(u, v) = Alg. K4

Fig. 3. System of equations for orbit aware quad census on a edge level. ei refers to
the induced and en non-induced counts

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 0 1 2 1 0 2 0 2 1 3 1 3 2 1 2 2 3 3

0 0 1 1 2 1 0 2 0 2 1 3 1 1 2 3 2 3 2 3

0 0 0 1 0 0 0 0 0 1 1 0 0 1 1 1 2 2 2 3

0 0 0 0 1 0 0 1 0 1 0 3 0 3 1 0 1 1 3 3

0 0 0 0 0 1 0 2 0 1 1 0 2 2 3 2 2 4 4 6

0 0 0 0 0 0 1 0 3 0 1 0 1 0 1 3 1 3 1 3

0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 1 2 3

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 1

0 0 0 0 0 0 0 0 0 1 0 0 0 2 1 0 2 2 4 6

0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 2 2 4 2 6

0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1

0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 2 1 3

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 2 3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 2 2 6

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 2 0 3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

ni0(u)

ni1(u)

ni2(u)

ni3(u)

ni4(u)

ni5(u)

ni6(u)

ni7(u)

ni8(u)

ni9(u)

ni10(u)

ni11(u)

ni12(u)

ni13(u)

ni14(u)

ni15(u)

ni16(u)

ni17(u)

ni18(u)

ni19(u)

=

nn0(u) = n−1
3

)

nn1(u) = n−2
2

)
d(u)

nn2(u) = (m − d(u)) · (n − 3)

nn3(u) = (
∑

v∈N(u) m − d(u)) − d(u) · (d(u) − 1)

nn4(u) = d(u)
2

)
(n − 3)

nn5(u) = ((
∑

v∈N(u) d(v)) − d(u)) · (n − 3)

nn6(u) =
∑

v∈V
d(v)
2

) − ((
∑

v∈N(u) d(v)) − d(u)) − d(u)
2

)

nn7(u) = t(u) · (n − 3)

nn8(u) = 1
3

∑
v∈V t(v) − t(u)

nn9(u) =
∑

v∈N(u)(d(u) − 1) · (d(v) − 1) − t(u, v)

nn10(u) = (
∑

v∈N(u)(
∑

w∈N(v) d(w)) − d(v)) − d(u) · (d(u) − 1)

nn11(u) = d(u)
3

)

nn12(u) =
∑

v∈N(u)
d(v)−1

2

)

nn13(u) = t(u) · (d(u) − 2)

nn14(u) =
∑

{v,w}∈T (u)(d(v) + d(w) − 4)

nn15(u) =
∑

v∈N(u) t(v) − t(u, v)

nn16(u) =
∑

{v,w}∈(N(u)
2 ) |N(v) ∩ N(w)| − 1

nn17(u) =
∑

{v,w}∈T (u) t(v, w) − t(u)

nn18(u) =
∑

v∈N(u)
t(u,v)

2

)

nn19(u) = Alg. K4

Fig. 4. System of equations for orbit aware quad census on a node level. ni refers to
the induced and nn non-induced counts
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u u u u u

⇓

Fig. 5. Top: Configurations that have to be found by our algorithm. Bottom: Result-
ing patterns to be detected when processing node u. Filled nodes are marked as
neighbors of u

3.3 Listing Complete Quads

In order to be able to solve the systems of equations we need to compute the
non-induced quad counts as well as any of the induced frequencies. This requires
an algorithm that is capable of solving the following tasks on a node and edge
level:

1. Counting and listing all K3.
2. Calculating non-induced C4 frequencies.
3. Determine induced counts of any quad.

We chose to calculate the induced counts for K4 to fulfill requirement 3.
The reasons are (a) to our knowledge there are no algorithms calculating induced
counts on a node and edge level for any other quad more efficiently than the
algorithm we are presenting here; (b) a K4 has the property that all nodes and
edges lie in the same orbit; (c) all non-induced C4 can be counted during the
execution of our algorithm. Since listing, also known as enumerating, all K4 has
to solve the subproblem of listing all K3 we will start explaining our algorithm
by presenting how K3s can be listed efficiently. Note that this algorithm satisfies
requirement 1.

Listing all triangles in a graph is a well studied topic [18]. We show in our
previous work [18] that one of the oldest triangle listing algorithms, namely K3
by Chiba and Nishizeki [3] is in practice the fastest. This algorithm is based
on neighborhood intersection computations. To achieve the running time of
O(a(G)m) Chiba and Nishizeki process the graph in a way, such that for each
intersection only the neighborhood of the smaller degree node has to be scanned.
This is done by processing the nodes sequentially in decreasing order of their
degree. The currently processed node marks all its neighbors and is removed
from the graph. Then the number of marked neighbors of a marked node is
calculated.

Let us think of this algorithm differently. When we process node u and remove
it from the graph then every triangle that contains u is an edge where both
endpoints are marked, cf. Fig. 5. This perception of the algorithm directly points
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Algorithm 1. K3 / C4 / COMPLETE (Chiba and Nishizeki 1985 [3])
1 initialize mark with 0;
2 order nodes by successively removing the node of min. degree from the graph;
3 orient G and sort adjacencies according node ordering;
4 calculate t(u) and t(e) using K3; // line 5-15

5 for u = v2, . . . , vn do
6 for v ∈ N−(u) do mark(v) ← mark(v) + 1 ;
7 for v ∈ N−(u) do
8 mark(v) ← mark(v) − 1;
9 for w ∈ {w ∈ N(v) : w < u} do

10 visited(w) ← visited(w) + 1;
11 processed(w) ← processed(w) + 1;

12 for w ∈ {w ∈ N+(v) : w < u} do mark(w) ← mark(w) + 2 ;
13 for w ∈ {w ∈ N+(v) : w < u} do
14 mark(w) ← mark(w) − 2;
15 if mark(w) �= 0 then
16 increment K3 related non-induced counts;
17 for x ∈ {x ∈ N+(w) : x < u} do
18 if mark(x) = 3 then
19 increment induced K4 count;

20 for v ∈ N−(u) do
21 for w ∈ {w ∈ N(v) : w < u} do
22 processed(w) ← processed(w) − 1;
23 if processed(w) = 0 then

24 increment non-induced C4 of u and w by
(
visited(w)

2

)
;

25 visited(w) ← 0;

26 increment non-induced C4 of {u, v}, {v, w} and v by visited(w) − 1;

27 solve system of equations;

us to a solution for the second and third requirement. As shown in Fig. 5, when
node u is removed from the graph, every K4 that contains u becomes a K3

where all nodes are marked, implying that K3 can be easily adapted to list all
K4s. Chiba and Nishizeki call this extension COMPLETE. Furthermore, only nodes
that are connected to a neighbor of u can create a non-induced C4 and each C4

contains at least two marked nodes. Since all these nodes are processed already
during the execution of algorithm K3 counting non-induced C4 on a node and
edge level can be also done in O(a(G)m) time. The corresponding algorithm is
called C4 in [3] and the combination of these different algorithms is presented in
Algorithm 1. It runs in O(a(G)2m) [3], and its novelty is that it follows the idea
of directing the graph acyclic as we already proposed in the context of triangle
listing [18]. Furthermore, this acyclic orientation allows omitting node removals,
and given the proper node ordering, it has the property that the maximum
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outdegree is bounded by O(a(G)). Therefore, unlike for algorithm COMPLETE and
C4 [3], no amortized running time analysis is of need to prove that the running
time is in O(a(G)2m) and O(a(G)m), respectively, as we will show next.

Runtime. We will first show that the running time bound of our variant imple-
mentation of algorithm C4 is in O(a(G)m), therefore we ignore lines 4, 6, 8,
12 – 19 and 27 of Algorithm 1 for now.

The running time of the remaining algorithm is given by the following
equation:

t(C4) ≤
∑

u∈V

d−(u) + 2
∑

v∈N−(u)

d−(v) + d+(v)

= m + 2
∑

v∈V

d+(v)(d−(v) + d+(v))

≤ m + 4mΔ+(G)

As we order the nodes by successively removing the node of minimum degree
from the graph, which can be computed in O(m) using a slightly modified version
of the algorithm presented in [2], it holds that Δ+(G) < 2a(G) [24]. The time
required to initialize all marks is in O(n), orienting the graph is in O(n + m),
and consequently the total running time is in O(a(G)m).

Let us now focus on the time required for calculating all K4s and therefore
ignore lines 9 – 11 and 20–27 of Algorithm 1 that is given by the following
equation:

t(COMPLETE) ≤
∑

u∈V

d−(u) +
∑

v∈N−(u)

2d+(v) +
∑

w∈N+(v)

d+(w)

≤ m + Δ+(G)
∑

v∈V

2d+(v) +
∑

w∈N+(v)

d+(w)

≤ m + 2mΔ+(G) + Δ+(G)
∑

v∈V

d−(v)Δ+(G)

= m + 2mΔ+(G) + mΔ+(G)2

By the same arguments it follows that our variant implementation of COMPLETE
runs in O(a(G)2m). Since, line 4 is in O(a(G)m) [18] and solving the system of
equations requires O(n + m) time, the overall complexity of Algorithm 1 is in
O(a(G)2m).

4 Runtime Experiments

We provide experimental evidence that our approach is not only asymptotically
faster but also more efficient in practice than the currently fastest orbit-aware
quad census algorithm. Comparison is restricted to the orca software imple-
menting the approach of Hočevar and Demšar [6], as the authors show that it
is superior to other software tools in the context of quad census computation.
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Additionally, it is the only software we are aware of that can compute the orbit-
aware quad census on an edge level, even if only for connected quads. To the
best of our knowledge, except in the orca code, there is no other documentation
of their approach.

4.1 Setup and Data

We implemented our approach in C++ using the Standard Template Library and
compiled the code with the g++ compiler version 4.9.1 set to the highest opti-
mization level. The orca software is freely available as an R package. To avoid
measuring error due to the R and C++ interface communication we extracted the
C++ code and cleaned it from all R dependencies.

The tests were carried out on a single 64-bit machine with an 3.60 GHz quad-
core Intel Core i7-4790 CPU, 32 GB RAM, running Ubuntu 14.10. The times
were measured via the gettimeofday command with a resolution up to 10−6 s.
We ran the executable in a single thread and forced it to one single core, which
was dedicated only to this process. Times were averaged over 5 repetitions.

Data. We compared both approaches on a number of real world networks. The
Facebook100 dataset [22] comprises 100 Facebook friendship networks of higher
educational institutes in the US with network sizes of 762 ≤ n < 41K nodes
and 16K < m < 1.6M edges. Although these networks are rather sparse they
feature a small diameter, thereby implying a high concentration of connected
quads. Apart from this we tested the algorithms on a variety of networks from
the Stanford Large Network Set Collection [11]. The downloaded data were taken
from different areas to have realistic examples that encompass diverse network
structures.

Additionally, we generated synthetic networks from two different models. The
one class of generated graphs are small-worlds, which were created by arranging
nodes on a ring, connecting each one with its r nearest neighbors, and then
switching each dyad with probability p. The other class of graphs are drawn
from a preferential attachment like model. Here we added n nodes over time to
the initially empty network and each new node connects to r existing nodes,
each of which either chosen by preferential attachment or with probability p by
random. We generated graphs with fixed n = 20000 and varying average degree
as well as graphs with n ∈ {50000, 140000, . . . , 500000} and gradually increasing
average degree. Four graphs were generated for each parameter combination.

We refer the reader to [18] for a more detailed description of the utilized graph
models, the tested Stanford graphs, the chosen average degree, and parameters r
and p.

4.2 Results

In Fig. 6 we present the results of our experiments. In the top subfigure we
plotted the avg. time needed by our approach against the avg. running time of
orca for all but the largest Standford graphs. Each point that lies below the
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Fig. 6. Top: Avg. running time of orca vs. avg. running time of our approach in seconds
for all but the largest SNAP graphs. Dots below the main diagonal indicate that the
algorithm on the y-axis is faster. Embedded plot displays gray area in higher resolution.
Bottom: Time comparison for the largest SNAP graphs

main diagonal indicates that our approach is faster than orca. Consequently, the
picture makes it clear that our algorithm is faster than the orca software for
each tested network, even though we compute the whole node and edge orbit
aware quad census. The same findings are obtained for the larger graphs taken
from SNAP.

The speed-up we achieve lies between 1.6 and 10 for the tested graphs. In
general, however, the speed-up should be in Θ(log Δ(G)) for larger graphs. The
reason is that, once n exceeds 30K, the algorithm implemented in the orca
software runs in O(Δ(G)2m log Δ(G)), instead of O(Δ(G)2m). The logarithmic
factor originates from the time required for adjacency testing. While the orca
software uses an adjacency matrix for these queries for graphs with n ≤ 30K, it
takes O(log Δ(G)) for larger graphs (binary search) since no adjacency matrix
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is constructed. In contrast Algorithm 1 requires only O(n) additional space to
perform adjacency tests in constant time. Note that orca’s algorithm using the
adjacency matrix appears to follow the ideas of Chiba and Nishizeki, though
without exploiting the potential of utilizing a proper node ordering. Besides the
faster K4 algorithm another important aspect explaining the at least constant
speed-up of our approach is our system of equations. For both the node and
edge orbit-aware quad census Hočevar and Demšar do not calculate the exact
non-induced counts. This requires that each induced subgraph with 3 nodes is
listed several times and more importantly also non-cliques, which is not the case
in our approach.

5 Conclusion

We presented two systems of equations that enable us to efficiently determine
the orbit-aware quad census of a graph down to the level of nodes and edges
by applying an efficient single-subgraph listing algorithm and it’s subroutine.
It was shown how induced and non-induced frequencies relate to one another
and that we can compute the non-induced frequencies in O(a(G)m) time. This
matches the best known running time bound for the more restricted non-induced
quad census on the graph level, i.e., oblivious to the specific nodes and edges
involved in each quad. With Algorithm 1 we showed a routine that is capable
of computing all non-induced frequencies and listing all K4 while running in
O(a(G)2m) time, which is the asymptotically best known running time bound
for listing any induced quad. This implies that the total running time of our
approach matches the best known running time for quad census computation on
a graph level in sparse graphs [12]. In experiments we were able to show that the
simplicity of our system of equations in combination with this efficient algorithm
outperforms the currently best software to calculate the quad census. We point
out that Algorithm 1 can be parallelized with little effort and by following the
same technique our orbit aware quad census can be extended to directed graphs.
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Abstract. Social media users make decisions about what content to
post and read. As posted content is often visible to others, users are
likely to impose self-censorship when deciding what content to post. On
the other hand, such a concern may not apply to reading social media
content. As a result, the topics of content that a user posted and read
can be different and this has major implications to the applications that
require personalization. To better determine and profile social media
users’ topic interests, we conduct a user survey in Twitter. In this sur-
vey, participants chose the topics they like to post (posting topics) and
the topics they like to read (reading topics). We observe that users’ post-
ing topics differ from their reading topics significantly. We find that some
topics such as “Religion”, “Business” and “Politics” attract much more
users to read than to post. With the ground truth data obtained from
the survey, we further explore the discovery of users’ posting and read-
ing topics separately using features derived from their posted content,
received content and social networks.

1 Introduction

Social media platforms such as Facebook and Twitter connect millions of users
with very large social networks where they create, share and consume content.
With regards to content generation and consumption, social media users perform
essentially two main types of actions: posting and reading. Posting is a user
action that generates content. For example, tweeting, retweeting and replying
are the posting actions in Twitter. Reading, on the other hand, refers to content
consumption which often does not generate any public data trace. In social
media, some users post often. They are active users. Some other users prefer to
read content only. When users demonstrate reading as their only actions, they
are known as lurkers or silent users [9,20,24].

Users, active or silent, are individuals with topic interests. We call the topics
a user likes to post the posting topics and the topics a user likes to read the
reading topics. We postulate that posting topics are not the same as reading
topics. This is because, when posting content in social media, users select what

c© Springer International Publishing Switzerland 2016
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content to post, to whom the content is shared [1,10], and may practise self-
censorship when selecting and crafting the content [5,22]. In contrast, reading is
typically invisible to others. Users therefore have less worries about how other
people perceive them when reading online content. For example, a user interested
in politics is likely to read political news and discussions, but may choose not to
post political content to avoid unwanted disputes on some controversial issues.
In the extreme case, some users may become lurkers who only read but not post.

As discovering user topic interests is important in many applications such as
viral marketing, recommendation systems and targeted advertising [6,17,18], a
number of studies have focused on predicting users’ topic interests [7,19,23,26,
28]. While these studies contribute to the discovery of general topic interests of
users, they do not distinguish between the posting and reading topics. We believe
that differentiating user posting and reading topics is important to the above
personalization applications. An application (viral marketing, for example) that
requires users sharing information (e.g., news, products) with others should focus
on the posting topics. A targeted advertising, on the other hand, needs to dis-
cover reading topics so as to select the ads that users are likely to pay attention
to. To the best of our knowledge, the state of the art research has left out the
posting and reading topic consideration, which in turn motivates this work.

Research Objectives. Our research aims to answer the following research ques-
tions: (a) how different are posting and reading topics? (b) are there topics that
are more likely to be reading topics but not posting topics, and vice versa?
(c) can we predict posting and reading topics accurately, and finally (d) can we
predict lurkers’ reading topics accurately?

This paper seeks to answer the above questions by focusing on Twitter plat-
form and formulating two research goals. The first goal is to empirically study
the posting and reading topics of Twitter users. In particular, we invest sig-
nificant efforts in conducting a user survey involving 95 participants who are
requested to declare their posting and reading topics. Our analysis of the sur-
vey data shows that the topics users like to post can be significantly different
from the topics they like to read. We also find that “Politics”, “Religion” and
“Business” are some topics many users who like to read but not to post.

The second goal of this work seeks to discover user posting and reading topics.
This task has two main challenges. First, social media companies may record
user browsing history, but often do not make such data available to researchers.
The lack of reading behavior data is thus a major challenge for reading topic
discovery. Second, lurkers have very little posting behavior, and their reading
behavior is also not available. Discovering reading topics for lurkers – who are
potential customers and constitute a significant proportion of online users [9] –
then becomes another big challenge. To achieve our goal with the limited user
behavior data, we make use of users’ historical content and following networks
so as to develop different ranking strategies to rank user interested topics in
posting and reading. We evaluate them using the ground truth data obtained
from our survey. We find that predicting user reading topics can be as accurate
as predicting user posting topics. We also demonstrate that although predicting
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lurkers’ reading topics is harder than that of active users’, we can still predict
lurkers’ reading topics with reasonable accuracy.

2 Related Work

Posting behavior is a direct way for a user to express herself. Previous studies
have shown that social media users select what content to post and to whom
[1,5,10,22]. For example, Hampton et al. [10] found that people are less willing
to discuss a political issue in social media than in person, and people are less
likely to express their views online if they believe they have views different from
others. Some studies [5,22] showed that when selecting and crafting the content,
users may practise self-censorship. Das and Kramer [5] examined 3.9 million
Facebook users and found that 71 % of users exercised self-censorship to decide
what content to share. Similarly, Sleeper et al. [22] found that Facebook users
“thought about sharing but decided not to share”. These studies suggest that
users may not disclose their activities, emotions, opinions and topic interests
when posting in social media.

Reading behavior refers to user actions that consume content. Previous stud-
ies on user behavior have showed that social media users spend much more time
reading than posting [2,25]. Despite its prevalence, reading behavior has not
been studied extensively like posting behavior [12]. It is partly due to a lack
of publicly available data traces of user browsing history. Compared with post-
ing content, users enjoy a higher level of privacy when reading online content.
They can read content and choose not to share or discuss about it [20]. Thus,
social media users may show different opinions, personal values, personalities
and topic interests when come to posting and reading behaviors. However, ear-
lier studies often analyze social media users by considering their posting behavior
only [4,7,13,21,26], which may yield a biased understanding of the users. For
these reasons, we analyze and discover social media users’ topics interests by
considering both their posting and reading behaviors.

The closest work of ours is probably [15], which studied the difference between
user posting topics and the topics of user received content in Twitter. However,
as point out in [11], Twitter users typically receive large number of tweets and
are not likely to read them all. Thus in our case, we study the difference between
user posting topics and reading topics which are the topics that users actually
like to read.

3 Posting and Reading Topics

To assess the difference between Twitter user posting and reading topics, and
obtain the ground truth for evaluating the methods of discovering user posting
and reading topics, we conduct a user survey. In this section, we first describe
the procedure of this survey. Next, we analyze the survey data and present the
findings.
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3.1 Survey Procedure

Participants in the survey should have used Twitter for some time and have some
social connections. We thus require that all participants have their accounts for at
least 3 months and each participant at the point of survey follows at least 10 other
accounts and is followed by at least 5 other accounts. We sent a recruitment email
to all undergraduate students of a Singapore’s public university. We allowed both
lurkers and active users to participate in this survey. We finally obtained survey
results from 95 Twitter users including 49 protected accounts and 46 public
accounts. Each participant received 10 Singapore dollars incentive for completing
the survey.

In the survey, participants provided their Twitter account information1 and
activity data including how often they post (i.e., tweet) and how many tweets
they read per day. Participants also rated a set of 23 topics (See Table 1 in
Sect. 3.3) based on how much they like to post and read these topics. The possible
ratings are “Like”, “Somewhat Like”, and “Do Not Like”. We will describe how
this set of topics are derived at the end of this section (see Sect. 3.3).

We then crawled all participants’ tweets from March 1st to March 30th,
2015, their followers and followees using Twitter API. For the participants with
public accounts, we can crawl their information directly. To collect the protected
accounts’ information, we first created a special Twitter account following the
protected accounts and then crawled the protected accounts’ tweets and social
networks using the special account.

3.2 Survey Results and Findings

Twitter Use. Figure 1 shows Twitter posting and reading frequency distribu-
tion among the participants. In general, these participants read much more than
they tweet. To check the reliability of the survey data, we compared the user
declared posting frequency with the actual tweet history data from March 1st to
March 30th, 2015. Figure 1(a) shows very similar distributions between survey
data and tweet history data. It suggests that most of the participants provided
information that tally with their actual posting frequencies in Twitter.

Difference Between Posting and Reading Topics. Next, we examine the
difference between user posting and reading topics using our survey results. For
clarity, we organize this analysis around four questions. The first question is:
What are the popular posting and reading topics? Fig. 2 plots the posting and
reading topics’ popularity among the participants. A posting (reading) topic’s
popularity is the number of participants who like to post (read) the topic. We
observe that some topics are popular (or unpopular) for both posting and read-
ing. For example, “TV & Films” and “Music” are among the popular topics,

1 Twitter accounts are considered as personal identifiable information, so we can not
use Amazon Mechanical Turk (AMT) for conducting this survey. The restrictions of
using AMT: https://requester.mturk.com/help/faq#restrictions use mturk.

https://requester.mturk.com/help/faq#restrictions_use_mturk
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Fig. 3. Proportion of users who like to post/read a topic out of those who like to
read/post the same topic.

and “Cars” and “Gaming” are among the unpopular topics for both posting and
reading. Some topics have significant popularity difference between posting and
reading. For example, 48 participants like to read “Fitness” and only 28 partic-
ipants like to post it. On the other hand, 43 participants like to post “Quotes”
and 36 participants like to read it.

The second and third questions are: Do Twitter users like to post a topic if
they like to read it? And do Twitter users like to read a topic if they like to post
it? To answer them, we define the proportion of participants who like to post a
topic y given that they like to read it as P p

y = |Up
y ∩Ur

y |
|Ur

y | , where Up
y is the set of

participants who like to post topic y, and Ur
y is the set of participants who like

to read topic y. Similarly, the proportion of participants who like to read a topic
y given that they like to post it is calculated as P r

y = |Up
y ∩Ur

y |
|Up

y | . Figure 3(a) and
(b) show P p

y and P r
y respectively for the set of 23 topics.

Figure 3(a) shows that if a user likes to read a topic, on average, she would
post it with 0.6 probability as avgy(P p

y ) = 0.6. In contrast, the average proba-
bility of users liking to read topics which they like to post is significantly higher,
with avgy(P r

y ) = 0.8 (see Fig. 3(b)). In addition, P p
y varies largely between top-

ics compared to P r
y , as the standard deviations of P p

y and P r
y are 0.16 and 0.08

respectively. Particularly, only 32 % of users who like to read “Business” also
like to post it. Similarly, topics such as “Politics” and “Religion” also have low
P p

y (0.43 and 0.44). Topics such as “Gaming” and “Music” have much higher
P p

y (0.8 and 0.78). Such topics are more likely to be shared if users like to read
them.
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Our fourth question asks: how different are individual Twitter users’ posting
and reading topics? Suppose a user declares a set of posting topics πp and a set
of reading topics πr. We compute user posting and reading topic difference as
d = 1 − |πp∩πr|

|πp∪πr| , where |πp∩πr|
|πp∪πr| is the Jaccard coefficient of πp and πr. Jaccard

coefficient is commonly used to measure the similarity of two sets. Hence d
measures the difference between πp and πr. Both πp and πr can be defined by
either topics that are liked with at least the “Like” or “Somewhat Like” rating.

Figure 4(a) shows the distribution of the differences between user’s “Like”
posting topics and reading topics. Figure 4(b) shows the distribution of the dif-
ferences between user’s “Like” and “Somewhat Like” posting topics and reading
topics. As the mean differences of 0.5 and 0.28 are significantly larger than 0,
we conclude that users have different topic interests in posting and reading.

In summary, we demonstrate that topics are different in attracting users to
post and read and that for some topics such as “Business” and “Politics”, only
a small proportion of users who like to read them choose to post. We also show
that Twitter users’ posting topics are significantly different from their reading
topics.

3.3 Topics in Tweets

Now, we describe how we obtained the 23 topics to cover all or most of the topics
for our participants. We first crawled the tweets generated by a large number
of users. We started our crawling process by randomly selecting 434 seed users
from Singapore. We then crawled all their followees, who can be based anywhere.
In this way, we obtained 93,312 users. Among them, 81,171 users have public
accounts. We crawled the latest 200 tweets or whatever available from each
public user using Twitter API. Next, we selected the tweets that are posted
between Aug 25, 2014 and Nov 25, 2014, discarding tweets that are not written
in English, stop words in tweets, and users with less than 10 tweets. Finally, we
were left with 50,266 users and their more than 6.2 million tweets.

Next, we adopt T-LDA [28] to learn topics from these tweets. Zhao et al.
[28] showed that T-LDA can uncover topics in tweets better than several other
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Table 1. Topics and some related keywords.

Topics Some related keywords Topics Some related keywords

Arts Art, Artwork, @fineartamerica Adult Adult, Porn, Sex, Pornography

Books Journal, Book, Poet, Writer,

Author

Business Business, Economy, Finance, Oil

Cars F1, Formula, Driver, BMW, Car Deals Chance, Deals, Contest, Cashback

Education Education, Library, Publish Food Food, Cook, Recipe, Restaurant

Fitness,

Health

Fitness, Health, Workout, Gym,

Muscle, Weight, Training,

Treatment

Fashion Fashion, #ootd, #nyfw, Carpet,

Dress, Collection, Beauty, Style

Gaming Game, Xbox, PS4, Gaming, Dota,

League

Jokes,

Funny

Funny, Joke, Humor, LOL, Humour,

Fun

Music Music, #mtvstars, Concert, kpop Quotes Quote, Happiness, Positive

Personal

activity

Eating, Super, God, Hell,

Moment, Feeling, Asleep,

Weather

Politics Politics, Obama, War, Immigration,

Election, Congress, Minister,

Military

Religion Religion, Lord, Buddhism,

Christain

Sports Sports, Basketball, NBA, Football,

Goal

Technology,

Science

Technology, Tech, Google, Apple,

Mobile, NASA, Science, Solar,

Comet, Earth

Twitter Twitter, Followers, Unfollowers,

Fustunfollow, Unfollowed

TV & Films TV, Movie, Trailer, Plot, IMDb Travel Travel, Tour, Vacation, Hotel, Island

Video Video, Youtuber, Youbube,

Viewer

LDA based methods. We call the topics generated by T-LDA the L-topics.
In T-LDA, each L-topic is represented as a word distribution. We manually
read the word distribution and then assigned a topic name to it. For example,
a L-topic with top words: collection, fashion, dress, wearing, and makeup was
assigned the topic name “Fashion”. We manually checked all the L-topics gener-
ated with the number of L-topics K ′ = 20, 30, 40, 50 and 60. Note that multiple
L-topics may be assigned with the same topic name and L-topics without clear
topic may not be assigned with topic names. We finally obtained the 23 top-
ics used in our survey, i.e., Y = {y1, y2, . . . , yT } where T = 23. For each topic
yt ∈ Y , we manually selected a set of keywords γyt

from the top words in each
of the L-topics that are assigned as yt. Table 1 shows the 23 topics and some
related keywords.

4 Posting and Reading Topic Discovery

Another goal of this work is to discover user posting and reading topics. We con-
sider this problem as a form of ranking problem: we use ranking strategies to
rank topics and aim to give user interested topics higher ranks and uninterested
topics lower ranks. A ranking strategy takes certain information (e.g., content
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and following networks) of a user as input and outputs a topic ranking for her.
We define some notations first for easy reading. Let Y = {y1, y2, . . . , yT } be a
set of topics to be ranked. A ranking σ is a bijection from {y1, y2, . . . , yT } to
itself. We use σ(yt) to denote the rank or position given to topic yt, σ−1(k) to
denote the topic at the k-th position, σ−1(1...k) to denote the set of topics in
the top k positions, and π to represent a set of ground truth posting or reading
topics according to which type of topic interests we want to discover.

To evaluate a ranking strategy on a set of testing users Utest, we use mea-
surer mean average precision at position n (MAP@n) which is a common way
to measure rankings. In our case, n represents the number of top ranking top-
ics chosen as the predicted topics. For example, if n = 5, then we will use
σ−1(1...5) as the predicted topics. To calculate MAP@n for Utest, we first cal-
culate average precision at position n (ap@n) for each user in Utest: ap@n =∑n

k=1 P (k)

n where P (k) represents the precision at the cut-off k topics in the

ranking, i.e., P (k) = |σ−1(1..k)∩π|
k if σ−1(k) ∈ π, otherwise, P (k) = 0. The

MAP@n for Utest is the average of the average precision of each user, i.e.,
MAP@n =

∑
u∈Utest

apu@n

|Utest| .
The rest of this section is organized as follows. First, we present three different

ranking strategies: Popularity, Content, and Followee-Expertise. Each ranking
strategy takes different information of a user for posting or reading topic dis-
covery. Next, we propose a model that learns to combine rankings determined
from different strategies. Finally, we show the performance of discovering user
posting and reading topics.

4.1 Ranking Strategies

Popularity. Popularity strategy ranks posting and reading topics according to
their popularity. We call the Popularity strategy Post-Popularity (Read-
Popularity) if we aim to discover posting topics (reading topics). The intuition
of Popularity strategy is that users are likely to be interested in popular topics.
The popularity of each posting or reading topic is obtained from a set of training
users Utrain. Let π(u) be the set of ground truth posting or reading topics for
user u. For each topic y ∈ Y , we obtain its popularity measured by the number
of training users interested in y, i.e., |{u|y ∈ π(u), u ∈ Utrain}|. We then rank
the topics by their popularity.

Content. A user related content can be tweets posted by herself or received
from her followees. The posted tweets are the content she likes to share. The
received tweets include the content she likes to read. We therefore have two
ranking strategies based on posted content and received content to predict user
posting and reading topics respectively. They are Posted-Content and Received-
Content strategies respectively. User posted and received content is commonly
used for topic discovery [23,26,27]. The intuition of the Content strategies is
that users are likely to be interested in the topics that their posted and received
content is associated with.
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The Content strategies rank topics as follows. We first obtain tweets from a
set of users including the users whose topic interests we aim to infer and their
followees. We then use T-LDA to generate all users’ L-topic distributions from
their content. Recall that to differentiate the topics learned by T-LDA from the
topics to be ranked (Y ), we call the former the L-topics X = {x1, x2, . . . , xK}.

Next, we map L-topics in X to topics in Y . For each topic yt ∈ Y , we have
defined a set of related keywords, i.e., γyt

. Each L-topic xk ∈ X is represented as
a word distribution. We empirically use the top 30 words in the distribution as
xk’s keywords, i.e., γxk

. We then find a topic ytk
for xk such that they share the

most common keywords, i.e., ytk
= arg maxyt

|γxk
∩γyt

|. In this way, we can map
every L-topic xk to a topic ytk

. It is possible to have multiple L-topics mapped
to one topic in Y .

Finally, with the mapping from X to Y , we determine user topic distribu-
tion as follows. From T-LDA, each user is assigned a L-topic distribution, i.e.,
〈l1, l2, . . . , lK〉 where lk represents how likely the user is interested in xk. For each
yt ∈ Y , we obtain the likelihood that the user is interested in yt by summing
up lk for xk’s that are mapped to yt, i.e., zt =

∑
tk=t lk. Thus we obtain a topic

distribution 〈z1, z2, . . . , zT 〉 for this user. The Content ranking strategy returns
the topics according to their topic ordering in 〈z1, z2, . . . , zT 〉.
Followee-Expertise. A user’s choice of following other users can reveal her
reading topic interests. We particularly focus on followees who are well known
to be associated with topics. These users are known as topic experts [8]. For
example, if a Twitter account is well known to post content related to sports
events, then this account is an expert in topic “Sports”. The topic a user is well
known to be associated with is her topic expertise or expertise. When a user has
an expertise, it is likely to be followed by other users interested in that expertise.
For example, if a user likes sports, she may follow sports news accounts or
stars whose expertise is “Sports”. Thus, the intuition behind Followee-Expertise
strategy is that a user is likely to be interested in reading a topic if many of her
followees have expertise in that topic [3].

We adopt a method proposed in [8] to obtain followees with expertise. This
method exploits the List feature of Twitter. In Twitter, users can create lists
to organize their followees. Each list has a name given by the user who created
this list. Some list names do not carry any meaning (e.g., “list #2”). Some list
names show the social relationships of the members (e.g., “family”). There are
also many list names that reveal the members’ expertise (e.g., “music”).

We therefore make use of list names to obtain followees with expertise. First,
we crawled the number of lists each followee is member of and the names of the
lists. The users who are member of only very few lists are usually not well known
and these lists are usually for social purpose. We therefore only included those
followees who appear in at least 10 lists. For our survey participants, we obtained
15,395 followees. 8,601 of them are public users. Among the 8,601 followees,
43 percent of them appear in at least 10 lists. As Twitter API has rate limits,
we collected at most 1000 lists per followee. Next, for each followee, we removed
the stop words from the names of the lists she is member of and chose at most 20
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top frequent words that appear in the names. We use β(f) to denote the chosen
words for followee f . Finally, to know f ’s expertise, we again utilize the keywords
from each topic in Y : f ’s expertise is y(f) ∈ Y if β(f) and y(f)’s related keyword
set γy(f) share the most number of words, i.e., y(f) = arg maxy|β(f) ∩ γy|. For
example, for account @latimessports, we obtained β(@latimessports) = {sports,
news, media, lakers, nfl, baseball, . . .}, and the topic expertise is “Sports”.

For a user whose reading topics are to be predicted, we use the above way
to derive a set of her followees with expertise, i.e., F e. Each followee f ∈ F e has
an expertise y(f). Followee-Expertise ranks topic y ∈ Y in higher position than
y′ ∈ Y , if the number of followees with expertise y is larger than the number of
followees with expertise y′, i.e., |{f |y(f) = y, f ∈ F e}| > |{f |y(f) = y′, f ∈ F e}|.
For example, if a user follows 8 accounts with expertise “Sports”, 4 accounts with
“Politics” and 10 accounts with “Music”, then the user’s reading topic ranking
is “Music”, “Sports” and “Politics”.

4.2 Learning to Combine Rankings

The above three ranking strategies utilize different information to infer users’
posting or reading topic rankings. It is possible that different ranking strategies
can complement each other so as to achieve better performance [16]. We therefore
propose a model that learns to combine rankings generated from different ranking
strategies.

We are given a set of training users Utrain that we wish to uncover their
posting or reading topics. For each user, we have a collection of rankings which
are generated by different ranking strategies. We use σ

(u)
i to represent the i-th

ranking for user u. Remember that we use π(u) to denote the set of ground truth
topics for user u. We have Posted-Content and Post-Popularity strategies for
predicting posting topics, and Received-Content, Read-Popularity, and Followee-
Expertise strategies for predicting reading topics.

For the i-th ranking strategy, we define a set of parameters wi = {wi1,wi2, . . . ,
wiT } where wit represents how important the topic at position t is in the i-
th ranking strategy and 0 < wit < 1. We then combine user u’s rankings as
follows: for each topic y ∈ Y , we obtain its overall (or combined) importance by
summing up the topic y’s importance in all ranking strategies, i.e.,

∑
i w

iσ
(u)
i (y)

where σ
(u)
i (y) represents the rank assigned to y by the i-th ranking for user u.

We then can re-rank all the topics based on their overall importance, and get a
combined ranking φ(u) for user u.

A good combined ranking φ(u) should rank the topics from ground truth top-
ics π(u) in front positions. Thus the topics in π(u) should be much more important

than the other topics. This means we need

∑
y∈π(u)

∑
i w

iσ
(u)
i

(y)
∑

y∈Y

∑
i w

iσ
(u)
i

(y)

to be close to 1.

In other words, we want the total importance of the user interested topics (the
numerator) to be close to the total importance of all topics (the denominator).



24 W. Gong et al.

We then can write our model as follows. We minimize the following function:

F (w) =
1

2|Utrain|
∑

u∈Utrain

(1 −
∑

y∈π(u)
∑

i w
iσ

(u)
i

(y)
∑

y∈Y

∑
i w

iσ
(u)
i

(y)

)
2 (1)

To simplify the representation, we can rewrite F (w) as F (w) = 1
2|Utrain|

∑
u∈Utrain

(1−
∑

i

∑
t a

(u)
it wit∑

i

∑
t wit

)2 where a
(u)
it equals to 1 if there exists a topic y ∈ π(u)

such that σ
(u)
i (y) = t. Otherwise, a

(u)
it equals to 0.

In order to ensure wit falls within (0, 1), we transform it using logistic func-
tion: wit = 1

1+e−θit
. Thus, instead of learning w, we learn θ. To avoid overfitting,

we add a regularization term to our objective function.
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where wit = 1
1+e−θit

and λ is a control of the fitting parameters θ. As F is not
convex, in order to improve the chances of finding a global minimum, a common
strategy is to use gradient descent with random restart, which performs gradi-
ent descent many times (e.g., 100 times) with randomly chosen initial points,
and selects the locally optimized point with the lowest F value. We write the
derivative of F of θjv:

∂
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The update rule is θjv := θjv −α ∂
∂θjv

F (θ), where α is the learning rate. After
we learn θ and then obtain parameter wi for each ranking strategy i, we can get
the combined ranking for user u by computing the overall importance for each
topic y using

∑
i w

iσ
(u)
i (y)

.

4.3 Results of Posting and Reading Topic Discovery

We use the ground truth topics obtained from our survey to evaluate the ranking
strategies. All the following results are the average MAP by repeating 5-fold
cross-validation 10 times. We empirically set λ = 0.1 and α = 20.

Posting Topic Discovery. We use 69 participants who posted no less than 5
tweets from March 1st to March 30th, 2015 for this part of evaluation, and the
remaining users are considered as lurkers who mainly focus on reading. We apply
Posted-Content and Post-Popularity to predict user posting topics. Table 2 shows
the performance of these two ranking strategies and the performance of the
combined rankings. To determine the significance of results, we use the randomly
shuffled topics (i.e., the Random predictor) as baseline. In the Table, n represents
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Table 2. Performance (MAP@n) of posting topic discovery.

Random Posted-content Post-popularity Combined

Like n = 3 0.22 0.38 0.55 0.58

n = 5 0.2 0.31 0.48 0.51

n = 7 0.18 0.31 0.50 0.52

Like and
somewhat like

n = 3 0.49 0.65 0.85 0.86

n = 5 0.46 0.57 0.79 0.80

n = 7 0.44 0.55 0.76 0.76

the number of topics that are chosen as the predicted topics. “Like” means that
we use the topics that a user likes to post as the ground truth topics, and “Like
and Somewhat Like” means that we use the topics that a user rates “Like” or
“Somewhat Like” as the ground truth topics.

We observe firstly that all our ranking strategies yield performance signif-
icantly better than Random. Secondly, Post-Popularity performs much better
than Posted-Content. One possible reason is that inferring topics from tweets
is still a challenging problem as tweets are short and people use many infor-
mal and idiosyncratic words in tweets [14]. The performance of Post-Popularity
shows that there are some “universal” posting topics such as “TV & Films” and
“Music”. Finally, the combined ranking method achieves the best performance.

Reading Topic Discovery. We use all the survey participants in reading topic
discovery evaluation. Table 3 shows the performance of Received-Content, Read-
Popularity and Followee-Expertise and their combined rankings. We summarize
our observations as follows. First, all our ranking strategies perform significantly
better than Random. Secondly, compared with Read-Popularity and Followee-
Expertise, Received-Content does not predict user reading topics well. One pos-
sible reason is the difficulty of inferring topics in tweets. Another possible reason
is that Twitter users are only interested in a subset of tweets they received.
Thirdly, Followee-Expertise, an unsupervised method, mostly performs better
than Read-Popularity. Fourthly, again, the combined ranking can achieve the
best performance. Lastly, comparing Tables 2 and 3, we notice that reading topic
discovery can achieve comparable performance as posting topic discovery, which
suggests that although we do not have user reading behavior data traces, we can
still predict user reading topics with reasonable accuracy.

Reading Topic Discovery for Lurkers. In order to see how well we can
predict lurkers’ reading topics, we divide the testing users into lurker group and
active user group. The lurker group consists of the users who post less than 5
tweets from March 1st to March 30th, 2015 and the remaining users belong to the
active user group. Figure 5 shows the performance of predicting reading topics
for lurkers and active users. We set n = 5 and the ground truth topics are the
“Like” topics. Other settings have consistent findings. We first observe that all
our methods perform much better than Random for both lurker and active user
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Table 3. Performance (MAP@n) of reading topic discovery.

Random Received-
content

Read-
popularity

Followee-
expertise

Combined

Like n = 3 0.29 0.39 0.50 0.52 0.56

n = 5 0.25 0.34 0.41 0.43 0.48

n = 7 0.22 0.33 0.41 0.42 0.46

Like and
somewhat
like

n = 3 0.61 0.71 0.82 0.86 0.87

n = 5 0.60 0.66 0.78 0.79 0.80

n = 7 0.57 0.65 0.78 0.77 0.80

Lurkers Active Users

M
A

P

0.2

0.3

0.4

0.5

0.6 Random
Received-Content
Read-Popularity
Followee-Expertise
Combined

Fig. 5. Performance of predicting lurkers and active users’ reading topics.

groups. Secondly, overall, predicting active users’ reading topics is easier than
predicting lurkers’. Thirdly, Read-Popularity does not perform well for lurkers.
It shows that compared with active users, lurkers are less likely to pay attention
to the popular reading topics. Lastly, we find that Followee-Expertise performs
best for the lurker group. Thus, using only this unsupervised method, we can
achieve promising prediction results for lurkers.

5 Discussion and Conclusion

One of the main contributions of this work is to show that social media users’
posting topics are different from their reading topics. We also observe that topics
are different in attracting people to post and to read. For example, users seem
to have less concerns when posting topics such as “TV & Films” and “Music”.
However, for topics such as “Adult”, “Religion”, “Politics” and “Business”, many
users who are interested in reading them do not share them in Twitter. Our
findings imply that to measure the popularity of a tweet or an event, we need to
consider its topic. For example, if a tweet is about “Politics”, then the number
of users sharing it could possibly underestimate its popularity or influence.

Our work also contributes to the prediction of users’ posting and reading
topics. We have evaluated the prediction performance using different ranking
strategies. We demonstrated that predicting reading topics can achieve similar
performance as predicting posting topics, although the reading content is not
observed. We also showed that we can predict lurkers’ reading topics using the
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topic experts among the lurkers’ followees. Posting and reading topics can be
useful in different practical scenarios. For example, posting topics can be used
to predict if users will share an event or product. Users’ reading topics can be
used to predict if they will pay attention to an advertisement.

In the future work, we could examine and compare the differences between
posting and reading topics for a much larger user community and in other social
media platforms such as Facebook. Another future direction is to study users’
views and opinions when they are interested in certain topics but do not share
them, and the context which encourages people to speak up.
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Abstract. One of the most used measures of the economic health of a
nation is the Gross Domestic Product (GDP): the market value of all
officially recognized final goods and services produced within a country
in a given period of time. GDP, prosperity and well-being of the citizens
of a country have been shown to be highly correlated. However, GDP
is an imperfect measure in many respects. GDP usually takes a lot of
time to be estimated and arguably the well-being of the people is not
quantifiable simply by the market value of the products available to
them. In this paper we use a quantification of the average sophistication
of satisfied needs of a population as an alternative to GDP. We show that
this quantification can be calculated more easily than GDP and it is a
very promising predictor of the GDP value, anticipating its estimation
by six months. The measure is arguably a more multifaceted evaluation
of the well-being of the population, as it tells us more about how people
are satisfying their needs. Our study is based on a large dataset of retail
micro transactions happening across the Italian territory.

1 Introduction

Objectively estimating a country’s prosperity is a fundamental task for modern
society. We need to have a test to understand which socio-economic and political
solutions are working well for society and which ones are not. One such test is
the estimation of the Gross Domestic Product, or GDP. GDP is defined as the
market value of all officially recognized final goods and services produced within
a country in a given period of time. The idea of GDP is to capture the average
prosperity that is accessible to people living in a specific region.

No prosperity test is perfect, so it comes as no surprise to reveal that GDP
is not perfect either. GDP has been harshly criticised for several reasons [1].
We focus on two of these reasons. First: GDP is not an easy measure to esti-
mate. It takes time to evaluate the values of produced goods and services, as to
evaluate them they first have to be produced and consumed. Second: GDP does
c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 29–42, 2016.
DOI: 10.1007/978-3-319-28361-6 3
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not accurately capture the well-being of the people. For instance income inequal-
ity skews the richness distribution, making the per capita GDP uninteresting,
because it does not describe the majority of the population any more. Moreover,
arguably it is not possible to quantify well-being just with the number of dollars
in someone’s pocket: she might have dreams, aspirations and sophisticated needs
that bear little to no correlation with the status of her wallet.

In this paper we propose a solution to both shortcomings of GDP. We intro-
duce a new measure to test the well-being of a country. The proposed measure
is the average sophistication of the satisfiable needs of a population. We are
able to estimate such measure by connecting products sold in the country to the
customers buying them in significant quantities, generating a customer-product
bipartite network. The sophistication measure is created by recursively correct-
ing the degree of each customer in the network. Customers are sophisticated if
they purchase sophisticated products, and products are sophisticated if they are
bought by sophisticated customers. Once this recursive correction converges, the
aggregated sophistication level of the network is our well-being estimation.

The average sophistication of the satisfiable needs of a population is a good
test of a country’s prosperity as it addresses the two issues of GDP we discussed.
First, it shows a high correlation with the GDP of the country, when shifting
the GDP by two quarters. The average sophistication of the bipartite network is
an effective nowcasting of the GDP, making it a promising predictor of the GDP
value the statistical office will release after six months. Second, our measure
is by design an estimation of the sophistication of the needs satisfied by the
population. It is more in line with a real well-being measure, because it detaches
itself from the mere quantity of money circulating in the country and focuses
closely on the real dynamics of the population’s everyday life.

The analysis we present is based on a dataset coming from a large retail
company in Italy. The company operates ∼ 120 shops in the West Coast in Italy.
It serves millions of customers every year, of which a large majority is identifiable
through fidelity cards. We analyze all items sold from January 2007 to June 2014.
We connect each customer to all items she purchased during the observation
period, reconstructing 30 quarterly bipartite customer-product networks. For
each network, we quantify the average sophistication of the customers and we
test its correlation with GDP, for different temporal shift values.

2 Related Work

Nowcasting is a promising field of research to resolve the delay issues of GDP.
Nowcasting has been successfully combined with the analysis of large datasets
of human activities. Two famous examples are Google Flu trends [2] and the
prediction of automobile sales [3]. Social media data has been used to nowcast
employment status and shocks [4,5]. Such studies are not exempt from criticisms:
[6] proved that nowcasting with Google queries alone is not enough and the data
must be integrated with other models. Nowcasting has been already applied to
GDP too [7], however the developed model uses a statistical approach that is
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intractable for a high number of variables, thus affecting the quality of results.
Other examples can be found focusing on the Eurozone [8], or on different targets
such as poverty risk [9] and income distribution [10].

Our proposal of doing GDP nowcasting using retail data is based on the
recent branch of research that considers markets as self-organizing complex sys-
tems. In [11], authors model the global export market as a bipartite network,
connecting the countries with the products they export. Such structure is able
to predict long-term GDP growth of a country. This usage of complex networks
has been replicated both at the macro economy level [12] and at the micro level
of retail [13]. At this level, in previous work we showed that the complex sys-
tem perspective still yields an interesting description of the retail dynamics [14].
We defined a measure of product and customer sophistication and we showed its
power to explain the distance travelled by customers to buy the products they
need [15], and even their profitability for the shop [16]. In this work, we borrow
these indicators and we use them to tackle the problem of nowcasting GDP. An
alternative methodology uses electronic payment data [17]. However in this case
the only issue addressed is the timing issue, but no attempt is made into making
the measure more representative of the satisfaction of people’s needs.

The critiques to GDP we mentioned have resulted in the proliferation of alter-
native well-being indicators. We mention the Index of Sustainable Economic
Welfare (ISEW), the Genuine Progress Indicator (GPI) [18] and the Human
Development Index (HDI)1. A more in depth review about well-being alterna-
tives is provided in [19]. These indicators are designed to correct some shortcom-
ings of GDP, namely incorporating sustainability and social cost. However, they
are still affected by long delays between measurements and evaluation. They are
also affected by other criticisms: for instance, GPI includes a list of adjustment
items that is considered inconsistent and somewhat arbitrary. Corrections have
been developed [20], but so far there is no final reason to prefer them to GDP
and thus we decide to adhere to the standard and we consider only the GDP
measure, and we remark that no alternative has addressed the two mentioned
issues of GDP in a universally recognized satisfactory way.

3 Data

Our analysis is based on real world data about customer behaviour. The dataset
we used is the retail market data of one of the largest Italian retail distribution
companies. The dataset has been already presented in previous works [15,16]
and we refer to those publications for an in-depth description of our cleaning
strategy. We report here when we perform different operations.

The dataset contains retail market data in a time window spanning from
Jan 1st, 2007 to June, 30th 2014. The active and recognizable customers are
∼ 1M. The stores of the company cover the West Coast of Italy. We aggregated
the items sold using the Segment classification in the supermarket’s marketing
hierarchy. We end up with ∼ 4, 500 segments, to which we refer as products.
1 http://hdr.undp.org/en/statistics/hdi.

http://hdr.undp.org/en/statistics/hdi
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At this point we need to define the time granularity of our observation period.
We choose to use a quarterly aggregation mainly because we want to compare
our results with GDP, and GDP assumes a better relevance in a quarterly aggre-
gation. For each quarter, we have ∼ 500 k active customers.

Since our objective is to establish a correlation between the supermarket
data and the Gross Domestic Product of Italy, we need a reliable data source
for GDP. We rely on the Italian National Bureau of Statistic ISTAT. ISTAT
publishes quarterly reports about the status of the Italian country under several
aspects, including the official GDP estimation. ISTAT is a public organization
and its estimates are the official data used by the Italian central government.
We downloaded the GDP data from the ISTAT website2.

Fig. 1. The geographical distribution of observed customers (yellow dots) and shops
(blue dots) in the territory of Italy (Color figure online).

Figure 1 shows that the observed customers cover the entire territory of Italy.
However, the shop distribution is not homogeneous. Shops are located in a few
Italian regions. Therefore, the coverage of these regions is much more signifi-
cant, while customers from other regions usually shop only during vacation peri-
ods in these regions. Our analysis is performed on national GDP data, because
regional GDP data is disclosed only with a yearly aggregation. However, the
correlation between national GDP and the aggregated GDP of our observed
regions (Tuscany, Lazio and Campania) during our observation period is 0.95
(p < 0.001). This is because Italy has a high variation on the North-South
axis, which we cover, while the West-East variation, which we cannot cover, is
very low.
2 http://dati.istat.it/Index.aspx?lang=en&themetreeid=91, date of last access:

September 23rd, 2015.

http://dati.istat.it/Index.aspx?lang=en&themetreeid=91
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4 Methodology

In this section we present the methodology implemented for the paper. First, we
present the algorithm we use to estimate the measure of sophistication (Sect. 4.1).
Second, we discuss the seasonality issues (Sect. 4.2).

4.1 Sophistication

The sophistication index is used to objectively quantify the sophistication level
of the needs of the customers buying products. We introduced the sophistication
index in [15], which is an adaptation from [11], necessary to scale up to large
datasets. We briefly report here how to compute the customer sophistication
index, and we refer to the cited papers for a more in-depth explanation.

The starting point is a matrix with customers on rows and products on the
columns. This matrix is generated for each quarter of each year of observation.
Each cell contains the number of items purchased by the customer of the prod-
uct in a given quarter (e.g. Q1 of 2007, Q2 of 2007 and so on). We then have
30 of such matrices. The matrices are already very sparse, with an average fill
of 1.4% (ranging from 33 to 37 million non zero values). Our aim is to increase
the robustness of these structures, by constructing a bipartite network connect-
ing customers exclusively to the subset of products they purchase in significant
quantities. Figure 2 provides a simple depiction of the output bipartite network.

Fig. 2. The resulting bipartite network connecting customers to the products they buy
in significant quantities.

To filter the edges, we calculate the Revealed Comparative Advantage (RCA,
known as Lift in data mining [21]) of each product-customer cell [22], following
[11]. Given a product pi and a customer cj , the RCA of the couple is defined as
follows:

RCA(pi, cj) =
X(pi, cj)
X(p∗, cj)

(
X(pi, c∗)
X(p∗, c∗)

)−1

,

where X(pi, cj) is the number of pi bought by cj , X(p∗, cj) is the number of
products bought by cj , X(pi, c∗) is the total number of times pi has been
sold and X(p∗, c∗) is the total number of products sold. RCA takes values
from 0 (when X(pi, cj) = 0, i.e. customer cj never bought a single instance
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of product pi) to +∞. When RCA(pi, cj) = 1, it means that X(pi, cj) is
exactly the expected value under the assumption of statistical independence,
i.e. the connection between customer cj and product pi has the expected weight.
If RCA(pi, cj) < 1 it means that the customer cj purchased the product pi
less than expected, and vice-versa. Therefore, we keep an edge in the bipar-
tite network iff its corresponding RCA is larger than 1. Note that most edges
were already robust. When filtering out the edges, we keep 93% of the original
connections.

The customer sophistication is directly proportional to the customer’s degree
in the bipartite network, i.e. with the number of different products she buys. Dif-
ferently from previous works [15] that used the traditional economic complexity
algorithm [11], in this work we use the Cristelli formulation of economic com-
plexity [23]. Note that the two measures are highly correlated. Therefore, in the
context of this paper, there is no reason to prefer one measure over the other,
and we make the choice of using only one for clarity and readability.

Consider our bipartite network G = (C,P,E) described by the adjacency
matrix M |C|×|P |, where C are customers and P are products. Let c and p be
two ranking vectors to indicate how much a C-node is linked to the most linked
P -nodes and, similarly, P -nodes to C-nodes. It is expected that the most linked
C-nodes connected to nodes with high pj score have an high value of ci, while the
most linked P -nodes connected to nodes with high ci score have an high value
of pj . This corresponds to a flow among nodes of the bipartite graph where the
rank of a C-node enhances the rank of the P -node to which is connected and
vice-versa. Starting from i ∈ C, the unbiased probability of transition from i to
any of its linked P -nodes is the inverse of its degree c

(0)
i = 1

ki
, where ki is the

degree of node i. P -nodes have a corresponding probability of p
(0)
j = 1

kj
. Let n

be the iteration index. The sophistication is defined as:

c
(n)
i =

|P |∑

j=1

1
kj

Mijp
(n−1)
j ∀i p

(n)
j =

|C|∑

i=1

1
ki

Mijc
(n−1)
i ∀j

These rules can be rewritten as a matrix-vector multiplication

c = M̄p p = M̄T c (1)

where M̄ is the weighted adjacency matrix. So, like previously we have

c(n) = M̄M̄T c(n−1) p(n) = M̄T M̄p(n−1)

c(n) = Cc(n−1) p(n) = Pp(n−1)

where C(|C|×|C|) = M̄M̄T and P(|P |×|P |) = M̄T M̄ are related to x(n) = Ax(n−1).
This makes sophistication solvable using the power iteration method (and it is
proof of convergence). Note that this procedure is equivalent to the HITS ranking
algorithm, as proved in [24].

At the end of our procedure, we have a value of customer and product sophis-
tication for each customer for each quarter. For the rest of the section we focus
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Fig. 3. The customer sophistication distributions per quarter and per year. Each plot
reports the probability (y axis) of a customer to have a given sophistication value
(x axis), from quarter 1 to quarter 4 (left to right) for each year.

on customer sophistication for space reasons. Each customer is associated with a
timeline of 30 different sophistications. The overall sophistication is normalized
to take values between 0 and 1. Figure 3 shows the distribution of the customer
sophistication per quarter and per year. We chose to aggregate the visualiza-
tion by quarter because the same quarters are similar across years but different
within years, due to seasonal effects.

Fig. 4. The different values taken by the fit parameters across the observation period
for the sophistication distribution.

Figure 3 shows that the sophistication distribution is highly skewed.
We expect it to be an exponential function: by definition the vast majority of the
population is unsophisticated and highly sophisticated individuals are an elite.
The fit function cannot be a power-law because the different levels of sophis-
tication for least to most sophisticated do not span a sufficiently high number
of orders of magnitude. We fitted a function of the form f(x) = γ + β × αx

for each quarterly snapshot of our bipartite networks. Figure 4 reports the evo-
lution of the fit parameters α, β and γ. The figure shows that the fit function
is mostly stable over time. The fits have been performed using ordinary least
squares regression.

To prove the quality of our sophistication measure in capturing need sophis-
tication, we report in Table 1 a list of the top and bottom sophisticated products,
calculated aggregating data from all customers. Top sophisticated products are
non daily needed products and are usually non-food. The least complex products
are food items. Being Italian data, pasta is the most basic product.
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Table 1. The most and least sophisticated products in our dataset.

SOP rank Product

1 Cosmetics

2 Underwear for men

3 Furniture

4 Multimedia services

5 Toys

. . . . . .

−5 Fresh Cheese

−4 Red Meat

−3 Spaghetti

−2 Bananas

−1 Short Pasta

4.2 Seasonality

Both GDP and the behavior of customers in the retail market are affected by
seasonality. Different periods of the year are associated with different economic
activities. This is particularly true for Italy in some instances: during the month
of August, Italian productive activities come to an almost complete halt, and the
country hosts its peak tourist population. The number and variety of products
available in the supermarket fluctuates too, with more fruit and vegetables avail-
able in different months, or with Christmas season and subsequent sale shocks.

A number of techniques have been developed to deal with seasonal changes
in GDP. One of the most popular seasonal adjustments is done through the
X-13-Arima method, developed by the U.S. Census Bureau [25]. However, we are
unable to use this methodology for two reasons. First, it requires an observation
period longer than the one we are able to provide in this paper. Second, the
methodologies present in literature are all fine-tuned to specific phenomena that
are not comparable to the shopping patterns we are observing. Thus we cannot
apply them to our sophistication timelines. Given that we are not able to make
a seasonal adjustment for the sophistication, we chose to not seasonally adjust
GDP too. We acknowledge this as a limitation of our study and we leave the
development of a seasonal adjustment for sophistication as a future work.

5 Experiments

In this section we test the relation between the statistical properties of the bipar-
tite networks generated with our methodology and the GDP values of the coun-
try. We first show the evolution of aggregated measures of expenditure, number
of items, degree and sophistication along our observation period. We then test
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the correlation with GDP, with various temporal shifts to highlight the potential
predictive power of some of these measures.

Before showing the timelines, we describe our approach for the aggregation of
the properties of customers. The behavior of customers is highly differentiated.
We already shown that the sophistication distribution is highly skewed and best
represented as an exponential function. The expenditure and the number of items
purchased present a skewed distribution among customers: few customers spend
high quantities of money and buy many items, many customers spend little
quantities of money and buy few items. For this reason, we cannot aggregate
these measures using the average over the entire distribution, as it is not well-
behaved for skewed values. To select the data we use the inter-quantile range,
the measure of spread from the first to the third quantile. In practice, we trim
the outliers out of the aggregation and then we compute the average, the Inter-
Quartile Mean, or “IQM”. The IQM is calculated as follows:

xIQM =
2
n

3n
4∑

i=n
4 +1

xi

assuming n sorted values.
Also note that all the timelines we present have been normalized. All variables

take values between zero and one, where zero represents the minimum value
observed and one the maximum. As for the notation used, in the text and in the
captions of the figures we use the abbreviations reported in Table 2.

Table 2. The abbreviations for the measures used in the experiment section.

Abbreviation Description

IQM Inter-Quartile Mean

GDP Gross Domestic Product

EXP IQM of the total expenditure per customer

PUR IQM of the total number of items purchased per customer

C-DEG IQM of the number of products purchased in significant quantities
(i.e. the bipartite network degree) per customer

P-DEG IQM of the number of customers purchasing the product in
significant quantities (i.e. the bipartite network degree)

C-SOP IQM of the sophistication per customer

P-SOP IQM of the sophistication per product

The first relation we discuss is between GDP and the most basic customer
variables. Figure 5 depicts the relation between GDP and the IQM expenditure
(left), and GDP and IQM of number of items purchased (right). Besides the
obvious seasonal fluctuation, we can see that the two measures are failing to
capture the overall GDP dynamics. GDP has an obvious downward trend, due
to the fact that our observation window spans across the global financial crisis,
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Fig. 5. The relation between GDP and IQM customer expenditure (left) and IQM
number of items purchased (right).

which hit Italy particularly hard starting from the first quarter of 2009. However,
the average expenditure in the observed supermarket has not been affected at all.
Also the number of items has not been affected. If we calculate the corresponding
correlations, we notice a negative relationship which, however, fails to pass a
stringent null hypothesis test (p > 0.01).

Fig. 6. The relation between GDP and IQM customer (left) and product (right)
sophistication.

Turning to our sophistication measure, Fig. 6 depicts the relation between
GDP and our complex measures of sophistication. On the left we have the mea-
sure of customer sophistication we discussed so far. We can see that the alignment
is indeed not perfect. However, averaging out the seasonal fluctuation, customer
sophistication captures the overall downward trend of GDP. The financial crisis
effect was not only a macroeconomic problem, it also affected the sophistication
of the satisfiable needs of the population. Note that, again, we have a negative
correlation. This means that, as GDP shrinks, customers become more sophisti-
cated. This is because the needs that once were classified as basic are not basic
any more, hence the rise in sophistication of the population. Differently from
before, the correlation is actually statistically significant (p < 0.01).

We also report on the left the companion sophistication measure: since we
can define the customer sophistication as the average sophistication of the prod-
ucts they purchase, we can also define a product sophistication as the average
sophistication of the customers purchasing them. Figure 6 (right) shows the
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reason why we do not focus on product sophistication: the overall trend for
product sophistication tends to be the opposite of the customer sophistication.
This anti-correlation seems to imply that, as the customers struggle in satisfy-
ing their needs, the once top-sophisticated products are not purchased any more,
lowering the overall product sophistication index. However, this is only one of
many possible interpretations and we need further investigation in future works.

Table 3. The correlations of all the used measures with GDP at different shift values.
We highlight the statistically significant correlations.

We sum up the correlation tests performed in Table 3. In the Table, we report
the correlation values for all variables. We test different shift values, where the
GDP timeline is shifted of a given number of quarters with respect to the tested
measure. When shift = −1, it means that we align the GDP with the previous
quarter of the measure (e.g. GDP Q4-08 aligned with measure’s Q3-08).

We also report the significance levels of all correlations. Note that all
p-values are being corrected for the multiple hypothesis test. When consider-
ing several hypotheses, as we are doing here, the problem of multiplicity arises:
the more hypotheses we check, the higher the probability of a false positive.
To correct for this issue, we apply a Holm-Bonferroni correction. The Holm-
Bonferroni method is an approach that controls the family-wise error rate (the
probability of witnessing one or more false positive) by adjusting the rejection
criteria of each of the individual hypotheses [26]. Once we adjust the p-values, we
obtain the significance levels reported in the table. Only one correlation passes
the Holm-Bonferroni test for significance at p < 0.01 and it is exactly the one
involving the customer sophistication with shift equal to −2. This correlation is
highlighted in bold in Table 3, and it represents the main result of the paper.

Note that in the table we also report the correlation values using the IQM
for the customer and product degree measures, of which we have not shown the
timelines, due to space constraints. We include them because, as we discussed
previously, our sophistication measures are corrected degree measures. If the
degree measures were able to capture the same correlation with GDP there
would be no need for our more complex measures. Since the degree measures
do not pass the Holm-Bonferroni test we can conclude that the sophistication
measures are necessary to achieve our results.

We finally provide a visual representation of the customer and product sophis-
tication correlations with GDP at different shift levels in Fig. 7. The figure
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Fig. 7. The correlation between average customer sophistication and GDP with differ-
ent shifting values.

highlights the different time frames in which the two measures show their pre-
dictive power over GDP. The customer sophistication has its peak at shift equal
to −2. The cyclic nature of the data implies also a strong, albeit not signifi-
cant, correlation when the shift is equal to 2. Instead, the product sophistication
obtains its highest correlation with GDP with shift equal to −1. This might still
be useful in some cases, as the GDP for a quarter is usually released by the
statistical office with some weeks of delay.

6 Conclusion

In this paper we tackled the problem of having a fast and reliable test for esti-
mating the well-being of a population. Traditionally, this is achieved with many
measures, and one of the most used is the Gross Domestic Product, or GDP,
which roughly indicates the average prosperity of the citizens of a country. GDP
is affected by several issues, and here we tackle two of them: it is a hard measure
to quantify rapidly and it does not take into account all the non-tangible aspects
of well-being, e.g. the satisfied needs of a population. By using retail informa-
tion, we are able to estimate the overall sophistication of the needs satisfied by a
population. This is achieved by constructing and analyzing a customer-product
bipartite network. In the paper we show that our customer sophistication mea-
sure is a promising predictor of the future GDP value, anticipating it by six
months. It is also a measure less linked with the amount of richness around a
person, and it focuses more on the needs this person is able to satisfy.

This paper opens the way for several future research tracks. Firstly, in the
paper we were unable to define a proper seasonal adjustment for our sophisti-
cation measure. The seasonality of the measure is evident, but it is not trivial
how to deal with it. A longer observation period and a new seasonal adjust-
ment measure is needed and our results show that this is an worthwhile research
track. Secondly, we showed that there is an interesting anti-correlation between
the aggregated sophistication measures calculated for customers and products.
This seems to imply that, in harsh economic times, needs that once were basic
become sophisticated (increasing the overall customer sophistication) and needs
that were sophisticated are likely to be dropped (decreasing the overall prod-
uct sophistication). More research is needed to fully understand this dynamic.
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Finally, in this paper we made use of a quarterly aggregation to build our bipar-
tite networks. We made this choice because the quarterly aggregation is the
most fine-grained one we can obtain for GDP estimations. However, now that
we showed the correlation, we might investigate if the quarterly aggregation is
the most appropriate for our analysis. If we can obtain comparable results with
a lower level of aggregation (say monthly or weekly) our well-being estimation
can come closer to be calculated almost in real-time.
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Abstract. Research on social trust analysis has traditionally focused
on the trustworthy/untrustworthy behaviors that are exhibited by active
users. By contrast, due to their inherent reticence to regularly contribute
to the online community life, the silent users in a social network, a.k.a.
lurkers, have been taken out of consideration so far. Nevertheless, analy-
sis and mining of lurkers in social networks has been recently recog-
nized as an important problem. Determining trust/distrust relationships
that involve lurkers can provide a unique opportunity to understand
whether and to what extent such users can be trusted or distrusted
from the other users. This is important from both the perspective of
protecting the active users from untrustworthy or undesired interac-
tions, and the perspective of encouraging lurkers to more actively partic-
ipate in the community life through the guidance of active users. In this
paper we aim at understanding and quantifying relations between lurk-
ers and trustworthy/untrustworthy users in ranking problems. We eval-
uate lurker ranking methods against classic approaches to trust/distrust
ranking, in scenarios of who-trusts-whom networks and followship net-
works. Results obtained on Advogato, Epinions, Flickr and FriendFeed
networks indicate that lurkers should not be a-priori flagged as untrust-
worthy users, and that trustworthy users can indeed be found among
lurkers.

1 Introduction

Measuring trust behaviors has long been an important topic in psychology
and social science [1]. Trust is a complex relationship: deciding the trustwor-
thiness of a user relies on a host of factors, such as personal relationship and
past experiences of that user with her/his friends, and opinions about actions
that the user has made in the past. In social network analysis from a com-
puter science perspective, most existing studies have mainly focused on behav-
ioral aspects discriminating between users who play “good” roles (e.g., reliable
or influential users) and users who play “bad” roles (e.g., spammers) [4,7,12].
In any case, regardless of the specific task being addressed (e.g., trust predic-
tion [10,16,17], trust/distrust ranking [9,22,28]), research on trust computing
has normally depended on the variety of active behaviors shown by the users in
c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 43–56, 2016.
DOI: 10.1007/978-3-319-28361-6 4
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an online community. These behaviors are generally expressed at different lev-
els and intentions of information production, that is, trustworthy users typically
produce useful contents, whereas untrustworthy users produce undesired or even
malicious contents and links.

By contrast, poor attention has been paid to the fact that all large-scale on-
line communities are characterized by a participation inequality principle. This
principle essentially states only a small portion of users creates the vast major-
ity of social content, while the crowd just observes ongoing discussions, reads
posts, watches videos and so on. In other words, the real audience of an online
social network (OSN) does not actively contribute; rather, it lurks. A lurker is
hence someone who gains benefit from others’ information and services without
giving back to the OSN [6,21,23]. Lurking behaviors are often explained by a
subjective reticence (rather than malicious motivations) of users to contribute
to the community wisdom; a lurker often simply feels that gathering information
by browsing is enough without the need of being further involved in the commu-
nity [23]. Lurking can be expected or even encouraged because it allows users
(especially newcomers) to learn or improve their understanding of the etiquette
of an online community [6]. In this respect, a major goal is to de-lurk such users,
i.e., to develop a mix of strategies aimed at encouraging lurkers to return their
acquired social capital, through a more active participation to the community
life. This has the important long-term effect of helping sustain the OSN over
time with fresh ideas and perspectives.

It is worth emphasizing that lurkers are not to be trivially regarded as totally
inactive users, i.e., registered users who do not use their account to join the
OC. Recently, the study in [27] has indeed shown that the overlap between
lurkers and inactive users is relatively small when “one-click” interactions (e.g.,
likes, favorite-markings) are taken into account, confirming that lurkers enjoy the
contents produced by the other users while maintaining a low profile in terms of
visible activity.

The study of lurking behaviors in SNs is per se difficult, and in fact we have
witnessed little research in computer science, until recently. The pioneering work
in [25,26] has filled a lack of knowledge on the opportunity of analyzing lurkers
in OSNs. It provides a solution to the identification and ranking of lurkers in
an OSN, based on new eigenvector-centrality methods that are unsupervised
and domain-independent. Notably, while exploiting information on the network
structure solely, it was shown that the methods present the unique ability of
detecting non-trivial lurking cases in an effective way. This was also confirmed
by a qualitative manual inspection of results conducted through the evaluation
OSN websites. We shall provide technical details on lurker ranking in Sect. 2.

Challenge: Trustworthiness in Lurking Contexts. A common scenario in
question-answering systems (where timeliness is crucial) as well as in microblog-
ging services is that active users tend to avoid wasting their time with people
that are very likely to not reply or show slow responsiveness, or who have few
feedbacks. Since these behavioral traits are part of lurking behaviors (as it was
shown from both social and computer science perspectives, e.g., [6,27]), the above
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can be generalized to users who are reticent to contribute to the production and
active sharing of information in the OSN. Therefore, one might conclude that
lurkers could in principle be perceived as “untrustworthy” users.

On the other hand, it has been shown in many studies (cf. [24] for a recent
overview) that one of the most effective delurking actions correspond to the
guidance and encouragement information from elders/master users to help lurk-
ers become familiar with the online social environment as quickly as possible.
Therefore, active users play a central role to contribute turning lurkers into par-
ticipants/contributors in the community life, which is important to capitalize on
the returned social capital.

In any case, because of the lack of user-generated content and of the lim-
ited activity in the community life that characterize lurkers, determining trust
or distrust relationships that involve lurkers appears to be challenging. In this
respect, our study finds major motivations in the struggle between the oppor-
tunity of bringing lurkers to social life and the need to protect the active users
from untrustworthy/unwanted contacts.

Contributions. In this paper we aim at understanding and quantifying relations
between lurkers and trustworthy/untrustworthy users in ranking problems. Our
contributions are summarized as follows:

– We push forward research on lurking analysis and mining by investigating
how and to what extent lurkers are related to trustworthy and untrustworthy
users. The notion of trust/distrust we consider refers to two different scenarios.
The first scenario is the classic one in trust computing, which concerns who-
trusts-whom networks (e.g., Advogato) where explicit trust statements are
available for every pair of users; in this case, our assumption relies on an
intuitive analogy between lurkers and users that take the role of “observer”,
or at most “apprentice”. The second scenario refers instead to social media
networks, in which trust statements are not available but can still be inferred
from user interactions [2]. In particular, we focus on followship networks (i.e.,
social graphs) for which one-click interaction data are also available.

– We also advance research on trust computing by introducing a new perspective
in social trust analysis, which is built on the awareness that most people
are lurkers in social networks and, as such, they should be encouraged to
more actively participate in the OSN life. Moreover, we propose to use in
social networks that lack any explicit trust indicators, an entropy-based oracle
function that infers the likelihood of a user to be trustworthy. This is essential
for trust/distrust ranking algorithms, which require trust assessment in terms
of an oracle function to decide about the trustworthiness of a user.

– We provide a comparative evaluation of lurker ranking methods [25] with
a de-facto standard in global trust ranking, namely TrustRank [11], and its
counterpart for distrust ranking, called Anti-TrustRank [15]. Both algorithms
are scalable and involve a biased PageRank algorithm in their computation
core, where the bias depends either on trust information or distrust informa-
tion. Results obtained on Advogato, Epinions, Flickr and FriendFeed networks
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indicate that lurkers should not be a-priori flagged as untrustworthy users, and
that trustworthy users can indeed be found among lurkers.

2 Background

2.1 LurkerRank

We provide here a short overview of earlier work on ranking lurkers in social
networks [25]. The authors provide a quantitative definition of lurking which is
based solely on the network structure. This is modeled as a directed graph where
any edge (v, u) means that u is “consuming” or “receiving” information from v.
Upon the assumption that lurking behaviors build on the amount of information
a node receives, the key intuition is that the strength of a user’s lurking status
can be determined based on three basic principles, which are informally reported
as follows:

– Overconsumption: The excess of information-consumption over information-
production. The strength of a node’s lurking status is proportional to its
in/out-degree ratio.

– Authoritativeness of the information received: The valuable amount of infor-
mation received from its in-neighbors. The strength of a node’s lurking status
is proportional to the influential (non-lurking) status of its in-neighbors.

– Non-authoritativeness of the information produced: The non-valuable amount
of information sent to its out-neighbors. The strength of a node’s lurking
status is proportional to the lurking status of its out-neighbors.

The above principles form the basis for three ranking models that differently
account for the contributions of a node’s in-neighborhood and out-neighborhood.
A complete specification of the lurker ranking models is provided in terms of
PageRank and AlphaCentrality based formulations.

Given a node u, let Bu and Ru be the sets of in-neighbors and out-neighbors
of u, respectively, and with in(u) = |Bu| and out(u) = |Ru| the in-degree and
out-degree of u, respectively. The PageRank-style iterative equations for the
computation of the LurkerRank ru of a node u are given as follows [25]:

− LRin (i.e., in-neighbors-driven LurkerRank):

ru = d
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− LRin-out (i.e., in-out-neighbors-driven LurkerRank):
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where d is a damping factor in [0,1], usually set to 0.85, and N is the set of nodes
in the network graph. The AlphaCentrality-style methods are defined similarly,
e.g., acLRin for the Alpha-centrality-based in-neighbors-driven LurkerRank com-
putes the rank ru as:

ru = d

(
1

out(u)

∑

v∈Bu

out(v)
in(v)

rv

)

+ 1

and analogously acLRout and acLRin-out. Note that the values of in(·) and out(·)
are Laplace add-one smoothed (to prevent zero or infinite ratios) [25].

2.2 TrustRank and Anti-TrustRank

Many solutions for trust ranking have been developed in the past years by resort-
ing to PageRank-style methods [9,14,22,28]. However, PageRank is vulnerable
to adversarial information retrieval, i.e., link spamming techniques can enable
web pages to achieve higher score than what they actually deserve.

A well-known method that was introduced to combat web spam and detect
trustworthy pages is TrustRank [11]. The key assumption of this method is the
approximate isolation principle, i.e., high-quality pages are unlikely to point to
spam or low-quality pages. The TrustRank algorithm consists of three steps:

1. Compute a seed set of pages labeled by an oracle function, obtained by a
ranking based on the inverse-PageRank.

2. Run the biased PageRank algorithm on the normalized graph matrix using
the “good part” of the seed set as the teleportation set, with uniform prob-
ability of teleportation.

3. Rank the pages in decreasing order of TrustRank score.

Note that pages in the seed set should be well-connected to other pages
in order to propagate trust to many pages quickly. Therefore, they are chosen
among those that have a large out-degree. For this purpose, inverse-PageRank
is computed by reversing the in-links and out-links in the graph, i.e., by run-
ning PageRank on the transpose of the graph matrix; a high inverse pagerank
indicates that trust can flow with a small number of hops along out-links.

Anti-TrustRank [15] follows an intuition similar to TrustRank, however it is
designed to detect untrustworthy pages. It starts with a seed set of spam pages
and propagates distrust in the reverse direction. Like TrustRank, Anti-Trust-
Rank consists of three steps:

1. Compute a seed set of spam pages labeled by an oracle function, obtained by
a ranking based on the PageRank.
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2. Run the biased PageRank algorithm on the normalized transposed graph
matrix using the seed set as the teleport set, with uniform probability of
teleportation.

3. Rank the pages in decreasing order of Anti-TrustRank score.

For TrustRank (resp. Anti-TrustRank) we devised an alternative to step
(1) which uses a ranking based on the add-one smoothed in-degree/out-degree
(resp. out-degree/in-degree) ratio of the nodes instead of inverse-PageRank (resp.
PageRank) to perform the preliminary ordering of the nodes for the seed set
selection. To distinguish between the two alternatives we will indicate with
TR InvPR and ATR PR the original TrustRank and Anti-TrustRank algorithms,
respectively, and with TR IO and ATR OI the alternative ones.

Motivations for Using TrustRank and Anti-TrustRank in this Study. TrustRank
and Anti-TrustRank are global trust ranking methods, as they produce a ranking
of the nodes in a network according to some notion of trust/distrust. By con-
trast, local trust ranking methods (e.g., [8,12,13,28]) compute a trust score for a
target node given a source node. Our selection of such methods to compare with
LurkerRank methods, is explained by several motivations. First, TrustRank is
a de-facto standard in global trust ranking, and Anti-TrustRank represents the
counterpart of TrustRank for distrust ranking. Moreover, both methods involve
a biased PageRank algorithm in their computation core, where the bias depends
either on trust or distrust information. Besides the damping factor required
for the PageRank computation, the only parametric aspect of both methods
is related to the seed set selection, whose outcome is much more easily under-
standable than other parameters typically used in local trust ranking approaches
(e.g., maximum length of path in the trust graph or minimum trust threshold).
TrustRank and Anti-TrustRank allow us to focus the evaluation on trust and
distrust analysis separately; by contrast, methods such as PageTrust [14] and
PolarityTrust [22] jointly computes trust and distrust scores but with increased
storage and indexing costs. Finally, TrustRank and Anti-TrustRank are scalable,
since their computation is linear in the size of the trust graph; this in general
represents an advantage with respect to local trust ranking, which by definition
requires a cost at least quadratic in the size of the trust graph.

3 Evaluation Methodology

3.1 Data

Our experimental evaluation was performed on four datasets, two of which are
who-trusts-whom networks and the other two are followship networks. Table 1(a)
summarizes structural characteristics of the datasets.

We used the trust networks of Advogato.org and Epinions.com, which are
de-facto benchmarks for trust analysis tasks. We built our Advogato net-
work dataset by aggregating the daily-snapshot graph files available at the
www.trustlet.org site, which cover the period Jan 1, 2008 - Apr 2, 2014. Edges in

http://www.trustlet.org
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Table 1. Main structural characteristics of the evaluation network datasets (a) and
different edge orientation in TrustRank and LurkerRank graph models (b).

the Advogato network graph are labeled according to three different levels of cer-
tifications (trust links), namely master, journeyer, apprentice; a user without any
trust certificate is called an observer. For each link from user u to user v, in the
final aggregated graph we kept the last certification given by u to v. Epinions is
the trust/distrust network studied in [19]. This network consists of about 132K
users who issued above 841K statements (links).

We also used the followship graphs of two social media networks, Flickr and
FriendFeed. We used the entire Flickr data studied in [20], originally collected
in 2006–2007. For evaluation purposes, we also retrieved information originally
stored in the dataset about the number of favorite markings every user’s photos
had. Our FriendFeed dataset refers to [5]. In order to fairly exploit information
on the “likes” every user received in the network, we used the maximal strongly
connected component of the subgraph containing all users that received a “like”
and their neighborhoods.

Graph Models. The different characteristics of TrustRank and LurkerRank
algorithms require the use of two different graph models, which have opposite
edge orientation, as summarized in Table 1(b). Note that the Anti-TrustRank
algorithm runs on the same graph as TrustRank, since it starts upon the trans-
position of the adjacency matrix.

3.2 Setup of Trust/Distrust Ranking Methods

In TrustRank the notion of human-checking for a page to be spam is formalized
by a binary function called oracle. However, a human-based oracle may not
always be available, and hence relying on it could limit the applicability and
scalability of TrustRank and similar algorithms (like Anti-TrustRank). To deal
with this issue, in this work we follow different approaches to the definition of
oracle function and of “goodness/badness” of a user, depending on whether the
data provide trust indicators that are explicit or implicit. We elaborate on the
two cases next.

Explicit Trust Indicators. Advogato and Epinions provide annotations on the
trustworthiness/untrustworthiness of links between users, as previously dis-
cussed. We exploit such annotations to define the following oracle functions:
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– majority voting (henceforth denoted as MV ) over the set of trust/distrust
statements that each user receives.

– advogato-trust-metric (henceforth denoted as AT ), which exploits information
on the user certifications available from the Advogato site.1 This of course
applies to Advogato only.

– controversial scoring (henceforth denoted as CS), which applies to Epinions
only. Similarly to [18], CS is calculated for each user u as

CS(u) =
trust(u) − distrust(u)
trust(u) + distrust(u)

where trust(u) (resp. distrust(u)) is the number of +1s (resp. −1s) received
by u from her/his neighbors. A user with CS equal to 1 (resp. −1) is trusted
(resp. distrusted) by all her/his neighbors.

To decide if a user is to be regarded as “good” or “bad”, we again distinguish
between Advogato and Epinions. For each of the oracle functions in Advogato,
we defined two variants of goodness: (i) users that are certified as master are
considered good (henceforth denoted as M), or (ii) users that are certified as mas-
ter or as journeyer are considered good (henceforth M |J). Dually, we defined
two variants of badness: (i) users that are certified as observer are considered
bad (henceforth denoted as O), or (ii) users that are certified as observer or as
apprentice are considered bad (henceforth O|A). For Epinions, we defined good-
ness/badness for the CS function based on numerical thresholds at 0.5, 0.75;
here, we aimed to resemble a mapping to ordinal scale of the Advogato certifica-
tion levels. Notions of goodness/badness are straightforward for the MV function
(henceforth MV + to denote majority of trust certificates, whereas MV− stands
for the opposite).

Implicit Trust Indicators. Unlike trust network data, online social networks
(OSNs) do not contain explicit trust assessments among users. Nevertheless,
behavioral trust information can be inferred from some forms of user interaction
that would provide an intuitive way of indicating trust in another user. Adali
et al. [2] have in fact demonstrated that retweet data are a valid mechanism to
infer trust in OSNs like Twitter. Accordingly, we leverage information on the
number of favorite markings received by a user’s photographs in Flickr, and
on the number of likes received by a user’s posts in FriendFeed, as empirical
indicators of trust.

In order to define an oracle function based on the above indicators of trust,
we postulate that the higher the number of users that indicate trust in a user
u (by means of implicit trust statements), the more likely is the trustworthiness
of user u. We formalize this intuition as an entropy-based oracle function H, in
such a way that for any user u

H(u) = − 1
logN(u)

∑

v∈N(u)

pv log pv

1 www.advogato.org/trust-metric.html.

www.advogato.org/trust-metric.html
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with pv = ET (v, u)/(
∑

z∈N(u) ET (z, u)), where N(u) is the set of neighbors of
node u, and ET (v, u) is the empirical trust function measuring the number of
implicit trust statements (i.e., likes or favorites) assigned by node v to node u.
Analogously to the trust networks case, we defined goodness/badness for the
H function based on numerical thresholds equal to the median (Q2) and third
quartile (Q3) of the distribution of H values over all users.

3.3 Assessment Criteria

We assessed the ranking methods in terms of Kendall tau rank correlation coef-
ficient and Bpref measure.

Kendall tau correlation evaluates the similarity between two rankings,
expressed as sets of ordered pairs, based on the number of inversions of
node pairs which would be needed to transform one ranking into the other.
Given two rankings L′,L′′, it is computed as: Kendall(L′,L′′) = 1 −
(2Δ(P(L′),P(L′′)))/(N(N − 1)), where N = |L′| = |L′′| and Δ(P(L′),P(L′′))
is the symmetric difference distance between the two rankings, calculated as
number of unshared node pairs between the two lists.

Binary preference (Bpref) [3] evaluates the performance from a different view,
i.e., the number of non-relevant candidates. It computes a preference relation of
whether judged relevant candidates R of a list L′ are retrieved, i.e., occur in
a second list L′′, ahead of judged irrelevant candidates N , and is formulated
as Bpref(R,N) = (1/|R|)∑

r(1 − (#of n ranked higher than r)/|R|), where r
is a relevant retrieved candidate, and n is a member of the first |R| irrele-
vant retrieved candidates. In our setting, we considered as relevant the good -
certificated (resp. bad -certificated) nodes, as computed by the TrustRank (resp.
Anti-TrustRank) oracle function, and as irrelevant all the remaining nodes.

4 Results

We organize the presentation of our results as follows. We begin with an evalua-
tion of each of the ranking methods to assess their ability of ranking trustworthy
and untrustworthy users. Then we provide a comparative evaluation of the rank-
ing methods in terms of correlation of their ranking results.

Notations: We recall main notations that will be used throughout this section.
The prefixes TR and ATR will be used to denote TrustRank and Anti-
TrustRank methods, respectively. MV stands for majority voting criterion (fur-
ther, MV + and MV− are used to denote majority of trusts and distrusts, in
Epinions. M , M |J , O, O|A refer to the four goodness/badness notions used for
Advogato (i.e., master, journeyer, etc.) and AT stands for Advogato trust met-
ric. CS refers to the controversial scoring function used for Epinions. H refers
to the entropy-based oracle function used for Flickr and FriendFeed networks.

In the result tables reported in the following (Tables 2, 3, 4 and 5), we will
show in bold the best-performing values per method, and in underlined bold the
absolute best-performing values for the specific dataset.
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Table 2. Trustworthiness evaluation (left table) and untrustworthiness evaluation
(right table) of Bpref performance on trust networks.

Note that we tested TrustRank and Anti-TrustRank with different sizes of
the seed set, varying from 5% to 25% of the total number of nodes. We observed
no significant variations in the ranking, therefore for the sake of brevity of pre-
sentation we will present results obtained with seed set size equal to 10%.

4.1 Trust and Distrust Evaluation

Table 2 reports Bpref results for the evaluation of trustworthiness and untrust-
worthiness, respectively. We focus here on Advogato and Epinions, since the
explicit trust indicators such networks provide fit more closely to a ground-
truth-like evaluation.

Looking at Table 2 (left side), TrustRank methods achieved higher Bpref
than LurkerRank methods in detecting trustworthy users, under both settings
of oracle’s goodness (i.e., M and M |J), on Advogato. However, on Epinions,
TrustRank performed better for trustworthy users only against the in-neigh-
bors-driven and in-out-neighbors-driven variants of LurkerRank; by contrast,
LRout performance was very close to that of TR InvPR, and even acLRout was
the absolute best-performing method.

Concerning the evaluation of untrustworthy users (Table 2 (right side)), on
Advogato, Anti-TrustRank behaved better than LurkerRank, although the best-
performing LurkerRank method (i.e., acLRin-out) was quite close to the best-
performing Anti-TrustRank variant. Even more surprisingly, on Epinions, the
in-neighbors- and in-out-neighbors-driven variants of LurkerRank achieved
higher Bpref than Anti-TrustRank methods.

4.2 Ranking Correlation Analysis

LurkerRank vs. TrustRank. Tables 3 and 4 (left side) report the Kendall rank
correlation obtained by comparing TrustRank and LurkerRank on the various
datasets. Both in trust networks and OSNs, LRout and acLRout showed higher
correlation with TrustRank than the other LurkerRank methods.
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Table 3. Kendall correlation between LurkerRank and TrustRank methods on
Advogato (left table) and Epinions (right table).

Table 4. Kendall correlation of LurkerRank with TrustRank methods (left table) and
Anti-TrustRank methods (right table) on social media networks. Upper subtables show
results on Flickr, and bottom subtables show results on FriendFeed.

On the trust networks, the highest correlation corresponded to similar
scores (i.e., 0.74 for Advogato and 0.72 for Epinions, both comparing LRout
with TR InvPR). The various LurkerRank methods performed quite differently
from each other: the gap of both LRin/acLRin and LRin-out/acLRin-out w.r.t.
LRout/acLRout was smaller on Advogato (0.4 on average), while on Epinions the
difference in correlation among the same methods was about 0.8. More specif-
ically, while on Advogato LRin/acLRin and LRin-out/acLRin-out showed some
correlation with TrustRank (in the range of 0.14–0.38), on Epinions the corre-
lation was always negative (in the order of −0.2 w.r.t. TR IO and −0.09 w.r.t.
TR InvPR).

As concerns evaluation on OSNs, LRout and acLRout again obtained higher
correlation scores w.r.t. the other LurkerRank methods, but lower than the scores
observed for trust networks (up to 0.62 on Flickr and 0.34 on FriendFeed).
LRin/acLRin and LRin-out/acLRin-out showed some significant correlation with
TrustRank (0.38–0.44) on Flickr, but no correlation on FriendFeed.

LurkerRank vs. Anti-TrustRank. Ranking correlation results obtained by
comparing LurkerRank with Anti-TrustRank are reported in Tables 4 (right side)
and 5.

A first remark is that the highest correlation scores were lower than those
obtained when comparing LurkerRank with TrustRank in both trust net-
works. Moreover, again in contrast to the previous analysis vs. TrustRank, on
Advogato the relative differences in performance among the LurkerRank meth-
ods were much less larger. On both trust networks, LRin/acLRin and LRin-out/
acLRin-out generally showed higher correlation with Anti-TrustRank than LRout
and acLRout. By contrast, the correlation between LRin and Anti-TrustRank
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Table 5. Kendall correlation between LurkerRank and Anti-TrustRank methods on
Advogato (left table) and Epinions (right table).

was very weak in both OSNs, where the highest scores were obtained by
LRout/acLRout and acLRin-out (up to 0.48).

Remarks on Seed-Set Selection and Oracle Functions. The methods
used to select the seed set impacted differently on the four datasets. On
Epinions TR IO showed higher correlation with LRin/acLRin and LRin-
out/acLRin-out than TR InvPR, while the latter showed higher correlation with
LRout and acLRout than the former. The seed set selection methods did not lead
to large variation in performance on Advogato when comparing TrustRank with
LurkerRank, while ATR PR always showed higher correlation with LurkerRank
than Anti-TrustRank OI. An opposite situation was observed on OSNs, where
ATR OI showed higher correlation with LurkerRank than ATR PR, while no clear
trend can be identified when comparing TR IO and TR InvPr with LurkerRank.

As concerns the oracle functions, on Advogato LurkerRank generally showed
higher correlation with TrustRank (resp. Anti-TrustRank) when using AT (resp.
MV ). By contrast, on Epinions, no significantly different effect was observed
when using CS or MV .

4.3 Summary of Findings and Discussion

“To trust or not to trust lurkers?” is the question we raised in this paper. In the
attempt to give a first answer to it, we summarize main findings of our study.

The LurkerRank methods based on the out-neighbors-driven model
(i) behaved as good as or even better than TrustRank methods in terms of
Bpref, and (ii) they showed high Kendall correlation with TrustRank methods.
These findings should be interpreted at the light of a major conclusion we had
in [25] that LRout and acLRout are less effective in scoring lurkers than the
other LurkerRank methods. This implies that LRout and acLRout are able to
produce high ranking scores also for (relatively active) users that are likely to
be trustworthy. In short: Trustworthy users can be found among lurkers.

Concerning untrustworthiness, the in-neighbors-driven and in-out-neighbors-
driven variants of LurkerRank (iii) achieved higher Bpref than Anti-TrustRank
methods, and (iv) they showed moderate Kendall correlation with Anti-
TrustRank methods in trust networks, but also poor correlation in social media
networks. Note that point (iii) refers only to trust networks, wherein we assumed
that those rates of information-production to information-consumption that are
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peculiar of lurking behaviors may be hidden in explicit trust/distrust links. In
effect, when considering social media networks, no LurkerRank methods showed
significant correlation with a method like Anti-TrustRank specifically designed
to detect untrustworthy/spam users. Therefore, we would tend to state that:
Lurkers are not necessarily untrustworthy users.

5 Conclusion

In this paper we took a first step towards the understanding of relations between
lurking and trust/distrust behaviors. We conducted our analysis upon a com-
parison between existing algorithms specifically designed for ranking lurkers and
trustworthy/untrustworthy users.

As future work, we will incorporate content-sensitive information in our
lurking-oriented trust/distrust analysis. Moreover, our results depend on trust
or distrust ranking methods that only take into account global metrics: it would
be important to investigate whether personalized or local trust metrics, used in
combination with global trust ranking, can aid improving the understanding of
such complex behavioral dynamics as those concerning trust and lurking.
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Abstract. Knowing how and when trends are formed is a frequently
visited research goal. In our work, we focus on the progression of trends
through (social) networks. We use a random graph (RG) model to mimic
the progression of a trend through the network. The context of the trend
is not included in our model. We show that every state of the RG model
maps to a state of the Polya process. We find that the limit of the
component size distribution of the RG model shows power-law behaviour.
These results are also supported by simulations.

Keywords: Retweet graph · Twitter · Graph dynamics · Random graph
model · Polya process

1 Introduction

How can we reach a large audience with our message? What is the best way
to reach a large audience with an advertisement? These are questions that are
asked many times in our modern day society. Not only for corporate interest,
but also for public interest by governments and charities. Everyone wants to
get their message across to a large audience. Finding out how to do this is a
frequently visited research goal in many fields, e.g. economics [23], evolutionary
biology [8,27] and physics [20].

In our work, we focus on the progression of trends through the network of
users. Incident to our approach, we focus on the microscopic dynamics of user-to-
user interaction to derive the overall behaviour, which is similar to the approach
used in other works, e.g. [11,25]. Our work differs from these in that we model
the spread of the messages in a step-by-step fashion, whereas [11,25] use a given
degree distribution per user as a start of their analysis.

Our goal is to devise a model that mimics the progression of a trend through
(social) networks. By doing this, we focus only on the pattern of progression of
the trends and not their content. Based on observations from Twitter data, we
have built a model that captures the different changes that occur in a network
whilst a topic is spreading. In [24], we derived basic growth properties of the
model and the speed of convergence of these properties. In this paper, we derive
the component size distribution of the model.

c© Springer International Publishing Switzerland 2016
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In Sect. 2, we describe related fields of study, and in Sect. 3 we introduce the
RG model and the Polya process. Here we show that the RG model can be easily
mapped to the Polya process. Then, in Sect. 4, we derive the behaviour of the
component size distribution. Finally, we state our conclusions and discuss the
possibilities for further research in Sect. 5.

2 Related Work

There are many studies that focus on information diffusion in online social net-
works. In [12], Guille et al. provide a survey, in which they distinguish two
approaches: a descriptive approach and a predictive approach. A few examples
of these approaches are given below.

A large number of descriptive studies into information diffusion have added
to the knowledge about how messages progress through online social networks.
Lerman and Ghosh [17] find that diffusion of information in Twitter and Digg is
very dependent on the network structure. Bhattacharya and Ram [4] study the
diffusion of news items in Twitter for several well-known news media and find
that these cascades follow a star-like structure. Friggeri et al. [10] study rumors
in Facebook and find bursty spreading patterns. Sadikov and Martinez [22] find
that on Twitter, tags tend to travel to distant parts of the network and URLs tend
to travel shorter distances. Bhamidi et al. [3] propose and validate a so-called
superstar random graph model for a giant component of a retweet graph. Hoang
and Lim [13] propose a dynamic model that uses both user and item virality and
user susceptability as descriptors to model information diffusion. Iwata et al. [14]
use an inhomogeneous Poisson Process to model the diffusion of item adoption.
Another angle to model information diffusion uses epidemic spreading: By a
maximum entropy argument Bauckhage et al. [2] find a closed form expression
for the path length distribution in a network. Finally, Carton et al. [5] propose to
perform an audience analysis when analysing diffusion processes, thus including
not only the diffusers in the analysis but also the receivers of the content.

Romero et al. [21] use the predicitive approach to analyse the spread mechan-
ics of content through hashtag use and derive probabilities that users adopt a
hashtag. Kupavskii et al. [15] predict the number of retweets based on several
features. They find that the flow of a message is one of the most important
features in the prediction. Altshuler et al. [1] use past information and diffusion
models to derive a lower bound on the probability that a topic becomes trend-
ing. Zaman et al. [28] predict future retweets based on features at the user level.
Wu and Raschid [26] define a user specific potential function which reflects the
likelihood of a follower sharing the users content in the future.

Classification and clustering of trends on Twitter has also attracted consid-
erable attention in the literature. Zubiaga et al. [29] derive four different types of
trends, using fifteen features to make their distinction. They distinguish trends
triggered by news, current events, memes or commemorative tweets. Lehmann
et al. [16] study different patterns of hashtag trends in Twitter. They also observe
four different classes of hashtag trends. Rattanaritnont et al. [19] propose to dis-
tinguish topics based on four factors, namely cascade ratio, tweet ratio, time of
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tweet and patterns in topic-sensitive hashtags. Ferrara et al. [9] cluster memes
based on content and user, tweet and network similarity measures.

We use the analysis of urn processes in this paper, in contrast to other works
in this area. Pemantle [18] presents a survey of different techniques that are used
in this field of research. In this work, we focus on extensions of the Polya urn
problem, which is thoroughly analysed by Chung et al. in [6]. Specifically, we
are interested in the infinite generalized Polya urn model, as studied in Sect. 4
of [6].

3 Problem Formulation

In this section, we first describe the setup of the RG model. Then, the Polya
process is introduced. Finally, we show that every state of the model maps to a
state of the Polya process.

Our main object of study is the retweet graph G = (V,E), which is a graph
of users that have participated in the discussion of a specific topic. A directed
edge e = (u, v) indicates that user v has retweeted a tweet of u. We observe the
retweet graph at the time instances t = 0, 1, 2, . . ., where either a new node or
a new edge is added to the graph, and we denote by Gt = (Vt, Et) the retweet
graph at time t. As usual, the out- (in-) degree of node u is the number of
directed edges with source (destination) in u. For every new message initiated
by a new user u a tree Hu is formed. Then, Tt denotes the forest of message
trees. Note that in the RG model, a new message from an already existing user
u (that is, u ∈ Tt) does not initiate a new message tree. We define |Tt| as the
number of new users that have started a message tree up to time t. I.e. Gt can
be seen as a simple representation of the union of message trees ∪Hu∈Tt

Hu.
The goal of the model is to capture the development of trending behaviour.

We do this by combining the spread of several messages. As a result of this app-
roach, we first need to model the progression of a single message in the network.
To this end, we use the superstar model of Bhamidi et al. [3] for modelling dis-
tinct components of the retweet graph, to which we add the mechanism for new
components to arrive and the existing components to merge. In this paper, our
aim is to analyse the component size distribution of Gt. For the sake of simplic-
ity of the model, we neglect the friend-follower network of Twitter. Note that
in Twitter every user can retweet any message sent by any public user, which
supports our simplification.

We consider the evolution of the retweet graph in time (Gt)t≥0. We use a
subscript t to indicate Gt and related notions at time t. We omit the index t
when referring to the graph at t → ∞. Let G0 denote the graph at the start of
the progression. In the analysis of this paper, we assume G0 consists of a single
node. Note that in reality, this does not need to be the case: any directed graph
can be used as an input graph G0.

Recall that Gt is a graph of users, and an edge (u, v) means that v has
retweeted a tweet of u. We consider time instances t = 1, 2, . . . when either a
new node or a new edge is added to the graph Gt−1. We distinguish three types
of changes in the retweet graph:
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• T1: a new user u has posted a new message on the topic, so node u is added
to Gt−1;

• T2: a new user v has retweeted an existing user u, so node v and edge (u, v)
are added to Gt−1;

• T3: an existing user v has retweeted another existing user u, so edge (u, v) is
added to Gt−1.

Note that the initial node in G0 is equivalent to a T1 arrival at time t = 0.
Assume that each change in Gt at t = 1, 2, . . . is T1 with probability λ/(1 + λ),
independently of the past. Also, assume that a new edge (retweet) is coming
from a new user with probability p. Then, the probabilities of T1, T2 and T3

arrivals are, λ
λ+1 , p

λ+1 , 1−p
λ+1 respectively. The parameter p governs the process of

components merging together, while λ governs the arrival of new components in
the graph.

For both T2 and T3 arrivals we define the same mechanism to choose the
source of the new edge (u, v) as follows.

Let u0, u1, . . . be the users that have been added to the graph as T1 arrivals,
where u0 is the initial node. Denote by Hi,t the subgraph of Gt that includes ui

and all users that have retweeted the message of ui in the interval (0, t]. We call
such a subgraph a message tree with root ui. We assume that the probability
that a T2 or T3 arrival at time t will attach an edge to one of the nodes in Hi,t−1

with probability pHi,t−1 is proportional to the size of the message tree:

pHi,t−1 =
|Hi,t−1|∑

Hj,t−1⊂Tt−1
|Hj,t−1| .

This creates a preferential attachment mechanism in the formation of the
message trees.

For the selection of the source node, we use the superstar model, with para-
meter q chosen uniformly over all message trees. This model was suggested in [3]
for modelling the largest connected component of the retweet graph on a given
topic, in order to describe a progression mechanism for a single retweet tree. Our
extensions compared to [3] are that we allow new message trees to appear (T1

arrivals), and that different message trees may either remain disconnected or get
connected by a T3 arrival.

For a T3 arrival, the target of the new edge (u, v) is chosen uniformly at
random from Vt−1, with the exception of the earlier chosen source node u, to
prevent self-loops. That is, any user is equally likely to retweet a message from
another existing user. Thus, after a T3 arrival a message tree can have cycles.

Note that we do not include tweets and retweets that do not result in new
nodes or edges in the retweet graph. This could be done, for example, by intro-
ducing dynamic weights of vertices and edges, that increase with new tweets and
retweets. Here, we consider only an unweighted model.
Polya Process. In our analysis of the previously stated model, we use the Polya
process, which is defined in [6] as follows:

Given two parameters γ ∈ R, 0 ≤ p̄ ≤ 1, we start with one bin, containing
one ball. We then introduce balls one at a time. For each new ball, with
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probability p̄, we create a new bin and place the ball in that bin; with
probability 1 − p̄, we place the ball in an existing bin (of size m), such
that the probability that the ball is placed in a bin is proportional to mγ .

We only consider the case where γ = 1 in this paper.
Let fi,t denote the fraction of bins that contain i balls at time t. In [6], the

authors find that under the following assumptions:

(i) for each i, there exists fi ∈ R
+ s.t. a.s. limt→∞ fi,t exists and is equal to fi,

(ii) a.s. limt→∞
∑∞

j=1 fj,tj
γ exists, is finite, and is equal to

∑∞
j=1 fjj

γ .

The limit of the fraction of bins that contain i balls (denoted by fi) satisfies

fi ∝ i−(1+1/(1−p̄)).

Mapping from Retweet Graph to Balls and Bins. In this section, we show
that every retweet graph Gt can be mapped to a state of the Polya process, with
γ = 1 and p̄ = λ

λ+1 .

Lemma 1. Every retweet graph Gt can be represented as a state S of the Polya
process.

Proof. Suppose we have a retweet graph Gt, that consists of k components of
known sizes, moreover Gt = {C1, C2, . . . , Ck | |C1|, |C2|, . . . , |Ck|}. For instance,
in Fig. 1a Gt = {Cgreen, Cyellow, Cblue, Cred | |Cgreen| = 5, |Cyellow| = 2, |Cblue| =
4, |Cred| = 2}. First, we take Cgreen that consists of five nodes and fill a bin with
five green balls. Then, we take Cyellow, and fill a bin with |Cyellow| = 2 yellow
balls. Next, we take Cblue and fill a bin with |Cblue| = 4 blue balls. Finally, we
take Cred and fill a bin with |Cred = 2| red balls. These four bins with their cor-
responding balls then form a state S of the Polya process, depicted in Fig. 1b.
Note that by using this procedure for an arbitrary graph Gt, we can always
construct a state S.

A Special Case: p = 1. In this subsection, we show that the RG model with
parameter p = 1 is equivalent to the Polya process w.p. γ = 1, p̄ = λ

λ+1 . We use
this to find the limiting distribution of the component sizes of the RG model.

Theorem 2. RG model w.p. p = 1 is equivalent to a Polya process w.p. γ = 1,
p̄ = λ

λ+1 .

Proof. From Lemma 1 we know that a retweet graph Gt can be mapped to a
state S of the Polya process. Next we show that the probability distribution of
an arrival to Gt is identical to the probability distribution of an addition of a
ball to the state S in the Polya process, given p = 1 in the RG model.

Since p = 1, we have two types of arivals, T1 and T2. First, we consider a T1

arrival
P (T1 arrival) =

λ

λ + 1
= p̄ = P (new bin is created) . (1)
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Fig. 1. Mapping from retweet graph Gt (a) to Polya process state S (b).

Then, for a T2 arrival, a new node is added to an existing component. The
probability that a new node arrives to component i in Gt is

P (arrival to component i in Gt) =
|Ci|
|Vt| . (2)

For the Polya process, the probability that a new ball arrives in bin i in S is
as follows

P (arrival to bin i in S) =
Xγ

i∑k
j=1 Xγ

j

=
Xi

∑k
j=1 Xj

. (3)

Using these equations and Lemma 1, we find that

P (arrival to component i in Gt) =
|Ci|
|Vt| =

|Ci|
∑k

j=1 |Cj |
=

Xi
∑k

j=1 Xj

,

= P (arrival to bin i in S) .

Thus, the probability distribution of an arrival to the RG model w.p. p = 1 is
identical to the probability distribution of the Polya process w.p. γ = 1, p̄ = λ

λ+1 .
In combination with Lemma 1, we conclude that the RG model is equivalent to
a Polya process with parameters γ = 1 and p̄ = λ

λ+1 .

From this equivalence, we immediately obtain the limiting component size dis-
tribution of the RG model from [6], given p = 1.

Corollary 3. For fi, the fraction of components of size i, it holds that

fi ∝ i−(λ+2),

for the RG model w.p. p = 1.
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4 Component Size Distribution

Using the fact that the RG model can be mapped to a Polya process, we derive
the limiting behaviour of the component size distribution for general p.

Theorem 4. For the RG model, the limit fi of the fraction of components of
size i a.s. satisfies

fi ∝ i−(1+λ+1
p ).

Proof. Given the mapping from the retweet graph to the Polya process, we can
derive fi for the RG model similar to the derivation in [6]. In that paper, the
authors define pi,t as follows

pi,t := P (ball at time t is placed in bin of size i) , (4)

with the convention p0,t = p̄. Therefore, we can find an expression for fi by
finding an expression for pi,t in the RG model and then following a similar line
of reasoning as in [6]. Note that (4) is equal to

pi,t := P (ball at time t increases a bins size to i + 1) .

Rewriting this equation to the RG model it holds that,

pi,t = P (arrival at time t results in a component of size i + 1) .

Then, let Tx → |Cn| = i+1 denote a Tx arrival to component Cn augmenting
its size to i + 1 and let T3 + Co denote that a T3 arrival connects to component
C0. We find that for i ≥ 2

pi,t = P (T2 → |Cn| = i + 1) · P (T2 arrival) + P (T3 → |Cn| = i + 1) · P (T3 arrival) ,

= P (T2 → |Cn| = i + 1) · P (T2 arrival) ,

+
i∑

k=1

P (T3 → |Cn| = i + 1 | T3 + Co, |Co| = k) · P (T3 arrival) · P (T3 + Co | |Co| = k) ,

=
fi,t · i∑∞

j=1 fj,t · j
· p

λ + 1
+

i∑
k=1

fk,t · k∑∞
j=1 fj,t · j

· 1 − p

λ + 1
· 2 · k · (i − k + 1)

|Vt|2 − |Vt|
,

=
fi,t · i∑∞

j=1 fj,t · j
· p

λ + 1
+

i∑
k=1

fk,t · k∑∞
j=1 fj,t · j

· 1 − p

λ + 1
· 2 · k · (i − k + 1)(∑∞

j=1 fj,t · j
)2 −∑∞

j=1 fj,t · j
,

with the convention that p0,t = P (T1) = λ
λ+1 .

Then, let fi,t → fi a.s. as t → ∞. Since the RG model can be mapped to
the Polya process with parameter γ = 1 by Lemma 1, the limit

∑∞
j=1 fj · j

exists and is equal the average bin size, which we will denote by C. Thus, the
aforementioned assumptions also hold for the RG model. Using this and defining
c = pi−1−pi

fi
, we find
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c · fi = pi−1 − pi,

=
fi−1 · (i − 1)

C
· p

λ + 1
+

i−1∑

k=1

fk · k

C
· 1 − p

λ + 1
· 2 · k · (i − k)

C ·
(

C − 1
) ,

−
⎛

⎝
fi · i

C
· p

λ + 1
+

i∑

k=1

fk · k

C
· 1 − p

λ + 1
· 2 · k · (i − k + 1)

C ·
(

C − 1
)

⎞

⎠ ,

=
p

λ + 1
· fi−1 · (i − 1) − fi · i

C
+

1 − p

λ + 1
·

⎛

⎝
i−1∑

k=1

fk · k

C
· 2 · k · (i − k)

C ·
(

C − 1
) −

i∑

k=1

fk · k

C
· 2 · k · (i − k + 1)

C ·
(

C − 1
)

⎞

⎠ ,

=
p

λ + 1
· fi−1 · (i − 1) − fi · i

C
− 1 − p

λ + 1
·
⎛

⎝
fi · i

C
· 2 · i

C ·
(

C − 1
) +

i−1∑

k=1

fk · k

C
· 2 · k

C ·
(

C − 1
)

⎞

⎠ ,

≤ p

λ + 1
· fi−1 · (i − 1) − fi · i

C
− 1 − p

λ + 1
· fi · i

C

2 · i

C ·
(

C − 1
) ,

=

p · fi−1 · (i − 1) +

[(
2·i

C·(C−1)
− 1

)

· p − 2·i
C·(C−1)

]

· fi · i

(λ + 1) · C
.

And therefore, for i ≥ 2 it holds that

fi ≤ p · (i − 1)

(λ + 1) · c · C −
[(

2·i
C·(C−1) − 1

)
· p − 2·i

C·(C−1)

]
· i

· fi−1.

Using this expression and defining fi ∝ g(i) as fi = c(1 + o(1))g(i), we find
that

fi ≤ f1 ·
i∏

j=2

p · (j − 1)

(λ + 1) · c · C −
[(

2·j
C·(C−1) − 1

)
· p − 2·j

C·(C−1)

]
· i

,

∝
i∏

j=2

p · (j − 1)
λ + 1 + p · j

=
i∏

j=2

j − 1
j + λ+1

p

∝ Γ (i)

Γ
(
i + 1 + λ+1

p

) ∝ i−(1+λ+1
p ). (5)

which indicates power-law behaviour.

Validation of Results. To validate these results, we ran multiple simulations
using our model and plotted the probability density function (pdf) for each of
these runs. We compare these simulations to the Yule distribution, with para-
meters α and xmin. Since we are analysing the distribution of component sizes,
it follows that xmin = 1. Then, from Eq. 5, we find that α = λ+1

p + 1. Let Γ (·)
denote the Gamma function, by [7], the pdf of this distribution is as follows,

f (x) =
(

λ + 1
p

) Γ
(

λ+1
p + 1

)

Γ (1)
Γ (x)

Γ
(
x + λ+1

p + 1
) . (6)
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In Fig. 2 we depict the results for several values of p of the simulations with
t = 100, 000, λ = 1

3 and q = 0.9 as values for the other parameters of the RG
model. Also depicted in Fig. 2 as black squares are the values of the pdf of the
Yule distribution, shown in Eq. 6.

In Fig. 2 we see that for every run, there is one really large component. In
[24], we named these components the Largest Connected Component (LCC) and
we mention the fraction of nodes in the LCC in the legend of Fig. 2. Note that all
the values for the other component sizes are slightly below the Yule distribution.
This fact supports our claim that the component size distribution shows power-
law behaviour. These values are slightly below the Yule distribution, since Eq. 5
is an upper bound for fi.

(a) p = 0.4 (b) p = 0.8

Fig. 2. Plots of the pdf of the component size distribution. For these simulations we
used t = 100, 000, λ = 1

3
and q = 0.9.

5 Conclusion and Discussion

In this paper, in which we have extended our previous work on the RG model,
we derived the limiting behaviour of the component sizes. Through a mapping
of the RG model to the Polya process, we found that the distribution of com-
ponent sizes shows power-law behaviour. Note that Corrolary 3 is identical to
Theorem 4 when we fill in p = 1. Thus, interestingly enough, the possibility
of merging components does not seem to affect this limiting behaviour greatly.
The validation in this paper is based on simulated results, thus the model has
currently not been tested to Twitter datasets.

Moreover, the model used in this paper can also easily be extended to a
less general setting. For instance, the superstar parameter q is assumed to be
equal for every message tree. This can be easily extended to an individual
superstar parameter per message tree qi. This addition does not change the
result of the analysis shown in this paper and therefore is not included here.
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Another aspect that could be taken into account in future work, is the weight
of an edge. Given that there are multiple retweets between u and v, this can be
taken into account by adding a weight to every edge. A last extension that could
prove to be interesting, is to use time-varying parameters.

We plan to explore these aspects in our future research.
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Abstract. Community Question Answering (CQA) systems (e.g. Stack-
Overflow) have gained popularity in the last years. With the increasing
community size and amount of user generated content, a task of expert
identification arose. To tackle this problem, various reputation mecha-
nisms exist, however, they estimate user reputation especially according
to overall user activity, while the quality of contributions is considered
only secondary. As the result, reputation usually does not reflect the
real value of users’ contributions and, moreover, some users (so called
reputation collectors) purposefully abuse reputation systems to achieve
a high reputation score. We propose a novel reputation mechanism that
focuses primarily on the quality and difficulty of users’ contributions.
Calculated reputation was compared with four baseline methods includ-
ing the reputation schema employed in Stack Exchange platform. The
experimental results showed a higher precision achieved by our approach,
and confirmed an important role of contribution quality and difficulty in
estimation of user reputation.

Keywords: Community Question Answering · User reputation ·
Expertise estimation

1 Introduction

The Internet is an enormous source of information which helps lots of people
every day. Despite the amount of information available, there are still situations
in which it is difficult to find specific information, or to answer a question that is
too complex to be understood by a search engine. These types of situations led
to creation of online communities whose members are focused on helping each
other in a specific area. In the past years, especially many Community Question
Answering (CQA) systems have appeared and gained popularity among users.
They are essentially based on social interactions through asking and answering
questions. In addition, all members of CQA communities can vote on the pro-
vided answers with the aim to select the most useful one among them. Moreover,
the asker can pick any answer and mark it as the best answer, what also serves as
an expression of its quality. All questions and answers are publicly available, and
thus CQA systems serve as valuable centers of community knowledge. In general,
c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 68–81, 2016.
DOI: 10.1007/978-3-319-28361-6 6
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we can distinguish two types of CQA systems: universal systems consisting of
categories from physics, to love or psychology (e.g. Yahoo! Answers); and spe-
cialized systems, which focus only on a specific area (e.g. StackOverflow that
concerns with programming).

Users in CQA systems exhibit different kinds of behavior and thus create var-
ious internal structures of their communities. A traditional problem in systems
that employ user generated knowledge is how to simply distinguish authoritative
and expert users, who have a great impact on the evolution of the community,
from newcomers or less experienced users. Most CQA systems include some kind
of method to calculate user reputation as a way to rank users. Identification of
high-reputation users is important in order to extend their rights in manag-
ing the community, to mentor them for better engagement with the site, or to
route hard questions. In addition, visualization of reputation in the user interface
allows users to easily recognize users’ overall expertise.

These reputation mechanisms, however, often employ very simple principles
based primarily on the amount of user activity in the system (regardless the real
quality and difficulty of carried out contributions), what leads to an inaccurate
reflection of user expertise and their overall value for the community. Moreover,
these reputation mechanisms can be very easily abused by so called reputation
collectors. There are many sources of data in CQA systems that can be analyzed
in order to calculate users’ reputation more accurately. It is possible to observe
users’ behavior in terms of asking and answering questions, look at feedback
provided by a community, or study a social graph between askers and answerers.
We suppose, that especially by utilization of the community-perceived quality
and estimated difficulty of users’ contributions, we will be able to measure user
reputation more precisely than reputation schemas currently employed in the
CQA systems or than methods proposed in the previous works.

2 Related Work

In the current CQA literature, problem of expert identification is commonly
based on estimation of various user-related measures, such as:

1. user topical expertise (also termed as a user knowledge profile [4]),
2. user authority, and
3. user reputation.

These measures and their denominations are often used interchangeably and
thus the differences between them are commonly neglected. In this paper, we
distinguish between these terms as follows:

1. Differences in Meaning: In general, the common characteristic of all three
measures is that they are indicators of user expertise and capture an amount
of user knowledge and his/her potential to provide high-quality answers. User
reputation as well as user authority refers to a global value of the user to the
community that depends on quality of his/her contributions and activity in
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the system. In other words, the more expert answers a user can provide, and
the more frequently he/she participates in the question answering process, the
more authority and reputation he/she should have. On the other side, user
topical expertise relates to a particular topic (i.e. a user assigned tag/category
or an automatically extracted topic).

2. Differences in Representation: Both user authority and user reputation are
usually represented by a single value that provides simple comprehensive
information about the user and thus it can be easily displayed in the user
interface or utilized to rank users. On the other side, user topical expertise is
rather a more complex variable that naturally depends on particular topics.
It can be used in situations when identification of experts on a certain topic
is important, for example in recommendation of recently posted questions to
potential answerers (so called question routing).

3. Differences in Calculation: We can broadly divide the existing methods to
expert identification into graph-based and feature-based approaches. The
graph-based approaches work with a social graph underlying users’ inter-
actions in CQA systems (mainly between askers and answerers). Various
graph-based algorithms (e.g. algorithms developed to rank websites, such
as PageRank and HITS) are then applied on these graphs in order to iden-
tify authoritative and expert users in the community. The second group of
feature-based approaches is based on historical question-answering records
about users as well as about content created by them. Consequently, various
mostly numerical methods are employed to derive user expertise.
User authority methods belong to graph-based approaches as they are based
on link analyses. On the contrary, user reputation methods can be charac-
terized as feature-based approaches – reputation can be calculated either
by reputations schemas (rule-based mechanisms commonly employed in the
existing CQA systems) or numerically derived from users’ question answering
history. Finally, user topical expertise methods can employ either graph-based
or feature-based approaches, however, with data limited only to particular
topics.

2.1 Reputation Schemas in the Existing CQA Systems

In spite of the large body of research publications on CQA systems, just few of
them tackle explicitly with their reputation schemas. The most popular CQA
systems utilize user reputation as a part of their gamification systems in order
to provide users with motivation to actively participate on question answering.

Users in CQA system Yahoo! Answers are divided into 8 categories based on
their reputation score. Each level has limitations in a number of questions and
answers a user can contribute each day. Users gain and lose reputation based
on their actions in the system. The reputation schema of CQA systems in Stack
Exchange platform also work on point based reputation rules1. The actions and
corresponding reputation changes are displayed in Table 1.
1 http://stackoverflow.com/help/whats-reputation.

http://stackoverflow.com/help/whats-reputation
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Table 1. Reputation rules in Stack Exchange platform

Action Reputation change

Answer is voted up +10

Question is voted up +5

Answer is accepted +15 (+2 to acceptor)

Question is voted down −2

Answer is voted down −2 (−1 to voter)

Experienced Stack Exchange user onetime +100

Accepted answer to bounty +bounty

Offer bounty on question −bounty

Analyses of Stack Exchange reputation schema and its influence on user
behavior has been performed by Bosu et al. [1] and Movshovitz-Attias et al. [6].
Bosu et al. [1] focused on exploring the ways how users earn reputation in Stack-
Overflow community. They provide an analysis of variations in community’s
activity between different topics as well as throughout different days during
a week and hours during a day. The results of this analysis consist of rec-
ommendations how users in StackOverflow can build reputation quickly and
efficiently, such as by answering questions related to tags with lower expertise
density, answering questions promptly or being active during off peak hours.
Differently, Movshovitz-Attias et al. [6] analyzed behavior of users with both
high and low reputation. The results showed that high reputation users provide
the majority of all answers. On the other hand, the majority of all questions is
asked by low reputation users, nevertheless high reputation users ask in average
more questions as low reputation ones. Authors also demonstrated the applica-
tion of their results in a prediction whether a user will become an influential
long-term contributor by consideration of contributions in the first months of
his/her activity in the system.

Paul et al. [7] studied reputation and its influence on user behavior in CQA
system Quora. Quora does not employ any kind of public reputation schema
or a visual representation of user reputation, however, there is available another
implicit measure of reputation by means of number of user’s followers. The lack of
reputation system is also compensated by users’ individual feeling of satisfaction
as well as competency.

Reputation schemas employed in the existing popular CQA systems are based
on simple rules in order to be transparent for a community. In addition, system
administrators can simply influence the community behavior by gamification in
order to promote insufficient actions in the system (e.g. by giving them more
reputation points).

2.2 Measuring User Authority and Reputation

Besides rule-based reputation schemas applied in the existing popular CQA sys-
tems, it is possible to find several more or less simple measures of user expertise
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in the research papers concerned with CQA systems. In the following review,
we focus primarily on methods aimed to estimate user authority and user repu-
tation as their common goal is to calculate the global value of users while they
differ only in the employed calculation approach.

An early attempt in expert identification in CQA systems was made by
Jurczyk et al. [3] who compared performance of two graph-based approaches
on different types of graphs and with data from different categories in Yahoo!
Answers, particularly HITS algorithm and a simple degree measure (a difference
between a number of ingoing and outgoing connections in the question answer-
ing graph). The results revealed that HITS algorithm achieved substantially
unbalanced performance, it worked well in some categories, while in others its
performance was quite week.

Zhang et al. [11] studied users’ expertise in a system called Java Forum.
Authors proposed the graph-based algorithm named ExpertiseRank, which is
inspired by PageRank. However, the biggest influence for further research in
this area comes from their proposal of a new feature-based reputation measure
called Z-score. It is based only on a number of answers and questions a user
contributed:

Zscore =
a − q√
a + q

(1)

where a represents a number of posted answers and q is a number of asked
questions. The authors also provided a comparison between graph-based and
feature-based approaches, in which a simple Z-score metric performs better than
other graph-based methods.

Liu et al. [5] proposed another graph-based approach that utilizes pairwise
competition, i.e. the relationship between the best answerer and other answer-
ers supposing that the best answerer has a higher expertise as other answerers.
In comparison with the previous graph-based approaches, algorithms for rank-
ing players (e.g. TrueSkill) were employed. The effectiveness of these ranking
methods was compared with traditional graph-based algorithms (PageRank and
HITS) and also with simple feature-based approaches (number of answers, num-
ber of best answers, best answer ratio and smoothed best answer ratio). The
results showed that the proposed competition-based approach achieved very sim-
ilar performance as much simpler feature-based metric best answer ratio.

2.3 Influence of Activity on User Expertise Estimation

Yang et al. [10] pointed out a problem that is present in standard expert identifi-
cation methods. These methods very often misclassify very active users (denoted
by authors as sparrows) for experts (denoted as owls). While sparrows generate
most of the content, owls provide valuable answers to questions that are per-
ceived as important by the community. The existing expert identification meth-
ods, however, targeted mainly sparrows as they focused mainly on the amount of
users’ activity in the system rather than on quality of their contributions. As the
result, methods for topical expertise, authority as well as reputation estimation
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suffer with a serious issue - the calculated estimation of user expertise does not
usually reflect real users’ knowledge level.

The similar problem is present also in reputation schemas employed in the
existing CQA systems. The negative consequences of these reputation schemas,
which also favor user activity, lie in reputation abuse. As we showed in our
previous case study [9] aimed to analyze user behavior in StackOverflow, we
can observe increasing population of reputation collectors and other kinds of
undesired types of users. Reputation collectors intentionally abuse the reputation
system in order to collect reputation by answering as many questions as possible
(commonly regardless their insufficient knowledge on the particular question
topic).

To address these drawbacks, it is necessary to propose novel methods that
balance the influence of user activity and quality of contributions. At first, Yang
et al. [10] focused on the quality of users’ contributions for topical expertise esti-
mation. Authors proposed a metric called Mean Expertise Contribution which
takes question debatableness and answer utility into calculation in order to dis-
tinguish sparrows and owls more precisely.

Instead of contribution quality, question difficulty was taken into consider-
ation by Hanrahan et al. [2] in order to identify expert users more precisely.
Authors decided to use duration between the time when the question was asked
and the time when an answer was marked as the best answer as the measure for
question difficulty. Authors, however, did not propose any method for reputa-
tion estimation, only observed correlation between question difficulty and user
expertise represented by StackOverflow reputation and Z-score.

The conclusions from the analyzed state-of-the-art approaches to user exper-
tise estimation provide directions for a proposal of our method. At first, feature-
based approaches not only perform better than graph-based ones but also are
computationally more efficient. Secondly, in feature-based approaches, it is essen-
tial to distinguish between user activity and quality of contributions. In spite
of that, the most of existing approaches give a priority on the amount of user
activity. An exception is the method by Yang et al. [10] that addressed this issue
in estimation of user topical expertise. On the other side, we are not aware of
any similar solution proposed for user reputation estimation.

3 Calculating User Reputation with Content Quality
and Difficulty

Our main goal is to model users’ reputation with accentuation on the quality of
users’ contributions, not their activity as it is done in the reputation schemas
employed in the popular CQA systems and in the existing feature-based meth-
ods, in order to estimate user reputation with better success rate.

In our approach, reputation of a user consists of reputation gained for:

1. providing answers on questions asked by the rest of the community, as well
as for

2. asking new questions.
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It is in the contrast to methods for user topical expertise estimation (e.g. [10])
that usually consider only providing answers. The reason is that answering a
question can be perceived as an expression of expertise on question topics, while
asking a question, on the other side, can be perceived as a lack of expertise.
However, in estimation of user reputation, asking popular questions as well as
providing good answers is important.

A user gains greater reputation for asking difficult and useful questions and
for providing useful answers on other difficult questions. The gained reputation
for such actions is added to previously earned reputation. Final reputation R of a
user u can thus be expressed as a sum of reputations gained for asking questions
Rq, summed up with a sum of reputations gained for answering questions Ra.
Formula (2) represents the formal expression of the final reputation:

R(u) =
∑

Rq(q) +
∑

Ra(a, q) (2)

We also propose an alternative formula in order to completely suppress an
influence of an amount of users’ activity:

R(u) =
∑

Rq(q) +
∑

Ra (a, q)
|q| + |a| (3)

where |q| is the number of questions a user asked and |a| is the number of answers
he/she provided.

3.1 Reputation for Asking Questions

Inspired by the work [2], we propose to calculate reputation for asking questions
based on question difficulty Dq in a combination with question utility QU . We
suppose that the longer it takes for the first answer to be added (time to answer
a question q - TTA(q)), the more difficult the question is. In order to take into
account differences between various topics in CQA systems, we normalize this
time by maximum time to add the first answer for questions assigned to the
same topic t (TTAmax(t)). If a question belongs to more topics, we calculate Dq

for each topic, and then average the results. We decided to use a logarithm of
TTA values in order to solve a long tail distribution of the values. The binary
logarithm is used because it performed better than the natural and the common
(decadic) logarithm. Question difficulty Dq for a question q is computed as:

Dq(q) =
log2 (TTA (q))

log2 (TTAmax (t))
(4)

The second factor for calculating reputation for asking questions is ques-
tion utility QU . Our formula for question utility is an adaptation of an idea in
the work [10]. We calculate question utility as Score (number of positive votes
minus number of negative votes) normalized by a maximum value of scores -
MaxScore(t) on questions in the same topic t to reflect differences in popularity
between topics in CQA systems. If a question belongs to more than one topic,
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we calculate QU for every topic, and then we average the results. In addition
similarly as for question difficulty, a logarithm of scores is used because we can
observe a long tail distribution also for questions’ scores.

QU(q) =
log2 (Score (q))

log2 (MaxScore (t))
(5)

In the calculation, we had to solve several specific situations. At first, if a
question receives negative score, question utility will be negative too. To calculate
negative utility more accurately, we use absolute value of minimum question
score for a topic t in the place of MaxScore(t). Secondly, if a score of a question
is zero and MaxScore(t) is zero as well, QU will be equal one. Finally, we
adapted the logarithm calculation in order to be able to handle negative values
and zero. The logarithm of negative values is calculated as − log2(−x) and the
logarithm of zero is zero.

The final form of formula for reputation obtained for asking questions consists
of sum of question difficulty and question utility. Formula (6) displays the final
relationship for calculating reputation Rq for asking a question q:

Rq(q) = Dq(q) + QU(q). (6)

3.2 Reputation for Answering Questions

The second part of our reputation system, which is responsible for calculating
reputation for answering questions, utilizes question difficulty (4) as described in
the previous section, and combines it with answer utility which adapts an idea
from the work [10]. Answer utility AU(a, q) for an answer a in a question q is
calculated as:

AU(a, q) =
log2 (Score (a))

log2 (MaxAnswerScore (q))
(7)

where Score(a) is a score of an answer a, and MaxAnswerScore(q) represents a
maximum score from all answers provided for a question q. If an answer receives
a negative score, answer utility will be negative too, as the same approach as
for question utility is used. If Score and MaxAnswerScore are both equal zero,
and the answer is labelled as the best then answer utility is equal one, otherwise
zero. The best answer status, however, has no effect on answer utility for answers
with nonzero score. The reason for using logarithm of answers’ scores is the same
as for logarithm of questions’ scores with the same rules for negative values.

As well as in (6), we use the sum of question difficulty and answer utility for
calculating reputation gained for answering a question:

Ra(a, q) = Dq (q) + AU (a) . (8)
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4 Evaluation

4.1 Experiment Setup

In order to evaluate the proposed reputation system, we conducted an offline
experiment in which we used two datasets from CQA systems Programmers2

(collected in September 2014) and Sharepoint3 (collected in August 2015), which
are parts of Stack Exchange network. The data are publicly available to download
on archive.org4.

We are not aware of any gold standard available for the Stack Exchange
datasets that could be used to evaluate the calculated users’ reputations against.
At first, there is not such a thing as an absolute value representing real user
reputation since all existing scoring metrics are calculated according to a certain
heuristic method that itself can be considered as an approach to estimate user
reputation. In addition, datasets do not contain a global list of all users in the
community sorted relatively according to their reputation either. Utilization of
human judgements is not applicable here because it is not possible to manually
evaluate so many users and all their previous activities in the system [11].

As the result of missing gold standard, many alternative approaches have
been already employed in the previous works. The most objective way to evalu-
ate the performance of user reputation estimation without manual data labelling,
which is not applicable on large datasets, is a utilization of partial rankings of
users. More specifically, it is possible to compare two sorted lists of users for each
question separately. The first list is sorted according to calculated reputation,
while the second one is sorted according to the score of answers as accumulated
in the CQA system (if two answers have the same score, we consider the newer
as better one assuming that the previous one did not answer the question suffi-
ciently). This gives us the ability to evaluate how many users are in their correct
position as well as examine the difference in rankings between these two lists.

As a baseline for comparison, we chose four feature-based approaches:

1. Firstly, we have reconstructed the original user reputation based on Stack
Exchange reputation rules.

2. As the second method for comparison, we chose Best Answer Ratio (BAR)
for each user, which performed as the best in the previous works.

3. As the third method, we chose Z-score, as proposed by Zhang et al. [11].
4. Finally, we employed a number of previously posted answers, which reflects

only user activity and totally ignores quality of provided contributions.

As our method works with question difficulty, which is based on time to
answer a question, we can take into consideration only those questions that have
at least one answer. Moreover, we evaluated the performance of all methods for
only those questions which have at least two answerers with calculated reputa-
tion, so we could perform a comparison between the lists of users (users with
2 http://programmers.stackexchange.com/.
3 http://sharepoint.stackexchange.com/.
4 https://archive.org/details/stackexchange.

http://programmers.stackexchange.com/
http://sharepoint.stackexchange.com/
https://archive.org/details/stackexchange
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unknown reputation were left out from the comparison). For these reasons, we
report our results on about 20 000 questions even though there are 33 052 ques-
tions in the Programmers dataset, and on about 11 000 questions from total
number of 47 136 questions in the Sharepoint dataset respectively.

The evaluation was performed employing an experimental infrastructure, a
part of CQA system Askalot [8] which is being developed at Faculty of Infor-
matics and Information Technologies at Slovak University of Technology in
Bratislava. The infrastructure enables us to reconstruct events as they happened
in time, thus allows us to perform the chronological evaluation process.

4.2 Evaluation Metrics

Standard information retrieval metrics are applied in order to compare the per-
formance of our method and baselines:

– Precision at N (P@N): The proportion of top N users who are ranked at the
correct position.

P@N =
r

N
(9)

where r is the number of users in the correct position.
– Mean Reciprocal Rank (MRR): The reciprocal rank is the inverse of position

(according to the ground truth) for the user with highest reputation (evalu-
ated by the proposed method). The mean reciprocal rank is the average of
reciprocal ranks for all questions evaluated:

MRR =
1

|Q|
|Q|∑

i=1

1
ranki

(10)

where |Q| is the number of questions, and ranki is the position of the user.
– Normalized Discounted Cumulative Gain (nDCG): A method which uses

graded relevance as a measure of usefulness. Positions of users in the begin-
ning of the list are more important than positions in the end of the list. The
formula stands as follows:

nDCG =
DCGp

IDCGp
(11)

where DCGp is Discounted Cumulative Gain, and IDCGp is the ideal possible
DCG - it is DCG of the ground truth, while DCGp is Discounted Cumulative
Gain of users sorted according a method being evaluated. We use alternative
formulation of DCG:

DCGp =
p∑

i=1

2reli − 1
log2 (i + 1)

(12)

where p is a rank position evaluated, reli is relevance of a user at a position i.
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4.3 Evaluation Results

In order to evaluate how individual components of the proposed method for rep-
utation calculation contribute to user reputation, we evaluated its performance
in two steps. Firstly, we worked only with reputation gained for answering ques-
tions (labeled as Answers only). Secondly, we employed also reputation for asking
questions (i.e. the full variant of the proposed method). We also examined two
configurations of our method in order to completely eliminate activity factor
(Formula (3) labeled as average), and Formula (2) labeled as sum in the results.

Table 2 reports the results of our experiments on the Programmers dataset
and Table 3 on the Sharepoint dataset, respectively. We present performance
of Precision@1 (P@1), Precision@2 (P@2), Mean Reciprocal Rank (MRR) and
Normalized Discounted Cumulative Gain (nDCG). The last column displays the
number of questions which were evaluated.

Table 2. Comparison of the performance of the methods on the Programmers dataset

P@1 (%) P@2 (%) MRR (%) nDCG (%) Questions

Full variant (sum) 40.093 38.074 65.538 83.162 20552

Full variant (average) 43.971 41.154 66.278 84.511 20552

Answers only (sum) 40.179 38.267 63.632 83.233 20324

Answers only (average) 43.623 40.926 66.182 84.521 20324

Stack Exchange Reputation 42.080 39.279 64.850 83.888 20558

Best Answer Ratio 41.881 40.078 64.585 83.728 20324

Z-score 38.388 37.022 62.322 82.534 20558

Number of answers 38.570 37.308 62.481 82.647 20324

Table 3. Comparison of the performance of the methods on the Sharepoint dataset

P@1 (%) P@2 (%) MRR (%) nDCG (%) Questions

Full variant (sum) 36.005 37.324 65.554 85.429 11451

Full variant (average) 50.004 49.563 73.145 88.671 11451

Answers only (sum) 35.754 37.017 65.450 85.410 11042

Answers only (average) 45.634 45.707 70.753 87.692 11042

Stack Exchange Reputation 34.895 36.397 64.904 85.168 11483

Best Answer Ratio 40.481 41.441 67.870 86.425 11042

Z-score 35.313 36.693 65.177 85.309 11483

Number of answers 35.020 36.424 65.016 85.235 11042

The results show that our method outperformed all baseline methods. The
interesting observation is that the variant which completely eliminates user activ-
ity performed as the best. This result confirms the significant influence of the
quality of user contributions. It is especially true for the Sharepoint dataset,
for which the methods that emphasize user activity perform clearly worse than
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the ones that suppress it (i.e. best answer ratio and our method in average
variant).

In addition, we observe differences also between the full and partial (i.e.
answers only) variant of our method. The full variant reflects user reputation
better because it captures reputation gained from answering as well as asking
questions. While on the Programmers dataset the differences are not so obvious,
the full variant outperforms the answers only variant by almost 4.5 % (for P@1
metric) in the Sharepoint dataset.

Since Stack Exchange reputation outperformed best answer ratio on the Pro-
grammers dataset, we were interested in the distribution of calculated reputation
among the community. We provide a comparison between the best variant of our
method (i.e. the full variant that calculates reputation for answering as well for
asking questions, and eliminates an influence of amount of users’ activity) and
Stack Exchange reputation rules. In order to eliminate a long tail problem with
reputation distribution in Programmers CQA system, we decided to group rep-
utation by range of two (0–1, 2–3, etc.) and cut the high end of reputation.

The charts in Figs. 1 and 2, which contain histograms of reputation distrib-
utions calculated by our method and Stack Exchange reputation system respec-
tively, clearly show that we were able to distinguish between the expertise of
users better. Reputation calculated by our method follows Gaussian distribu-
tion what is expected, since we can naturally presume the majority of users to
have average skills and knowledge. Another advantage of our approach is that
we are able to better identify users with negative reputation.
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Fig. 1. Distribution of reputation calculated by our method

Overall computational complexity of our method is the same or similar as for
the previous reputation metrics or reputation schemas. However, as our method
normalizes values of users contributions, it does not provide so good transparency
for the end users as simple rule-based reputation schemas (e.g. they cannot
easily verify why and how much of their reputation changed because they do
not have simple access to all information required to make the calculation).
Finding an optimal balance between precision and transparency of methods for
user reputation calculation provides an interesting direction for further research.
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5 Conclusions

In this paper, we introduced a method for estimating user reputation in CQA
systems. Our main goal was to strengthen the importance of quality of user’s
contributions when calculating reputation. It is done by employing question dif-
ficulty and utility of questions and answers. The performance of our method was
compared with other feature-based approaches on two datasets gathered from
CQA systems provided by Stack Exchange platform. Our method outperformed
all baselines, and thus we can confirm our assumption that consideration of
content quality and difficulty plays an important role in estimation of user repu-
tation. Moreover, we evaluated the distribution of calculated reputation among
the community. We found out that reputation calculated by our method follows
a continuous spectrum of values and a naturally occurring distribution, what is
in contrast with the distribution of reputation calculated by the standard Stack
Exchange reputation schema.

Encouraged by our results, we applied our method for reputation estima-
tion in the educational and organizational CQA system Askalot [8], where it is
running in production environment since May 2015. After consideration of edu-
cational nature of the system and the need to preserve factor of user activity, we
decided to use the variant of our method which utilizes the sum of reputations
for all questions and answers a user contributed.

For future work, it would be possible to investigate the importance of ques-
tion difficulty and question/answer utility on the performance of our method.
We can do this by assigning weight parameters to each component and observe
differences in the performance when adjusting these values. Another possibil-
ity to improve our method lies in using clustering algorithms to find topics in
CQA systems and do not rely on tags a user provided. We could also utilize
an advanced method for content quality evaluation instead of the votes from
the community. The problem of missing reputation gained for questions with no
answers (due to unavailable estimation of question difficulty) could be solved by
using average values of time to solve in the question’s topic.
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Abstract. The availability of co-authorship data from large-scale
electronic databases is paving the way for new analyses on human col-
laboration networks. The complex network of co-authorships can iden-
tify specific features that characterise the behaviour of researchers, and
impact on their production and performance. In this paper, we analyse
a large sample of data regarding scientific publications from Google
Scholar. The aim of our analysis is to study a fundamental aspect of co-
authorship networks, i.e. the structure of authors’ ego networks. Specif-
ically, we highlight the existence of a hierarchical organisation of these
networks in a series of concentric circles, quite similar to that found in
general human social networks. In addition, we highlight some proper-
ties of the correlation between the ego network structure and the authors
scientific productivity, measured in terms of h-index.

Keywords: Collaboration networks · Ego networks · Optimal team
size · Scientific productivity · H-index

1 Introduction

Co-authorship networks represent the patterns of human collaborations in the
production of scientific knowledge. The analysis of these networks is gaining
momentum, due to the increasing availability of co-authorship data from elec-
tronic databases like Google Scholar, Scopus or Microsoft Academic Search,
and to the gradual shift in science from an individual based model (i.e. where
individuals have the main role in the production of knowledge) to a teamwork
model [18].

In this paper, we study the structural properties of a large number of co-
authorship ego networks extracted from Google Scholar. In this context, the
ego network of a given author is the network formed by linking that author

This work was partially funded by the EC under the H2020-INFRAIA SoBigData
(654024) project.

c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 82–96, 2016.
DOI: 10.1007/978-3-319-28361-6 7



Analysis of Co-authorship Ego Networks 83

with all its co-authors, and weighing each link with a measure of strength of
their collaboration. The main goal of this work is understanding whether similar
structures found in general human ego networks are also present in co-authorship
ego networks. The main intuition is that the structure of human ego networks is
determined by cognitive and time constraints that limit the number and intensity
of social relationships each person can maintain. Scientific collaboration can be
seen as one specific type of human social relationship, which is in principle also
affected by cognitive and time constraints. Therefore, we ask ourselves if those
constraints result in similar structures also in the co-authorship networks.

The structure of ego networks is a well-investigated topic in the area of social
networking. The effect of cognitive and time constraints leads, in human social
networks, to the formation of a typical hierarchical structure around each ego.
According to this structure, alters (i.e. people with whom the individual or ego is
connected) are arranged into inclusive groups. The size of these groups averages
1.5, 5, 15, 50, 150 respectively, with a scaling ratio of ∼3 [6,19]. In this hierar-
chy, Dunbar’s Number (150) represents the average limit on the total number
of social contacts that humans can actively maintain in their networks [5]. The
structural pattern found in ego networks is consistent among different social
environments, including online social networks (OSNs) such as Facebook and
Twitter [6], and other types of social organisation, such as the land armies of
many countries [19]. This indicates a natural hierarchical grouping of everyday
social structures, optimising the cognitive processing of within-group interac-
tions [19].

Although the properties of ego networks have been largely studied in the
literature, there are still no conclusive results about the relation between the
hierarchy found in ego networks and the collaboration strategies in organisa-
tions and team work in general. To the best of our knowledge, there are no stud-
ies that characterise the hierarchical structure of ego networks in collaboration
environments and that analyse the relation between this structure and scientific
productivity. In addition, most of the experiments on collaboration networks are
related to small-sized samples, often in controlled and limited environments.

In this paper, we aim to bridge this gap by analysing the structural properties
of a large number (313, 207) of co-authorship ego networks extracted from Google
Scholar. We find that a hierarchical structure similar to that found in other types
of human social ego networks is also present in co-authorship ego networks,
suggesting that human cognitive and time constraints may play a significant
role in shaping collaborations. In addition, we start to characterise the impact of
these structures on scientific productivity. We study the correlation between the
structural properties of the authors’ ego network and their h-index. In particular,
we find a significant correlation between the ego network size and the h-index,
and we briefly discuss the main reasons that could explain this property.

2 Related Work

One of the most significant contributions to the analysis of co-authorship net-
works is the work on large-scale collaboration databases by Mark E.J. Newman
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(see for example [12,13]). Newman applied standard social network analysis tools
to complete co-authorship graphs (not limited to ego networks), and his results
are the first indication that co-authorship networks have high clustering coef-
ficient and small average distance between pairs of nodes, thus being “small-
world” networks. In addition, he found that statistics of individual authors can
vary significantly in different fields.

Katz and Hicks [10] found that the number of co-authors has a positive
impact on the number of citations of papers. Moreover, collaborations with for-
eign institutions bring to the highest impact. In a similar study, Guimerà and
colleagues found that team “diversity” is one of the key aspects of success [8].

Abbasi and colleagues [1] analysed data related to five American Universities,
by acquiring information regarding scientific publications from Google Scholar,
ACM portal, and DBLP. They built complete co-authorship networks and calcu-
lated standard centrality measures (e.g. node degree, closeness, betweenness) for
each node (author). They found that centrality measures have a high correlation
with productivity (g-index). Moreover, authors embedded in clusterised parts of
the network have lower performances than other authors.

Abbasi et al. also analysed ∼8,000 co-authorship ego networks from the Sco-
pus database [2]. The results show that several ego network measures (e.g. den-
sity, Burt’s constraint, ego-betweenness, effective size) correlate with author per-
formances (g-index). This is in accordance with the results of the analysis by
Ortega [14] on a large dataset collected from Microsoft Academic Search (MSA)
with ∼32,000 authors, which also highlights differences in the properties of co-
authorship ego networks in different research fields. These results also confirm
similar findings on smaller co-authorship datasets [11].

Compared to these studies, our work is focused on the detailed analysis of the
structural properties of ego networks, and their impact on scientific productivity.

3 Co-authorship Data

3.1 Data Statistics

We analysed 313, 207 author profiles accessed from Google Scholar in November
2013. For each author, we have information about the categories (research areas)
manually indicated in their personal profiles as one or more freely assigned labels
(for a total of 188, 657 categories), and all the publications indexed by Scholar
(for a total of 19, 420, 220 publications, of which 378, 305 are patents). In addi-
tion, we have all the statistics calculated by Scholar, e.g. the total number of
citations for each author and the h-index. We accessed the authors’ profiles
starting from a single category (“computer science”). Then, we accessed all the
categories found in the visited profiles, iterating the procedure until no new cat-
egories were found. The distribution of the category size, depicted in Fig. 1a,
clearly shows a power-law shape. The largest category, “machine learning”, has
been indicated by 8, 122 authors. The distribution of the number of citations of
the authors and that of their h-index are depicted in Fig. 1b and d respectively,
while the distribution of the number of citations of the papers in our sample is
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Fig. 1. CCDFs of category size (1a), author h-index (1b), number of citations per
paper (1c), and number of citations per author (1d)

depicted in Fig. 1c. The number of co-authors in the papers ranges between 1
and 150. The limit of 150 is imposed by Google Scholar. Papers with more than
150 co-authors are limited to 150. Nevertheless, the number of papers with 150
co-authors is only 6.5% of the total number of papers.

3.2 Data Preprocessing

For the analysis presented in the rest of the paper, it is important to know
the dates of the publications. Scholar derives them from the hosting web site
of the paper or from the pdf file directly. For some papers, dates are wrongly
read from fields related to author’s personal information (e.g. the zip code of
the author’s affiliation). These cases, although rare, usually lead to inconsistent
dates or a date far from the other publication dates of the author and are thus
easy to be identified and corrected. We discarded dates in the future (i.e. after
the date when the paper’s data were accessed) and dates too far from the rest of
the publication dates of the author. Specifically, for each author, we ordered its
publication dates in a descending order and we calculated the difference between
subsequent dates. We formed groups by putting together all dates such that the
distance between two consecutive dates is lower than 20 years, and we consider
as relevant publications of an author only those belonging to its largest group.
Therefore, the first date (in temporal order) of this group is taken as the first
publication date of the author. Publications with dates that are outside the
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obtained group are discarded from the analysis. The threshold of 20 years is
chosen intuitively as the maximum period of inactivity of an author between
two subsequent publications.

We further refined the data by selecting only the authors who published
their first paper after the 1st January 1900. This ensures that the analysed
data are more homogeneous. Moreover, only authors who published for the first
time at least three years before November 2013 were considered for the analy-
sis, since after a three year period (coinciding with the duration of a Ph.D in
most countries) the publication history of an author can be considered stable,
whereas authors with a publication history shorter than three years could be
still in a transient phase of their scientific career. After this preprocessing phase,
we selected 285, 577 authors. These authors represent the final sample of our
analysis.

4 Clusters of Categories

To better analyse co-authorship ego networks, we divided authors into separate
research fields. To do so, we clustered them into different groups according to
the categories that they declared in their profiles. Note that in Google Scholar
categories are simple free-text strings that users associate to their profile. There-
fore, it is not possible to simply group users by the same category. Instead, we
applied a clustering algorithm on the bipartite graph G representing the rela-
tions between authors and categories. More formally, we defined G = (A,C,E)
as a bipartite graph where A is the set of authors, C is the set of categories, and
E is the set of edges connecting elements of A to elements in C. An edge between
an author a ∈ A and category c ∈ C exists if a has declared c in her profile. We
applied a community detection algorithm (a greedy algorithm based on network
modularity for bipartite graphs [4]) on G to group together similar categories.
We obtained a set of 6, 779 clusters of categories. Table 1 reports the properties
of the first six clusters ordered by total number of authors (i.e. the sum of the
number of authors of all the categories in the cluster). In the table, the main
category of each cluster (i.e. the one with the highest number of authors) is
placed along with the first six sub-categories (ordered by number of authors),
the total number of authors in the cluster, and the number of sub-categories.

The results reported in the table confirm that the clustering algorithm is
effectively able to group together categories belonging to the same research field.
Another important feature of the clustering algorithm is that it is able to cor-
rectly place duplicates of the same category in the same cluster (e.g. categories
with small differences in the naming such as Consumer Behavior and Consumer
Behaviour). This is possible since most of the authors indicating one of the two
names in their profiles also indicate other categories that are in common with
the other label, and this permits to identify a strong overlap between the two.

In some cases, clusters group together topics that would seem to be not that
overlapping. This is the case for example of “economics” and “entrepreneurship”,
that are grouped in a neuroscience/psychology cluster. This is likely an effect
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Table 1. Properties of the first six clusters of categories found in Google Scholar
ordered by number of authors.

Main category First 6 sub-categories (by size) no. of authors no. of
sub-categories

Machine learning Artificial intelligence,
computer vision, data mining,
image processing, robotics,
software engineering

81, 409 23, 615

Physics Nanotechnology, optimization,
biochemistry, biophysics,
chemistry, materials science

80, 491 27, 666

Neuroscience Economics, psychology,
education, innovation,
cognitive neuroscience,
enterpreneurship

59, 609 24, 219

Bioinformatics Computational biology, genomics,
molecular biology, evolution,
genetics, conservation biology

59, 428 19, 802

Ecology Climate change, remote sensing,
gis, gis&t, hydrology, geology

47, 519 21, 965

Molecular biology Microbiology, medicine, hiv aids,
biotechnology, immunology,
epidemiology

20, 431 19, 738

of strong inter-disciplinary relationships among those topics. In other cases, the
main category seems, at a first glance, not the best description of an area. This
is the case, for example, for the “machine learning” cluster, that also contains
“computer science”. This is perhaps not so counterintuitive, as computer science
is a very broad field and computer scientists may prefer to indicate more specific
categories in their profile rather than a generic one.

We give here a more detailed description of the dataset leveraging the clusters
that we obtained. In particular, we look at the relation between the h-index of the
authors in the different clusters and the properties derived form their profile (i.e.
the average number of co-authors per paper and their index of multidisciplinarity
– defined in the following). To be able to perform a detailed analysis of the
different clusters, we only considered the first six clusters in terms of size (number
of authors) and we omitted the remaining clusters.

4.1 H-Index vs. Average Number of Co-authors per Paper

Figure 2a depicts the average number of co-authors per paper (considering all
the authors) as a function of their h-index. The average number of co-authors
per paper is distributed around 5 (the horizontal line in Fig. 2a), with higher
variability for low values of h-index. Nevertheless, there are some authors with a
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very high average number of co-authors per paper with high h-index (up to 120).
This could be due to the presence of authors working in fields where publications
with many co-authors are common. When dividing the authors into the different
clusters (Fig. 2b), it is clear that for some clusters (e.g. neuroscience) this effect
disappears.

This first result tells us that although scientists may have a large number of
collaborations, they tend to work in groups of 6 members (5 plus the ego). This
is particularly true for authors with very high performance (i.e. with h-index >
120). Notably, the result is consistent for all the clusters. This is in accordance
with the results in the organisational literature, which identify 6 as the best team
size for productivity [9]. Nevertheless, having an optimal team size is clearly not
enough to perform well in scientific publications, as demonstrated by the large
number of authors working on average with other 5 co-authors, but having a low
value of h-index.
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Fig. 2. H-index as a function of the average number of co-authors for all the
authors (2a) and the first six clusters (2b).

4.2 H-index and Mono- or Multi-disciplinarity

We calculated a measure of multi-disciplinarity for each author as the similarity
between the categories that each author declared in her Google Scholar profile.
Specifically, we defined O(Ci, Cj), the overlap coefficient between category Ci

and category Cj as follows.

O(Ci, Cj) =
|Ci ∩ Cj |

min(|Ci|, |Cj |) . (1)

Then, we averaged the overlap for all the possible pairwise combinations of
categories in each profile to obtain a measure of multidisciplinarity ma, for each
author a, defined as follows.

ma =

∑
{Ci,Cj}∈[Sa]

2 O(Ci, Cj)

|[Sa]
2| , (2)
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where Sa is the set of categories of author a, and [Sa]
2 is the set of 2-subsets of

Sa. Authors with high values of m work in categories tightly connected to each
other that share a high percentage of authors. This indicates research fields very
close to each other or different terms used to describe the same field. On the
other hand, a low value of m indicates that the author works in research fields
that are far from each other, with a very low number of authors working in both
fields. The authors in categories with very low values of similarity are often the
few people working at the same time in those fields, thus representing bridges
between them.

Figure 3a depicts the h-index of the authors as a function of the average sim-
ilarity of their categories. Figure 3b depicts the same scatterplot but considering
the first six clusters of categories separately. The figures show a more random
pattern for low values of h-index than for high values. Interestingly, in the lat-
ter case, two strategies seem to prevail, and authors tend to: (i) be completely
focused on one subject or (ii) spread the effort on subjects that are completely
separate from each other. Other mid-way strategies are not adopted by the most
successful authors, and are only used by authors with lower h-index. This is vis-
ible also when the analysis is applied to the different clusters, with compatible
patterns across the different fields. Of course, this aspect needs to be further
investigated in the future to draw definitive conclusions.
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Fig. 3. H-index as a function of the average category similarity for all the authors (3a)
and the first six clusters (3b).

5 The Structure of Co-authorship Ego Networks

5.1 Definitions

In a co-authorship ego network, an author is the ego, and the people with whom
she co-authored at least a paper are her alters. Note that we use the most sim-
ple definition of ego network, without considering mutual connections between
alters. To extract the set of alters from the metadata of the articles in Scholar, we
looked at the co-authors in the papers of each author and we performed a lexico-
graphic match of their names. Thus, for a given author, we cannot discriminate
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possible different co-authors with the same name, that are considered as one
co-author only. However, intuitively the probability of this case should be very
low. In different articles, the same authors may appear with slightly different
names or abbreviations. To find these differences, we matched the names using
either the first name and the surname or the first letter of the first name and
the surname, case insensitive. Then, we defined the strength of a collaboration
relationship between an ego i and one of her alters j, tsi,j , as follows.

tsi,j =
1

di,j

∑

p∈{P (i)∩P (j)}

1
k(p) − 1

, (3)

where di,j is the duration of the relationship between i and j, measured as the
time span (in years, between the first article that the ego and her alter published
together and the last article published by the ego), P (i) is the set of papers
where i appears as a co-author, and k(p) is the number of co-authors of paper p.
Intuitively, this measure of tie strength is a frequency of co-authorship, measured
as the number of joint publications, where each publication is “weighted” by the
number of co-authors to estimate the level of collaboration between the ego and
a specific alter in that collaboration. Being a frequency, the total number of
(weighted) publications is divided by the number of years during which the ego
and the alter are supposed to have collaborated. This definition of tie strength
embodies the fact that a small number of co-authors generally implies a stronger
collaboration between these than the case of high number of co-authors. We
considered only the relationships with duration greater than six months to avoid
possible bias due to approximation on too short relationships. Finally, for each
author, we define the ego network size as the number of its co-authors. Note that,
because we have defined a tie strength on each link, ego networks are weighted
networks, which is the basis for analysing their structure.

5.2 Ego Network Size

The average ego network size is 104.01. Remarkably, this value is not too far
from Dunbar’s Number, and compatible with other sizes found in offline [19] and
online environments [6,7]. The probability density function of the ego network
size, depicted in Fig. 4a, indicates that, although there are many large ego net-
works (note that we have limited the x axis, and the maximum size is 12,070) the
highest density is around 5. Moreover, the density function resembles in its shape
the function of the active network size found in social networks [3]. Figure 4b
depicts the density function of the ego network size for the first six largest clusters
of categories. The size varies sensibly among the clusters, with “machine learn-
ing” and “neuroscience” showing a more picked density than “bioinformatics”
and “physics”, in which the size is more uniformly distributed. This difference is
probably due to the fact that in machine learning and neuroscience publications
are typically done by a small group of authors, while in fields such as physics
and bioinformatics, where sometimes large experiments involving a high number
of people are needed, publications with many co-authors are more common.
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Fig. 4. Density of ego network size for all the authors (4a) and the first six clusters (4b).

5.3 Average Tie Strength vs. Ego Network Size

The average tie strength of ego networks is negatively correlated with ego net-
work size (r = −0.23 considering all the authors, r = −0.60 when the vari-
ables are log-transformed). This is visible also when the clusters are analysed
separately (r = −0.20 and r = −0.60 for machine learning without and with
log-transformation respectively, r = −0.24 and r = −0.62 for physics, r = −0.23
and r = −0.59 for neuroscience, r = −0.26 and r = −0.59 for bioinformatics,
r = −0.22 and r = −0.53 for ecology, and r = −0.25 and r = −0.6 for molecular
biology). Interestingly, correlation values are quite homogeneous across research
fields. This suggests that this property may depend on some general mechanism
underpinning collaboration, rather than on the specific ways of collaborations in
different fields, which may vary from topic to topic (see Fig. 4(b)). Indeed, this
result is in accordance with the general findings on social ego networks and in
organisational studies, that show that the constraints on our social behaviour
limit the number of alters that we can maintain at a certain level of intimacy, and
people with larger ego networks must inevitably have, on average, relationships
with lower levels of intensity [15].

Taken together, these results (distribution of ego network size, and correla-
tion between ego network size and tie strength) provide a first indication that
cognitive mechanisms similar to those governing typical social relationships may
also determine the development of scientific collaborations. In particular, the
negative correlation between tie strength and ego network size is a classical
“capacity shrinkage” effect: as the total amount of cognitive resources we can
allocate to scientific collaboration is limited, the more intense collaboration are
for an author, the lower is the number of active collaboration they can sustain.

5.4 Ego Network Circles

Remember from Sect. 1 that one of the fingerprints of the general structure of
ego networks is the presence of concentric layers, of a very well defined aver-
age size, containing alters with whom the ego maintains social relationships
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Table 2. Properties of ego network circles found by applying k-means on the set of tie
strengths of each ego with a fixed k = 5.

Cluster C1 C2 C3 C4 C5

Size

All authors 2.0 6.3 15.8 37.9 116.8

Machine learning 1.9 5.7 14.2 33.5 102.6

Physics 2.0 6.4 16.1 38.6 119.5

Neuroscience 1.8 5.5 13.3 31.1 100.1

Bioinformatics 2.2 7.5 19.6 49.2 150.9

Ecology 2.0 6.2 15.4 36.3 105.5

Molecular biology 2.1 6.2 15.0 34.3 97.0

Minimum tie strength

All authors 0.77 0.40 0.20 0.09 0.02

Machine learning 0.88 0.46 0.24 0.10 0.03

Physics 0.83 0.43 0.22 0.10 0.02

Neuroscience 0.75 0.38 0.20 0.09 0.02

Bioinformatics 0.65 0.33 0.16 0.07 0.02

Ecology 0.67 0.34 0.18 0.08 0.02

Molecular biology 0.64 0.33 0.17 0.08 0.02

at a decreasing intensity. To further investigate possible similarities between
generic ego networks in social environments and in scientific collaborations, we
analysed whether such a structure can also be identified in co-authorship ego
networks. Previous studies in other social environments (such as Online Social
Networks) have shown that the typical number of layers is 5, with average sizes
approximately equal to 1.5, 5, 15, 50, 150 [6]. Therefore, we applied two differ-
ent clustering algorithms (k-means and DBSCAN) to the tie strengths of each
ego network, with a number of cluster equal to 5, and analysed the sizes of the
obtained layers. Note that, for each ego network, this means applying k-means
and DBSCAN clustering on a mono-dimensional variable (the tie strength). For
k-means, we used the Ckmeans.1d.dp algorithm [16], which ensures that the
clustering procedure converges to a unique and optimal solution. For DBSCAN,
we implemented an iterative procedure to find the value of ε that gives a number
of cluster equal to the chosen k. In addition, we fixed MinPts parameter to 2
to eliminate possible noisy points in the data. This is the same technique used,
among others, in [6].

The sizes of the resulting layers found by k-means (nesting the subsequent
groups of alters identified) are reported in Table 2. The last circle (C5) may
sometimes appear larger than the average ego network size because ego networks
with less than 5 different values of tie strength were not considered. The results
in Table 2 indicate that co-authorship ego networks have a very similar pattern
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to social ego networks. Specifically, the sizes of the circles are similar to those
found in generic social networks. Although in some cases (typically for C4 and
C5) the sizes are below the reference values (50 and 150, respectively), it must be
noted that the actual values of ego network circles in specific social environments
have been found to vary quite significantly around those reference values. The
scaling factors between consecutive layers are approximately close to 3 (namely,
they average 2.8 for all the authors taken together, 2.7 for machine learning,
2.8 for physics, 2.8 for neuroscience, 2.9 for bioinformatics, 2.7 for ecology, and
2.6 for molecular biology). This is another reference fingerprint of ego network
structures in many other social environments. The table also shows the minimum
tie strength for an alter to be part of each circle (averaged across all egos).
Remember that, based on our definition of tie strength (which is essentially an
annual frequency of co-authorship, normalised by the number of co-authors in
each publication), a value of 1 would mean that the ego and the alter publish
together a joint paper with 2 authors only every year. Interestingly, the results
show that the intensity of co-authorship for the inner-most layer are quite close
to this value of frequency, indicating indeed a particularly strong intensity of
collaboration inside C1.

The results found by DBSCAN, reported in Table 3, are similar to those
obtained by k-means and are compatible with the pattern found in social net-
works [6]. However, DBSCAN tends to place more alters in the outermost circle
(C5), where the density is much higher than in the other circles. As a conse-
quence, C3 and C4 are smaller than C3 and C4 of k-means. This difference
between the two clustering algorithms has been found also in Twitter and Face-
book ego networks [6]. Note that the size of C1 is affected by the choice of
having the parameter MinPts set to 2. This eliminates single element clusters,
but allows us to detect noisy data. In addition, the somewhat larger values of
C5 could be a by-product of our iterative procedure, which is in some (few)
cases unable to produce the desired number of clusters, especially for very small
networks. As these networks are not considered in the analysis, the values of C5
might be slightly biased towards larger ego networks. The scaling ratios obtained
by DBSCAN clustering are also in this case close to 3 (3.4 for all the authors
taken together, 3.3 for machine learning, 3.3 for physics, 3.3 for neuroscience,
3.4 for bioinformatics, 3.2 for ecology, and 2.9 for molecular biology). The values
of the minimum tie strengths are slightly lower than those found by k-means,
in particular for C1, which is again a side effect of the minimum cluster size we
have imposed.

These results are another strong indication that the same cognitive and time
constraints may regulate also scientific collaboration networks. If this results
could be further generalised to other types of collaboration networks, this might
be a first step towards a convergence between the results in social network analy-
sis and in organisational research.

5.5 Author H-index and Ego Network Properties

Having characterised the structure of co-authorship ego networks, we now study
whether there is any sensible correlation between the scientific productivity
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Table 3. Properties of ego network circles found by applying DBSCAN on the set of
tie strengths of each ego with a fixed k = 5.

Cluster C1 C2 C3 C4 C5

Size

All authors 2.8 6.4 11.2 19.3 152.8

Machine learning 2.7 6.2 10.8 18.4 138.3

Physics 2.9 6.5 11.5 19.8 146.7

Neuroscience 2.8 6.3 11.1 19.2 139.8

Bioinformatics 3.0 7.0 12.5 22.1 172.5

Ecology 2.8 6.4 11.4 19.8 135.3

Molecular biology 2.9 6.7 11.7 20.2 121.4

Minimum tie strength

All authors 0.46 0.29 0.20 0.14 0.02

Machine learning 0.49 0.31 0.22 0.14 0.02

Physics 0.44 0.28 0.20 0.13 0.02

Neuroscience 0.43 0.27 0.19 0.12 0.01

Bioinformatics 0.36 0.24 0.17 0.11 0.01

Ecology 0.41 0.26 0.18 0.12 0.01

Molecular biology 0.36 0.23 0.16 0.11 0.01

of authors, measured through the h-index, and structural elements of the co-
authorship network. Specifically, we analyse the correlation between the h-index
and the ego network size.

H-index and ego network size are highly correlated (r = 0.56 without trans-
formations and r = 0.79 when both variables are log-transformed). The correla-
tion values for the different clusters are r = 0.47 without transformations and
r = 0.79 with logarithmic transformation for machine learning, r = 0.56 and
r = 0.80 for physics, r = 0.57 and r = 0.77 for neuroscience, r = 0.64 and
r = 0.82 for bioinformatics, r = 0.58 and r = 0.80 for ecology, and r = 0.68
and r = 0.77 for molecular biology. These results tell us that the larger the ego
network of an author, the higher her h-index, with an exponential function con-
trolling the relation between the two variables (because of the higher correlation
of log-transformed variables). This could indicate that a high number of col-
laborations brings more information sources, thus increasing innovativeness and
creativity of the ego. In the management literature, this is typically seen as one
factor determining a successful career [17]. Another possible explanation of this
correlation is that having more opportunities of collaborating facilitates more
extensive productivity, and a higher impact on the respective scientific commu-
nities. Or, that authors with high h-index attract more and more collaborators,
thus increasing their network size. Discriminating between these possible fac-
tors would require longitudinal studies on the evolution of the ego network and
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h-index over time, which is part of future work. Finally, also in this case, note
that the correlation values are quite consistent across the different disciplines.
Again, this suggests that the reason behind this property may be a general
human behaviour underpinning scientific collaboration and productivity, rather
than a feature of specific disciplines.

6 Conclusion

We analysed a large set of co-authorship ego networks from Google Scholar.
These networks show a hierarchical structure based on the intensity of collab-
oration with the ego. This structure is similar to those found in other social
environments, and known to be the result of the cognitive and time constraints
in humans. The size and the scaling ratio between the sizes of the identified
layers are quite similar to those found in other social networks, both offline and
online. Moreover, the size of the ego network is negatively correlated with the
average intensity of collaboration of the ego. This property is another fingerprint
of ego networks in general social networks. In addition, we found a direct rela-
tion between these structural properties and the performance of each author. In
particular, the size of an author’s ego network is positively correlated with her h-
index. This property does not depend on the specific research field where authors
are active, suggesting that this might be a general feature of human scientific
collaboration. We think that the results presented in this paper contribute to
bridge the gap between organisational studies of team work and social network
analysis, giving interesting and new insights into the nature of collaboration
networks and social (ego) networks in general.
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8. Guimerà, R., Uzzi, B., Spiro, J., Amaral, L.A.N.: Team assembly mecha-
nisms determine collaboration network structure and team performance. Science
308(5722), 697–702 (2005)

9. Guzzo, R.A., Shea, G.P.: Group performance and and intergroup relations in orga-
nizations. In: Dunnette, M.D., Hough, L.M. (eds.) Handbook of Industrial and
Organizational Psychology, 2nd edn. Consulting Psychologists Press, Palo Alto
(1992)

10. Katz, J.S., Hicks, D.: How much is a collaboration worth? A calibrated bibliometric
model. Scientometrics 40(3), 541–554 (1997)

11. Li, E.Y., Liao, C.H., Yen, H.R.: Co-authorship networks and research
impact: a social capital perspective. Res. Policy 42(9), 1515–1530 (2013).
http://dx.doi.org/10.1016/j.respol.2013.06.012

12. Newman, M.E.J.: The structure of scientific collaboration net-
works. Proc. Nat. Acad. Sci. USA 98(2), 404–409 (2001).
http://www.ncbi.nlm.nih.gov/pubmed/11149952

13. Newman, M.E.: Coauthorship networks and patterns of scientific collaboration.
PNAS 101(Suppl), 5200–5205 (2004)

14. Ortega, J.L.: Influence of co-authorship networks in the research impact: ego
network analyses from Microsoft academic search. J. Inf. 8(3), 728–737 (2014).
http://dx.doi.org/10.1016/j.joi.2014.07.001

15. Sutcliffe, A., Dunbar, R.I.M., Binder, J., Arrow, H.: Relationships and the social
brain: integrating psychological and evolutionary perspectives. Br. J. Psychol.
103(2), 149–68 (2012)

16. Wang, H., Song, M.: Clustering in one dimension by dynamic programming. R J.
3(2), 29–33 (2011)

17. Wiersema, M.F., Bantel, K.A.: Top management team demography and corporate
strategic change. Acad. Manag. 35(1), 91–121 (2010)

18. Wuchty, S., Jones, B.F., Uzzi, B.: The increasing dominance of teams in production
of knowledge. Science 316(5827), 1036–1039 (2007)

19. Zhou, W.X., Sornette, D., Hill, R.A., Dunbar, R.I.M.: Discrete hierarchical orga-
nization of social group sizes. Biol. Sci. 272(1561), 439–444 (2005)

http://dx.doi.org/10.1016/j.respol.2013.06.012
http://www.ncbi.nlm.nih.gov/pubmed/11149952
http://dx.doi.org/10.1016/j.joi.2014.07.001


Studying the Role of Diversity in Open
Collaboration Network: Experiments

on Wikipedia

Katarzyna Baraniak1(B), Marcin Sydow1,4, Jacek Szejda2,
and Dominika Czerniawska3

1 Polish-Japanese Academy of Information Technology, Warsaw, Poland
katarzyna.baraniak1@pjwstk.edu.pl, msyd@poljap.edu.pl

2 Educational Research Institute, Warsaw, Poland
jacek.szejda@gmail.com

3 Interdisciplinary Centre for Mathematical and Computational Modelling,
University of Warsaw, Warsaw, Poland

d.czerniawska@icm.edu.pl
4 Institute of Computer Science, Polish Academy of Sciences, Warsaw, Poland

Abstract. This paper presents some empirical study towards under-
standing the role of diversity of individual authors and whole teams of
authors on the quality of the articles they co-edit in open collabora-
tion environments like Wikipedia. We introduce a concept of diversity of
interests or versatility of a Wikipedia editor and Wikipedia teams and
examine how it is correlated with the quality of their production. Our
experiments indicate that editor’s and team’s diversity seems to have
bigger impact on quality of their work than other properties.
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1 Introduction

Open-collaboration environments like Wikipedia produce outcome of varying
quality. It is important to study what properties of community members and
their teams increase chances for high-quality results of their work. Such stud-
ies can help in future in developing tools that improve and support open-
collaboration team-building process. For example, it is interesting to study
whether editors that have diverse interests tend to create better Wikipedia arti-
cles. Diversity has proved to play important role in multiple fields of applica-
tions: text summarisation, web search [2], databases [12], recommender systems
and semantic entity summarisation [10]. Recently, the concept of diversity has
attracted interest also in the domain of open collaboration research [1].

In this paper we introduce a quantitative measure of diversity of interests of
a member of an open-collaboration environment such as Wikipedia and aim to
study how versatility influences the work quality. The measure is based on the
c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 97–110, 2016.
DOI: 10.1007/978-3-319-28361-6 8



98 K. Baraniak et al.

information-theoretic concept of entropy. We demonstrate on Wikipedia data
that versatility of editor seems to be correlated with the quality of articles
they co-edit. We also extend the notion of interest diversity on whole teams
of authors and study how it impacts the work quality compared to their produc-
tivity and experience. In case of teams the reported experimental findings are
similar: team’s diversity is correlated with quality.

The original contributions of this paper include:

– the concept of team versatility and other measures of team diversity
– experiments on two dumps of Wikipedia. The results confirm the previous

preliminary findings from a short paper [11] including new experiment with
multinomial model and experiments with logistic regression model based on
various predictors, that confirm versatility of teams is correlated with quality
and presents relationships of quality with other variables.

2 Sociological Background

Team diversity is one of the fundamental issues in social and organisational
studies that has been broadly researched on. It has been broadly theorised and
tested on virtual communities. One of the most burning questions concerns team
coherence vs efficiency. There are two competing theories describing efficient
team organisation: modularity and integrity. The first was introduced by David
Parnas who suggested that co-dependence between components (in our context,
a module corresponds to an article on Wikipedia) should be eliminated by lim-
iting the communication [8]. In this approach participation in a module does
not require knowledge about the whole system or other modules, e.g. Wikipedia
users can co-author articles about social science without knowing anything about
life sciences or mathematics. It leads to higher specialization and less diversity in
individual performance. Modular approach enables more flexibility and decen-
tralized management [9].

The integral approach to organizations is characterized by smoother adapta-
tion to new environments and to new cooperation rules as well as it gives better
results when it comes to fine-tuning of the system [6]. In the integral mode the
team members have diverse knowledge and skills. We aim to study whether mod-
ular/specialized or integral collaboration pattern is more successful in creating
high-quality Wikipedia articles.

2.1 Related Work

Important role of diversity was noticed early not only in complex systems but also
in other fields like Operation Research or Information Retrieval [5]. One of the
earliest successful applications of diversity-aware approach was reported in [3]
in the context of text summarisation. Recently, diversity-awareness has gained
increasing interest in other information-related areas where the actual user’s
information need is unknown and/or the user query is ambiguous. Examples
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range from databases [12] to Web search [2] or very recently to the quite novel
problem of graphical entity summarisation in semantic knowledge graphs [10].

From the open collaboration point of view, diversity can be considered from
many perspectives, for example as a team diversity vs homogeneity or a sin-
gle editor’s diversity of interest (Integrity) vs specialisation (Modularity). For
example, the positive role of team diversity was studied in [4], but the used def-
initions of diversity and its measures (e.g. Blau index) are different than in our
paper, where it is based on the concept of entropy. Most importantly, in contrast
to our work, the mentioned work studies the influence of diversity on amount
of accomplished work and withdrawal behaviour rather than the work quality
that is considered here. In contrast to our work most of previous works focus
on diversity of editor teams in terms of categories such as culture, ethnicity,
age, etc. [7] studies how the content diversity influences online public spaces in
the context of local communities. A recent example, with a special emphasis on
ad-hoc “swift” teams where the members have very little previous interactions
with each other is [1].

3 Editor’s Topical Versatility

In this section we explain the model of editor’s interest diversity that we apply in
our approach. We use Wikipedia terminology, to illustrate the concepts, however
our model can be adapted to other, similar open-collaboration environments.

Let X denote a group of Wikipedia editors. Editors participate in editing
Wikipedia articles. Each article can be mapped to one or more categories from
a pre-defined set of categories C = {c1, . . . , ck} that represent topics.

Each editor x ∈ X in our model is characterised by their editing activity i.e.
all editing actions done by x. We assume that the interests of an editor x can
be represented by the amount of work that x committed to articles in particular
categories.

Let t(x) denote the total amount of textual content (in bytes) that x con-
tributed to all articles editor co-edited and let ti(x) denote the total amount of
textual content that editor x contributed to the articles belonging to a specific
category ci.1

Now, lets introduce the following denotation: pi(x) = ti(x)/t(x) and interpret
it as representing x’s interest in category ci. Henceforth, we will use a shorter
denotation pi for pi(x) whenever x is understood from the context.

3.1 Editor’s Interest Profile

Finally, we define the interest profile of the editor x, denoted as ip(x), as the
interest distribution vector over the set of all categories:

ip(x) = (p1(x), . . . , pk(x)) (1)
1 Since a single article can be assigned to multiple categories, we split the contribution

equally for all the categories of the article.
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Notice that according to the definition the interest profile represents a valid
distribution vector i.e. its coordinates sum up to 1.

3.2 Example

Assume that the set of categories C consists of 8 categories: {ci}1≤i≤8 and that
editor x has contributed t(x) = 10 kB of text in total, out of which t2(x) = 8 kB
of text has been contributed to articles in category c2, t5(x) = 2 kB in category
c5 and nothing to articles that were not assigned to c2 nor c5. Thus the x′s
interest in c2 is p2(x) = t2(x)/t(x) = 4

5 , in c5 is p5(x) = t5(x)/t(x) = 1
5 and is

equal to 0 for all other categories. The interest profile of this user is:

ip(x) = (0,
4
5
, 0, 0,

1
5
, 0, 0, 0).

3.3 Editor’s Versatility Measure

There are many possible ways of measuring diversity. Since the interest profile
ip(x) is modelled as a distribution vector over categories, we define diversity of
interests (or equivalently versatility) of x, V (x), as the entropy of interest profile
of x:

V (x) = H((p1, p2, . . . , pk)) =
∑

1≤i≤k

−pk lg(pk) (2)

Where lg denotes binary logarithm. The value of entropy ranges from 0 (extreme
specialisation, i.e. total devotion to a single category) to lg(k) (extreme diversity,
i.e. equal interest in all categories).

3.4 Example

The versatility of user x from Sect. 3.2 has the following value:

V (x) = −p2lg(p2) − p5lg(p5) = 0.8 × 0.32 + 0.2 × 2.32 = 0.256 + 0.464 = 0.72

Now assume that another user x′ has contributed equally to the four first cate-
gories, i.e. user’s interest profile is: ip(x′) = (14 ,

1
4 ,

1
4 ,

1
4 , 0, 0, 0, 0). The versatility

value for this editor has the following value:

H(ip(x′)) = −4 × 0.25 × (log2(0.25)) = 2

Notice that the versatility measure of x′ is higher than that of x and that this is
according to the intuition since x′ has similar interest in four different categories
and x only in two (mostly in one). In other words, x′ is more versatile while x is
more specialised. Maximum versatility for eight categories would have value of
3, for an editor that is equally interested in all categories.
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4 Data

Wikipedia shares latest dumps on https://dumps.wikimedia.org/. The hypoth-
esis on impact of editors’ versatility on the quality of their work was tested
using a dataset built from the Polish Wikipedia from March 2015.2 Data size for
Polish Wikipedia is presented in Table 1. For greater reliability of the results,
similar experiments were also executed on another dataset extracted from Ger-
man Wikipedia. For each contributor we counted the number of pages he edited,
the number of edits they made, the number of characters by which they mod-
ified Wikipedia articles (regardless of whether modifications were additions or
deletions), the number of both “good” and “featured” articles he edited.

Table 1. Data size for Polish Wikipedia

Measure Size

The number of authors 126,406

The number of all articles 947,080

The number of regular articles 944,585

The number of good articles 1,889

The number of featured articles 606

The number of editions 16,084,290

German dataset contained a random-uniform sample of 10,000 registered con-
tributors. Sampling frame was restricted to contributors who made at least one
edition during the Wikipedia project lifetime. Input of editors was distributed
among twelve main content categories for Polish Wikipedia and eight for German
Wikipedia accessible from the front page. We show them in Table 2.

Table 2. Wikipedia main content categories

Dataset Main content categories

Polish Wikipedia Humanities and social sciences, Natural and physical sciences,
Art & Culture, Philosophy, Geography, History, Economy,
Biographies, Religion, Society, Technology, Poland

German Wikipedia Art & Culture, Geography, History, Knowledge, Religion,
Society, Sport, Technology

Wikipedia articles are usually not directly tagged with any of these high-level
categories. Only the most specific categories are assigned to articles by Wikipedia
community. Those are subcategories of more general categories, creating tree-like
2 Dataset used for analysis in this paper is available on e-mail request.

https://dumps.wikimedia.org/
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structure. We employed a method that sought main content categories iteratively
among parents of categories directly describing any given page. If the article was
mapped to more than one category, contribution size was split equally among
them. Articles that couldn’t be classified were excluded from the dataset, as
well as users whose production consisted of such articles exclusively. Also, only
editions of the pages in the primary namespace were taken into account (that
is, articles per se and not –for example – discussion pages), because only these
pages are evaluated with regard to their quality.

In the reported experiments the quality of articles is modelled based on
the information given by Wikipedia community, who evaluate articles as good
and featured based on the following criteria: well-written, comprehensive, well-
researched, neutral, stable, illustrated, and additionally for featured article:
length and style guidelines including a lead, appropriate structure and consis-
tent citation. More precisely, we utilise two kinds of information regarding the
articles’ quality: some articles are marked by Wikipedia editors as featured and,
independently, some as good.

In experiments concerning teams, we used Polish Wikipedia dumps. We
define team as a group of authors who made any change in one article. We
precomputed three components of the data shown in Table 3, and integrated
into one dataset.

Table 3. Datasets

Components of the dataset Description

Single edition article id, the size of single edition in bytes made by
one author and the total size of edition made by
this author to all articles, quality of article

Tenure of contributions contributor id, article id, the number of days spent on
article and the number of days on Wikipedia, the
quality of article

Diversity of interest mean contribution of team members to twelve
categories presented in part about individual
editors and its entropy, article id, the quality of
article

5 Experiments Concerning Editors

In this section we report experiments conducted on data extracted from
Wikipedia that reflect recorded activity of its editors. In this part of experi-
ments, entropy of editor’s partial contributions to each category was calculated
as a measure of their versatility, or thematic breadth of their contributions as
explained in Sect. 3. The number of bytes by which they modified Wikipedia
content was used to measure their productivity. The goal is to experimentally
study the dependence between editors’ versatility and the quality of articles they
co-edit.
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Table 4. Analysed groups of editors

Editor group Co-edited

N (regular) neither good nor featured article

G (good) at least one good article

F (featured) at least one featured article

GF (good and featured) at least one good and one featured article

5.1 Analysis of Editor’s Productivity and Versatility

We analysed four groups of editors and denoted them as presented in Table 4.
Notice that the four groups represent a graded “hierarchy” of high-quality edi-
tors, with the GF representing the highest-quality editors in some way. For
each of the four groups we computed some statistics concerning versatility mea-
sure V () (Eq. 2), including mean, median and quartiles. The results for Polish
Wikipedia are presented on Figs. 1 and 2, where one can observe a noticeable
regularity that indicates clear positive connection between editors versatility and

Fig. 1. Versatility vs quality for Polish Wikipedia
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Fig. 2. Versatility vs quality for German Wikipedia (denotations as on Fig. 1)

the quality of their work. More precisely, the aggregated versatility statistics for
the groups N,G,F,GF are strictly increasing.

Table 5 shows how median versatility and productivity of editors differs
between the four categories of quality of articles. For better quality articles we
can observe slightly higher median versatility. Productivity column shows more
significant results. Better quality of articles has positive relationship with editors
of higher median productivity.

Table 5. Median of versatility and productivity of editors vs. quality for Polish
Wikipedia

Quality Versatility Productivity

Good and featured 3.1720 159300

Featured 3.000 2322

Good 3.016 3347

Regular 2.807 237
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5.2 Explaining Quality with Multinominal Model

The simple statistics presented in Table 5 might indicate that productivity is not
less important factor than diversity in the context of article quality. To futher
examine this signal, we decided to compare the influence of interest versatility
and productivity on quality in a more quantitative way. We did this experiments
on Polish Wikipedia. Editors were again classified into 4 groups as presented
in Table 4. We built multinomial model with versatility, productivity and their
interaction as explanatory variables. Model was applied to 4 categories according
to the number of edited pages: edited up to 5 pages, edited 5 to 10 pages, edited
10 to 20 pages, edited more than 20 pages. The group N (regular editors) is used
as a referential group in all models.

The results are presented in Table 6. In each model versatility has significant
correlation with quality. There is positive relationship between versatility of

Table 6. The multinomial model for 4 categories Polish Wikipedia

Model 1: Up to 5 edited pages Model 2: 6 to 10 edited pages
Estimate Sd. Err P-val Odds Estimate Sd. Err P-val Odds

”(Intercept)” ”(Intercept)”
G -5.221 0 0*** 0.005 G -3.343 0 0*** 0.035
F -5.465 0 0*** 0.004 F -4.170 0 0*** 0.050
GF -10.157 0 0*** 0 GF -6.231 0 0*** 0.001
Versatility Versatility
G 0.312 0 0*** 1.367 G 0.146 0 0*** 1.156
F 0.185 0 0*** 1.204 F 0.229 0 0*** 1.256
GF 0.728 0 0*** 2.071 GF 0.279 0 0*** 1.322
Productivity Productivity
G 0 0 0.889 1 Good art. 0 0 0.069 1
F 0 0 0.125 1 F 0 0 0.535 1
GF 0 0 0*** 1 GF 0 0 0.230 1
Interaction: vers.*prod. Interaction: vers.*prod.
G 0 0 0.932 1 G 0 0 0.251 1
F 0 0 0.188 1 F 0 0 0.634 1
GF 0 0 0.005* 1 GF 0 0 0.202 1

Model 3: 10 to 20 edited pages Model 4: More than 20 edited pages
Estimate Sd. Err P-val Odds Estimate Sd. Err P-val Odds

”(Intercept)” ”(Intercept)”
G -2.737 0 0*** 0.064 G -2.170 0 0*** 0.114
F -3.479 0 0*** 0.030 F -3.252 0 0*** 0.038
GF -6.219 0 0*** 0.002 GF -4.331 0 0*** 0.013
Versatility Versatility
G 0.189 0 0*** 1.208 G 0.357 0 0*** 1.429
F 0.205 0 0*** 1.227 F 0.471 0 0*** 1.602
GF 0.695 0 0*** 2.005 GF 1.033 0 0*** 2.810
Productivity Productivity
G 0 0 0.997 1 G 0 0 0.138 1
F 0 0 0.857 1 F 0 0 0*** 1
GF 0 0 0.002* 1 GF 0 0 0*** 1
Interaction: vers.*prod. Interaction: vers.*prod.
G 0 0 0.719 1 G 0 0 0*** 1
F 0 0 0.821 1 F 0 0 0*** 1
GF 0 0 0.007* 1 GF 0 0 0*** 1

Signif. codes: p<0 ’***’, p<0.001 ’**’, p<0.01 ’*’, p<0.05 ’.’, p<0.1 ’ ’
all values are approximated to 3 decimal places
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editor and the better quality of article. In each group, the results indicate that
the more versatile editors are, the better quality articles they produce.

Productivity in this models has no significant influence, except the most pro-
ductive group. Even in this group the observed relationship between quality and
productivity is weak. Also we can’t observe positive relationship of productivity
and its interaction with versatility on quality. We can observe that productivity
for F and GF quality groups has statistical significance in relation with quality
but still there is no positive correlation.

Also for interaction of versatility and productivity we can’t observe positive
correlation with quality for G, F and GF categories of quality. To sum up,
the results indicate that only versatility in this model is an important factor
explaining higher quality of articles.

6 Experimental Results for Teams

The experimental results presented in Sect. 5 indicate that productivity of
authors seems to have weak relationship with the article quality, but their diver-
sity of interest seems to have more impact on it. Encouraged by these observa-
tions, in the remaining part of this work, we make a step further and extend
the study on whole teams of authors. More precisely, we analyse how produc-
tivity and diversity of teams impact the quality of articles they create. Also,
as literature [4] suggests, productivity and diversity of teams may be defined
more widely and other variables may have influence on the quality of article, we
introduce another term - tenure of authors on Wikipedia in the article measured
as a number of days spent on editing Wikipedia articles. In this part we divided
teams into three categories depending on article quality they contributed to:
featured (F), good (G) and normal (N) (similarly as for single editors).

6.1 Brief Data Analysis

At the beginning of experiments we did a brief analysis of some team properties
and their relationship with quality and found some of them interesting (Table 7).
One can see that higher team size seems to have positive relation with work
quality. Median edition size is slightly decreasing for better quality articles. The
next column concerns how experience of contribution measured as total time
spent on Wikipedia and on individual articles is related with quality. It can be
observed that teams of better quality articles have longer tenure of editors than
regular quality teams. Next, we apply standard deviation of tenure as a measure
of its diversity. One can observe, that better quality articles have more diverse
teams in aspect of tenure. These results seem to show that ‘new’ and ‘old’ editors
through exchanging their experience create articles of better quality.

6.2 Explaining Quality with Logistic Regression Model for Teams

Experiments from previous section show some interesting results about factors
correlated with the quality of articles. We used aggregated data from previous
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Table 7. Median of team features vs. quality articles

Quality Team
size

Edition
size

Mean tenure
in article

Std. dev. tenure in
article

Std. dev. tenure in
Wikipedia

Featured 33 37 79.69 234.82 921.1369

Good 17 39 77.52 225.58 906.6

Regular 4 45 5.00 33.94 804.8

Table 8. Features of logistic regression model for teams on Polish Wikipedia

Name Description

Versatility for every article we count the mean amount of
contribution in bytes of all team members (using
data about editors interests distribution) to 12
main categories for Polish Wikipedia (Table 2).
Then we count versatility as entropy of
distribution vector over these categories

Mean productivity in article mean amount of editors’ contribution in bytes to
individual article. Counted as sum of all bytes
contributor change in one article

Mean total productivity mean amount of editors’ contribution in bytes to all
articles on the Wikipedia. Counted as sum of all
bytes contributor change in all articles in
Wikipedia

The size of team the number of editors who contributes in one article

Mean tenure in article mean number of days spent on individual article,
counted as the amount of days between first and
the last contribution of editor to a given article

Mean tenure in Wikipedia mean number of days spent on the Wikipedia,
counted as the amount of days between the first
and the last contribution of editor contribution to
all articles on the whole Wikipedia

Std. dev. productivity in art standard deviation of the number of editors’
contribution bytes to individual article

Std. dev total productivity standard deviation of editors’ contribution bytes to
all articles on the Wikipedia

Std. dev tenure in article standard deviation of number of days between the
first and the last editors contribution to individual
article

Std. dev tenure in wikipedia standard deviation of number of days between the
first and the last editors contribution to all
articles on the Wikipedia
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Table 9. Logistic regression model for teams on Polish Wikipedia

Estimate Std. Error z value Pr(> ‖z|)
(Intercept) −7.753e+00 5.333e−01 −14.539 <2e−16 ***

Versatility 7.984e−01 1.668e−01 4.787 1.69e−06 ***

Mean productivity in article −2.502e−04 1.685e−05 −14.851 <2e−16 ***

Mean total productivity 2.832e−08 9.191e−09 3.081 0.00206 **

Size of team 1.179e−02 5.052e−04 23.336 <2e−16 ***

Mean tenure in article −1.242e−02 5.198e−04 −23.896 <2e−16 ***

Mean tenure in wikipedia −3.169e−04 5.974e−05 −5.304 1.13e−07 ***

Sd productivity in art 1.638e−04 6.122e−06 26.754 <2e−16 ***

Sd total productivity −9.191e−08 9.522e−09 −9.652 <2e−16 ***

Sd tenure in article 7.450e−03 2.239e−04 33.272 <2e−16 ***

Sd tenure in wikipedia −6.709e−04 8.746e−05 −7.672 1.70e−14 ***

Signif. codes: p<0 ‘***’, p<0.001 ‘**’, p<0.01 ‘*’, p<0.05 ‘.’, p<0.1 ‘’

section and built an additional logistic regression model based on analysed data.
Detailed description of 10 explanatory variables is presented in Table 8. Table 9
shows coefficient estimates for this model. A response variable is the quality of
article which can take two values 0, which represents regular quality or 1, for both
good and featured quality. In other words we want to predict the probability of
being a good/featured article produced by a team over the regular quality article.

Table 9 shows that all variables are statistically significant. It indicates that
each of these variable is associated with the probability of better quality arti-
cle. An estimated coefficient of versatility shows that it has positive impact on
quality. The more diverse interests of team members are, the better articles
they produce. If team members contribute in articles of different categories, the
probability of better quality of their work results is higher than if they were
highly specialised. This confirms our thesis that diversity of team has positive
relationship with the better quality of articles.

Second interesting result is that the size of a team is positively correlated
with better quality. It may indicate that better quality articles become more
popular for editors or topics of better articles are better known so more authors
can join to edit them.

The least relevant variable in our experiment is the mean team tenure in
an article. It has negative relationship with quality. It indicates that teams of
editors who edit articles for the longer period of time produce worse quality
articles. This is quite surprising and is somehow opposite to the effect that we
observe in the previous section in Table 7. Mean tenure in article seems to be
correlated with other predictors. The teams that edit articles for a longer period
of time seem to increase their quality in general.

Mean productivity in an article and mean total productivity does not have
big impact on quality. Their p-value indicates statistical significance but the
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coefficients are close to 0. This means that better articles and regular articles are
created by authors of the same productiveness. Also mean tenure in Wikipedia
shows that the amount of time spent on editing articles on the whole Wikipedia
has very weak relationship with quality. Logistic regression model shows that any
of standard deviation of productivity and any standard deviation of tenure are
strongly correlated with quality. Although all of them have small p-values, their
coefficients indicates that there is no strong dependence. This means that the
diversity of productivity and editors’ experience does not influence the quality.
Table 9 shows that practically only three of the analysed variables are correlated
with the quality. The most important fact is that we can observe strong relation-
ship between versatility and quality. This further confirms our hypothesis that
the diversity of interests has positive impact on the quality of articles.

7 Conclusions and Future Work

We proposed a model of user interests and entropy-based measure of interest
diversity of a single Wikipedia editor and extend our experiments for teams
introducing other predictors into our model. Literature review suggests that the
diversity of interests might have positive impact on the quality of performance.
To verify this hypothesis we fit the multinomial model for Wikipedia editors
with 3- categorical independent variable modelling the quality of the produced
articles and two explanatory variables: versatility of interests and productiv-
ity. The results indicate significant, positive dependence between versatility and
quality and no strong relation between productivity and quality. The model was
applied to 4 productivity categories to verify the consistency of the observations
among editors with different levels of engagement. Next, we extended our study
on whole teams of editors and introduced new explanatory variables to indicate
if there are any other features related to article quality. Our experiments show
that the interest diversity of teams has positive influence on their work quality.

This result might be interpreted so that in some organizational contexts
the integral approach emerges spontaneously and might serve as a more efficient
organisational mode. We can speculate that users with a broader expertise play a
different role in the community. They act as ties between community subgroups,
which is a crucial factor for maintaining a group coherence. The integral approach
to organization also helps to adapt to new environments and to change the
cooperation rules.

In future work it would be interesting to study other features and deeper
investigate the problem. It would be also interesting in future to develop an
intelligent decision-support tool for suggesting how to build a successful editor
team in order to produce high-quality articles. We believe that our work would
serve as one of the steps towards achieving such a goal in future.

Acknowledgements. The work is partially supported by the Polish National Science
Centre grant 2012/05/B/ST6/03364.
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Abstract. Due to nowadays networks’ sizes, the evaluation of a commu-
nity detection algorithm can only be done using quality functions. These
functions measure different networks/graphs structural properties, each
of them corresponding to a different definition of a community. Since
there exists many definitions for a community, choosing a quality func-
tion may be a difficult task, even if the networks’ statistics/origins can
give some clues about which one to choose.

In this paper, we apply a general methodology to identify differ-
ent contexts, i.e. groups of graphs where the quality functions behave
similarly. In these contexts we identify the best quality functions, i.e.
quality functions whose results are consistent with expectations from real
life applications.

Keywords: Quality functions · Social networks · Community detection

1 Introduction

Every community detection algorithm is justified by the search for particular
substructures, i.e. communities, defined by a particular purpose in a particular
network. This combination of structured data and purpose makes the field com-
plex and fuzzy, but drives research to unravel the different meanings that the
word “community” bears.

As a result, a large number of desirable properties of communities have been
discovered. To measure them, many works aimed at designing functions quanti-
fying these properties in order to evaluate the goodness of a community. Called
quality functions, these mathematical tools are not only useful for evaluation
purposes but can also be used in greedy algorithms as community detection
methods directly.

However, evaluating an algorithm may be difficult because it implies choosing
between quality functions that often output contradictory results. The structural
properties of the network and of the communities being looked for may strongly
differ from one case to the other. It is then of the utmost importance to identify
the right quality function for each graph. In order to do that we define the notion
of context which is a group of graphs where quality functions behave similarly.
c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 111–125, 2016.
DOI: 10.1007/978-3-319-28361-6 9
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One then only needs to identify the right quality function for a context and the
means to identify which context a graph is part of.

In this paper we identify some contexts for community detection, and select
quality functions that feature behavior that is coherent with real-world data.
To achieve this goal, we compare 10 functions from relatively recent literature,
using 10 datasets featuring ground-truth, 7 community detection algorithms and
2 extrinsic evaluation functions. We look at the correlation between quality func-
tions and real-world data: do they rank higher clusterings that are close to the
ground-truth, and conversely? We then identify contexts when quality functions
rank different graphs in the same way.

2 Related Work

The rise of community detection as a research field has inevitably given birth to
a variety of works on meta analysis. They feature a wide range of methods, but
all of them are aimed to identify quality functions with desirable properties.

Van Laarhoven and Marchiori [28] designed six axioms that qualify intuitive
good behavior of quality functions. They show that modularity does not satisfy
two of them, partly because of the resolution limit [14].

Yang and Leskovec [30] studied 12 quality functions that could be applied at
cluster level. They classified them into four groups depending on how they were
correlated when applied to real-world graphs, and these groups corresponded
to the measured structural property. They designed “goodness metrics” that
measure only one property of a cluster and compared how the quality functions
fared in order to identify what property were measured by which function.

Almeida et al. [2] compared the result of 5 quality functions when applied
to 5 real-world graphs. They applied 4 parameterized algorithms on these net-
works and changed the parameters to get different number of communities. They
observed that some metrics have the tendency to favor bigger clusters while oth-
ers favor the opposite.

Our approach differs from previous works by the scale and purpose of our
work: to the best of our knowledge, we are the first to focus on the identification
of contexts for quality functions. Chakraborty et al. [9] have already applied
part of this methodology in the context of community detection in order to
experimentally demonstrate the efficiency of the quality function they proposed.

3 Quality Functions

Throughout the rest of this paper we use the following notations.
A quality function is an application f(G, C) → R, whose purpose is to quan-

tify the quality of a clustering on a graph. For brevity, we omit the graph input.
Note that quality functions are different from comparison methods, the latter
comparing two clusterings.

In order to ease comparisons, we normalize some quality functions. We cat-
egorize the functions depending on the locality of information they use. We
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General

G = (V,E) Undirected graph (set of vertices, edges)

n, m # of vertices (= nodes) and edges

Nv∈V Set of neighbors of a node v

kv∈V # of neighbors (degree) of a node v

km Median degree

Set-specific

m(S ⊆ V ) # of internal edges of S

m(S ⊆ V, S′ ⊆ V ) # of edges with one end in S and another in S′

Nv∈V,S⊆V Internal neighborhood of v in S

kS⊆V Size of a cluster S

V ol(S ⊆ V ) Volume of a cluster S (sum of the degrees of the vertices)

diam(S ⊆ V ) Internal diameter of a cluster S

Clusterings

C,L Clustering, set of sets of nodes whose union is V

C(v ∈ V ), L(v ∈ V ) Set of clusters in which a node v belongs to in C/L

identify three classes of locality: vertex-level, community-level and graph-level.
The formula for each quality function can be found in Table 1.

Vertex-Level Quality Functions. Compute a quality for every node in the graph
and output the average as the total quality of the clustering on the graph. Let
v ∈ V be the considered node, and C ∈ C be the community of v.

The Local internal clustering coefficient [29] (called clustering coefficient
from now on) of a node is the probability that two of his neighbors that are in
the same community are also neighbors. The clustering property of communities
is actually one of the most well-known in the field, and is explained by the
construction of social networks by homophily.

This property is included in Permanence [9], where it is combined with a
notion of equilibrium for the nodes concerning their membership to their com-
munity. A node has a lower Permanence if there is another community than its
own that highly attracts it, i. e. to which it is very connected compared to its
connection to its community.

The Flake-ODF [13] compares internal to external degree. It is similar to
the Fraction Over Median Degree [30] (FOMD), that compares internal
degree and the median degree in the whole graph.

Community-Level Quality Functions. Compute a score for each cluster and out-
put the sum as the quality of the clustering.

The Conductance [17] and the Cut-ratio are concerned with the external
connectivity of the community. The Cut-ratio normalizes it with the number of
potential edges between the individuals of the community and the remainder of
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the network. On the other hand, the Conductance is normalized by the same
potential number of edges but takes into account the degrees in the community
(few edges may reach a community of consisting of a few nodes with small
degree). We weight these local measures with the size of the community so that
each vertex in the networks has the same level of participation in the measure.

The Compactness [11] measures the potential speed of a diffusion process
in a community. Starting from the most eccentric node, the function captures the
number of edges reached per time step by a perfect transmission of information.
The underlying model defines community as a group of people within which
communication quickly reaches everyone.

Modularity [21] is the difference between the number of internal edges of the
community versus the expected number of edges. This expectancy is expressed
using the configuration model, a graph model guaranteeing the same degree
distribution as the original one but with randomized edges. Assuming that this
model ignores community structure, a high difference between expectancy and
reality would indicate an abnormal density, ergo community structure.

Graph-Level Quality Functions. Output the score of the whole graph. Sur-
prise [1] (in its asymptotical approximation [26]) and Significance [27] are
based on the computation of an asymmetric difference, the Kullback-Leibler
divergence, between two-points probability distributions (only one event and
its complement). Considering x/y indifferently as one of the two probabil-
ities featured in the reference/non-reference distribution, the divergence is:
D(x||y) = x log(x/y) + (1 − x) log((1 − x)/(1 − y)).

The reference distribution of Surprise models the probability that an edge is
internal to a community, and the non-reference is the event that a couple of nodes
are inside the same community. Significance features one reference distribution
per community that corresponds to the event that a random couple of nodes
inside the same community are linked by an edge. The non-reference distribution
is the same value for the whole graph.

4 Networks with Ground-Truth

To identify contexts for community detection, we need some real-life informa-
tion on what a community actually is. We therefore pulled 10 networks with
known community structure from literature. To compare them with the algo-
rithms that classify all nodes, vertices with no ground-truth communities are
removed and only the largest connected component is considered. We note →
for directed networks and �� for overlapping communities.

Collaboration Networks (cf Table 2). The networks represent people working
together in certain organizations. They have a strong underlying bipartite
structure.

The Computer Science (CS) network comes from the same source as the
DBLP network, but it features only computer scientists and a different kind of
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Table 1. Quality functions

Name Function

Local clustering coeffi-
cient

fclus(v, C) =
2 ∗ |{u ∈ Nv,C , w ∈ Nv,C\{u}, (u,w) ∈ E}|

|Nv,C |(|Nv,C | − 1)

Permanence fperm(v, C) =
m(v, C)

maxC′∈C\{C}(m(v, C′)) × kv
+ fclus(v, C) − 1

1-Flake-ODF fflak(v, C) =

{
1 when m(v, C) > m(v, V \C)

0 otherwise

FOMD fFOMD(v, C) =

{
1 when m(v, C) > dm

0 otherwise

1-Cut ratio fcut(C) =

(
1 − m(c, V \C)

kC(n − kC)

)
× kC

n

1-Conductance fcond(C) =

(
1 − m(v, V \C)

V ol(C)

)
× kC

n

Compactness fcomp(C) =
m(C)

diam(C)

Modularity fmod(C) =
m(C)

m
−

(
V ol(C)

2m

)2

Surprise fsurp(C) = D

(∑
C∈C m(C)

m

∣
∣
∣
∣

∣
∣
∣
∣

∑
C∈C

kC
2

)

n
2

)

)

Significance fsign(C) =
∑

C∈C
kC
2

)
D

(
m(C)

kC
2

)

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
m
n
2

)

)

Table 2. Collaboration networks

Name n m Nodes Edges Communities

DBLPa [30] 129981 332595 authors co-authorships publication
venues ��

CS [7,8] 400657 1428030 authors co-authorships publication
domains ��

Actors (imdb)b [5] 124414 20489642 actors co-appearances movies ��
Githubb,c 39845 22277795 developers co-contributions projects ��
ahttp://snap.stanford.edu/data/
bhttp://konect.uni-koblenz.de
chttps://github.com/blog/466-the-2009-github-contest

ground-truth. Furthermore, the actors and github networks are constructed from
bipartite graphs, and therefore form cliques inside of the communities.

Online Social Networks (OSNs) (cf Table 3). Most of these networks are orig-
inally directed but due to the high reciprocity the original authors considered
safe to set all links as undirected.

http://snap.stanford.edu/data/
http://konect.uni-koblenz.de
https://github.com/blog/466-the-2009-github-contest
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Table 3. Online social networks

Name n m Nodes Edges Communities

LiveJournala [30] 1143395 16880773 bloggers following → explicit groups ��
Youtubea [30] 51204 317393 youtubers following → explicit groups ��
Flickr [20] 368285 11915549 users following → explicit groups ��
ahttp://snap.stanford.edu/data/

Table 4. Social-related networks

Name n m Nodes Edges Communities

Amazona [30] 147510 267135 products frequent co-purchases categories

Football [15] 115 613 football teams > 1 one disputed match divisions

Corab [25] 23165 89.156 scientific papers citations → categories
ahttp://snap.stanford.edu/data/
bhttp://konect.uni-koblenz.de

Social-Related Networks (cf Table 4). Nodes in these networks do not represent
people, but their connections are created by social interaction.

Artificial Benchmarks. We use the Lancichinetti-Fortunato-Radicchi (LFR) [19]
benchmark as a validation method for our methodology.

On this benchmark, we may chose the number of nodes, the average degree
(k̂), the maximum degree (kmax), the mixing parameter (μ), the coefficients of
the power laws of degree and community size distributions (respectively t1 and
t2), the average clustering coefficient (ĉc), the number of nodes belonging to
multiple communities (on) and the number of communities they belong to (om).

Table 5. The parameters of the five classes of synthetic LFR networks

Name n k̂ kmax µ t1 t2 ĉc on om

LFRa 10 000 50 1 000 0.1 2.5 2.5 0.2 8 000 4

LFRb 100 000 50 2 500 0.1 2.5 2.5 0.2 8 000 4

LFRc 10 000 100 500 0.4 2.1 2.0 0.1 8 000 5

LFRd 10 000 50 1 000 0.1 2.5 2.5 0.2 0 0

LFRe 10 000 100 500 0.4 2.1 2.0 0.1 0 0

As presented in Table 5, we have 5 classes of networks. The a class represents
a standard social network, with common values for each parameter. We note
that the mixing parameter is quite low (the communities should be well-cut)
and the communities are overlapping. The b class is the same as the a class but
with ten times more nodes. The c class is however completely different, with all
its parameters changed except size (but it is still overlapping). The d(e) class is
the same as the a(c) class but without any overlapping community.

http://snap.stanford.edu/data/
http://snap.stanford.edu/data/
http://konect.uni-koblenz.de
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5 Comparison Methods

A comparison method (or extrinsic clustering evaluation metric [3]) is an appli-
cation f(C,L) → [−1; 1], whose purpose is to evaluate the closeness of two
clusterings.

The Normalized Mutual Information (NMI) measures the quantity of
information gained by the knowledge of one clustering compared to the other.
The version that we use was introduced by Lancichinetti et al. [18].

The F-BCubed (fb3) [4] precision measures for each element e the pro-
portion of its associates (e.g. individuals that are in the same cluster) in C that
are still its associates in L, and takes the average among all e. Amigó et al. [3]
extended this metric for overlapping clustering, taking into account the num-
ber of clusters in common that e and its associates have. They define BCubed
overlapping precision and recall as follows:

prec(C,L) = Avge

[

Avg e′
C(e)∩C(e′) �=∅

(
min(|C(e)∩C(e′)|,|L(e)∩L(e′)|)

|C(e)∩C(e′)|
)
]

(1)

recall(C,L) = prec(L,C) (2)

F -BCubed(C,L) =
1

1
2 ∗ prec(C,L)

+
1

2 ∗ recall(C,L)

(3)

Amigó et al. [3] also gave an extensive comparison of evaluation metrics
by designing intuitive properties of goodness. Their conclusion was that the
F-BCubed measure satisfied all of them, while the other common metrics fail at
least on of these axioms.

6 Experimental Setup

In this section, we describe our experiments. We first cover the methodology,
then present the community detection algorithms used to generate clusterings
and finally tools we used to keep tractable the number of operations.

6.1 Methodology

The methodology has two goals: to identify contexts in which quality functions
behave in the same way, and to identify the best quality functions for each
context. For each graph with ground-truth communities (cf Sect. 4), we execute
the following steps:

1. Apply various community detections methods on the base graph (cf Sect. 6.2).
2. Compute quality functions over the resulting clusterings (cf Sect. 3).
3. Compare the communities found to the ground-truth, creating a gold stan-

dard value for each clustering (cf Sect. 5).
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4. Compare for each graph the ranking of the clusterings given by the gold
standard value to the ranking of clusterings measured by quality functions
with Spearman’s coefficient. For each graph, each quality now have a score.

5. For each couple of graphs, compute the correlation of the previous scores
using Spearman’s coefficient.

The rationale behind step 4 is that a quality function fits a ground-truth if
the clusterings that are the closest to the ground-truth are highly ranked with
the quality, and conversely. Therefore, at this step we can conclude which quality
function is the best for each graph. We also need to go through step 5 in order to
identify contexts: the graphs are compared on their ranking from the quality
functions, and contexts may be identified as sets of graphs that are highly
correlated.

6.2 Community Detection Algorithms

Since we consider large graphs, we decided to use community detection algo-
rithms that have sub quadratic time and space complexity. We chose several
methods, based on their availability, efficiency, originality and/or spread.

We classify the algorithms we use in three groups:

– Modularity optimization: Louvain [6], Clauset [10].
– Random walks: MCL [12], Infomap [23].
– Heuristics: LexDFS [11], 3-core [24], label propagation [22].

6.3 Computation Time Management

Three kinds of measures are computation-heavy in our experimental setup: tri-
angle computation, diameter and fb3. Fb3 needs O(|C|2) operations to compute
the values for the community C. fclus and fperm need the computation of all
internal triangles, which is very demanding for highly clustered graphs.

We therefore sample our dataset and average these two values over the sam-
ple. We use the Hoeffeding bound [16] (our samples are i.i.d and in the [0, 1]
interval) to get the number of samples t needed ensure that there is a small
probability p that the error resulting in our sampling is not bounded by ε.

P (|X − E[X]| < ε) = p ≥ 2e−2nε2 ⇔ n ≥ ln(p/2)
−2ε2

(4)

We use 5000 samples, meaning that p ≤ 5% and ε ≤ 0.02. Of course, the bound
is a worst-case: in practice, we observe errors of about 10−4, which is too small
to disturb the rankings.

The diameter computation, needed by fcomp, is in O(|C|2). We use the stan-
dard approximate algorithm based on two BFSs to compute it in near-linear
time. The first BFS starts at a random point of the community, and the last
node visited by this BFS is used as the origin of another BFS. This heuris-
tic searches for an eccentric point which is likely to feature at the end of a
maximum-distance path.
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Due to the process of ranking quality functions and comparison methods,
even bounded errors may have unbounded impact on the results if the approxi-
mated values are too close to each other. On top of that, some of the community
detection algorithms make nondeterministic choices, which implies an incontrol-
lable potential difference in results. To gain confidence that the randomness of
the processes involved does not influence the results too much, we ran the whole
process multiple times. We obtained very close results in every run.

7 Experimental Results

7.1 Correlations in LFR

We first study the results of the methodology when applied to LFR graphs. In
order to assess its stability, we create three benchmark graphs from different
random seeds for each class of LFR graphs described in Sect. 4. In order to
judge behavioral similarity of quality functions between graphs, we compute
Spearman’s coefficient of each couple of graphs (as presented in Sect. 6.1, step 5)
and report the results in Table 6 (resp. Table 7) for NMI (resp. for fb3).

In Table 6, we see that quality functions of the same class behave in the same
way when compared to NMI. However, this positive view is tarnished by some
exceptions: c1 seems to relate more to graphs of the a class than from its own
class, and the same can be said from e3. We assume that these exceptions are due
to the random nature of the generative model, which might produce networks
that have some structural properties that vary significantly enough to disturb
comparison with NMI.

Table 6. The correlation between the ranking of quality functions (with NMI ranking)
for synthetic graphs (A colored version is available on the authors’ webpage).

file\file a1 a2 a3 b1 b2 b3 c1 c2 c3 d1 d2 d3 e1 e2 e3
a1 - 1.00 1.00 0.98 0.99 0.45 0.40 -0.23 -0.09 0.53 0.53 0.53 0.69 0.31 0.95
a2 - - 1.00 0.98 0.99 0.45 0.40 -0.23 -0.09 0.53 0.53 0.53 0.69 0.31 0.95
a3 - - - 0.98 0.99 0.45 0.43 -0.22 -0.07 0.53 0.53 0.53 0.69 0.31 0.94
b1 - - - - 0.99 0.48 0.35 -0.15 0.01 0.53 0.53 0.53 0.69 0.31 0.92
b2 - - - - - 0.46 0.34 -0.21 -0.07 0.53 0.53 0.53 0.69 0.31 0.94
b3 - - - - - - 0.29 0.03 0.21 0.15 0.15 0.15 0.67 0.56 0.42
c1 - - - - - - - 0.07 0.15 0.27 0.27 0.27 0.30 0.25 0.41
c2 - - - - - - - - 0.90 0.34 0.34 0.34 -0.12 0.05 -0.32
c3 - - - - - - - - - 0.22 0.22 0.22 -0.03 0.20 -0.16
d1 - - - - - - - - - - 1.00 1.00 0.47 0.12 0.47
d2 - - - - - - - - - - - 1.00 0.47 0.12 0.47
d3 - - - - - - - - - - - - 0.47 0.12 0.47
e1 - - - - - - - - - - - - - 0.76 0.70
e2 - - - - - - - - - - - - - - 0.35
e3 - - - - - - - - - - - - - - -
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Table 7. The correlation between the ranking of quality functions (with FB3 ranking)
for synthetic graphs

file\file a1 a2 a3 b1 b2 b3 c1 c2 c3 d1 d2 d3 e1 e2 e3
a1 - 0.99 1.00 0.95 0.94 0.96 -0.23 -0.50 -0.44 0.72 0.72 0.72 0.89 0.89 0.88
a2 - - 0.99 0.94 0.93 0.94 -0.26 -0.48 -0.42 0.70 0.70 0.70 0.89 0.87 0.88
a3 - - - 0.95 0.94 0.96 -0.23 -0.50 -0.44 0.72 0.72 0.72 0.89 0.89 0.88
b1 - - - - 1.00 1.00 -0.26 -0.49 -0.44 0.80 0.80 0.80 0.90 0.92 0.93
b2 - - - - - 1.00 -0.27 -0.48 -0.43 0.80 0.80 0.80 0.90 0.92 0.93
b3 - - - - - - -0.25 -0.49 -0.43 0.80 0.80 0.80 0.90 0.91 0.92
c1 - - - - - - - 0.62 0.76 -0.27 -0.27 -0.27 -0.42 -0.38 -0.37
c2 - - - - - - - - 0.90 -0.26 -0.26 -0.26 -0.49 -0.51 -0.37
c3 - - - - - - - - - -0.31 -0.31 -0.31 -0.47 -0.47 -0.39
d1 - - - - - - - - - - 1.00 1.00 0.75 0.78 0.79
d2 - - - - - - - - - - - 1.00 0.75 0.78 0.79
d3 - - - - - - - - - - - - 0.75 0.78 0.79
e1 - - - - - - - - - - - - - 0.983 0.963
e2 - - - - - - - - - - - - - - 0.96
e3 - - - - - - - - - - - - - - -

It was expected that the a class would be rated in the same way as the b and
d class, and would be different from the other two. If the correct similarities are
observed, surprisingly, the e class seems to behave similarly to the a class, and
this is even clearer with the fb3 measure (cf Table 7). This is probably because
the distribution difference and the mixing parameter have less influence in the
structural properties of the network than the overlapping nature. We conclude
that the comparison with NMI is globally efficient, but it is very sensitive to
noise and overlapping difference.

In Table 7, we see that the comparison with fb3 is much more clear-cut than
the one with NMI: there is no value between −0.2 and 0.6, which would indicate
medium to weak correlations. It is also very clear that the c class is considered as
differently ranked for fb3 than the other ones. As stated above, the fb3 measure
does not identify the model difference in the generation of the e class.

We note that the c1 and the e3 networks that did not behave like the others
when compared with NMI measure behave in the same way when looking at the
fb3 measure. We conclude that comparing networks through the measure is less
sensitive than NMI to random variations due to network generation processes,
the downside being that it may show resemblance between two networks that
are actually very different.

7.2 Correlations in Real World Data

Just as with the LFR benchmark, we start by identifying groups of networks
where quality functions behave approximately in the same way. Unlike LFR, the
only classification available for these networks is their representation of reality,
and not the underlying model.
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Table 8. Spearman’s coefficient of the rows of Table 10 (NMI, Real-world)

file\file CS actors amazon cora dblp flickr football github lj youtube
CS - 0.923 0.281 0.972 0.302 0.103 0.245 0.014 0.253 -0.187

actors - - 0.264 0.899 0.276 0.168 0.318 0.105 0.262 -0.077
amazon - - - 0.280 0.965 -0.231 0.523 -0.033 -0.269 -0.336

cora - - - - 0.327 0.115 0.213 0.052 0.334 -0.191
dblp - - - - - -0.238 0.453 0.031 -0.241 -0.357
flickr - - - - - - 0.180 0.367 0.808 0.759

football - - - - - - - 0.350 -0.191 0.117
github - - - - - - - - 0.329 0.549

lj - - - - - - - - - 0.587
youtube - - - - - - - - - -

Real-life data are less clear-cut than controlled benchmark networks. How-
ever, we see in Tables 8 and 9 that the connections (cora, CS) and (lj, youtube,
flickr) appear with both comparison methods as high, which means that these
networks are consistently close with the ranking of their ground-truth. This
observation is consistent with our knowledge of these networks. Cora and CS
both correspond to scientific publication and their ground-truthes both corre-
spond to publication domains. Interestingly, neither the overlapping nature of
CS nor the size difference seem to affect this outcome, which comforts us in the
robustness of the method. Youtube, flickr and lj have similar connection (some-
one follows someone) and ground-truth (explicit membership) mechanics. The
other correlation relationships differ given the considered comparison method.

NMI: We notice first that the tuple (cora, CS) is extended to (cora, CS,
actors), which brings another collaboration network close to the first two. We
note, however, that the github network is not correlated with them. We notice
that the structural difference with github, where an individual belongs to more

Table 9. Spearman’s coefficient of the rows of Table 11 (FB3, Real-world)

file\file CS actors amazon cora dblp flickr football github lj youtube
CS - -0.070 0.920 0.970 0.502 0.224 -0.434 -0.344 -0.351 -0.035

actors - - -0.052 -0.157 0.472 -0.091 0.776 0.774 0.434 0.227
amazon - - - 0.935 0.411 0.189 -0.455 -0.378 -0.316 -0.105

cora - - - - 0.409 0.358 -0.456 -0.381 -0.266 0.040
dblp - - - - - 0.250 0.163 0.187 0.143 0.456
flickr - - - - - - 0.154 0.156 0.533 0.790

football - - - - - - - 0.911 0.719 0.497
github - - - - - - - - 0.654 0.414

lj - - - - - - - - - 0.760
youtube - - - - - - - - - -
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Table 10. Spearman’s coefficient of the NMI (ground truth, algorithms) compared to
the results of quality functions. Real-world dataset

file\quality cc fb3 mod nmi perm sign cond FOMD comp cut ratio f-odf sur
CS 0.00 0.82 -0.25 1.00 0.00 -0.14 0.14 0.61 -0.04 0.32 0.00 -0.46

actors -0.54 0.46 -0.89 1.00 -0.21 -0.50 -0.21 -0.21 -0.39 -0.21 -0.32 -0.57
amazon -0.30 0.03 -0.97 1.00 -0.97 -0.12 -0.97 -0.87 0.03 -0.96 -0.97 -0.44

cora 0.06 0.69 -0.06 1.00 0.06 -0.06 0.19 0.69 0.06 0.44 0.19 -0.06
dblp -0.43 0.89 -0.96 1.00 -0.96 -0.32 -0.89 -0.57 0.18 -0.88 -0.86 -0.46
flickr 0.00 -0.71 0.75 1.00 0.61 0.07 0.61 0.07 0.14 -0.01 0.61 -0.75

football 0.38 0.38 0.10 1.00 0.88 0.38 -0.37 0.56 0.38 -0.87 -0.33 0.38
github -0.29 -0.36 -0.11 1.00 -0.07 0.11 -0.11 -0.04 -0.43 -0.14 0.07 -0.04

lj -0.21 -0.86 0.43 1.00 0.21 -0.18 0.50 0.25 0.32 0.35 0.50 -0.32
youtube 0.36 -0.89 0.96 1.00 0.79 0.39 0.68 0.07 0.11 0.31 0.68 0.61

Table 11. Spearman’s coefficient of the fb3 (ground truth, algorithms) compared to
the results of quality functions. Real-world dataset

file\quality cc fb3 mod nmi perm sign cond FOMD comp cut ratio f-odf sur
CS -0.50 1.00 -0.14 0.82 0.14 -0.75 0.39 0.75 -0.61 0.59 0.18 -0.93

actors 0.29 1.00 -0.07 0.46 -0.79 0.43 -0.79 -0.79 0.18 -0.79 -0.64 0.36
amazon -0.86 1.00 -0.04 0.03 -0.04 -0.89 0.00 0.25 -0.93 -0.01 0.00 -0.79

cora -0.64 1.00 0.04 0.69 0.29 -0.75 0.50 0.89 -0.75 0.79 0.50 -0.75
dblp -0.68 1.00 -0.79 0.89 -0.79 -0.57 -0.64 -0.32 -0.07 -0.67 -0.61 -0.71
flickr 0.18 1.00 -0.21 -0.71 0.07 0.04 0.07 0.46 0.39 0.60 0.07 0.29

football 1.00 1.00 0.68 0.38 0.25 1.00 -0.96 -0.05 1.00 -0.21 -0.93 1.00
github -0.29 1.00 0.39 -0.36 -0.57 0.71 -0.61 -0.79 0.71 -0.57 -0.93 0.71

lj 0.29 1.00 -0.54 -0.86 -0.14 0.39 -0.46 -0.36 -0.11 -0.38 -0.46 0.32
youtube 0.04 1.00 -0.86 -0.89 -0.61 -0.07 -0.54 0.04 0.14 -0.19 -0.54 -0.32

groups than actors (7.8 compared to 3.8), resembles the difference between LFR
a and c class, which was demoted by NMI.

An unexpected correlation is (dblp, amazon): quality functions behave
in similar ways in a co-purchase network and in a co-authorship network. As
observed in Sect. 7.3, this result is due to the erratic behavior of the correlation
between qualities with very low correlation values.

FB3: We notice a surprising correlation of the co-purchase network with scien-
tific networks (amazon, cora, CS).

The networks that are strongly defined by the underlying bipartite network,
(football, actor, github), are correlated with fb3. They have a similar struc-
ture, with a particularly high clustering coefficient inside of the communities.

We observe that the (lj, football, github) tuple appears as close to each
other. It could be explained by the underlying bipartite model of lj (and the
other two OSNs) that creates a weak correlation with the other networks that
are structurally more defined by it.
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7.3 Quality Functions in Contexts

We analyze the correlations between the quality functions and the comparison
methods. Our aim is to find quality functions that give a consistent ranking that
is highly correlated with the ground truth.

In the context of OSNs (flickr, youtube, lj), we see in Table 11 that the
fb3 does not give us an answer on the best quality function to use since no
satisfying correlation is observed. However, we see in Table 10 that NMI tells
us that Modularity gives a consistently correlated score, while Permanence also
behaves well while being more inconsistent (notably with lj).

Concerning scientific collaboration networks (cora, CS), the average FOMD
consistently shows a strong correlation with the ground-truth, close to the Cut-
ratio. This tendency is coherent with both comparison methods.

The networks with strong bipartite underlying structure (football, github,
actor) do not show any particular outlier when compared with NMI with very
weak correlations. However, fb3 outlines the performance of Signature and
Surprise.

The last two networks, amazon and dblp, do not show any satisfying corre-
lation with the selected quality functions. We suspect the quality functions that
we use are not adapted to the contexts of these graphs.

8 Conclusion

In this paper, we introduced fb3 as a clustering comparison method for commu-
nity detection algorithms. We gave evidence that quality functions are context-
dependant. The application of a quality function comparison methodology
resulted in the identification of three contexts and of the relevant quality
functions. We also provided evidence that the methodology clearly differenti-
ate contexts.

The methodology that has been presented here may very well be applied
to overlapping/weighted quality functions that would measure the efficiency of
overlapping/weighted community detection algorithms.

We are currently in the process of integrating all the functionalities presented
in this paper in a tool that will be made available shortly to the public.
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Abstract. Online social networking services like Facebook provides a
popular way for users to participate in different communication groups
and discuss relevant topics with each other. While users tend to have an
impact on each other, it is important to better understand and analyze
users behavior in specific online groups. For social networking sites it is of
interest to know if a topic will be interesting for users or not. Therefore,
this study examines the prediction of user participation in online social
networks discussions, in which we argue that it is possible to predict
user participation in a public group using common machine learning
techniques. We are predicting user participation based on association
rules built with respect to user activeness of current posts. In total,
we have crawled and extracted 2,443 active users interacting on 610
posts with over 14,117 comments on Facebook. The results show that
the proposed approach has a high level of accuracy and the systematic
study clearly depicts the possibility to predict user participation in social
networking sites.

1 Introduction

Online social networks are a large part of our society. Just Facebook alone
attracts 1.3 billion users1 with 640 million minutes spent each month. Facebook
had a total revenue of $12,466 M in 20141. Consequently, discovering trending
topics or influential users is of interest for many researchers, e.g. for market-
ing [6]. Several studies have tried to identify user influence, however most have
used page rank [21] or centrality [5,17] based approaches to identify influential
users.

In this article we argue that users, on Facebook groups, are following each
other and that it is possible to detect influential users. E.g. if user A, B, C
and D share common interests, the chance is that if A, B, and C already
have commented on a topic, D also will comment on it. Therefore, this paper
relates to how users perform actions (e.g. comments or likes) on posts in Face-
book pages. In addition, we use association learning to discover relationships
between variables, or in our case users, in the dataset [9]. Given a list of posts
from a specific domain we extract users actions such as comments and likes.
1 http://www.statisticbrain.com/facebook-statistics/.
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Using association rule learning on the data, we argue that it is possible to pre-
dict if a particular user will or will not participate on a post discussion based on
the other users activity.

For evaluation, a systematic study is conducted, which include building asso-
ciation rules that can be used to predict if a specific user will be active in a
particular post. The prediction is done based on the activeness of users within
current posts. Moreover, the scope of the paper is limited to user interactions
on a subset of Facebook users on posts with a similar topic.

The paper is organized as follows: In Sect. 2 related work is discussed.
Sections 3 and 5 presents the data and the methodology. Association rule learn-
ing and the evaluation metrics are discussed in Sect. 4. Finally, the results are
presented in Sect. 6 and discussed in Sect. 7.

2 Related Work

Online social networks and social media analysis are one of the hottest areas
of research in modern network science. Like in many different areas, scientists
struggle to predict the future of online social network. The main focus in social
network area is on link prediction [16] but different teams around the world work
also on: (i) popularity prediction in social media based on comment mining [12],
(ii) personality prediction for micro blog Users [29], (iii) churn prediction and
its influence on the network [4,22], (iv) community evolution prediction [7,23],
(v) using social media to predict real-world outcomes [3], (vi) predicting informa-
tion cascade on social media [11], (vii) users features prediction using relational
learning [14,15], (viii) predicting patterns of diffusion processes in social network
[13], (ix) predicting friendship intensity [2,20], (x) affiliation recommendations
[25,26], and many others.

Association rule mining has been previously used in social network and social
media analysis. In [18], the authors explores the association rule between a course
and gender in the Face book 100 university dataset. This was performed to dis-
cover the influence of gender in studying a specific course. [27] introduces the
scheme for association rule mining of personal hobbies in social networks, while
[24] tackle the problem of mining association rules in folksonomies and try to
find out how association rule mining can be applied to analyze and structure
folksonomies.

However, while online social network analysis is popular, there is according
to our review a lack of research on using association rules for predicting user
participation in online social media discussions.

3 Data Model

The data used in this study has been obtained from the crawler described by [8].
This crawler gathers complete posts from Facebook. In this context, the term
complete stands for posts that contains all likes and comments. In addition, if
a post is crawled, the dataset contains all likes, comments and interacting users
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up to the crawling time. Our current dataset, captured from public pages and
groups on Facebook, consists of over 56 million posts, 560 million comments and
7.3 billion likes made by 820 million Facebook users. The crawled data is parsed
and available from a SQL database, structured as described in [19], making all
fields needed for our task available. In this study, we assume that the investigated
posts will not get any new comments. We simplify the dynamics of social media
by saying that the posts we are investigated are “dead” when the data was
collected, in which the term of dead posts refers to posts that no longer attracts
attention or new comments or likes.

We are limiting this study to only investigate a subset of groups available
by the crawler. From these groups we exclude posts with less than 20 comments
as these posts are considered to be of too low value and do not hold enough
information.

3.1 Data Selection

To perform prediction of user interactions, we have selected the page
OccypyTogether. This page was selected based on the following properties: it
is active, it has a high number of users (∼300 k), it has a reasonable high num-
ber of active users (∼30,000 users with more than one comment) and it is political
with a bias user group (most of the users are positive to the Occupy movement).
From this page, only users that have made more than five comments are inves-
tigated. This ensures that the selected users are or have been fairly active in
the community. The resulting dataset consists of 2,443 users interacting on 610
posts totaling in 14,117 comments.

4 Association Rules

As stated in Sect. 1, we are predicting user participation based on previous inter-
actions with other users on common posts. We argue that if user A participates
in all posts where B is participating, there is a high chance of A participating
in a new post where B is already active. The method of matching items in dif-
ferent transactions is called association rule mining. We apply association rule
mining to the domain of social media where we model the data as follows. Items
correspond to users on Facebook and transactions correspond to posts. An user
is considered to be active and part of the transaction, as an item, if the user
comments on a post.

To build association rules from our dataset, we evaluated several implemen-
tations. [1] presented the Aprori algorithm, which was proven to be an effi-
cient method for association rule learning. This algorithm is however proven to
have efficiency issues in large datasets [10] and the identified implementation for
Python is very slow (considering our dataset it was not possible to get a result
within reasonable time). Hence, other algorithms were tested, and in particular
the Eclat algorithm [28]. The Eclat algorithm quickly discards items with low
frequency by considering a minimum of associations as input parameters.

https://www.facebook.com/OccupyTogether
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From the selected dataset, described in Sect. 3.1, we firstly count the fre-
quency of all posts where A and B are active respectively. Secondly, we count
all posts where A ∪ B, both participates. This gives us two measures, length
(the number of participating users) and frequency (the sum of all posts where
they are participating). These two steps can be summarized as, building frequent
item-sets (I). Finally, all possible rules from the computed Is are generated. In
this step we also compute the evaluation metrics described below.

4.1 Evaluation Metrics

To understand the learned association rules, there exist a few metrics. First, we
have Support, where we compute the frequency of a given item-set, I, and divide
it with the total number of transactions (posts) in D. Or, the number occurrence
of

{
A,B

}
in our dataset, D divided by length of D. As shown in (1).

support
({A,B}) =

{A,B}
|D| (1)

Secondly, we have Confidence, which is an indicator saying that {A,B} ⇒ C
in the set of transactions in D is the proportions of transactions that contain
{A,B} also will contain C as illustrated in (2). Say that {A,B,C} participates
in 4 common posts and {A,B} participates in 8 posts in total. This leads to
4/8 = 0.5 i.e., the confidence that C will participate on a post where A and B
already are active is 50%.

confidence
({A,B} ⇒ C

)
=

support({A,B,C})
support(C)

(2)

Thirdly, we have lift, a ratio of the interdependence of the observed values.
As we see from (3), if lift is 1, it implies that the rule and the items are inde-
pendent of each other. However, if the lift is > 1, the lift indicates the degree of
dependency of our item-sets.

lift
({A,B} ⇒ C

)
=

support({A,B,C})
support({A,B}) × support({C})

(3)

Finally, we have conviction, as the ratio of the expected support that {A,B}
occurs without C as shown in (4). Notable, conviction is infinite (due to division
with zero) when the confidence is 1.

conviction
({A,B} ⇒ C

)
=

1 − support({A,B})
1 − confidence

({A,B} ⇒ C
) (4)

The described measures enable understanding of the learned rules in D, where
higher number of all four measures indicate that the learned rule has relevance
for prediction.
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5 Methodology

The final dataset used in the experiment consists of 2,443 users interacting on
610 posts and writing 14,117 comments. The selected users are or have been
fairly active in the community, which reflect how we build the association rules.

The algorithm used for the association rule mining is the Eclat algorithm.
The Eclat algorithm learns about all the frequent item-sets in our data. By
using Eclat, it is possible to define a lower bound threshold and in our dataset
a good trade-off between resolution and speed is 4, where lower frequency is
ignored. The used implementation of Eclat is modified to sort the item-sets by
participants so only {A,B,C} is considered. Other combinations e.g., {B,C,A}
and {C,A,B} are consolidated in the item-set {A,B,C}. Association rules sup-
porting the hypothesis of user participation based on other users activities were
computed from the calculated frequency item-sets. The results are measured
using the evaluation metrics presented in Sect. 4.1.

6 Results

The resulting frequent item-sets are depicted in Fig. 1. This figure illustrates the
length of elements (number of collaborating users) with respect to frequency (the
number of occurrence for each item-set). The main scatter-plot illustrates how
the frequency decreases when the number of users (length) increases, a natural
feature of frequent item-sets.

Figure 1 also depicts the distribution as histograms. The top histogram shows
the distribution of frequency and the histogram on the right hand side shows the
distribution of the length of the learned item-sets. The top histogram illustrates
a significant density of user collaboration to occur at low frequency, between
4–6. This is natural as the frequency of user participation decreases for most of
the users. Noticeable on the length distribution is the fact that the density is
higher for two and three participating users than for just one. This is because
there exist more combinations of users than the number of single users.

Association rules supporting the hypothesis of user participation based on
other users activities were computed from the calculated frequency item-sets.
Resulting in 55,166 rules. Table 1 shows descriptive statistics for all the computed
rules. It can be noted that although the confidence median and mean is low, the
high level of lift indicates high dependency of the learned rules, i.e., the computed
rules show that out hypothesis is valid and users tend to follow each other. As
our dataset is big, with many users and many posts, the low support mean and
median is expected. Moreover, it is noticeable that users are not active in all
posts but more on a subset of them.

Figure 2 depicts the distribution, Confidence, Lift, Conviction and Frequency
respectively in our learned model. The figures are illustrated as violin-plots which
represents the kernel density (shown as height and depth) in addition to normal
box-plots with outer quartiles as thin lines, the inner quartiles as bold lines and
the mean as a white dot.
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Fig. 1. Combined plot of number of users (Length) with respect to number of occur-
rence (Frequency). The upper and right axis illustrates histograms of the respective
distributions

Table 1. Descriptive statistics of 55,166 computed rules.

Mean Median Std

Support 0.05 0.02 0.07

Confidence 0.43 0.33 0.33

Lift 18.97 9.38 24.64

Conviction 1.83 1.32 1.18

Figure 2a shows a dense distribution of support at 0.025 and interestingly
a higher density at 0.20. The confidence distribution is illustrated in Fig. 2b,
interestingly there is a dense distribution around 1.0, i.e., there is a significant
number of learned rules with high confidence that the rule is accurate. Figure 2c
shows that the lift measure have a heavy tail distribution. Figure 2d illustrates
a distribution of conviction to be concentrated between zero and five.

Table 2 presents learned rules in tree sections. Each section is sorted firstly
by Confidence, Lift and Conviction respectively and secondly by the number
of supporting users. The rule {u429, u578} ⇒ {u19} should be interpreted
as user–429 together with user–578 influence participation of user–19. Notable,
when sorting by confidence and lift, the conviction is infinite (this is due to the
confidence of 1.0) as shown how conviction is calculated in (4). All of the rules
in Table 2 have high confidence and show high dependency (via the lift metric),
i.e., the top five rules sorted by either Confidence, Lift or Conviction are relevant
for predicting user participation.
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Fig. 2. Distribution of values in learned association rules.

The rule, {u580, u861, u1352, u1466} ⇒ {u896, u1291} presented in Table 2
with confidence of 1.0 and lift of 152.5 strongly indicates that the left-hand-side
user set influences the right-hand-side user set, i.e., when the left-hand-side user
set is active on a post the right-hand-side user set also will be active. A confidence
of 1.0 means that 100% of the posts where the left-hand-side user set is active,
the right user set also will be active. A lift value of 152.5, in this specific rule,
shows that the right-hand-side user set is dependent on the left.

Considering rules where at least two separate users affect another user with a
confidence of ≥ 95%. We can reduce the 55,166 rules to 4,959 rules, which have
a median lift of 4.80 and a median support of 21%. In other words, we have
close to 5,000 rules that strongly indicates that users are affected by each other
when it comes to participating in online social networks. From learned rules, we
can also identify influential users, i.e., the users that exists on the left side of
multiple rules.

7 Conclusion and Discussion

Users within online social networks creates a large amount of generated data in
form of interactions (comments and likes). Not enough attention has been put on
the prediction of how users influence each other and how to predict the behavior
of users within Facebook groups. Therefore, we have, in this paper, crawled a
significant amount of user data and then by using machine learning, implemented
and examined how users influence each other. Based on the results and analysis,
we are able to determine that users influence other users to participate and
interact in new groups.

From the group OccypyTogether, 2,443 active users have been extracted.
They interact on 610 posts with a total of 14,117 comments. From this dataset,
the association rules were computed. Resulting in almost 5,000 rules with high
confidence of correctness, ≥ 95%. These rules were proven to be dependent of the

https://www.facebook.com/OccupyTogether


Predicting User Participation in Social Media 133

Table 2. Top 5 rules sorted by different metrics

Rule Confidence Lift Conviction

Confidence

{u179, u538, u580, u938, u992, u1090} ⇒ {u11} 1.00 10.17 inf

{u11, u31, u80, u179, u992, u1093} ⇒ {u580} 1.00 4.80 inf

{u11, u31, u179, u580, u992, u1093} ⇒ {u80} 1.00 9.53 inf

{u11, u179, u538, u580, u938, u953} ⇒ {u429} 1.00 4.84 inf

{u179, u1094, u1096, u1113, u1171, u1352} ⇒ {u1378} 1.00 101.67 inf

Lift

{u580, u861, u1352, u1466} ⇒ {u896, u1291} 1.00 152.50 inf

{u580, u861, u1291, u1352} ⇒ {u896, u1466} 1.00 152.50 inf

{u31, u80, u179, u580} ⇒ {u11, u992, u1093} 1.00 152.50 inf

{u19, u64, u673, u685} ⇒ {u54, u581} 1.00 152.50 inf

{u580, u861, u1291, u1466} ⇒ {u896, u1352} 1.00 152.50 inf

Conviction

{u429, u578} ⇒ {u19} 0.95 3.93 16.66

{u920} ⇒ {u179} 0.95 4.27 16.32

{u929} ⇒ {u179} 0.95 4.26 15.54

{u580, u1093} ⇒ {u179} 0.94 4.22 13.21

{u580, u938} ⇒ {u179} 0.94 4.22 13.21

active users, via the lift metric. Therefore, the hypothesis of user participation
influences can be accepted. The results also proved that using association rule
learning, influential users can be identified. Moreover, users on the left-hand-
side, in a rule with high confidence and high lift, are influencing users on the
right-hand-side to participate in the conversation.

At present, information on Facebook are filtered by a secret algorithm. This
poses a potential validity threat to our results. Even external recommender sys-
tems might pose a threat as data might be bias since users can only see a subset
of all posts.

For future work, it would be interesting to compare the results across different
Facebook groups, e.g. politics-related Facebook group is different from news-
related Facebook groups. Additionally, methods for association rule learning
that supports number of occurrence and order of items in each transaction also
needs to be investigated further. Finally, investigating the temporal aspects of
users participation, e.g. whether users influence each other over time, or if a user
participates throughout a discussion or only in the beginning, is something that
needs to be considered and which could hopefully improve the prediction results.
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Abstract. How much information do large brain networks integrate as
a whole over the sum of their parts? Can the complexity of such net-
works be quantified in an information-theoretic way and be meaningfully
coupled to brain function? Recently, measures of dynamical complexity
such as integrated information have been proposed. However, problems
related to the normalization and Bell number of partitions associated
to these measures make these approaches computationally infeasible for
large-scale brain networks. Our goal in this work is to address this prob-
lem. Our formulation of network integrated information is based on the
Kullback-Leibler divergence between the multivariate distribution on the
set of network states versus the corresponding factorized distribution over
its parts. We find that implementing the maximum information parti-
tion optimizes computations. These methods are well-suited for large
networks with linear stochastic dynamics. As an application to brain
networks, we compute the integrated information for the human brain’s
connectomic data. Compared to a randomly re-wired network, we find
that the specific topology of the brain generates greater information com-
plexity.

Keywords: Brain networks · Neural dynamics · Complexity measures

1 Introduction

From a computational neuroscience perspective, the brain is oftentimes
abstracted as a complex information processing network, that integrates sen-
sory inputs from multiple modalities in order to generate action and cognition.
In this paper, we ask a much simpler question: viewing the brain as a dynamical
network of neural masses, how can one compute the information integrated by
such networks in the course of dynamical transitions from one state to another? A
possible approach, among others, is to look at information-theoretic complexity
measures that seek to quantify information generated by all causal sub-processes
in such a network. One candidate measure exists and is called integrated infor-
mation, usually denoted by Φ. It was first introduced in neuroscience as a com-
plexity measure for neural networks, and by extension, as a possible correlate of
c© Springer International Publishing Switzerland 2016
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consciousness itself [19]. It is defined as the quantity of information generated
by a network as a whole, due to its causal dynamical interactions, and one that
is over and above the information generated independently by the disjoint sum
of its parts. As a complexity measure, Φ seeks to operationalize the intuition
that complexity arises from simultaneous integration and differentiation of the
network’s structural and dynamical properties. As such, the interplay of inte-
gration and differentiation in a network’s dynamics is hypothesized to generate
information that is highly diversified yet integrated, thereby creating patterns of
high complexity. Our challenge in this paper, is to mathematically formalize this
measure and apply it to compute integrated information for real connectivity
data of the human brain.

We start by briefly reviewing the rich history of this field. The earliest propos-
als defining integrated information were made in the pioneering work of [17–19].
Since then, considerable progress has been made towards the development of a
quantitative theory of integrated information in [4,6,8,15]. Similar information-
based approaches have also been successfully applied to many-body problems in
other domains, such as, for the problem of estimating microstates of statistical
mechanical ensembles [2]. In fact, within integrated information theory itself,
there are several candidate measures. For instance, the measure of [6] is only
applicable to discrete-state, deterministic, Markovian systems with the maxi-
mum entropy distribution. On the other hand, the measure of [8] extends to
include continuous-state, stochastic, non-Markovian systems and in principle,
admits dynamics with any empirical distribution (although in practice, analytic
results have only been shown for Gaussian distributions). However, the defi-
nition of [8] is based on mutual information rather than the Kullback-Leibler
form of [6]. The Kullback-Leibler definition computes the information gener-
ated during state transitions and therefore has a more general interpretation
of integrated information than the mutual information definition. In any case,
both measures [6,8] make use of a normalization scheme in their formulations,
which ultimately introduces ambiguities in computations of Φ itself. The normal-
ization is used in determining the partition of the network that minimizes the
integrated information, but a normalization dependent choice of partition ends
up influencing the value and interpretation of Φ itself. An alternate measure
based on the earth-mover distance was proposed in [15]. While this does away
with the normalization, it lies outside the scope of standard information theory,
in the sense that the proposed measure happens to be in units of bits2, rather
than bits. Currently, this version is still not applicable to continuous-state, sto-
chastic non-Markovian systems. Moreover, all three of these definitions of Φ use
what is called the minimum information partition or bi-partition (MIP/MIB),
which also introduces a new problem: the combinatorics of all these algorithms
explodes beyond networks of a handful of nodes. That makes the application of
the above three measures computationally challenging for large-scale networks
and that has thus far hindered applications to large biological or data networks.
On the other hand, in earlier work [4], we have introduced a formulation of inte-
grated information that overcomes both, the normalization and combinatorial
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problem by using a different partitioning of the network called the maximum
information partition (MaxIP), thereby leading to the prospect of large-scale
applications. However, the formulation in [4] was only applicable for uncorre-
lated node dynamics, which may not be realistic enough for many biological
systems.

In this paper, we seek to go beyond [4], starting with an extension of the
formalism to include node correlations. In order to do that, we solve the discrete-
time Lyapunov equation, the solution of which, is then used to get an analytic
expression for Φ with network correlations. We consider networks with linear
stochastic dynamics, which generate multivariate time-series signals. Moreover,
our networks are plastic, in the sense that connection weights are scalable using
a global coupling parameter. We compute Φ as a function of this coupling. As
proof of principle, we apply our formulation to the structural connectivity net-
work of white matter fiber tracts in the human cerebral cortex, obtained from
diffusion spectrum imaging [13,14]. This network has 998 nodes, representing
neuronal populations. The edges are weighted fiber counts between populations.
Implementing stochastic Gaussian dynamics on this network, we determine sta-
tionary solutions to the dynamical system from which we compute the informa-
tion integrated in bits. To contrast with a null-model, we randomly re-wire the
original network and repeat the computation. The original network scores higher
on integrated information for all allowed couplings within the stationary limit.

2 Stochastic Integrated Information

2.1 Mathematical Formulation

We consider networks with linear stochastic dynamics. The state of each node is
given by a random variable pertaining to a given probability distribution. These
variables may either be discrete-valued or continuous. However, for many bio-
logical applications, Gaussian distributed, continuous-valued state variables are
fairly reasonable abstractions (for example, aggregate neural population firing
rate, EEG or fMRI signals). The state of the network Xt at time t is taken as a
multivariate Gaussian variable with distribution PXt(xt). xt denotes an instan-
tiation of Xt with components xi

t (i going from 1 to n, n being the number
of nodes). When the network makes a transition from an initial state X0 to a
state X1 at time t = 1, observing the final state generates information about the
system’s initial state. The information generated equals the reduction in uncer-
tainty regarding the initial state X0. This is given by the conditional entropy
H(X0|X1). In order to extract that part of the information generated by the
system as a whole, over and above that generated individually by its parts, one
computes the relative conditional entropy given by the Kullback-Leibler diver-
gence of the conditional distribution PX0|X1=x′(x) of the system with respect to
the joint conditional distributions

∏r
k=1 PMk

0|Mk
1=m′ of its non-overlapping sub-

systems demarcated with respect to a partition Pr of the system into r distinct
sub-systems. Denoting this as ΦPr

, we have
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ΦPr
(X0 → X1 = x′) = DKL

(

PX0|X1=x′
∣
∣
∣
∣

r∏

k=1

PMk
0|Mk

1=m′

)

(1)

where for an r partitioned system, the state variable X0 can be decomposed as
a direct sum of state variables of the sub-systems

X0 = M1
0 ⊕ M2

0 ⊕ · · · ⊕ Mr
0 =

r⊕

k=1

Mk
0 (2)

and similarly, X1 decomposes as

X1 = M1
1 ⊕ M2

1 ⊕ · · · ⊕ Mr
1 =

r⊕

k=1

Mk
1 (3)

For stochastic systems, it is useful to work with a measure that is independent of
any specific instantiation of the final state x′. So we average with respect to final
states to obtain an expectation value from Eq. (1). After some algebra, we get

〈Φ〉Pr
(X0 → X1) = −H(X0|X1) +

r∑

k=1

H(Mk
0|Mk

1) (4)

This is our definition of integrated information, which we use in the rest of
this paper. Note that the measure described in [6] is not applicable to networks
with stochastic dynamics. They do use Eq. (1) as their definition but endow
their nodes with only binary states. On the other hand, [8] uses a different
definition of integrated information, where conditional entropies as in Eq. (4)
are replaced by conditional mutual information. This definition only matches
the definition of Eq. (1) in special cases but not in general for any distribution.
From an information theory perspective, the Kullback-Leibler divergence offers
a principled way of comparing probability distributions, hence we follow that
approach in formulating our measure in Eq. (4).

The state variable at each time t = 0 and t = 1 follows a multivariate
Gaussian distribution

X0 ∼ N (x̄0,Σ(X0)) X1 ∼ N (x̄1,Σ(X1)) (5)

The generative model for this system is equivalent to a multi-variate auto-
regressive process [7]

X1 = A X0 + E1 (6)

where A is the weighted adjacency matrix of the network and E1 is Gaussian
noise. Next, taking the mean and covariance respectively on both sides of this
equation, while holding the residual independent of the regression variables,
yields

x̄1 = A x̄0 Σ(X1) = A Σ(X0) AT + Σ(E) (7)
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In the absence of any external inputs, stationary solutions of a stochastic linear
dynamical system as in Eq. (6) are fluctuations about the origin. Therefore, we
can shift coordinates to set the means x̄0 and consequently x̄1 to the zero. The
second equality in Eq. (7) is the discrete-time Lyapunov equation and its solution
will give us the covariance matrix of the state variables.

The conditional entropy for a multivariate Gaussian variable was computed
in [8]

H(X0|X1) =
1
2
n log(2πe) − 1

2
log [detΣ(X0|X1)] (8)

which is fully specified by the conditional covariance matrix. Inserting this in
Eq. (4) yields

〈Φ〉Pr
(X0 → X1) =

1
2

log
[∏r

k=1 detΣ(Mk
0|Mk

1)
detΣ(X0|X1)

]
(9)

Now, in order to compute the conditional covariance matrix we make use of the
identity (proof of this identity for the Gaussian case was demonstrated in [7])

Σ(X|Y) = Σ(X) − Σ(X,Y)Σ(Y)−1Σ(X,Y)T (10)

The appropriate covariance we will need to insert in this expression is

Σ(X0,X1) ≡ 〈(X0 − x̄0) (X1 − x̄1)T〉 = Σ(X0)AT (11)

which gives for the conditional covariance

Σ(X0|X1) = Σ(X0) − Σ(X0)AT Σ(X1)−1A Σ(X0)T (12)

And similarly for the sub-systems

Σ(Mk
0|Mk

1) = Σ(Mk
0) − Σ(Mk

0)AT
∣
∣
k
Σ(Mk

1)
−1A∣

∣
k
Σ(Mk

0)
T

(13)

where k indexes the partition such that Mk
0 denotes the kth sub-system at t = 0

and A∣
∣
k

denotes the restriction of the adjacency matrix to the kth sub-network.
Further, for linear multi-variate systems, a unique fixed point always exists.

We try to find stable stationary solutions of the dynamical system. In that
regime, the multi-variate probability distribution of states approaches station-
arity and the covariance matrix converges, such that

Σ(X1) = Σ(X0) (14)

t = 0 and t = 1 refer to time-points taken after the system converges to the fixed
point. Then the discrete-time Lyapunov equations can be solved iteratively for
the stable covariance matrix Σ(Xt). For networks with symmetric adjacency
matrix and independent Gaussian noise, the solution takes a particularly simple
form

Σ(Xt) =
(
1 − A2

)−1
Σ(E) (15)
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and for the parts, we have

Σ(Mk
0) = Σ(X0)

∣
∣
k

(16)

given by the restriction of the full covariance matrix on the kth sub-network.
Note that Eq. (16) is not the same as Eq. (15) on the restricted adjacency matrix
as that would mean that the sub-network has been explicitly severed from the
rest of the system. Indeed, Eq. (16) is precisely the covariance of the sub-network
while it is still part of the network and 〈Φ〉 yields the integrated and differentiated
information of the whole network that is greater than the sum of these connected
parts. Inserting Eqs. (12), (13), (15) and (16) into Eq. (9) yields 〈Φ〉 as a function
of network weights for symmetric and correlated networks1.

2.2 The Maximum Information Partition

Following [4], the maximum information partition (MaxIP) is defined as the
partition of the system into its irreducible parts. This is the finest partition
and is unique as there is only one way to combinatorially reduce a system into
all of its sub-units. Hence, this partition can directly be found by construction
and therefore does not require any normalization scheme for sampling through
the space of multi-partitions in order to search for the one that maximizes or
minimizes the integrated information. Therefore, 〈Φ〉 computed using the MaxIP,
is independent of any normalization scheme. The reason it is called the maximum
information partition is that it integrates the maximum information compared
to any other bi-, tri- or multi-partition of the system. This is due to the fact
that this partition cannot be decomposed further. Every other partition will be
coarser than the MaxIP and will therefore have at least some of its parts as
composites of the irreducible units in the MaxIP. As these composites integrate
more information than its own irreducible units, subtracting the information
of a composite (when treating the composite as a part) from the information
of the whole system will always produce a smaller 〈Φ〉 than that obtained by
subtracting the information of each irreducible unit of the network from that of
the whole network. Therefore 〈Φ〉 computed using the MaxIP is the maximum
possible integrated information of the system compared to 〈Φ〉 computed using
any other partition of the network. In that sense, unlike the MIP or MIB, the
MaxIP in fact captures the complete information integrated by the network and
is therefore a more natural choice for quantifying whole versus parts.

2.3 Analytic Solutions

Now that we have a rigorous analytic formulation of integrated information, let us
first demonstrate examples of computations performed using artificial networks.

1 For the case of asymmetric weights, the entries of the covariance matrix cannot
be explicitly expressed as a matrix equation. However, they may still be solved by
Jordan decomposition of both sides of the Lyapunov equation.
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Fig. 1. Graphs of two artificial networks, (A) and (B).

In Fig. 1 we consider two artificial networks. For these cases, we want to com-
pute the exact analytic solution for 〈Φ〉. Each of these networks have 8 dimen-
sional adjacency matrices with bi-directional weights (though our analysis does
not depend on that and works as well with directed graphs). We want to compute
〈Φ〉 as a function of network weights, which we keep as free parameters. However,
in order to constrain the space of parameters, we shall set all weights to a single
parameter, the global coupling strength g. This gives us 〈Φ〉 as a function of g. The
results for the two networks labeled A and B respectively are shown in Eqs. (17),
(18) respectively. These are computed for a single time-step, when the dynamics
of the system lies in the stable stationary regime.

〈Φ〉A =
1
2

log

(
1 − 43g2

)8

(1 − 50g2 + 49g4)8
(17)

〈Φ〉B =
1
2

log
B1 · B2 · B3 · B4 · B5

(−1 + g2)4 (1 − 8g2 + 4g4)6 (1 − 17g2 + 72g4 − 64g6 + 16g8)8
(18)

where

B1 =
(
1 − 15g2 + 56g4 − 56g6 + 16g8

)

B2 =
(
1 − 15g2 + 54g4 − 54g6 + 16g8

)

B3 =
(
1 − 22g2 + 159g4 − 426g6 + 336g8 − 80g10

)2

B4 =
(
1 − 21g2 + 147g4 − 401g6 + 374g8 − 136g10 + 16g12

)2

B5 =
(
1 − 23g2 + 183g4 − 612g6 + 835g8 − 526g10 + 152g12 − 16g14

)2

Note that the mathematical framework described above is in no way limited
by the size of the network and thus, in principle, can be applied to networks of
any size, to yield exact results. The only practical difficulty would be in the form
of available computing hardware resources. Hence, for very large data networks,
such as those from brain imaging, numerical computations of 〈Φ〉 would be more
practical to perform.
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2.4 Application to Brain Connectomics

The framework described above, provides us with the tools to compute how much
information is integrated in bits in a single time-step, by a large network with
linear stochastic dynamics. We now apply this to real structural connectivity
data of white matter fiber tracts in the human cerebral cortex, obtained from
diffusion spectrum imaging [13,14]. The data is shown as a 998 dimensional
matrix on the left-hand side of Fig. 2. The 998 brain voxels represent the nodes
of the network. Each node is physically a population of neurons. The edges are
weighted fiber counts between populations. Additionally, we include a global
coupling variable g, multiplying the entire matrix, that can be used to tune the
overall strength of the weights.

Fig. 2. Left: Connectivity matrix of human cerebral white matter. Right: Randomized
version of the same matrix, preserving network weights.

To simulate brain dynamics, one may chose from among a variety of possible
models, discussed in [1,3,5,12]. To run these simulations, one may use customiz-
able tools such as those described in [9–11,16]. The simplest model among the
ones mentioned above is the linear stochastic Wilson-Cowen model. In fact, it
can be seen from [12] that Eq. (6) is precisely a special case of the discrete-time
limit of the linear stochastic Wilson-Cowen model. That is what we use here.
The brain’s state of spontaneous activity or resting-state is usually identified as
the attractor state of these models. This corresponds to finding stable stationary
solutions of the system. This is precisely the regime in which we compute 〈Φ〉
in bits as a function of the coupling g. The results are shown in the red profile
in Fig. 3. Further, in order to contrast this result with a null model, we also
rewired the edges of the connectome network randomly, while preserving the
magnitude of the weights. This generates the randomized data matrix shown on
the right-hand side of Fig. 2. We also compute 〈Φ〉 for this matrix. The resulting
profile is the blue curve in Fig. 3. For extremely small couplings, the two networks
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Fig. 3. 〈Φ〉 as a function of global coupling strength g for the data (shown in red on
the upper curve) and for the randomized network (shown in blue on the lower curve).
Stationary solutions exist up to g = 1.49, the critical point of the data network (Color
figure online).

are indistinguishable on 〈Φ〉 scores, however, as g grows, the architecture of the
brain’s network turns out to perform better at integrating information than its
randomized counterpart. It is true that for a strict comparison, one might want
to check this against an entire distribution of null models. However, the main
point of this paper is to demonstrate a systematic computation of how much
information a realistic large network integrates. Functionally, what this corre-
sponds to in terms of brain function or disease is another interesting question
by itself.

3 Discussion

In this paper, we have demonstrated a computational framework, built on a rich
body of earlier work on information-theoretic complexity measures and applied
it to compute information integration of large networks endowed with linear sto-
chastic dynamics. Earlier attempts to compute integrated information have so
far been limited to much smaller networks (16 nodes and less in [6,15], and 8
nodes in [8]). This was mainly due to normalization ambiguities and explosive
combinatorics associated with bi-partitions used therein. Instead, what we find
is that the finest partitioning of the system solves all these problems and opens
the window of applicability to large-scale networks. In particular, we apply our
theoretical formulation to the human brain connectome network. This network
is constructed from white matter tractography data from the human cerebral
cortex and consists of 998 nodes with about 28,000 symmetric and weighted con-
nections between them [13,14]. Using a discrete-time linear stochastic neuronal
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population model to generate the dynamics of neural activity on this network,
we compute the integrated information of this dynamical system during a sin-
gle time-step in the stationary regime corresponding to the network’s resting
state attractor point. The computed integrated information depends on both,
the structural anatomy as well as the network’s dynamical operating point (the
value of the global coupling).

We see potentially useful applications of such information-based measures for
other types of neuroimaging data as well, for example, tracing studies or detailed
microscopic connectivity data. The clinical utility of this measure would be in
identifying information-based differences between healthy subjects and patients
of neurodegenerative diseases. Just as we identified a transitionary phase after
which an anatomical network strongly differs in information integration and
differentiation from a randomly rewired network, similar comparative analysis
for patients compared to healthy controls might provide a quantification of the
extent of the disorder and even provide an analytic way to suggest diagnostic
surgical rewiring to restore network processing. As a next step, we also seek
to extend our formalism to include non-stationary and meta-stable states. This
would be particularly useful for task-based neuroimaging paradigms, in order to
quantify complexity of specific cognitive functions.
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Abstract. Most network scientists restrict their attention to relations
between pairs of things, even though most complex systems have struc-
tures and dynamics determined by n-ary relation where n is greater than
two. Various examples are given to illustrate this. The basic mathemat-
ical structures allowing more than two vertices have existed for more
than half a century, including hypergraphs and simplicial complexes. To
these can be added hypernetworks which, like multiplex networks, allow
many relations to be defined on the vertices. Furthermore, hypersim-
plices provide an essential formalism for representing multilevel part-
whole and taxonomic structures for integrating the dynamics of systems
between levels. Graphs, hypergraphs, networks, simplicial complex, mul-
tiplex network and hypernetworks form a coherent whole from which, for
any particular application, the scientist can select the most suitable.

Keywords: n-ary relation · Graph · Hypergraph · Network · Simplicial
complex · Multiplex network · Hypernetwork

1 Introduction

Given the success of graph and network theory since computers became available
to scientists in the nineteen sixties, it is remarkable that the majority of the
research done in network science has remained focussed on edges representing
binary relations between two vertices. If all relations were binary relations this
would be understandable. However, the structure and dynamics of many systems
depend on relations between many things.

For example, the participants in a dinner party do not just interact in pairs.
Nor do the member of a team or a committee. The members of a choir are
not singing pairwise with the others. A great part of the dynamics of social
and biological systems involves interactions between many individuals and many
things. Surely a science of multidimensional universe should not be constrained
to representing it solely through one dimensional objects.
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This is not to criticise networks in any way. As will become clear, they are
part of a wider story that extends to hypergraphs, simplicial complexes and
hypernetworks. It begins with graphs.

In the literature the terminology for graph theory varies considerably. Here,
let a graph, G, be defined to be a set, V with elements called vertices and a set,
E, of pairs of vertices called edges. Write G = (V,E). Let a and b be vertices
and let {a, b} be an edge Graphs are usually drawn with dots such as a and
b representing vertices and, for example, a line joint a and b to represent the
edge {a, b}. Usually the edges in graphs represent binary relations between the
vertices. To go beyond binary relation something else is required.

2 Hypergraphs

Hypergraphs represent an early attempt to allow graph edges to have more
than two vertices [7]. Berge writes ‘The idea of looking at a family of sets from
this standpoint took shape around 1960. In regarding each set as a “generalised
edge” and in calling the family itself a “hypergraph”, the initial idea was to try
to extend certain classical results of Graph Theory. ... Next it was noticed that
this generalisation often led to simplification; moreover, one single statement ...
could unify several theorems on graphs” [8]. In his 1969 paper [7] he gives the
following definition. ‘Let X = {x1, x2, ..., xn} be a finite set. A hypergraph on X
is a family H = (E1, E2, ..., Em) of subsets of X such that

(1) Ei �= ∅ (i = 1, 2, ...,m)
(2)

⋃m
i=1 = X.

The elements x1, x2, ..., xm are called vertices and the sets E1, E2, ..., Em are the
edges of the hypergraph.’ Berge gives the example shown in Fig. 1 where the
relationship between the vertices and edges is given as an incidence matrix.

x1
x2

x3 x4

x5

x6

x7

x8

E1

E2

E3

E4

E5

E6

E1 E2 E3 E4 E5 E6
�

� �

x1 0 0 0 0 1 0
x2 0 0 0 1 1 0
x3 1 0 0 1 0 0

V = x4 1 0 0 0 0 0
x5 1 1 0 0 0 0
x6 0 0 1 0 0 0
x7 0 0 1 1 0 1
x8 0 1 1 0 0 0

)b()a(

Fig. 1. The Berge hypergraph

Berge’s method of drawing hypergraphs is a hybrid between graph-theoretic
links and loops, and hypergraph-theoretic sets. Figure 2(a) shows the Berge
hypergraph drawn entirely as sets. Here the edges corresponding to pairs of
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Fig. 2. The dual Berge hypergraphs

vertices are shown as sets, namely {x1, x2} and {x5, x8}, and the loop from x7

to itself is draw as a singleton set {x7} which is the edge E6.
Figure 2(a) shows the hypergraph with the columns of the incidence matrix

as the edges. The dual hypergraph has sets of edges corresponding to the vertices
as shown in Fig. 2(c). Looking along the rows, each vertex is related to a set of
edges, for example x7 is related to the set of edges {E3, E4, E6} This is a ‘dual’
edge in the dual hypergraph, as shown in Fig. 2(b).

The Galois Lattice. Figure 3 shows a set of arches, A = {a1, a2, a3, a4,
a5, a6, a7} with each arch made from a subset of the blocks B =
{b1, b2, b3, b4, b5, b6, b7, b8, b9, b10, b11, b12}. Let arch ai be R-related to block bj
if it contains that block. This bipartite relation can be represented by the inci-
dence matrix shown in Fig. 4. The entry in the ith row and the jth column of
the matrix is one if ai is related to bj , and it zero otherwise. Let E(ai) be the
set of blocks related to arch ai. Then:

a1 a2 a3 a4 a5 a6 a7

Fig. 3. Arches related to the blocks used to construct them

E(a1) = {b1, b3, b4} E(a2) = {b2, b3, b4} E(a3) = {b3, b4, b5}
E(a4) = {b4, b5, b6, b7} E(a5) = {b7, b8, b9, b10} E(a6) = {b7, b8, b9, b11}
E(a7) = {b7, b8, b9, b12}.

Apart from these ‘first order’ edges it is interesting to generate ‘higher order’
edges from all their intersections:

E(a1) ∩ E(a2) ∩ E(a3) = {b3, b4} E(a1) ∩ E(a2) ∩ E(a3) ∩ E(a4) = {b4}
E(a3) ∩ E(a4) = {b4, b5} E(a4) ∩ E(a5) ∩ E(a6) ∩ E(a7) = {b7}
E(a5) ∩ E(a6) ∩ E(a7) = {b7, b8, b9}
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b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12

a1 1 0 1 1 0 0 0 0 0 0 0 0

a2 0 1 1 1 0 0 0 0 0 0 0 0

a3 0 0 1 1 1 0 0 0 0 0 0 0

a4 0 0 0 1 1 1 1 0 0 0 0 0

a5 0 0 0 0 0 0 1 1 1 1 0 0

a6 0 0 0 0 0 0 1 1 1 0 1 0

a7 0 0 0 0 0 0 1 1 1 0 0 1

Fig. 4. Maximal rectangles in the arch-block structure

Let the set of first order and higher order edges be called the augmented hyper-
graph for the relation in Fig. 5. The edges of the augmented dual hypergraph can
be found in a similar way:

E(b1) = {a1} E(b2) = {a2} E(b3) = {a1, a2, a3}
E(b4) = {a1, a2, a3, a4} E(b5) = {a3, a4} E(b6) = {a4}
E(b7) = {a4, a5, a6, a7} E(b8) = {a5, a6, a7} E(b9) = {a5, a6, a7}
E(b10) = {a5} E(b11) = {a6} E(b12) = {a7}
E(b1) ∩ E(b3) ∩ E(b4) = {a1} E(b2) ∩ E(b3) ∩ E(b4) = {a2}
E(b3) ∩ E(b4) = {a1, a2, a3} E(b3) ∩ E(b4) ∩ E(b5) = {a3}
E(b4) ∩ E(b5) = {a3, a4} E(b4) ∩ E(b5) ∩ E(b6) ∩ E(b7) = {a4}
E(b7) ∩ E(b8) ∩ E(b9) = {a5, a6, a7} E(b7) ∩ E(b8) ∩ E(b9) ∩ E(b10) = {a5}
E(b7) ∩ E(b8) ∩ E(b9) ∩ E(b11) = {a6} E(b7) ∩ E(b8) ∩ E(b9) ∩ E(b12) = {a7}

Bringing together the sets in the augmented hypergraphs shows that they
can be put is one-to-one correspondence. This is known as the Galois connection
and the Galois pairs can be listed as:

{b1, b3, b4} ↔ {a1} {b7, b8, b9, b10} ↔ {a5} {b3, b4} ↔ {a1, a2, a3}
{b2, b3, b4} ↔ {a2} {b7, b8, b9, b11} ↔ {a6} {b7, b8, b9} ↔ {a5, a6, a7}
{b3, b4, b5} ↔ {a3} {b7, b8, b9, b12} ↔ {a7} {b4} ↔ {a1, a2, a3, a4}

{b4, b5, b6, b7} ↔ {a4} {b4, b5} ↔ {a3, a4} {b7} ↔ {a4, a5, a6, a7}

In a Galois pair A′ ↔ B′ every a in A′ is R-related to every b in B′. Therefore
the rows and columns of the matrix can be rearranged so that all the ai in
A′ are contiguous and all the bj in B′ are contiguous, with the corresponding
rectangle of entries in the matrix all ones. For example, let A′ = {a1, a2, a3} and
B′ = {b3, b4}. Then as shown in Fig. 4 the corresponding rectangle is filled with
ones because each of a1, a2 and a3 is related to b3 and b4.

The rectangle corresponding to A′ = {a1, a2, a3} ↔ B′ = {b3, b4} is maximal.
Two other maximal rectangles are shown in Fig. 4 corresponding to the Galois
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Fig. 5. The Galois Lattice for the arch-block relation of Fig. 4

pairs {a3, a4} ↔ {b4, b5} and {a5, a6, a7} ↔ {b7, b8, b9}. The maximal rectangles
A′ ↔ B′ where A′ has just one element or B′ has just one element are not shown.

The Galois pairs can be arranged as a Galois lattice [13] with upwards set
inclusion on the left and downward set inclusion on the right (Fig. 5).

Galois pairs are particularly interesting, since they are sites of relatively high
connectivity. However for relations between large sets there can be a combinato-
rial explosion of Galois pairs making computation difficult. Nonetheless Galois
pairs play an important role in hypernetwork theory [17].

Hypergraphs are an excellent first step towards mathematical structure able
to represent n-ary relations. However they are essentially set-theoretic and have
no orientation. Simplicial complexes provide this.

3 Simplicial Complexes

In the nineteen fifties C.H. Dowker published the paper The homology groups
of relations [11] which showed that relations between n things could be repre-
sented by multidimensional polyhedra with n vertices, such as those shown in
Fig. 6. This idea lay dormant for a quarter of a century until in the nineteen
sixties R.H. Atkin introduced the revolutionary idea that social relations could
be represented by polyhedra. For example, a business deal between three people
can be represented by a triangle, written as 〈a, b, c〉, the relation of four people
playing music together can be represented by a tetrahedron, 〈a, b, c, d〉, and the
relationship between five people working together as a team can be represented
by a 5-hedron, 〈a, b, c, d, e〉. This idea is entirely compatible with network theory
since, for example, a relationship between two people having a conversation can
be represented by a polyhedron with two vertices, namely a line or an edge,
〈a, b〉. These ideas first appeared in the article A mathematical approach towards
a social science, published in the Essex Review in 1968 [1].
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(a) line (b) triangle (c) tetrahedron (d) 5-hedron

conversation

business
deal

team
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1-dimensional 2-dimensional 3-dimensional 4-dimensional

cello
piano

violin

viola

a b
a b

c

a

b

c

d

a b

c

d
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Fig. 6. Simplices can represent relations between two or more things

Polyhedra are the geometric realisation of more abstract objects called sim-
plices. Let V be a set of vertices. An abstract p-simplex is determined by a set
of p+1 vertices, written as 〈v0, v1, ..., vp〉. Simplices are often represented by the
symbol σ.

A simplex σ is a face of a simplex σ′, σ � σ′, if every vertex of σ is also a
vertex of σ′. For example the 2-dimensional simplex 〈x1, x2, x3〉 is a triangular
face of the tetrahedron representing the 3-dimensional simplex 〈x1, x2, x3, x4〉.
A set of simplices with all its faces is called a simplicial complex.

Algebraic Topology. In algebraic topology simplices provide an algebraic way
of calculating the topological invariants of spaces. The ideas will be briefly and
informally sketched here. Figure 7 shows a complex made up of three triangles
with all their faces (lines and vertices). This complex has the topological feature
of a hole surrounded by the triangles.

Fig. 7. A hole in a simplicial complex.

A q-dimension chain is an expression of the form Σi∈I nσi where n is a
number. The boundary operator, ∂, maps a simplex to its boundary according to
the rule ∂〈x0, ..., xp〉 = Σp

i=0(−1)i〈x0, ..., x̂i, ..., xp〉, where x̂i means omit the ith

entry along, counting from zero. For example, ∂〈x1, x2, x3〉 = 〈x2, x3〉−〈x1, x3〉+
〈x1, x2〉. This chain of 1-simplices is called a cycle.

In algebraic topology switching a pair of vertices changes the sign (and ori-
entation) of a simplex, so −〈x1, x3〉 = 〈x3, x1〉. Thus the cycle can be written as
〈x2, x3〉 + 〈x3, x1〉 + 〈x1, x2〉. In this case it is a bounding cycle because it is a
closed loop of 1-simplices that goes round the shaded 2-dimensional triangle. It
starts at 〈x2〉 and goes to 〈x3〉 along the oriented edge 〈x2, x3〉, goes to x1 along
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the oriented edge 〈x3, x1〉 and back to close the loop at x2 along the oriented
edge 〈x3, x2〉.

The boundary operator is nilpotent, i.e. when applied twice it gives zero. For
example, ∂2〈x1, x2, x3〉 = ∂〈x2, x3〉−∂〈x1, x3〉+∂〈x1, x2〉 = 〈x3〉−〈x2〉−〈x3〉+
〈x1〉 + 〈x2〉 − 〈x1〉 = 0.

Any chain c with ∂c = 0 is defined to be a cycle. Apart from bounding
cycles as seen above, there can be non-bounding cycles. For example consider c =
〈x2, x5〉+〈x5, x3〉+〈x3, x2〉. Then ∂c = 〈x5〉−〈x2〉+〈x3〉−〈x5〉+〈x2〉−〈x3〉 = 0
and c is a cycle. However there is no 2-dimensional chain c′ with ∂c′ = c so c is
a non-bounding cycle. In general, non-bounding cycles correspond to holes, in
this case exactly the hole bounded by c.

Atkin’s Q-analysis. In the early seventies Atkin and coworkers investigated
the topological properties of relations in the context of town planning. Atkin
suggested a new kind of connectivity based on the shared faces of social polyhedra
[3–5].

σ σ′

σ1 σ2 σ3 σ4

(a) σ and σ′ )b(raen-1era σ1 and σ4 are 1-connected

Fig. 8. q-connected polyhedra

Two simplices are q-near if they share a q-dimensional face. Two simplices
are q-connected if there is a chain of pairwise q-near simplices between them.
The tetrahedra σ and σ′ are 1-near in Fig. 8(a) because they share an edge, or
1-dimensional face. In Fig. 8(b) the tetrahedra σ1 and σ4 are 1-connected, since
σ1 is 1-near σ2, σ2 is 1-near σ3, and σ3 is 1-near σ4. A Q-analysis determines
classes of q-connected components, sets of simplices that are all q-connected. An
early application of Q-analysis studied land uses in Colchester [6].

Backcloth and Traffic. The vertices and edges of networks often have num-
bers associated with them. For example in a social network the vertices may
be associated with the amount of money a person has and the edges may be
associated with how much money passes between pairs of people. In electrical
networks the vertices have voltage associated with them and the edges have
current. Although the network’s voltages and currents may change, the network
itself does not. Similarly in a road network the daily traffic flows may vary but
usually the network infrastructure does not. The same holds for simplicial com-
plexes when there are patterns of numbers across the vertices and the simplices.
The numbers may change when the underlying simplicial complex does not.

Atkin suggested that the relatively unchanging network or simplicial complex
structure be called a backcloth and that the numbers be called the traffic of
activity on the backcloth. As an example, the airline network acts as a backcloth
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to the traffic of airline passengers. The term backcloth comes from the scenery
painted on large canvas sheets used in theatres as a static backdrop behind the
actors.

Atkin first used simplicial complexes to characterise a wide variety of phe-
nomena in physics by his Cocycle Law that the space-time backcloth supporting
many physical phenomena has no holes. His conceptual leap “from cohomology
in physics to q-connectivity in social science” was published in 1972 [2].

Flows and q-transmission as Multidimensional Percolation. Networks
are excellent for representing and calculating the dynamics of flows, from elec-
tricity to oil to cars and sentiments. Simplicial complexes are multidimensional
networks and they too can carry equally diverse traffic flows. Generally the q-
connectivity of the underlying backcloth constraints the dynamics of the flows.
This has been called q-transmission and has been described as a multidimen-
sional analogue analogue to percolation in networks [17].

Example: Road Accidents. A study of road accidents illustrates the com-
binatorial nature of simplices [17]. Drivers who had been involved in accidents
were interviewed to find out the possible causes. The telephone interviews were
unstructured with the interviewer eliciting the causes from the interviewees, e.g.
interviewees would often would volunteer that they were going too fast for the
conditions. Some typical examples of the 57 reported accident simplices are:

〈mechanical failure, need to stop, lack anticipation, stress; R1〉
〈carelessness, unexpected manoeuvre; R8〉
〈change in road layout, poor signposting, bad visibility; R16〉
〈speed, lack of concentration; R23〉
〈inexperienced driver, car in wrong position; R31〉
〈poor visibility, lack of caution, road wet; R23〉
〈not paying attention, to near/too fast, brakes poor, unexpected manoeuvre; R51〉
〈narrow road, speed R53〉

These combinations of causes were expressed in everyday language. The data
was analysed according to the classes:

D1–Stress D2–carelessness D3–Poor anticipation
D4–Too close D5–Looking wrong way D6–Alcohol
D7–Health/Tiredness D8–Young male ego D9–Inexperience
D10–Unfamiliarity with vehicle D11–Cyclist blind D12–In a hurry
D13–Unfamiliar with road D14–Speed D15–Mistaken priority
V1–Mechanical failure R1–Difficult configuration R2–Poor visibility
R3–Poor signposting R4–Difficult surface R6–Heavy traffic
A1–Unexpected event A2–Slow vehicle in front

Like hypergraphs, simplicial complex also have Galois pairs:

〈D2–Carelessness, R1–Difficult configuration〉 〈2, 5, 9, 12, 35, 40, 42, 51, 57〉
〈D1–Stress, R1–Difficult configuration〉 〈1, 2, 20, 26, 34, 51, 52〉
〈D2–Carelessness, R2–Poor visibility〉 〈2, 3, 4, 35, 38, 40〉
〈D14–Speed, R1–Difficult configuration〉 〈10, 12, 22, 39, 43, 53〉
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〈D1–Stress, R2–Poor visibility〉 〈2, 3, 11, 13, 26〉
〈R1–Difficult configuration, R2–Poor visibility〉 〈2, 26, 35, 40, 43〉
〈R2–Poor visibility, R4–Difficult road surface〉 〈11, 13, 26, 36, 38〉
〈R2–Poor visibility, A1–Unexpected event〉 〈11, 13, 16, 36, 54〉
〈R2–Poor visibility, R3–Poor signposting〉 〈2, 16, 26, 56〉
〈D1–Stress, D13–Unfamiliar with road〉 〈2, 3, 25, 52〉
〈D2–Carelessness, A1–Unexpected event〉 〈1, 9, 10, 41〉
〈R2–Poor visibility, R4–Difficult road surface〉 〈11, 13, 26〉
〈R2–Poor visibility, R4–Difficult road surface, A1–Unexpected event〉 〈11, 13, 36〉
〈D2–Carelessnes, R1–Difficult configuration, R2–Poor visibility〉 〈2, 35, 40〉

D14

(16)
Speed

D2

(21)
Carelessness

4 6

9

6

3

4

6

5
7

5

5

5
3

5

3

3

4

3

R3
(4)

Poor signposting

R1

(21) Difficult road configuration

D3

(10) Poor anticipation

R2

(16)

Poor visibility D1

(11)
Stress

A1

(14)

Unexpected event

R4

(8) Difficult road surface

D1

(7)

Unfamiliar with road

Fig. 9. Frequencies of occurrences of accident factors

Figure 9 gives a graphical summary of the Galois pairs and the numbers acci-
dents associated with the simplices. The interviewees were asked to rate the
importance of the factors on a five-point low-high scale. For example, σ(Accident-

2) = 〈D1–Stress(5), D2–Careless(3), D13–Unfamiliar road(5), D15–Mistaken prior-

ity(5), R1–Difficult config(5), R2–Poor visibility(3), R3–Poor signposting(5)〉, and
σ(Accident–2) = 〈D1–Stress(5), D2–Careless(4), D6–Alcohol(1), D7–Tired(5), D13–

Unfamiliar road(3), D15–Speed(3) R2–Poor visibility(2)〉. Let μ(vi) be the weighting
given to accident factor vi, μ(vi). A value on the whole simplex, the fuzzy con-
junction, can be defined as μσ = min{μ(vi) | vi � σ}. Then for a fuzzy value
of 3, σ(Accident-2) and σ(Accident-3) share the face 〈D1-Stress, D2-Careless,
D13-Unfamiliar road〉, and they are 3-fuzzy 2-near.

4 Hypernetworks

Figure 10(a) shows the lines �1, ..., �16 arranged in a circle by the relation R1.
The resulting structure 〈�1, ..., �16;R1〉 has the emergent property that most
people see a white disk at the centre of the lines, the so-called sun illusion.
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Figure 10(b) shows the same set of lines assembled under a different relation, R2.
Now there is no disk but a rectangle shape emerges. This example illustrates that
the same ordered set of elements can be the subject of more than one relation,
and that the simplex notation 〈�1, ..., �16〉 cannot discriminate these very different
cases.

Fig. 10. The lines �1, ..., �16 organised by two different relations, R1 and R2

In order to do this another symbol is necessary to represent the relation. We
write R1 : 〈�1, ..., �16〉 → 〈�1, ..., �16;R1〉 and R2 : 〈�1, ..., �16〉 → 〈�1, ..., �16;R2〉.
Let σ1 represent the sun configuration and σ2 represent the rectangle configu-
ration. Then σ1 and σ2 are examples of relational simplices, or hypersimplices.
Now the notation enables σ1 to be discriminated from σ2, since σ1 �= σ2.

In general a hypernetwork is defined to be any collection of hypersimplices.
This definition is deliberately undemanding, so that almost anything can be a
hypersimplex, and any collection of hypersimplices can be a hypernetwork.

Example: Chemical Molecules. Chemical molecules illustrate the idea of
hypersimplices. For example, propanol assembles three carbon atoms with eight
hydrogen atoms and one oxygen atom, written as C3H8O or C3H7OH. Figure 11
shows the atoms of propanol arranged in a variety of ways. The first two show
the isomers n-propyl alcohol and isopropyl alcohol. The oxygen atom is attached
to an end carbon in the first isomer and to the centre carbon in the second, but
the C-O-H hydroxyl group substructure is common to both. The rightmost iso-
mer of C3H8O, methoxyethane, has the oxygen atom connected to two carbon
atoms and there is no C-O-H substructure. This makes it an ether, methyl-ethyl-
ether, rather than an alcohol. Thus the relational simplices of the isomers have

Fig. 11. Chemical isomers as relational simplices
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the same vertices, but the assembly relations are different. n-propyl alcohol and
isopropyl alcohol share the hydroxyl group substructure C-O-H and are similar,
but methyl-ethyl-ether does not and has different properties. Thus

〈 C, C, C, H, H, H, H, H, H, H, H, O ; R n−propylalcohol〉 �=
]
〈 C, C, C, H, H, H, H, H, H, H, H, O ; R isopropylalcohol〉 �=
〈 C, C, C, H, H, H, H, H, H, H, H, O ; R methyl−ethyl−ether〉

The Vertex Removal Test for n-ary Relations. The essential feature of a
polyhedron is that it ceases to exist if any of the vertices are removed. For exam-
ple, consider a cyclist represented as the combination 〈rider, bicycle; Rriding〉.
Remove either the man or the bicycle and what is left ceases to be a cyclist.
Removing a vertex is like sticking a pin in a balloon, causing the structure to
collapse and whatever is left is not the whole simplex. Remove any vertex from
〈gin, tonic, ice, lemon; Rmixed〉 and it ceases to be the perfect gin and tonic. Gen-
eralising edges to polyhedra allows a distinction to be made between the parts of
things represented by vertices, and wholes represented by hypersimplices. Using
this test it is easy to find many examples of n-ary relations, e.g. a path with n
edges in a network forms a hypersimplex - remove an edge and the path ceases
to exist; four bridge players form a hypersimplex - remove one and the game
collapses; and a car and its wheels are 5-ary related - without any of them it
won’t work.

Fig. 12. Remove a vertex and the simplex ceases to exist.

5 Hypernetworks and Multilevel Structure

Hypersimplices enable the definition of multilevel part-whole structures, e.g. the
four blocks assembled by the 4-ary relation R to form an arch in Fig. 13. Here
the whole has the emergent property of a gap not possessed by any of its parts.
If the parts exist in the system at an arbitrary Level N then the whole exists
at a higher level, here shown as Level N+1. Thus assembly relations provide an
immutable upwards arrow for the definition of multilevel structure.
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Fig. 13. The fundamental part-whole diagram of multilevel aggregation

Part-whole aggregations are interleaved with taxonomic aggregations, as
shown in Fig. 14. The aggregation between Level N and Level N+1 combines
graphical parts to form faces. The aggregation between Level N+1 and Level
N+2 establishes classes of faces in a taxonomy. Such aggregations depend on
the purpose of the taxonomy. For example, there is no class of ‘frowny’ faces
because, for the purpose here, it is not required. Note that part-whole aggrega-
tion require all the parts. In contrast taxonomic aggregations require just one
example to aggregate. For example, the round smiley face is sufficient for there
to be a smiley face, irrespective of whether or not there is a square smiley face.

Fig. 14. Part-whole and taxonomic aggregation

6 Embracing n-ary Relations in Network Science

Despite the mathematics literature on multi-vertex relational structure dating
back at least to the 1950s, and despite the efforts of visionaries such as Berge and
Atkin in the 1960s, today many scientists still shy away from relations between
more than two things. It is all the more remarkable because graph theorists have
known about this mathematics but not adopted it, e.g. in his classic book on
graph theory, Harary [14] quotes Veblen’s 1922 book [19] as a source for his defi-
nition of simplicial complex but, frustratingly, notes in passing that a graph is a
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one-dimensional simplicial complex, even though Veblen explicitly considers two-
dimensional simplicies in the second chapter of his book. In contrast, computer
science recognises the importance of n-ary relations, e.g. Codd [9] uses them in
his seminal paper on relational data structures, and the WC3 consortium defines
their use in the semantic web [15].

Fig. 15. The natural family of network structures embraces n-ary relations

It is unfortunate that network scientists should neglect n-ary relations since
they are part of a natural family of network structures (Fig. 15). Assuming appro-
priate definitions, providing orientation makes a non-oriented graph into a net-
work, and allowing pairs of vertices to support many relations makes multiplex
networks. Vertically, allowing edges to have many vertices generalises graphs to
hypergraphs, allowing oriented edges to have many vertices generalises networks
to simplicial complexes, and allowing oriented edges supporting many relations
to have many vertices generalises multiplex networks to hypernetworks. Hori-
zontally, orienting the edges of hypergraphs creates simplicial families and com-
plexes, and allowing a simplex to support many relations creates hypernetworks.
Thus the diagram in Fig. 15 commutes and these structures form a natural family
by adding structure from top left to bottom right.

Hopefully this paper will stimulate more interest in n-ary relations in network
science:

– many systems involve n-ary relations – ignoring this misrepresents them
– n-ary relations are essential for representing part-whole structures and related

dynamics in multilevel systems
– there is a rich and coherent mathematical theory for n-ary relations - with

many remaining challenges and opportunities for the network community.
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Abstract. In this paper we study the success of public spaces (exactly,
plazas) existing in the urban fabric of the city of Murcia, Spain, from two
points of view. On the one hand, we apply an algorithm to classify the
nodes of a graph in order of importance, from the data obtained through
a fieldwork developed on the city itself. On the other hand, we use the
data that gives us the social network Foursquare in this city to extract
the preferences of its users, related to the different plazas present in the
public space in the city. These two perspectives or views allows us to
establish two rankings of plazas places in the city, which is the subject
of comparative study to determine potential differences or similarities in
the results.

Keywords: Networks · Primal graph · Urban networks · Public spaces ·
PageRank vector · Foursquare

1 Introduction

The city is a complex system where a large information and data is generated
and this is used as an essential part of the characteristics of the system itself.
The origin of this vast information can be very diverse; developed from field
work in person until Web services supported by social networks and existing
databases (open or protected). Social networks such as Facebook, Foursquare
and Twitter have been considered as the newest new data sources [1,6] as a
consequence of the relatively new phenomenon associated to the digital world:
“a growing shift in internet browsing from PCs to mobile devices -tablets and
smartphones:” [9]. Thus, as an activity that happens in the real world is shared
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on line, its location -latitude and longitude values- gets shared as well as part of
the physical place’s digital overlay [8].

The main objective of this paper is the analysis of successful public spaces
in a particular urban network, as it is the city of Murcia, from two points of
view. On the one hand the APA algorithm [2] is applied to determine, from
the data collected through fieldwork, the importance of public places studied,
specifically existing plazas in the city. In other words, with the application of
the APA algorithm, we obtain a classification of the public spaces according to
their importance in the network; so, we can say that a ranking is established.
On the other hand, we extract and analyze the results that the social network
Foursquare provides us, specially those related to the category outdoors and
recreations where the word plaza appears. This way, taking both analysis we
can make comparisons between them looking for possible similarities.

2 The City of Murcia and Data Obtained
from Different Sources

To study an urban layout, we first need to represent it by an abstraction model.
To represent the abstract model we use a primal graph [4,5], whereas to analyze
the network we need some mathematical model or algorithm. For this, we create
the network (primal graph) from a connected graph where the streets become
undirected edges. Nodes usually represent the intersections of the streets, but
we can also assign nodes to some points of interest in long streets. The primal
graph allows us either to represent the topology of an urban fabric as well as to
organize the geolocated data.

In this paper we will work only with a part of the city, the historical center
(Fig. 1(a)) and the neighborhoods that are placed around it. The reason that
motivates this limitation lies, on the one hand, in reducing the amount of data
to work with and, on the other hand, because the historical center is the most
active area of the city and where most activity takes place.

The selected area of study (in Fig. 1(a)) occupies an area of 40 hectares and
it is characterized by a dense concentration of commercial venues and facilities.

2.1 Foursquare Data in the City of Murcia

Foursquare (foursquare.com) is, as categorised by Sui and Goodchild [13], a
social check-in site that enables users to share their whereabouts with their
friends [11] and, in most cases, with any on line user. The “basis of the plat-
form consists of user-generated venues for business and points of interests” [11]
from where Foursquare users can check-in. Currently, the number of registered
individuals and businesses that are part of the Foursquare community surpasses
the 50 million and 1.9 million businesses respectively (Foursquare, 2014). More-
over, the enormous amount of the geographic information generated overtime on
Foursquare is accessible to the public through Application Programming Inter-
faces (API) [12].
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(a) Map of the area studied. (b) Plazas network.

Fig. 1. The area of the city of Murcia object of this study and the Plazas that we
detect from the map.

The reason to choose Murcia in this work as a case study is based on
the fact that Murcia is Spain’s fourth city in terms of amount of activ-
ity on Foursquare (www.puromarketing.com/16/15391/comousan-espanoles-
foursquare.html). This is a reliable reflection of the importance of this city in the
whole country if we talk in terms of network users. Therefore, we analyze the data
that we can obtain from the web service. According to the data downloaded for
the purpose of this study, Foursquare categorizes each venue into five predefined
categories: Outdoors & Recreation, Shops and Services, Food, Nightlife, Arts &
Entertainment. In turn, each category is divided into a number of subcategories.

Since we are interested in the public spaces and, in particular, in the plazas
of the city, we focus at the data extracted for the category Outdoors-recreation
and for the subcategory Plaza. In Table 1 we summarize the data obtained from
Foursquare Web service for the city of Murcia in the area studied related to the
subcategory plaza.

In Table 1 we show data concerning Foursquare 20 plazas that most visits
have registered in the geographical area under study. Note that 37 venues have
been identified in the Foursquare data with the word Plaza in its subcategory.
The table shows the number of visits, the number of check-in as well as pho-
tos associated with that place. The data reflected here do not correspond to a
particular time period, the data represent historical since the place has been
registered in the social network. Thus, both the number of visits as the check-in
refers to the accumulated by users since the venue exists on the network.

2.2 A Fieldwork in the City of Murcia

The data collection process is a field study that consists of collecting the data
or information we want to analyze or visualize. Subsequently, these data must

www.puromarketing.com/16/15391/comousan-espanoles-foursquare.html
www.puromarketing.com/16/15391/comousan-espanoles-foursquare.html
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Table 1. Data from fieldwork and Foursquare related to the subcategory Plaza.

Plaza Fieldwork data Foursquare data

Type I Type II Type III Type IV Total Visits Check-in Pictures

de las Flores 8 4 1 0 13 1219 2669 187

St. Domingo 12 6 0 0 13 788 2756 146

de la Catedral 5 2 1 0 8 650 1436 242

Circular 4 16 7 1 28 329 1589 46

Condestable 3 3 6 0 12 294 574 38

Sta. Isabel 4 15 6 0 25 233 787 22

Julian Romea 5 4 0 0 9 224 1169 52

Mayor 6 3 0 0 9 140 460 15

Sta Catalina 7 3 0 0 10 100 308 15

Europa 4 9 2 0 15 94 229 3

Dez de Revenga 3 15 5 0 23 90 644 16

Camachos 6 10 0 0 16 75 514 17

de la Merced 1 3 1 0 5 75 167 4

Cetina 3 10 1 0 14 63 451 11

San Juan 4 2 0 0 6 43 103 2

Juan XXIII 4 8 0 1 13 36 208 2

de la Cruz 0 0 0 0 0 36 60 12

Castilla 1 6 1 0 8 35 323 14

de los Apostoles 5 4 0 0 9 32 49 10

De la Seda 0 8 0 0 8 32 134 17

be assigned to the nodes of the network so that each node has a set of numerical
values associated with the information that is being studied. We want to study
the city from the point of view of the facilities and commercial activity. In this
analysis, we distinguish the following types of facilities: Type I (Bars, restaurants,
coffee, snack bar, ...), Type II (small shops), Type III (Sales and bank offices),
Type IV (Big shops).

The number of tertiary endowments that have been collected through field-
work are: 552 venues (Type I), 2216 venues (Type II), 285 venues (Type III) and
33 venues (Type IV). Note the large number of endowments of Type II (small
shops) that have been collected and geolocated.

3 The Adapted PageRank Algorithm
as a Centrality Measure

The PageRank method [3,10] was proposed to compute a ranking for every Web
page based on the graph of the Web (see [7]). In [2], the authors propose an
adaptation of the PageRank model to establish a ranking of nodes in an urban
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network, taking into account the influence of external activities or information.
In the following, we refer to this algorithm as the Adapted PageRank Algorithm
(APA algorithm).

The central idea behind the APA algorithm for ranking the nodes is
the construction of a data matrix D, which summarizes the numerical value
of the data that we are measuring. This matrix allows us to represent numeri-
cally the information of the network that we are going to analyze and measure.
This information is placed by columns, where each column represents a specific
characteristic or type of information that we want to evaluate or analyze. The
result of applying this algorithm to a network is a ranking vector with N compo-
nents, where the i-th component represents the ranking of the i-th node within
the overall network.

4 Numerical Results

The first objective of the paper is to apply the APA algorithm to the network
generated by the plazas of the city. First, we proceed by determining all the
squares, circus (plazas) that are in the urban network. We have identified a total
of 72 plazas in the city area under study. These venues are shown in Fig. 1(b),
where we locate the different plazas over the map of the city and construct a
graph taking these venues as nodes and edges connecting neighbor plazas.

The first part of our study is the APA algorithm launch to the network made
up by these 72 plazas that were identified on the map of the city (see Fig. 1).
The data used for the algorithm launch are the data obtained from fieldwork
(see Sect. 2.2), according to the four categories listed related to the commercial
activity, where each of them is associated to a different business sector.

Note that the data collected by fieldwork are located in the entire urban net-
work, i.e. do not distinguish any specific part of the network; therefore, they are
not referred to the plazas that we are studying. Consequently, it was necessary
to conduct a preliminary extraction process of the data corresponding to the
nodes forming the network of plazas we want to study.

Therefore, in Table 1 it is reflected in a detailed manner the data concerning
the venues identified in the urban fabric as plazas. The data shown in Table 1
correspond to the data of fieldwork in four categories (type I to IV), respect to
the venues plazas that have received more visits in the social network Foursquare.
This table only includes data from the 20 plazas in the urban area studied that
have received more visits from the social network users.

We apply the APA Algorithm to the data collected for all the plazas that
we have detected in the map of the city (there were 72). After running the APA
Algorithm we obtain a classification of the nodes (plazas, in this case) according
to their importance in the network. So, we have a ranking of the plazas of the
city, according to the information studied. In this example, the data are related
to the commercial activity developed in the city, classified by different sectors.
To see the details of the model used to perform the visualization of the ranking
in the network, see [2].
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Fig. 2. Visualization of the APA theoretical scheme over the graph of the plazas.

(a) Plazas over the geolocated facilities. (b) Plazas over the food-service facilities.

Fig. 3. Visualization of the twenty first plazas in the ranking of the Foursquare users
over the geolocated facilities obtained by the fieldwork.

Consequently, we have two distinct scales: first, the scale of the domain of
values that provides quantification of information and, on the other hand, the
scale that provides us with the graphic scale. It is necessary to enhance a linear
interpolation to set the color that is assigned to each of the nodes, according
to the amount of information associated with it. Once we have this color range
in the nodes, a graphical representation of the edges follows the same format
representation. Using this visualization model by means of a chromatic scale
in the graph, the result obtained for the graph where the nodes are the plazas in
the area studied is shown in Fig. 2. We note that the most important nodes in
the plazas network are located not only in the downtown of the city but in the
historic center of it, where the network of streets has a classic ancient layout
with narrow streets and irregular polygons.
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Now, we have two different rankings of importance; one is the classification
given by the APA Algorithm taking the commercial data of a fieldwork. The
other one is given by the preferences of Foursquare users. It is interesting that
some of the places that occupy very high positions in the ranking given by the
visitors of Foursquare, also occupy high positions in the ranking offered by the
APA algorithm. It is important to note that within the various types of data that
Foursquare offers, we focus to establish a classification according to the tastes of
network users in the visits to each venue and not the check-in that accumulates.
The reason is that one user can make various check-in of a venue.

Thus, in particular, the node Plaza de las Flores, occupying the first position
in the social network ranking, also ranks first in the classification given by APA
algorithm. This coincidence is a remarkable circumstance, the absolute coinci-
dence in the importance given to this venue (plaza), from the point of view of
the interests of users of social network and within the framework of the network
topology and commercial facilities. Figure 3(a) shows a map of the historical
center of the city of Murcia where you have geolocated all facilities and business
that have been obtained in fieldwork. Red allocations have been drawn regard-
ing the commercial food-service sector. In green color are shown shops or small
business, while in blue color we have represented bank offices; finally, in orange
color the large department stores and supermarkets are displayed. Overlying
this information the 20 most visited places by users have shown Foursquare.
The circles have a size proportional to its importance. We notice the coincidence
between the most visited plazas and the existence of trade provisions or facil-
ities. From Fig. 3(a) we highlight the correlation between the plazas that were
most commonly visited by social network users and areas with a high density of
commercial allocations or facilities. Especially significant is this coincidence in
the three most visited places in Foursquare, where we found a remarkable con-
centration of commercial activity in both the place itself and its surroundings.
Figure 3(a) shows us all the allocations of fieldwork relating to the four cate-
gories studied, i.e., the food-service sector (type I), small shops (Type II), bank
offices and businesses (type III) and malls and supermarkets (type IV). More
significant is this correlation if we only look at the food-service sector, where we
have restaurants, bars, coffees, and so on. We clearly see this fact in Fig. 3(b). In
Fig. 3(b) can be seen as the plazas that succeed in accordance with the tastes or
preferences of the social network users is directly related to a significant presence
of facilities or endowments in the food-service commercial sector.

5 Conclusions

We have studied the set of places that exist in the city center of Murcia from two
perspectives. The first is based on applying a classification algorithm of complex
networks to determine the most important nodes. The second, using the data
that the users of social network Foursquare provide us about their tastes and
preferences in the city. The experimental results show that the venues (plazas)
most visited by the network users are plazas with a remarkable importance
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within the network, especially those who are at the top in the ranking given
by the number of visits. Furthermore, it is given the fact that data from the
preferences of social network users suggest us some fundamental characteristics
or features of the city that can be confirmed by the theoretical study based on
the classification algorithm. This feature is related to the fact that the most
characteristic activity taking place in the downtown of the city is highly related
to the food-service sector and to a lesser extent, of small shops. This is clearly
verified by comparing rankings given by the algorithm applied to the plazas
network to display the classification of network nodes and the location of the
most visited plazas by Foursquare users.
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Abstract. We investigate the differences between how some of the fun-
damental principles of network formation apply among offline friends
and how they apply among online friends on Twitter. We consider three
fundamental principles of network formation proposed by Schaefer et
al.: reciprocity, popularity, and triadic closure. Overall, we discover that
these principles mainly apply to offline friends on Twitter. Based on
how these principles apply to offline versus online friends, we formu-
late rules to predict offline friendship on Twitter. We compare our algo-
rithm with popular machine learning algorithms and Xiewei’s random
walk algorithm. Our algorithm beats the machine learning algorithms
on average by 15 % in terms of f-score. Although our algorithm loses 6 %
to Xiewei’s random walk algorithm in terms of f-score, it still performs
well (f-score above 70 %), and it reduces prediction time complexity from
O(n2) to O(n).

Keywords: Network formation · Offline friends · Online friends ·
Twitter · Social network · Offline friends prediction · Machine
learning · Offline online

1 Introduction

Network formation has been studied in both the offline social network and
the online social network. Before the emergence of the online social network,
researchers investigated the offline social network. They discovered that the for-
mation of the offline social network was characterized by a number of dependen-
cies [16], also called principles [14]. These principles were by no means arbitrarily
generated but were empirically discovered or theoretically formulated in previ-
ous studies on social networks [16]. When the online social network emerged, it
was seen as a solution to the inconsistency and the high cost of procuring a large
real life social networks data [12]. The principles of network formation that were
previously discovered in the offline social network are now studied in the online
social network. Most of these studies reveal that the principles that apply to the
offline social network – such as reciprocity, mutuality, preferential attachment,
c© Springer International Publishing Switzerland 2016
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and homophily – also apply to the online social network [7,9,11]. A provoking
question then arises as to whether these similarities between the principles of
offline and online network formation happen because “online social networks pri-
marily support pre-existing social relations [3]”, particularly the existing offline
contacts [5].

To answer the question, we investigate how three fundamental principles
of network formation proposed by Schaefer et al. [14] apply among offline pre-
existing social relations — referred to as offline friends — versus non pre-existing
social relations — referred to as online friends — on Twitter. In this study,
offline friends comprises of followers or followees on Twitter whom a user knows
in the real world, whereas online friends comprises of followers and followees on
Twitter whom a user does not know in the real world. As such, the set of offline
friends and the set of online friends are mutually exclusive.

Since we only have the ground-truth data of a user’s offline and online friends,
we are making an assumption that all offline friends are pre-existing social rela-
tions, and all online friends are non pre-existing social relations. We believe this
is a reasonable assumption to make because people maintain an online social
network mainly to keep in touch with existing social relations that they have
offline and meet new people online [5].

2 Fundamental Principles of Network Formation Among
Offline Versus Online Friends

Social networks are formed through multiple principles. Snijders listed some of
the important ones in his work [16], they are: reciprocity, homophily, transitiv-
ity, degree differentials (popularity), and hierarchies. Schaefer et al. particularly
picked up three principles — reciprocity, popularity, and triadic closure — to
study the process of network formation among preschool children [14]. They pro-
posed that these principles were general. Through longitudinal study using the
SIENA modeling framework [15], they discovered that reciprocity, popularity
and triadic closure shaped the formation of pre-school children’s networks. As
most children regularly interact with their peers for the first time in preschool,
and they do not have prior social experience that might contaminate their moti-
vation in creating social ties with their friends, the principles that govern their
network formation are considered fundamental. Therefore, we choose these three
principles to investigate in this study.

For our analysis, we use the dataset by Xie et al. [17]. This dataset contains
the data of 98 Twitter users that includes his ego network in 2011 and the list of
his Twitter friends (followers or followees) whom he knows in real life. Overall,
the dataset has 20030 Twitter users (ego users and their alters) and 23225 edges
labeled as an offline or an online friend. We only use 49 ego networks (9380
users and 10153 labeled edges) for our observation. Based on our observation,
we formulate rules to predict offline friendship and use the rest 49 ego networks
for our prediction task.
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Fig. 1. Reciprocated links among offline and online friends.

2.1 Reciprocity

Reciprocity means requiting a benefit received [8]. Since friends enjoy equality in
right, privileges, and obligations [10], reciprocity becomes the basis of friendship.
On Twitter, reciprocity can happen when two users reply each other, mention
each other, follow each other, etc. In this study, we focus on reciprocity that has a
direct impact on a Twitter follow network dependency, that is, reciprocity when
two users follow each other. Although reciprocity is one of the basic principles of
moral codes in a society which enables social stability [8], it may not necessarily
assume such a fundamental role when it comes to online friends in an online
society. Therefore, in this study, we answer the following research question:

Research Question 1. Does reciprocity as the basis of Twitter follow network
formation happen as often among online friends as among offline friends?

Figure 1 shows the distribution of reciprocated links among offline and online
friends. To answer the research question, we perform chi-square test of indepen-
dence to check whether reciprocity depends on the type of friendship (offline
or online). Our result shows that reciprocity depends on the type of friendship
with odds ratio 11.02 (χ2 = 2553.8, p-value < 0.001). Offline friends are 11 times
more likely to reciprocate on Twitter.

Based on this observation, we create our first rule to predict offline friendship.
Given two online friends, A and B, on Twitter,

Rule 1. IF A and B reciprocate on Twitter THEN A and B are offline friends.

2.2 Popularity

Popularity means the state of having many connections. An individual’s popu-
larity increases as the idealized qualities imposed by society increase, e.g. wealth,
beauty, and social skill [1]. These idealized qualities increase one’s attractiveness
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and invite connections. As popularity allows a person to access more resources
[4], popularity also entails higher popularity. The theoretical account of this
phenomenon was elaborated by Price in 1976 [13]. This phenomenon is called
the-rich-get-richer phenomenon, or preferential attachment [2]. Therefore, pop-
ularity in itself is also an idealized quality that increases one’s attractiveness.
On Twitter, the number of followers is the simplest measure of popularity.

Although preferential attachment has been shown to exist in both the online
social network [11] and the offline social network [13], we wonder whether the
rate at which popularity increases a user’s attractiveness among online friends
differs from the rate at which it does among offline friends. In this study, we
answer the following research question:

Research Question 2. On Twitter, does preferential attachment happen
among online friends at the same rate as it does among offline friends?

We plot the distributions of the number of followers of offline friends and
online friends. Although in general they follow the power law, there is too much
fluctuation in the distributions, thus making it impossible to find the parameters
that fit a power law curve closely. Therefore, we try several folds of number of
followers and discover that the distributions of the number of followers (in 70-
fold) of both offline friends and online friends fit the power law closely (N = cx−α

where N is the frequency of users with a specific number of followers, and x is
the number of followers in 70-fold), but at different parameters c and α (c is
1482.16 and α is 1.70 among offline friends, c is 769.13 and α is 0.92 among
online friends. See Fig. 2a). The power law distributions show that preferential
attachment exists [13], and it happens at a faster attachment rate among offline
friends judging by the larger α.

A stranger (online friend) has a thicker tail, meaning he has a greater ten-
dency to have a higher number of followers. The next question is, whether there

(a) Distributions of the number of follow-
ers of offline and online friends follow the
power law.

(b) Boxplot of the number of followers of
offline friends and online friends.

Fig. 2. The number of followers of offline and online friends
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is a number of followers at which a user is likely to be an online friend to any-
one. According to previous studies, there may be. Kwak et al. discovered that
homophily was not observed between a user who had more than 1000 followers
and his reciprocal friends [9]. Moreover, another study showed that 71 % of top
link farmers (users who try to acquire large numbers of follower links to amass
influence) on Twitter had more than 1000 followers [6]. Link farmers usually
reciprocate even those whom they do not know to amass social capital and pro-
mote their Twitter content. As a result, many of the users in their network are
strangers. Our boxplot in Fig. 2b also shows that a user who has more than 1000
followers (log 1000 = 6.9) is at around the 87th percentile of all offline friends.
Meanwhile, such a user is only at around the 25th percentile of all online friends.
Thus, we formulate our second rule to predict offline friendship. Given two online
friends A and B on Twitter,

Rule 2. IF B has more than 1000 followers THEN A and B are not offline
friends.

2.3 Triadic Closure

Triadic closure happens between offline friends because of the increased propin-
quity and the psychological need for balance between two individuals who share
mutual friends [14]. If we assume that a triadic closure in real life translates into
a triadic closure online, it is likely that triadic closure happens between offline
friends on Twitter. On the other hand, as the pressure towards closure may not
be as strong among online friends due to the lack of propinquity, we ask the
following research question:

Research Question 3. Are triadic closures on Twitter as likely to happen
among online friends as they are among offline friends?

We answer the research question by the following logit function:

Pr(triadicclosure = 1|I1, I2) = F (β0 + β1I1 + β2I2) (1)

I1 is 1 if there is 1 offline friendship between any two users in a triad, I2 is 1
if there are 2 offline friendships between any two users in a triad, and I1 and
I2 are 0 if there is no offline friendship in a triad. F is the cumulative standard
logistic distribution function.

The result shows that when offline friendship does not exist, a triadic closure
is unlikely to happen (β0 -3.36, p-value < 0.0001). When an offline friendship
exists, the probability of a triadic closure increases (β1 = 0.60, p-value < 0.0001).
When two offline friendships exist, the probability increases further (β2 = 1.41,
p-value < 0.0001). From the result, we expect that when three offline friend-
ships exist in a triad, an online triadic closure is even more likely to happen
even though the ground-truth data that we have does not allow us to validate
our expectation. In summary, when offline friendships exist in a triad, a triadic
closure online is more likely to happen.

From this observation, we formulate the following rule to predict offline
friendship. Given A-B-C, an online closed triad on Twitter,
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Fig. 3. Milliseconds required to perform prediction

Table 1. Prediction Results

Algorithm Precision Recall F-score

Our algorithm 0.78 0.74 0.76

Machine learning Logistic regression 0.73 0.52 0.61

Naive bayes 0.47 0.81 0.60

Support vector machine 0.78 0.36 0.50

Artificial neural network 0.72 0.72 0.72

Xiewei’s random walk algorithm 0.77 0.88 0.82

Rule 3. IF A and B are offline friends AND B and C are offline friends, THEN
A and C are offline friends.

3 Practical Application: Predicting Offline Friendship
on a Twitter Network

A hands-on practical application from the above observation is the formulation
of rules for offline friendship prediction on a Twitter network which we will
investigate in this work. We predict a user’s offline friends on Twitter based on
the three rules we formulate above (Algorithm 1). We compare the results with
Xiewei’s random walk algorithm and several popular machine learning algo-
rithms. Xiewei’s algorithm [17] creates a matrix of a user’s ego network and
assigns a probability of walk from a user to his Twitter followers that decreases
polynomially as a user’s number of followers increases. Therefore, a user who
has 1000 followers has a lower probability of walk to anyone than a user who
has 100 followers. When the probability of walk to a friend is higher than the
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probability of walk to another friend who has the median number of followers,
the friend is regarded as an offline friend. The process is performed iteratively to
include offline friends of offline friends as offline friends. For the machine learning
algorithms, we extract various features on Twitter as predictors such as tweets
LDA-topic similarity, the number of replies, the number of mentions, various
centrality measures, follower overlap, followee overlap, the type of following link,
etc.

The prediction result is shown in Table 1. Overall, our algorithm performs
well and beats the machine learning algorithms. Although its predictive accuracy
loses to Xiewei’s, our algorithm reduces the time complexity from O(n2) to O(n)
(See Fig. 3).

Data: a Twitter user, ui

Result: ui’s offline friends, Ci

ui has a set of friends on Twitter Si where Si = {f1, f2, f3...};
Let Ci be the set of ui’s offline friends;
for each friend fj ∈ Si do

Apply Rule 1 : If ui and fj reciprocates on Twitter then fj ∈ Ci;
for each friend fj ∈ Ci do

Apply Rule 2 : If fj has a number of followers larger than 1000
then fj /∈ Ci

end
end
Apply Rule 3 : Offline friends of an offline friend are offline friends;
temp = {ui};
while temp.size != 0 do

for each friend fj ∈ Ci do
Let Sj be the set of fj ’s friends on Twitter where Sj ⊂ Si;
Let Cj be the set of fj ’s offline friends where Cj ⊂ Si;
for each friend fg ∈ Sj do

Apply Rule 1 : If fj and fg reciprocates on Twitter then
fg ∈ Cj ;
for each friend fg ∈ Cj do

Apply Rule 2 : If fg has a number of followers larger than
1000 then fg /∈ Cj

end
end
temp = {temp ∪ Cj};

end
temp = temp \ {Ci, ui} ;
Ci = {Ci ∪ temp};

end
Algorithm 1. Offline friendship prediction



176 F. Natali and F. Zhu

4 Conclusion

We have shown that some of the fundamental principles of social network forma-
tion, namely reciprocity, popularity, and triadic closure apply mainly to offline
friends on Twitter. The results suggest that using an online social network as
a substitute for a real life social network requires careful consideration as the
dynamics that apply to the offline social network does not necessarily apply
to the online friends in the online social network. We also use the results of
our observation to create an efficient algorithm for offline friendship prediction.
Future work can be directed to assess the applicability of the algorithm across
various social networks in a larger dataset.
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Abstract. A social network is not only a system of connections or rela-
tionships, but pathways along which ideas from various communities may
flow. Here we show that the economic development of U.S. states may
be predicted by using quantitative measures of their social tie network
structure derived from location-based social media. We find that long
ties, defined here as ties between people in different states, are strongly
correlated with economic development in the US states from 2009–2012
in terms of GDP, patents, and number of startups. In contrast, within-
state ties are much less predictive of economic development. Our results
suggest that such long ties support innovation by enabling more effective
idea flow.

1 Introduction and Related Work

Studies in economic sociology suggest that peer-to-peer human relationships
affect economic opportunities because information about these opportunities
often spread most effectively between people [7,9,10,15,16,23,24]. Information
spreading via interpersonal relationships is often richer than traditional broad-
cast media such as television, newspaper, radio, etc. because acquaintances can
interact face-to-face, provide relevant information when needed, and influence
one another with respect to adopting new behavior and ideas [22].

It has been argued that information coming from weak ties is often richer
than information arriving via strong ties because “those to whom we are weakly
tied are more likely to move in circles different from our own . . . and have access
to information different from what we [usually] receive [16].” Weak ties have been
shown to be valuable sources of information because individuals can use them
to find jobs [7,15], solicit feedback on starting new ventures [24], and search for
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people like in the small-world experiment [4,17,18,25]. In other settings such
as examining workplaces, social network structure can affect productivity and
innovation of employees and could lead to higher compensation, more promotion
opportunities, and better performance evaluations [9,10,23,24]. Therefore, the
effect of weak ties on economic opportunities suggests that perhaps the num-
ber and distribution of social ties might also be used for measuring economic
development on a larger scale.

Contemporary research on urban characteristics and growth has demon-
strated scaling laws for innovation and wealth creation as a power function of
the population size as expressed by the equation: y(t) = cx(t)m where x(t) is
the population size and y(t) is the metric of innovation at time t [5,6]. These
results show that as the population size increases, GDP, wages, patents, pri-
vate research employment and development increase at superlinear rates where
1.03 ≤ m ≤ 1.46 [6]. Perhaps the best explanation for the superlinear scaling
of wealth creation is that as the population size increases, the density of social
relationships between people increases because there are more choices for estab-
lishing relationships [21]; therefore, increasing the connectivity between people
decreases the time for ideas to spread.

Following this line of thinking, recent results in [21] suggest that a gener-
ative model for tie formation as a function of social tie density yields some-
what better results than purely descriptive models based only on population
size, and in addition offers a simple causal theory of these scaling phenomena.
Results obtained under modest assumptions (nodes distributed uniformly on a
Euclidean space, connections established following the rank friendship model
[18]) show that algorithmically generated social ties based on social tie density
can be used to model urban characteristics of cities such as GDP, number of
patents, research employment, etc.

Here we extend this line of thinking by focusing on characteristics of economic
development as a function of idea flow based on peer-to-peer social relationships
and find that “long ties” (defined below) are a main component enabling such
flow. This was accomplished by using data containing geographical locations and
friendship information of hundreds of thousands of people from location-based
social media, namely Gowalla [20]. Also, these datasets allow us to infer face-
to-face interactions [19] and measure the strength of ties in terms of not only
interactions but also geographical and “administrative” distances (i.e., short or
long ties [11,14]).

Other approaches for measuring economic development of large geographical
areas include examining the diversity of social contacts (i.e., call detail records
as a proxy for social relationships) since more contacts imply more channels
for receiving information [13]. Yet using calling patterns to infer social contacts
is biased towards those that are more likely to be connected via strong ties
since weak ties are by definition those that are used infrequently. While these
approaches [13,21] can vary in their methodologies, ranging from mathematically
oriented to data-driven, what they share in common is using social network
analysis to predict innovation, wealth creation, and other patterns of complex
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human behavior. In this paper, the novelty of our approach lies at the intersection
of economic sociology (i.e., the interplay of long ties and economic opportunities)
and simple contagion models (i.e., the spread of ideas from one place to another).
Results show that the speed of access to ideas is a strongly correlated with social
diversity and also a signature of the economic development of US states without
needing to tune parameters or incorporate secondary factors such as the level of
educational attainment and internal transportation infrastructure.

2 Data

Our primary focus in this paper is the Gowalla dataset detailed in previous
publication [20]. The reasoning behind using Gowalla is that a location-based
social network allowed us to analyze both social interactions and geographic
interactions separately (through friendships and check-ins respectively). In this
paper we considered specifically applying the network towards modeling U.S.
GDP [1], patents [3], and small startups (20 or less employees) [2], so we removed
any users and corresponding friendship links that were not internal to the United
States. This left us with 75,803 users, 464,556 “long ties” (defined as friendships
where the two users were in different physical U.S. states), and 222,072 “short
ties” (friendships where users were in the same state).

In this paper we do not discuss our model for idea flow, but note that by
examining correlations between GDP, patents, startups, and idea flow, we found
a near-perfect match between correlations using long ties and simulated idea
flow. For this reason, we elected to do the rest of our analysis and discussion
here using long ties as a proxy for idea flow. This is advantageous since long ties
can be observed directly from the network structure, so there is less uncertainty
in the accuracy of analysis based on long ties. For a given state i, we define its
census population as Pi, the number of long ties Li as the number of ties with
one end in another state, and the number of short ties (edges) entirely within
the state as Si.

In addition we also considered a community-detection (network clustering)
approach, however due to the space limitations and their much lower correlations,
we chose to exclude the results based on “bridges” between communities from
this paper. The correlations we found for community bridges were very similar
to those of the short ties discussed here, though the reasons that both bridges
and short ties poorly match our economic metrics of interest may be unrelated.
In contrast, idea flow could be formally calculated based on long ties, and this
is why we are comfortable claiming that long ties can be used as a simple and
accurate substitute for more direct but difficult methods of representing flow
of ideas.

3 Methods and Results

The first thing we examined was how indicators Pi, Li, and Si correlate with
metrics GDPi, Patentsi, and Startupsi. The results shown in Table 1 indicate



Social Ties as Predictors of Economic Development 181

that population is better correlated with the metrics then either type of ties,
and short ties correlations are particularly low.

Table 1. Correlations between indicators and economic metrics

Feature GDP Patents Startups

Population .985 .865 .982

Long ties .921 .788 .892

Short ties .692 .531 .599

Such high correlations of total population can arise because either each addi-
tional person adds a similar increment to the network of social relationships
and idea flow, or their individual cognitive processes are generating innovations
independent of their social context. Thus, it is interesting that short ties (within
the same state) are relatively less correlated with the metrics, while long ties
(between states) have correlations that are significantly stronger.

We therefore examined Pi, Li, and Si in the context of distributions over
each indicator and computed the probability that state data are drawn from
them. Moreover, we looked how this probability changes as we enrich models by
adding successively more indicators. For the sake of space we omit here details of
the models, but based on a linear model we estimated Gaussian distributions for
each economic metric against single variables (P ,L,S models), pairs (PL,PS,LS
models), and a three-variable model (PLS) using Maximum Likelihood Estima-
tion [12]. This estimation was computed by approximating the likelihood func-
tion derivative solution to zero and then following the highest gradient descent to
the nearest maximum, so we cannot guarantee that we found the global extrema.
The logs of maximum likelihoods of fitting state data by each model are shown
in Table 2.

From examining the likelihood ratios, we can find the probability that the two
models are not the same via the Likelihood Ratio Test (LRT) [12]. This method
works when the compared models are nested (one model’s parameters are a

Table 2. MLE of indicators fit to economic metrics

Feature GDP Patents Startups

S −691.53 −451.31 −667.43

L −665.86 −435.15 −641.84

LS −660.96 −434.82 −641.02

P −632.15 −425.11 −576.98

PS −632.15 −417.08 −575.24

PL −609.46 −425.16 −576.62

PLS −604.33 −417.08 −575.24
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subset of the other model’s parameters). In this case, a Chi-Square distribution
with the degree of freedom equal to the difference in the number of parameters
between the models can be used to find confidence level with which we can
conclude if the models are different.

For cases where the models are not nested, we instead apply the Akaike
information criterion (AIC) [8], in which case we require a difference in AIC of
around 3.0-4.0 (depending on the number of parameters), which can be derived
from standard log-normal distribution tables. The AIC of the model is defined
as −ln(L) + 2(p+ 1) where L is the likelihood of fitting the state data with the
model and p is its number of parameters, as shown in Table 3.

Table 3. MLE differences for confidence levels using LRT

Confidence level 0.95 0.99 0.999

ΔDegrees of freedom = 1 1.92 3.32 5.5

ΔDegrees of freedom = 2 3.00 4.61 6.9

Using this methodology, we find that the joint PL model noticeably benefits
from information provided by long ties for GDP. The improvement is so signifi-
cant that it is likely to result from information contributed by the long ties and
not captured by the population alone. In contrast, the difference of likelihoods
between PS model which includes short ties and population-only P model is not
statistically significant for GDP and Startups. The same is true for the LS and L
models for Patents and Startups, and since L is statistically significantly better
than S model, this means that long ties alone capture all features that make LS
superior to the S model. Moreover in all cases of independent variables, long ties
alone are significantly better than short ties for all three independent variables.
Because of the nearly exact match of long ties and our simulation of idea flow,
the same should be true of other measurements of idea flow. As a summary,
the list of models for which the differences in likelihoods are not statistically
significant is: P and PS models for GDP, L and LS for Patents and Startups,
P and PL as well as PS and PLS for Patents and finally P , PS, PL, and PLS
for Startups.

4 Discussion

From our observations, it appears that productivity and innovation at the state
level within the US are more about connecting different states than bridging
across different local communities operating in the same state. When taken
together with the fact that idea flow accounts for the super-linear scaling of
cities, and that long ties are nearly perfectly correlated with simulations of idea
flow across the entire US, these results support the hypothesis that idea flow
between states is a major source of state level innovation and productivity.
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This conjecture that it is idea flow between separated communities that
accounts for state-level economic variations is supported by the significant
increase in model matches to data for both GDP and patents that are obtained
when network structure is added to population information. The fact that adding
long ties to population model increases the probability of the extended model
fitness suggests that the correlation between long ties and the economic metrics
is due to a different phenomenon than that associated with simple variation in
population.

In the Granovetter paper cited earlier, the authors discussed that there are
many criteria one can use to define strength of a tie. Even within community
detection there are many decisions to be made, for example depending on the
algorithm, there may be room for overlapping communities, thresholds that can
be changed, or different methods of weighting ties. We find it telling that there
is a disparity in the fraction of long ties that are weak and the fraction of short
ties that are weak, and believe that this explains why long ties improved our
economic predictions more than short ties. It is a particularly attractive idea
since it encodes idea flow across borders, which a social network could contribute,
but raw population values would not.

It is also important to note that our subject sample were users of Gowalla,
both because users of Gowalla must have more than average disposable income
in order to be able to possess a smartphone and be innovative enough to embrace
technology that was at that time quite new and make use of such a location-
based social network. We believe that economic performance such as GDP or
having startups is furthered by the advancement and utilization of technology,
and so the Gowalla userbase may be a more appropriate sample than the U.S.
population as a whole. We do not, of course, believe that the Gowalla population
is a representative sample of the entire population, but rather a sample that is
well suited to predicting the economic factors we examined.

Communities were still useful as one way to measure strength of ties. While
long ties and short ties are not directly analogous to the concept of strong and
weak ties, our thought process was that long and short ties might some of the
same properties as strong and weak ties. To test this intuition, we ran community
detection using GANXiS [26], and defined a pair of users as having a strong tie if
they were in the same community, and otherwise we considered the pair to have
a weak tie. We summarize information about ties in the Gowalla component that
we use in Table 4; clearly, nearly the same fractions of short and long ties are
weak and close to the fraction of weak ties among all ties. Since, as we show

Table 4. Summary of geographic ties and strength-based ties

Total short 444144 Total short and weak 308132

Total long 929112 Total long and weak 723900

% of Short ties that are weak 69.38 % of Ties that are weak 75.15

% of Long ties that are weak 77.91 % of Ties that are long 67.86
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later, long ties perform better than short ones, we expect that long ties will also
outperform weak ties as predictors of economic metrics.

5 Conclusion

GDP, patents, and startups are three economic measurements that can be used
to quantify productivity and innovation. By modeling these measurements using
location-based social network data, we find that not only do we get a linear
relationship with high correlation, but also that the long tie network produces
this correlation through different means than the population-only model. While
correlation is not causation, there is intuition to support a conjecture that the
long tie network features are connections that allow diverse ideas to be shared
among individuals. Since ideas may be readily shared among individuals in a
particular geographic region due to shared culture and higher probability of
regular interaction, long ties are an especially good candidate for measuring the
speed of sharing of novel ideas because they connect people acting in separate
innovation support infrastructures of different states.

Our results indicate that while we see improvements by combining long ties
and population for GDP and patent prediction, we do not see the same behavior
for predicting startups. One plausible explanation why startups behave differ-
ently is that only a small percentage of startups are innovation-based, while the
majority are self-employed individuals providing standard personal services. We
plan to verify this hypothesis in future work. In the future we also intend to
expand on the other probability distributions we looked at, additional network
features and measurements derived from network features, and provide the rig-
orous mathematical derivations that lead to our parameter estimation and MLE
bounding.
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Abstract. A Subgraph Census (determining the frequency of smaller
subgraphs in a network) is an important computational task at the heart
of several graph mining algorithms. Here we focus on the g-tries, an effi-
cient state-of-the art data structure. Its algorithm makes extensive use
of the graph primitive that checks if a certain edge exists. The original
implementation used adjacency matrices in order to make this operation
as fast as possible, as is the case with most past approaches. This repre-
sentation is very expensive in memory usage, limiting the applicability.
In this paper we study a number of possible approaches that scale lin-
early with the number of edges. We make an extensive empirical study
of these alternatives in order to find an efficient hybrid approach that
combines the best representations. We achieve a performance that is less
than 50 % slower than the adjacency matrix on average (almost 3 times
more efficient than a naive binary search implementation), while being
memory efficient and tunable for different memory restrictions.

Keywords: Complex networks · Motifs · Large scale graphs · G-tries

1 Introduction

The use of complex networks to model real-life systems and problems has been
more than established in the past few years. To characterize and compare these
networks, numerous metrics have been proposed and studied. One important
example are network motifs [10]. These are over-represented substructures of a
network, that is, subgraphs that appear in a higher number than expected in
random networks with similar topological traits. Network motif analysis has been
successfully applied in several domains such as brain networks [17] or protein-
protein interactions [1].

To perform a network motif analysis, one needs to compute one or poten-
tially more subgraph census. A subgraph census is an operation that finds the
frequencies of all or a subset of subgraphs of a network. This is a computa-
tionally hard task since it is related to the subgraph isomorphism problem, a
known NP-Complete problem [3] and consequently the main bottleneck in the
calculation of network motifs and similar metrics.

In this paper we address a more specific question, namely large scale repre-
sentations of networks that can be quickly queried for information by subgraph
c© Springer International Publishing Switzerland 2016
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census algorithms. We will expand on a previous work of ours, specifically the
g-tries [15] in order to study the effect of different representations.

The remainder of the paper is organized as follows. In Sect. 2 we discuss the
problem the paper addresses and also briefly go through some of the existing
techniques that tackle the problem. Section 3 describes the g-trie data structure
and its subgraph counting algorithm. Section 4 starts by describing our defini-
tion of large scale in this context, we then pinpoint the bottleneck primitives of
the representation, followed by presenting several possible alternatives and con-
cludes with a discussion of different optimizations. We follow this with Sect. 5
by presenting the detailed experimental analysis. Finally, we close with Sect. 6.

2 Preliminaries

2.1 Problem Definition

The base problem we are addressing in this paper is the Subgraph Census Prob-
lem (also known as Subgraph Counting Problem). Here we define it precisely.

Definition 1. Given an integer k and a graph G, determine the frequency of a
set S of connected induced k-subgraphs of G. Two occurrences of a subgraph are
considered different if they have at least one node that they do not share.

Where a k-subgraph is a subgraph with k vertices and a subgraph is said to
be induced when all vertices connected on the original graph are also connected
on the subgraph and vice-versa.

Our goal is to find an efficient scalable graph representation that is applica-
ble to large scale networks, in order to increase the applicability of Subgraph
Census algorithms to larger networks. We note that it is important that the
representation is efficient in the context of Subgraph Census algorithms, which
means that we are not concerned with the complexity or efficiency of any one
operation in a particular graph, but the full weight it induces on the subgraph
census algorithm execution.

Finally, another important aspect to note is that our representation is sta-
tic, besides some pre computing, it is not necessary to account for insertion or
removal of edges or vertices.

2.2 Current Work on Subgraph Census

As far as we know, there are no current works on large scale representations
for subgraph census algorithms. Some papers describing established approaches
briefly mention this issue, but none goes into detail or performs any studies on
different representations. Thus in this subsection we briefly present some of the
previous works on the area.

Previous approaches range in the way they tackle the problem. Methods like
FaSE [13] and QuateXelero [7] aim at enumerating and classifying all subgraph
occurrences. The work by Grochow and Kellis [6], on the other hand, computes a
single subgraph frequency. Finally, g-tries [15], the work we focus on, determines
the frequency of a set of subgraphs.
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3 G-Trie Based Subgraph Census

3.1 The G-Trie Data Structure

The g-trie data structure is an application of the concept of prefix-trees to graphs.
By identifying common topologies and substructures, a g-trie represents a set
of graphs, much like a classic string prefix-tree does with string prefixes. It is a
multiway tree where each node represents a single subgraph and each descendant
node represents a node that shares a common topology with its parent.

The goal of the g-trie data structure is to efficiently compress a set of sub-
graphs in order to guide the enumeration to only consider the given subgraphs.

An important issue is the symmetries exhibited by the subgraphs, caused by
automorphisms, which could lead to redundant paths and repeated occurrence
finding. To solve this problem, symmetry breaking conditions of the form X < Y
(where X and Y are labels of two vertices) are inserted in order to only consider
each symmetry once. Due to space constraints, we direct the reader to works
like [15] that further explain these topics.

3.2 Subgraph Counting with G-Tries

Algorithm 1 details how to use an already built g-trie to count subgraphs. It
uses the information stored in the g-trie to guide the search by constraining it.
Initially all vertices are considered potential occurrences, since they all match
the g-trie root. Afterwards, all vertices that match the current g-trie node are
found and for each of them, if we are at a g-trie leaf (which means we have just
found an occurrence of a desired subgraph) we increment its frequency, otherwise

Algorithm 1. The g-trie subgraph counting algorithm
Input: A graph G and a set of subgraphs S (described by a g-trie T )
Result: Frequencies of all elements of S

1: procedure CountAll(T,G)
2: for all vertex v in G do
3: for all children c in T.root do
4: Count(c, {v})
5: procedure Count(T, Vused)
6: V ← MatchVertices(T, Vused)
7: for all vertex v in V do
8: if T.isLeaf then
9: T.frequency += 1

10: else
11: for all children c in T do
12: Count(c, Vused ∪ {v})
13: procedure MatchVertices(T, Vused)
14: Vconn ← vertices in Vused connected to the vertex being added
15: m ← vertex of Vconn with smallest neighborhood
16: Vcand ← neighbors of m that respect connections to ancestors

and symmetry breaking conditions
17: return Vcand
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we continue recursively to match the next g-trie node. Again, we refer to [15] for
more information.

4 Graph Representations

4.1 Large Scale Representations

In the context of this paper, we define a large scale representation as a repre-
sentation which has a memory usage that scales with the number of edges or
the number of nodes of the network. This forbids classic representations like
adjacency matrices that, as we shall see in the next subsection, allow for more
efficient primitives required by the base algorithm.

The reason for this restriction is based on the applicability of Subgraph
Census algorithms. All of the state of the art algorithms have a complexity
that is super exponential, which is based on the natural combinatoric explosion
of the number of subgraphs, even of the smallest sizes, as the networks grow
larger. Thus, for most networks with a number of nodes in the order of 100
thousand, the calculations start to last several hours or days, even for a k =
3 computation. These numbers are based on the results obtained by several
established algorithms like [7,13,15], which are omitted for briefness.

Also, with the development of different techniques, like efficient parallel algo-
rithms [11] or approximated algorithms [14], it is possible to increase the applica-
bility and run calculations on networks with up to a million or 10 million nodes
in feasible time.

4.2 Role of Edge Verification

Having described the base algorithm, it is possible to observe that the main prim-
itive the graph representation needs to handle is determining if two given nodes
are connected, which is needed in order to do match the partially enumerated
subgraph with the current g-trie node.

This operation is obvious if we have an adjacency matrix, but since the goal
of this paper is to be able to scale to larger networks, that is not feasible. So
a representation like an adjacency list is required. However, the question then
arises: how much weight does this operation have on the full computation?

To answer it, we performed a series of tests. We first profiled the original
g-tries code from [15] and ran it with some datasets described in Sect. 5. The
results showed that on average the percentage of time spent in the edge verifi-
cation primitive is between 30% to 40% of the total runtime, thus they showed
it has a relevant weight.

However, the previous results did not exclude the possibility that a naive
approach would only have negligible effect. Thus we ran the original code against
a modified code that used an adjacency list with sorted lists in order to perform
simple binary searches. The results obtained showed that a naive representation
can be much slower than the base adjacency matrix one, ranging from a factor
of 3 to 4.5 slowdown. This can be further observed in the results of Sect. 5.
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4.3 Proposed Representations

We describe a set of possible representations that we study and compare on dif-
ferent data sets. The goal of each method is to perform an operation of checking
if two nodes are connected. The following list details all the studied representa-
tions and labels them with simple three letter names (like BNS). These labels will
be used in further discussions and on the results section. All of these methods
are built on top of an augmented simple adjacency list representation. We denote
the set of edges as E and the set of nodes as V .

–Binary Search [BNS]. The classic divide and conquer approach to finding
elements in sets (O(log |V |)). It requires the neighbor list of each node to be
sorted in the pre computation step.

–Hash Table Node Based [HSN]. Each node has a simple hash table with
size |E|

|V | , where the hash table is simply the mod of its size (O(1)). To sort
out collisions it uses a simple linked list. Requires a pre computation step of
creating and filling the hash tables.

–Hash Table Edge Based [HSE]. A different hash table setup where each
node has a hash table of a constant number times its original neighbor list
size (O(1)). The constant used in the implementation was 2.5, where this
value was fined tuned after several manual experiments in order to balance
time and memory efficiency.

–Trie [TRI]. A prefix-tree of digits of the individual elements of the original
adjacency list (O(log |V |)). Requires a pre computation step of creating the
prefix-tree.

–Hybrid [HBR]. A hybrid approach that combines three of the previously men-
tioned approaches to apply them in the best possible way. For an adjacency
list of size less than 2, a simple linear search is used; for the |E|

|V | nodes with
highest degree, a line from the adjacency matrix is stored; finally for the rest,
the edge based hash table method is used. It requires the pre computation
of the hash table.

4.4 Optimizations

To complement the methods described in the previous subsection, several opti-
mizations where tried, some with success and others without.

Based on the tests performed in the beginning of this section and on some
of the results of Sect. 5, it is noticeable that small changes in one method lead
to a large impact on the overall run time. For example, if one method only
requires doing a couple of sums, but another has to perform one or two division
operations, the latter is usually a lot slower. This is due to the large number of
times the primitive of edge verification is called.

Thus, in all methods (like HSN, HSE and TRI) where an operation of a mod b
(where a, b are arbitrary integers) was required, instead the closest power of two
of b was determined, that is min(p : 2p ≥ b), and the modular operation was
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Table 1. Datasets used in the experiments

Network Directed Nodes Edges Avg. Degree Type Source

Jazz No 198 2,742 13.85 Social Arenas [5]

Facebook No 4,039 88,234 21.85 Social SNAP [9]

Wordnet No 146,005 656,999 9.00 Semantic KONECT [4]

Enron No 36,692 367,662 10.02 Social SNAP [8]

Foldoc Yes 13,356 120,700 9.04 Semantic Pajek [2]

Metabolic Yes 453 2,025 4.47 Biological Arenas [5]

Flights Yes 2,939 30,501 20.76 Geometric KONECT [12]

Epinions Yes 75,879 508,837 13.41 Social KONECT [16]

performed as a more efficient bitwise and operation (&in C++) with 2p − 1
(which is equivalent to a a mod (2p − 1) operation).

Additionally, we also experimented with a simple node cache, which stored
the most recent queries per node, and different data structures, like a bloom
filter and a quotient filter. The former had some improvements on specific cases,
but we failed to tune the latter in order to have satisfactory results.

5 Experimental Results

We now turn to the experimental evaluation. We implemented 1 these approaches
in C++ on top of the already existing code of the g-tries [15]. We ran all tests on
a Linux machine with an AMD Opteron 6376 (2.3GHz) and 4GB of memory.

In order to compare with the adjacency matrix approach (which we will
denote as AMT in a similar fashion to what was done in the previous section),
we ran our implementations on data sets feasible for that approach. We list
the data sets used in Table 1. Note that we included a wide range of networks,
directed and undirected, ranging from social to biological to geographic networks
in source, with different orders of magnitude. This is important to establish the
generalness of the results.

We started by testing all the methods on all the data sets. Table 2 lists these
results. The highlighted cells indicate the fastest time for each dataset.

Note first that there is a lot of fluctuation in the relative results between the
various methods, for example, the BNS is mostly outperformed by HSN, but it
outperformed it in one case, the same happens with TRI and HSN. This indicates
that different types of graphs prefer different representations, which means there
is space for hybrid methods to use the best methods for different graph sources.

The most important conclusion to take from Table 2 is that HSE and HBR
consistently outperform the rest. The HBR seems to capture the best of HSE since

1 Available at https://github.com/ComplexNetworks-DCC-FCUP/gtrieScanner/
tree/DynamicGraph.

https://github.com/ComplexNetworks-DCC-FCUP/gtrieScanner/tree/DynamicGraph
https://github.com/ComplexNetworks-DCC-FCUP/gtrieScanner/tree/DynamicGraph
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Table 2. Detailed experimental results for the 8 datasets used (times in seconds)

Method (k) Jazz (6) Facebook (4) Wordnet (4) Enron (4) Foldoc (4) Metabolic (5) Flights (4) Epinions (3)

AMT 198.03 68.39 - - 28.12 21.20 20.74 -

BNS 1,129.39 320.08 767.09 1,034.71 88.40 107.02 109.25 36.51

HSN 488.22 159.46 522.81 877.59 65.67 80.77 63.88 50.09

TRI 691.49 223.43 658.89 749.46 65.19 60.91 54.45 28.19

HSE 461.08 135.14 438.78 557.50 51.39 49.98 43.91 18.58

HBR 289.31 125.83 480.83 586.49 50.67 45.80 39.34 20.77

(-) For these networks the adjacency matrix method requires too much memory

Table 3. Experimental results for the final implementation (times in seconds)

Method (k) Jazz (6) Facebook (4) Wordnet (4) Enron (4) Foldoc (4) Metabolic (5) Flights (4) Epinions (3)

AMT 198.03 68.39 - - 28.12 21.20 20.74 -

Runtime 235.02 102.33 397.68 495.56 35.02 30.19 27.78 15.76

Slow down 1.19 1.50 - - 1.25 1.42 1.34 -

(-) For these networks the adjacency matrix method requires too much memory

it has similar results for most networks, outperforming it on most, indicating
that there are some graph types where bypassing the hash map pays off.

Overall, we seem to achieve a method that ranges from almost one to two
times slower than the base AMT method. Further tests indicate that reducing
the constant for HSE (saving more memory) can yield similar results in most
networks (due to cache and similar effects, using more memory does not yield a
linear time benefit, it has more of a threshold effect).

We conclude this section by trying to select the best possible approach. Our
results and analysis clearly show that the HBR2 worked the best on our datasets.
Intuitively, this makes sense since it only uses very light operations and can
mimic fairly well the behavior of an adjacency matrix. We stripped the previous
implementation of all other methods and kept only HBR and ran it with the
same datasets. These results are described in Table 3 and show a slow down
factor improvement from about 4 of the initial naive binary search, to a factor
of less than 1.5 on average.

6 Conclusion

In this paper we studied a number of alternative graph representations that scale
with the number of edges or the number of nodes of the network memory-wise,
in order to extend the applicability of current algorithms to larger networks.
The goal was to find an efficient representation to be used by subgraph census
algorithms, more specifically, our study was tailored to a previous work of ours,
a state-of-the-art data structure called g-tries.

2
Available at https://github.com/ComplexNetworks-DCC-FCUP/gtrieScanner/tree/finalGraph.

https://github.com/ComplexNetworks-DCC-FCUP/gtrieScanner/tree/finalGraph
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We studied different methods with several optimizations and additional
improvement strategies. In the end, they converged in a hybrid method that tries
to apply some of the best methods in their preferred situations. The described
method is easily tuned to be used with different memory restricted environments.
In the end, it improved the slow down factor of the naive binary search method
in relation to the adjacency matrix from 4 to around 1.5.

This work did not have any parallel considerations, but a possible further
work would be to do this type of analysis in parallel versions of the subgraph cen-
sus algorithms, considering different effects that can harm the computation (like
cache hierarchies) and even distributing the graph by different machines. Another
different progression would be applying the methods to different datasets and
obtaining relevant results on those.

Acknowledgements. This work is partially funded by FCT, within project
UID/EEA/50014/2013.
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Abstract. Online Social Networks (OSNs) provide a venue for virtual
interactions and relationships between individuals. In some communities,
OSNs also facilitate arranging offline meetings and relationships. FetLife,
the world’s largest anonymous social network for the BDSM, fetish and
kink communities, provides a unique example of an OSN that serves as
an interaction space, community organizing tool, and sexual market. In
this paper, we present a first look at the characteristics of European
members of Fetlife, comprising 504,416 individual nodes with 1,912,196
connections. We looked at user characteristics in terms of gender, sex-
ual orientation, and preferred role. We further examined the homophilic
communities and find that women in particular are far more platonically
involved on the site than straight males. Our results suggest there are
important differences between the FetLife community and conventional
OSNs.

Keywords: Social network properties · Sexuality · Topic modelling

1 Introduction

Social interaction is motivated at the individual level in need for power, pres-
tige and approval [22] which are expressed in modern life in activities such as
business, friendship/emotional learning exchange, and knowledge exchange; and
from an evolutionary perspective the need to seek a mate. This latter function
of a social network is known as the sexual market and every social network has
a secondary function as a sexual market, although disaggregating this function
from others can be challenging [12]. In the last decade, Online Social Networks
(OSNs) have become a focal point of the web and the most popular activity of
individuals online. There are a large number of popular OSNs and a large body
of research focuses on a variety of OSNs. Despite a large number of papers on
analysis of large scale OSNs [2,14], and a large number of social science papers
c© Springer International Publishing Switzerland 2016
A. Wierzbicki et al. (Eds.): NetSci-X 2016, LNCS 9564, pp. 195–204, 2016.
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on social relationships, sexuality and orientations [10,15], there have not been
any academic papers which have examined online social networks focused on
variations in sexual orientations and interests.

In this paper, we take a first look at the anonymised profiles of the European
users of the most popular fetish website, and ask if the characteristics of the
network are different from those of a conventional OSN. This is a rich dataset of
over half a million users and captures patterns of traditionally secret interests
and behaviours. We choose this online fetish network as it is oriented towards
friendships, social groups, and arranging events, where the social is primary
and sexual market is secondary but explicitly included (unlike, say, Facebook or
other non-dating OSNs). It is important to social scientists and psychologists to
understand whether a social network is also present or not required. As FetLife
reveals sexuality in a social context it allows us to understand sexual networks in
a way that dating sites such as Tinder, Grindr etc. might not allow; this is also
vital for creating models for the spread of sexually transmitted infections [17].

We use our large dataset to assess the properties of these multi-relationship
networks, where a user can have a number of different types of relationships with
others.1 Understanding the nature of the interactions is also important for real
and cyber crime investigations, as the privacy and safety of users could also be
compromised by malicious users of such websites.2

2 Online Fetish Networks

We collected our data from FetLife,3 the most popular Social Network for the
BDSM, Fetish, and kink communities, with millions of users worldwide. The
fetish community has grown rapidly in recent years and now consists of a diverse
collection of people whose interests cover a broad spectrum including, fashion,
burlesque, a nightclub scene, particular types of music and of course a focus on
sexual experimentation. As in Facebook, the interaction of the community is
both real-world and virtual with a large collection of real-world events attended
by members; contrary to expectations, FetLife it is not a paid dating website. For
example, there is no “search” functionality within the website for specific types
of members. However, the site is used for social events, workshops, and parties
which are organised regionally. Members create a personal profile, similar to most
OSNs, specify their gender, age, role, orientation, and list the fetishes they are
interested in or are curious about. The users are organised into tens of thousands
of groups, and thousands of events are arranged annually through the website.
Users pay particular attention to the experience of the group members and event
organisers and hence these individuals play a central role in the community.
In essence, FetLife is a niche OSN. BDSM is a sexual interest or subculture
attractive to a minority [18]. What makes FetLife unique particularly interesting
1 In the interest of space and scientific focus, we encourage the readers to see [13,16]

for a description of different types of fetish relationships.
2 http://sexandthe405.com/fetlife-is-not-safe-for-users/.
3 https://fetlife.com/.

http://sexandthe405.com/fetlife-is-not-safe-for-users/
https://fetlife.com/
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for OSN analysts is that this website observes sexual interaction (present in
dating websites, absent in typical social networks such as Facebook) but in the
presence of a social context (absent in dating websites).

We collected our data from the European members of FetLife during the
early months of 2014. The data includes anonymized (at the time of collection)
user IDs, relationship types, and number of friends. In order to comply with the
website policy and ethics approval requirements, we did not crawl any names,
details of friends, pictures, posts, or other personally identifiable information
available on the site. Overall, there are 506 K individual nodes in our dataset,
with 1.9 M connections. The main connected component is comprised of just
over 156 K nodes, and the rest of the users are mainly isolated or small groups of
maximum size 20. Although this is a sample of the population and only captures
the individuals who chose to be on a fetish OSN, this data is more inclusive and
less biased than the offline club members or those who self-identify for sample
surveys in existing literature [4,18]. The perceived anonymity online and low
(essentially zero) cost of entry into Fetlife means more individuals might be
active online than joining actual clubs, going to local BDSM themed parties or
self-identifying to researchers at universities.

3 Demographic Analysis

In this section we document the demographics of the fetish network such as gen-
der, sexual preference, and connections. The identity acronyms are defined as fol-
lows: M = cis male; F = cis female; TV = transvestite; TS = transsexual, which
can be further distinguished into male-to-female transsexuals (MtF or trans
females) and female-to-male transsexuals (FtM or trans males); Kajira/Kajiru
are slave girl/boy; I = intersex, B = butch, Fem = Femme. If not otherwise
stated, Trans = trans females and TVs. GF = gender fluid and GQ = gender
queer, referring to persons who do not identify as male or female or see themselves
as having aspects of both genders. We first look at the gender demographics of
the users as a whole. As mentioned previously, there are larger number of users
with no friends than would otherwise be expected. Figure 1 shows the distrib-
ution of user gender for all users. When the singletons have been removed, the
gender distribution changes drastically; most of those with few or no friends are
male (Fig. 3 shows that in addition they tend to be heterosexual males). When
we have taken out those with fewer than 5 friends then the gender distribu-
tion is quite even with (cis) 54 % male, 40.5 % female and other (non-cis) gen-
ders making up the remainder. Figure 2 diagrammatically is a graph indicative
of the potential partners of different genders taking orientations into account.
The graph is quite complicated with heterosexual relationships being reciprocal,
gay relationships being homophilic (manifesting as graph loops), several uni-
directional links (ex: a lesbian may consider a straight girl as a potential partner
but this may not be reciprocated). In essence the sexual market which presents
itself is neither bipartite nor undirected and so defies OSN analysis such as that
in [11]. In Table 1 we examine the congruence of users with respect to gender
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and orientation. The network congruence is defined in [20] as the probability of
one’s friends having the same attributes or related attributes. That is, we wish to
ask if people of a particular gender and orientation have preference for another
gender. The results here show a strong preference in accordance with the graph
shown in Fig. 2. For example, gay men have on average 32 % of their friends
composed of gay men, far exceeding the population average of 1.5 %. A straight
female will have 57 % of her friends as straight males, higher than the popula-
tion average (39 %), slightly higher than the bisexual female average (53.4 %)
and significantly higher than the gay female average (42 %). Overall the platonic
relationships (in blue) are mostly lower than the population averages (exceptions
are gay females who have a slightly higher than population average friendship
with straight males; and gay trans to gay females). For straight females 73 %
of their friends are straight/bisexual males. For straight males, 61.2 % of their
friends are (straight/bisexual) females. This would strongly suggest a sexual
market (for hetero- and bi-sexual people) as it implies not only a bias towards
the opposite sex but also competition (see [1] for an excellent discussion). It
implies that a male is less likely to be friends with the male friends of his female
friends than he would with a person from the population as a whole. That is,
there would appear to be evidence of competition between males (and vice versa;
also between females). This behaviour online complements existing research in
the literature that shows atypical sexual interests are more common in men than
in women [4].
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Fig. 1. Distribution of genders for all
users, users with >1 friends, and >5
friends.

Fig. 2. Graph of potential partners.
Note that some links are directed, and
the graph is not complete.

We compared our results with that of Pokec, a large European OSN of over
1.6 million subscribers with gender specifications [21]. In Pokec, male members
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Table 1. Congruency of gender and orientation: {Male, Female, Trans} ×
{Straight, Bisexual, Gay}. Potential partners in black, platonic in grey, and conven-
tional partners in bold.

M-S M-Bi M-G F-S F-Bi F-G Tr-S Tr-Bi Tr-G

M-S 27.1 7.1 0.7 17.1 44.1 1.5 0.3 1.9 0.3
M-Bi 26.8 12.9 3.0 12.7 36.4 1.4 0.6 5.6 0.6
M-G 23.8 27.6 32.9 2.7 8.4 0.8 0.2 3.1 0.5
F-S 57.0 16.3 0.4 6.5 14.9 0.9 0.6 3.2 0.3
F-Bi 53.4 16.8 0.4 5.4 18.7 1.4 0.5 3.1 0.3
F-G 42.9 12.9 0.8 6.2 26.8 6.1 0.5 3.0 0.8
Tr-S 25.6 12.2 0.6 9.4 22.8 1.1 3.5 22.9 1.8
Tr-Bi 23.9 15.7 1.0 7.0 18.7 0.9 3.0 27.6 2.3
Tr-G 29.9 16.1 1.5 5.8 17.8 2.3 2.2 21.4 3.0

All 39.1 13.2 1.5 10.3 28.8 1.4 0.6 4.7 0.5

are 49 % and 51 % likely to connect to males and females respectively, (55 %
and 45 % for females). This is a rather balanced ratio and in a rather significant
contrast with the fetish network’s data which has a strong bias towards the
opposite sex, further supporting the sexual market social network hypotheses. It
is worth noting that, although men are more active users of cybersex channels,
significantly more women than men state that their online sexual activities had
led to real-life sexual encounters [19]. For the TV, MtF, FtM, and TG users
there appears to be a strong preference towards friends of the same gender.
For example, a TV will tend to have 29.5 % friends, far above the population
average of 4.7 %. However, it is interesting to note that while there is a strong
bias towards people of the same gender the majority of friends still come from
other genders; there is no evidence to support the idea of closed minority gender
communities. Figure 3 shows the distribution of sexual orientations of users. Of
the users, 45 % describe themselves as heterosexual while less than 5 % describe
themselves as exclusively gay or lesbian. Large survey-based studies show that
BDSM activities are more common among non-heterosexual individuals (gay,
lesbian or bisexual) [18].

For comparison we examined the fetish network structure with those of stan-
dard OSNs (YouTube, Flickr, LiveJournal and Orkut) following the analysis,
and using results, of [14]. We then look into more complex measures such as the
average path length, Joint Degree Distribution (JDD, a measure of connectivity
of one’s neighbours), clustering coefficient (measure of density of triangular ties
between adjacent nodes), and assortativity, which indicate the relations between
the nodes on a local basis. We also explore the hierarchical structure of the net-
work using k-cores and Kernel density estimation.4 The degree distribution is
unremarkable except that there is a larger than expected number of users with
4 A complete explanation of the theoretical definitions and implications of these mea-

sures is available in [7,9].
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Table 2. Network measures from the fetish and ordinary OSNs.

α Avg path Radius— Assortativity Scale free Clustering

length Diameter metric coefficient

Fetish 2.98 4.05 7—11 –0.01 0.0031 0.15

Flickr 1.74 5.67 13—27 0.202 0.49 0.313

Livejournal 1.59 5.88 12—20 0.179 0.34 0.330

Orkut 1.50 4.25 6—9 0.072 0.36 0.171

Youtube 1.63 5.10 13—21 –0.033 0.19 0.136

Web 2.57 16.12 475—905 –0.067 – 0.081

low degree. These are removed when we examine the main component of the
graph (as previously mentioned these users would appear to be lurkers; mostly
heterosexual males who do not participate in the social network). Finally, Table 2
gives a summary of common network measures.5 The main conclusion is that
FetLife has a very similar structure to most OSN’s.

Figure 4 shows the k-core of removal rate and that the network is highly
resilient to removal of high degree nodes. In fact we could remove the top 10 % of
the nodes and only lose 30 % off the largest connected component. This indicates
that the network consists of lots of small connections between people ignoring
the core. The large number of small groups and local clusters, as opposed to large
inter-mixed nodes, is the main reason behind this effect, which has also recently
been observed in the Internet topology [8]. In FetLife, the events and connections
are centred around local events, meetings, and workshops. Although a direct
search function is not available, many users of the website use the network as
5 We assume that the reader is familiar with standard network measures (a good

overview may be found in [6,7,9]).
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a portal to bootstrap their fetish sex life. Hence the global connectivity is not
as important as traditional OSNs such as Twitter and Facebook, and far from
content-centric OSNs such as Flickr and YouTube.

4 Homophilic Community Detection

From the analysis above (Table 1 in particular) we see a network where there are
connections for many reasons. Some connections are created for sexual attrac-
tion, others are purely social. Within the sexual attractions there is homophilic
and heterophilic factors and in addition there are heterophilic sexual connections
to do with a persons role (a dominant person would in particular like a submis-
sive person). It is possible to detect and separate homophilic communities from
heterophilic communities to gain insights into the nature of homophilic relations
in the network while factoring out heterophilic relations. Homophilic community
detection is a complicated task requiring not just knowledge of the links in the
network but also the attributes associated with those links. A recent paper by
Yang et al. [23] proposed the CESNA model (Community Detection in Networks
with Node Attributes). This model is generative and based on the assumption
that a link is created between two users if they share membership of a particular
community. Users within a community share similar attributes. Therefore, the
model is able to extract homophilic communities from the link network. Vertices
may be members of several independent communities such that the probability
of creating an edge is 1 minus the probability that no edge is created in any of
their common communities:

Pu→v = 1 −
∏

c∈C

exp(−Fuc · Fvc) (1)

where Fuc is the potential of vertex u to community c and C is the set of all
communities. In addition, it assumed that the attributes of a vertex are also
generated from the communities they are members of and so the graph and
the attributes are generated jointly by some underlying unknown community
structure. Specifically the attributes are assumed to be binary (present or not
present) and are generated according to a Bernoulli process:

Xuk ∼ B
(
Qk

)
(2)

where Qk = 1/
(
1 +

∏
c∈C exp(−WkcFuc)

)
, Wkc is a weight matrix ∈ R

N×|C|,6

which defines the strength of connection between the N attributes and the |C|
communities. Wkc is central to the model and is a set of logistic model parameters
which – together with the number of communities, |C| – forms the set of unknown
parameters for the model. Parameter estimation is achieved by maximising the
likelihood of the observed graph (i.e. the observed connections) and the observed
attribute values given the membership potentials and weight matrix. An infer-
ence algorithm is given in [23].
6 There is also a bias term W0 which has an important role. We set this to –10; oth-

erwise if someone has a community affiliation of zero, Fu = 0, Qk has probability 1
2
.
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Table 3. QK for 12 (combined) communities and the percentage of the classed popu-
lation in the community using 10 attributes (X marks both attributes valid).

Attribute M F Tr GQ Str8 Bi Gay Dom Sub Switch %

SC1 0.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 1.0 1.0 2.90

SC2 1.0 0.0 0.0 X 0.0 X X 0.0 1.0 0.0 2.70

SC3 0.0 1.0 0.0 0.0 1.0 1.0 0.0 X X X 21.00

SC4 0.0 1.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 X 16.42

SC5 0.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 6.36

SC6 0.0 1.0 0.0 1.0 1.0 0.0 0.0 X X X 48.10

SC7 0.0 1.0 0.0 1.0 1.0 X X 0.0 0.0 X 10.16

SC8 0.0 0.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 1.0 3.61

SC9 1.0 1.0 0.0 0.0 0.0 X X X X X 11.24

SC10 1.0 1.0 0.0 1.0 X X 0.0 0.0 0.0 X 3.59

SC11 0.0 1.0 1.0 0.0 1.0 1.0 1.0 0.0 0.0 0.0 8.02

SC12 0.0 1.0 1.0 1.0 1.0 X 0.0 0.0 0.0 X 8.25

The data used for homophilic community detection consists of the main com-
ponent of the network together with the attributes {Male, Female, Trans, GQ}
together with orientations {Straight, Bisexual, Gay} and roles {submissive, dom-
inant, switch} for a total of 10 binary attributes. We found that, due to large
imbalance in the size of communities, we needed to generate a large number of
communities before observing the niche communities (e.g. trans and gay). Gen-
erating communities varying |C| from 1 to 50, we observed the detected commu-
nities persist as |C| grows or split into two communities (i.e. as |C| increases we
uncover a natural hierarchy). Table 3 shows the attribute probabilities for each
community, specifically: Qk|Fu=10. For analysis we have grouped these commu-
nities into Super-Communities (SC’s) based on common attributes.

The first five SC’s are for a single gender alone (GQ, cis male, and cis female;
SC3 and SC4, SC5). SC2 consists of only bi or gay males, mostly gay males, and
the absence of any straight male (alone) group is very apparent. SC3 consists
of straight and bi (cis) females, SC4; all cis females, and SC5; only gay females
(i.e. lesbian). SC6 consists mainly of cis females (GQ account for only 1 % of
the population.). There is therefore very strong evidence of many communities
of (i.e. complex) female to female interaction that is largely platonic. In SC8 the
transgender community appears clearly. SC10 is the only community to contain
straight (cis) males and straight females together and accounts for only 3.6 % of
those classified. SC11 and SC12 shows interaction between cis females and trans
members which accounts for at least 8 % of those classified. The above shows
complex interactions between the members, some are expected (trans and gay
specific communities) while the absence of straight males from all but a small
community is stark (see Conclusion).
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5 Conclusion

We conducted the first in-depth study of a large fetish community, exploring
not only the attributes of users but also analysing the rich structures behind the
social network of community members.

The importance of the diversity of online sexual contacts is of growing impor-
tance [3] and several studies have looked at how it effecting our sexuality [5].
The studied fetish network is a valuable source of information as it is neither
a dating website nor a standard OSN. Rather, it is an OSN where the sexual
market aspects of the network have been amplified. The picture that emerges is
one of complex hetero and homo-philic interacting communities and in addition,
people that form friendships which are purely platonic. We successfully extracted
and analysed homophilic relations and communities from the network employing
the CESNA community detection algorithm, paving the way for further studies
on homophilic and heterophilic communities. The dearth of straight males in
homophilic communities is an interesting phenomenon and might indicate that
straight women in particular are on the site for platonic social reasons more than
other groups. Note this does not mean that all straight men are not interested in
platonic relationships; rather every straight man interested in only sexual con-
nections is a counter-example to the others and there is no extra information
(one could imagine for example “platonic straight male”) to discriminate the two
groups. In future work we will further investigate and stochastically model the
complex community structures behind the social network, including additional
profile information such as freely chosen tags by the users.
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Abstract. Physical interactions among molecules, cells, and tissues
influence research in biology. While conferences and departments are
created to study these interactions, previous attempts to understand
the large-scale organization of science have only focused on social rela-
tionships among scientists. Here, we combine the structure of molecu-
lar interaction networks with other science networks, such as coauthor-
ship networks, for a more complete representation of the interests and
relationships that determine the direction and impact of research. This
multilayer network that we call Synergy Landscapes will allow us to iden-
tify broad patterns of scientific research, and in particular factors that
predict innovative and high-impact research. Synergy Landscapes also
will dynamically track research trends in a customized framework that
informs scientists of research on molecules which are relevant to their
core research areas. This will facilitate collaborations that would other-
wise be difficult to produce and which mirror the natural organization
of biological systems.

Keywords: Multilayer networks · Collaboration networks · Molecular
networks

1 Introduction

Biologists frequently have a deep understanding of the experimental and dis-
ease relevance of specific molecules. In contrast to the historical emphasis on
developing highly specific knowledge, omics technologies, which can measure
several thousands molecular features simultaneously, have increased the breadth
of knowledge about the molecular interactions that carry out biological func-
tions. It is challenging to simultaneously perform detailed research on a core
topic of interest and also understand the relevance of hundreds of molecules that
are connected to this core via molecular networks. Collaboration enables com-
bining expertise among researchers and conducting experiments that are both
c© Springer International Publishing Switzerland 2016
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highly detailed and reflect the new information in omics data. Yet, finding rele-
vant researchers to create synergistic effects is challenging when a single molecule
may be relevant to many biological processes, each of which has its own com-
plexity and nomenclature. Furthermore, the omics technologies that assess these
interactions are evolving and growing, creating complex molecular networks that
link researcher interests, but are rarely used in guiding researchers to beneficial
collaborations.

We introduce a novel multilayer network approach to fostering innovation
and collaboration among bio-medical researchers. The initial components of our
multilayer networks are: (i) collaboration networks of bio-medical coauthors,
(ii) networks of molecules interacting in bio-processes and papers describing
them, and (iii) networks of bio-processes involved in different diseases.

The Synergy Landscapes project aims to combine those networks to establish
new collaborative links between researchers, molecules, and diseases. This will
enable, for example, identifying researchers that may collaborate in previously
unknown ways to address complex diseases and tremendously impacting medical
innovation and efficient disease research. The total effect will be synergistic,
beyond a simple sum of the components.

2 Related Work

The idea of combining several different but related datasets into a single mul-
tilayer network is widely used in complex systems. The applications are mostly
found in sociology and social information systems. A comprehensive review by
Boccaletti et al. [1] contains a detailed description of the properties and struc-
tural and dynamic organization of networks that represent different relationships
as layers. Such networks have shown utility in economics, technical systems,
ecology, biology and psychology. We include molecular interaction networks as a
novel layer in Synergy Landscapes. These networks originate from many experi-
mental sources and model organisms. In many omics analyses it is now standard
to project results into these networks structures, to identify the overall func-
tional role of the results or additional related molecules. Many free and com-
mercial online tools are available for this purpose (e.g., [3,4]). At the same time,
methodologically related studies of coauthorship and human social networks have
emphasized the relevance of network structure in determining patterns of col-
laboration [5]. Despite similar goals of understanding the scientific relevance of
groups in molecular and social networks, the two approaches have never been
fused to combine molecules and people in an integrated network space as shown
in Fig. 1.

3 Synergy Landscape Concept and Use

Here, we introduce a unified solution to the dual problem of diverse causes of
complex diseases and barriers in scientific collaboration. Our idea is that if mole-
cules A and B interact, the researchers who study molecule A could benefit from
interacting with those who study molecule B. The combined effect is achieved by
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Fig. 1. Multilayer synergy network illustrating types of networks merged to form the
basis of Synergy Landscapes. Network is prepopulated with molecular interests of spe-
cific scientists based on published papers in Scopus. Molecular interactions are deter-
mined from multiple sources. Specific molecular networks that are most relevant to
the field of study of particular researchers can be selected as the basis for calculating
researcher–researcher distances.

Fig. 2. An example of how molecular entities are annotated with human interests in
Synergy Landscapes.
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connecting researchers and resources through the structure of molecular inter-
actions. Figure 2 shows how a synergy network combines relationships between
molecules, ideas, and people.

The first use we consider is designed around the ways a typical scientist can
utilize Synergy Landscapes to increase funding and publications. The ultimate
objective is to suggest customized, optimal research directions and collaborators
for users. The Synergy Landscapes multilayer network will be accessible as a
website searchable for molecules or people based on a user supplied list of query
terms. The output will resemble a personalized newsfeed based on the specific
interests of the user, as shown in Fig. 3.

The search engine will traverse edges in all three component networks in
paths that enable discovery of “neighboring” scientists, ideas, and resources.
Multiple molecular networks can be used to individually or collectively compute
researcher–researcher distances and to predict research synergy. As new omics
resources become available they will facilitate customized research landscapes
and updated distances between researchers. For instance, researchers who pri-
marily utilize drosophila will find molecular interactions in that system most rel-
evant to guiding them to collaborators by selecting a drosophila-based molecular
network and then surveying the landscape around them. Adding new interaction
knowledge to Synergy Landscapes acts like a molecular wormhole — bringing
some researchers who were previously distant into close contact.

To detect less obvious potential collaborators who could contribute to highly
innovative research we will classify adjacent researchers into those who are within
the user’s community (defined by co-authorship clusters or location) vs. those
who link to other research communities. The latter, which can be highlighted in
the user interface (UI), may be ideal partners for interdisciplinary projects.

Fig. 3. Example of search functionality on Synergy Landscapes. The graphical output
emphasizes underlying molecular networks.
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The Synergy Landscapes will also provide data to thoroughly study patterns
of innovation and significance in research, and then to facilitate high-impact
findings. Thanks to the availability of date-stamped and cross-referenced pub-
lications, it is possible to track the origin of influential trends in terms of how
they are positioned in the molecular and coauthorship networks. This enables
predicting topics and pairs or groups of researchers who are likely to collabo-
ratively produce valuable findings. When such a matching is predicted, users
can receive notifications whenever a “nearby” publication appears meaning that
potential collaboration can result in a high-impact paper.

Institutions can utilize the hybrid network of researchers and molecules to
improve efficiency and to organize collaborations across thousands of researchers.
Synergy Landscapes creates an expansive definition of the molecules and humans
that are relevant to a particular topic. In practice, by identifying their core mole-
cules of interest, conference organizers can identify a radius of related researchers,
even when those researchers do not formally belong to the field nor study mole-
cules that are traditionally associated with the field. In this way conference orga-
nizers can recruit a diverse yet appropriate set of conference presenters. Using
Synergy Landscapes, the participants will be able to meet other people who are
likely to collaborate on future projects.

Another use of Synergy Landscapes is ranking job applicants based on their
average distance in the molecular landscapes from all researchers currently on
the team. Similarly, the connectivity of potential hires to two teams can be
calculated in Synergy Landscapes. This provides a quantitative measure of the
likelihood of future collaboration patterns that fulfill team objectives.

4 Architecture

Synergy Landscapes is designed to follow a multi-tier architecture model in order
to separate presentation (UI), application processing, and data manipulation
from each other. Moreover, each layer communicates with other layers using well-
defined standardized protocols. Therefore, the internal implementation of each
layer can be changed without affecting any other layers or requiring any changes
in other parts of the system. Such an approach provides excellent scalability and
enables easy expansion through the modular structure of its components.

The Synergy Landscapes architecture is discussed in the context of a typical
expected query. One example is searching for authors working on molecule m
who also worked on diseases di and dj and another is finding diseases that were
studied by researchers who considered molecule m in their publications. The
architecture should also enable more complex queries. For example, one can start
with some molecule mi and find all diseases with which mi has been associated in
past publications. Then it would be possible to find if some other molecules mj

and mk have ever been studied with those diseases and if so what authors and
publications were involved. Finally, it can be determined if a pair of molecules
mi and mj is associated with different diseases and who were the experts who
described those reactions in their publications. The basic molecular network
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should be extensible — for instance by introducing additional layers associated
with medications and their relationships with molecules and diseases. Similarly,
the architecture should support user-selected subsets of networks that reflect the
relationships most relevant to their research interests. The architecture described
below supports these expected queries in a scalable extensible framework.

Synergy Landscapes obtains its data from the Scopus database. According to
the study by Falagas et al. [2] which compares PubMed, Scopus, Web of Science,
and Google Scholar, Scopus offers about 20 % more citation coverage than Web
of Science and more consistent search results than Google Scholar. In addition,
Scopus provides a convenient API in a form of RESTful services which can be
queried by user code.

User queries are executed against the multilayer network which is gradually
built layer by layer. First, a network of molecules is created. The initial list of
names and aliases of molecules is processed into a network where each unique
molecule is represented as a node, and edges correspond to relations between
molecules. Although some edge information can be inferred from the initial list
of molecules, the major part of the connectivity information corresponds to the
relations which are not described by the initial data and which we would like
to discover through our synergistic process. Following the same procedure that
was used to create the network of molecules, additional layers can be added
(e.g., based on the list of diseases) to enrich our multilayer network and provide
greater flexibility in our ability to generate subsequent layers. For instance, we
might consider not only publications related to certain molecules but also those
which mention specific diseases.

Publication data are used as the source for the second group of layers in our
multilayer network. The source publication data are extracted from an existing
source or sources based on a list of search terms which are already available
from layers of molecules, diseases, etc. As a result, several network layers can be
generated from this data.

First, the publication layer of the network is generated with nodes represent-
ing publications and edges connecting publications which are related in a certain
way (e.g., which are dedicated to the same molecule or disease). At this point
there are no edges in this layer as relations are to be determined after process-
ing subsequent layers and discovering associations between different parts of the
network. Similarly to the publications layer, a layer of grants is also created.
Since the publication layer is created from the molecule layer and the disease
layer, the publication–molecule and publication–disease cross-layers are easy to
build.

For instance, in a publication–molecule cross-layer, an edge connects a certain
molecule to the publications which are known to refer to this molecule. Likewise,
a publication–disease layer links diseases with publications dedicated to them.
Such cross-layers represent layers consisting entirely of edges. Moreover, instead
of connecting nodes of a single underlying node set, the edges in cross-layers go
“vertically” across any two different layers, effectively “stitching” them together.
Therefore, cross-layers are fundamental entities in the multilayer network since
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they facilitate “vertical” connectivity between layers and allow network analysis
tools to traverse the whole stack of layers rather than being trapped in any single
one of them. In a wider context, a cross-layer with two corresponding node sets
can be regarded as a separate bipartite network linking two different entities
(publications and molecules, authors and diseases, etc.)

An additional dimension to the publication layer is created by utilizing the
publication–topic association. This layer is another example of a layer using the
same node set as some other layer or layers (in this case, it is the set of publi-
cations) but constructs a completely different edge set. In the topic layer, two
publications are connected if they share the same subject area classification as
declared by the authors and recorded in the underlying publication database. For
instance, Scopus provides a codified subject area classification; therefore, pub-
lications classification is consistent throughout the database. Each publication
can be marked as related to zero or more subject areas. The weight on an edge
is determined by the overlap coefficient according to the number of common
subject area classifications that two publications share. Given the publication
node set P , the overlapping coefficient (also known as the Szymkiewicz–Simpson
coefficient [6]) is defined by (1) as follows:

w(pi, pj) =

∣
∣SApi

∩ SApj

∣
∣

min(|SApi
| , ∣∣SApj

∣
∣)

(1)

where pi ∈ P and pj ∈ P are two publication nodes, and SApi
and SApj

are
the sets of subject area classifications of the corresponding publications. A layer
which links publications with index terms (index terms layer) is created following
the same approach as for the topic layer.

Then, since each publication or grant also lists authors, the author and col-
laboration networks are naturally created from the same data used for the publi-
cation layer. For this layer, nodes represent authors and weighted edges connect
authors who have collaborated on at least one publication or grant proposal.
A publication–author cross-layer is also created. It consists of unweighted undi-
rected edges linking publications with their authors.

Finally, a citations dataset is the third network layer extracted from the pub-
lication data. A citation layer contains only directed edges which connect nodes
from the underlying publications. An edge from publication i to publication j is
added to the layer if publication i cites publication j. Thus, the layer represents
a “cites” relationship.

Using nodes from the publication layer, the author layer, the citation layer,
and the publication–author cross-layer, an author citation layer is created.
Although derived, this layer provides a convenient way of establishing links
between different authors who cite the work of others. The author citation layer
is comprised of edges only, using nodes from the author layer as its nodes. There
is an edge from person i to another person j if and only if author i has ever cited
any publication which was authored by j. Given the sets of nodes of authors A
and publications P , the weight of an edge in the author citation layer is deter-
mined by the fraction of the number of times author i cited author j in their
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publications to the total number of times author i cited other authors’ work, as
given by (2):

w(ai, aj) =
|{p ∈ PCai

|aj ∈ Ap}|
∑

p∈PCai
|Ap| (2)

where ai ∈ A and aj ∈ A are two author nodes, PCai
⊆ P is the set of all

publications cited by ai, Ap ⊆ A is the set of authors of publication p.
Once all the layers have been created, we can start querying our multilayer

network to provide useful information about authors, molecules, diseases, and
publications. The result of each query can be saved as a set which, in turn, can be
used for subsequent queries. Thus, Synergy Landscapes can provide meaningful
answers to complicated questions by combining the data from network layers
with additional filtering and grouping capabilities of reusable queries.

5 Conclusions and Future Directions

Molecular networks play an increasing role in disease research. They are also
central to Synergy Landscapes which uses them to facilitate scientific results,
accelerate research, and foster interdisciplinary collaborations. These capabili-
ties are directly useful to scientists but also essential for understanding consistent
social and molecular features of the most innovative and cited scientific projects.
Because Synergy Landscapes is the first hybrid human–molecular network, it
opens the doors to improved higher-level management and distribution of scien-
tific resources. For instance, granting institutions may use Synergy Landscapes
to study the impact of their funds and their distribution across the community
structure around their topics of interest. In this way, not only can scientists
respond to incentives, but the incentives themselves can be created to achieve
certain objectives in light of the current distribution of scientific interest and
resources.
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