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Foreword

The structure of ultrathin films of oxides has attracted considerable attention in
recent years, both from an experimental as well as from a theoretical perspective.
This is documented by an exponential increase in published original papers in the
field within the last decade. Originally driven by semiconductor device research,
where the famous amorphous silica film on top of silicon played an important role,
via the thin insulating oxide films in storage devices, it has become obvious that the
detailed structure of oxide films will influence the properties with respect to
transport and electronic structure decisively. The latest account on ultrathin oxide
films has been edited a few years ago by Gianfranco Pacchioni and Sergio Valeri
entitled “Oxide Ultrathin Films: Science and Technology” and it collected chapters
mainly on applications of ultrathin films in a number of important technological
areas, such as electronic devices or heterogeneous catalysis.

The present book approaches the topic with 13 chapters from a different, more
fundamental angle by focusing on the structural aspects of ultrathin oxide films,
however, not without pointing out relations to applications. To this end, Falko
Netzer and Alessandro Fortunelli have put together an impressive list of chapters
addressing a number of important fundamental issues in ultrathin oxide film
research. Netzer and Surnev introduce in the beginning structure concepts for
two-dimensional materials, based on their own experience mainly on examples
involving transition metal oxides. Fortunelli and collaborators address in Chap. 2
the electronic structure of nanostructured oxides by particularly pointing out the
fruitful collaboration of experiment and theory in this area of research. I would like
to stress that this is an important factor in the success of the field and its fast
expansion, since the interplay between theory and experiment has helped to proceed
faster, and direct research towards the decisive scientific issues. The third chapter
by Pacchioni underlines the fact that the structure of ultrathin oxide films is con-
siderably more flexible than bulk oxides, which leads to interesting new physical
phenomena, for example, upon adsorption on those surfaces, to stabilization of the
adsorbate via a polaronic distortion of the ultrathin film. While Pacchioni’s chapter
mainly deals with simple oxides, in the following chapter Luches and D’Addato
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concentrate on reducible ultrathin oxide films. Wu and Castell report studies on a
variety of ultrathin oxide films on Au (111) as a substrate and discuss the large
variety of observed structures, which is another manifestation of the structural
richness of such systems. Again, in the following sixth chapter by Rocca and
collaborators flexibility is addressed via studies of phonons in thin oxide films. This
connects beautifully Chaps. 4–6 and provides a basis for understanding. Noguera
and Goniakowski outline their pioneering work with respect to the influence of
electrostatics and polarity in two-dimensional oxide films. Together with the dis-
cussion on vibrational properties, those aspects are of fundamental importance in
rationalizing the observed structural phenomena. In the subsequent two chapters,
specific aspects of catalysis are touched upon. One, by Matolin and collaborators
from the angle of a specific system, namely, ceria grown on Cu (111), a system that
has provided an interesting playground for evidencing the importance of defects
and charge transfer in rare earths oxide films, and, the other one, through a col-
laboration between Pacific Northwest National Laboratory, Brookhaven National
Laboratory, and Weaver at Florida State University, on catalytic chemistry
involving oxide nanostructures. Chapter 10 by Risse deals with charge transfer
effects in ultrathin oxide films, an interesting and important aspect for metal sup-
ported oxide films, a topic the author has studied in detail by a specific experimental
technique, i.e., ultrahigh vacuum compatible EPR spectroscopy. The following two
chapters extend the discussion towards oxide interfaces. Chapter 11 by Shluger and
Bersuker deals with a specific system, namely Si and two-dimensional oxides films
grown on top of this substrate. In particular, they stress the importance of under-
standing the defect structure of those systems. This was a question raised at the
outset of the field, when oxide films on Si were recognized as crucial in semi-
conductor device physics. Chapter 12 by Demkov addresses the question of
two-dimensional oxide interfaces from a more general point of view. Widdra and
Förster extend the discussion on oxide structures and properties to concepts con-
necting bulk structures and novel interfaces and they use once again perovskite
ultrathin films as an example.

In summary, this book will provide the reader with a marvelous introduction into
the fundamentals of ultrathin oxide films, which has been put together by the editors
carefully in a well-balanced way. The reader is lead from the fundamentals of
ultrathin film physics to the applications, and in this sense the book closes a circle
from the outset of the field demanding an understanding of thin oxide films in
device production to the creation of new concepts and systems that will provide the
scientific community with a wide playground for the years to come. I wish the book
success in every aspect.

Berlin, Germany Hajo Freund
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Preface

Less is different

The development of new materials has always had a dramatic influence on the
world. Consider for example the discovery of bronze, a copper-tin alloy, or of
metallic iron, which have given name to their respective ages in ancient time
periods. Today, the influence of new materials is not quite as dramatic but still
significant, modifying many aspects of human life style. New materials are typically
introduced following discoveries in fundamental science. In recent times, it has
become clear that not only a new chemical composition may form a new material,
but also that reduced size and dimensionality of a known compound can produce
novel properties generating a new material behavior. The most recent and perhaps
the most popular demonstration is provided by an ultrathin two-dimensional form
of carbon, graphene: the discovery of some of its peculiar properties in 2004 has set
off a revolution in materials science that is still developing. In fact, the study of
two-dimensional materials has been recently hailed as “one of the hottest topics in
physics.”1 Prompted by the advent of graphene, a multitude of other atom-thick
two-dimensional materials have been introduced in the last decade, with big or even
bigger technological payoff promise.

Oxide materials are ubiquitous on earth and in modern science and technology.
They feature a huge variety of composition and structure parameters and thus of
physical and chemical properties. This variety can be even enhanced by adding
reduced dimensionality as a further degree of freedom, and indeed two-dimensional
oxides have been actively investigated in various fields of science and technology
in the last two to three decades, writing a story going in parallel with the devel-
opment of carbon two-dimensional materials. This book is devoted to such oxide
materials in two dimensions or at the two-dimensional limit, that is, ultrathin oxide
films comprising only one or a few atom-thick layers. Typically, two-dimensional
materials are derived from van der Waals solids, i.e., layered solids with strong

1See the feature article “Beyond Graphene” by R.F. Service, Science 348, 490 (2015).
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intra-layer but weak inter-layer interactions; the latter is the result of chemical bond
saturation within the layers. This means that when deposited on a substrate for
applied use, the two-dimensional layers feature weak overlayer–substrate coupling.
Oxides rarely belong in this category, and strong coupling to the environment is
rather typical: on a substrate, strong oxide–overlayer/substrate coupling is a rule
rather than an exception. The latter is particularly true for transition metal oxides
grown on metal surfaces as substrates, where strong oxide–metal interactions occur.
This determines the oxide–metal interface as a major descriptor of two-dimensional
oxide behavior, which is of particular relevance and besides the two-dimensional
confinement as a prominent factor in generating novel materials properties.

The book collects contributions addressing the physical and chemical behavior
of quasi-two-dimensional oxides from a fundamental viewpoint but with a look at
promising applications, trying to provide a balanced sight from both experimental
and theoretical sides, and a comprehensive overview of the present status of the
field. The atomic geometry and electronic structure, the influence of the support on
two-dimensional oxide overlayers and the properties of oxide–metal and oxide–
oxide interfaces, the phonon structure, and the catalytic chemistry are the major
topics covered in the thirteen chapters of this book. The topic of two-dimensional
oxide materials is relevant to many different scientific and technological areas, and
one of our main goals in this book is to show how several basic concepts and
physical phenomena transversally underlie such varied fields, with a belief that
realizing and appreciating such common grounds can promote interdisciplinary
efforts and trigger and accelerate further progress and developments.

Finally, we would like to warmly thank all our colleagues and authors for their
support and efforts, for sharing the spirit of this initiative, and producing top-level
chapters which perfectly fit into a common scheme; without their contributions this
book could not have been realized. We are convinced that the study of
two-dimensional oxide materials will continue to be an ongoing active scientific
endeavor and an active area of condensed matter research. We strongly hope that
this book will provide stimulus in this direction.

Graz, Austria Falko P. Netzer
Pisa, Italy Alessandro Fortunelli
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Chapter 1
Structure Concepts in Two-Dimensional
Oxide Materials

Falko P. Netzer and Svetlozar Surnev

Abstract The atomic structures of two-dimensional oxide systems are investigated
with the aim to unravel trends in their complex structural behavior and to identify
the major structure-determining descriptors. Categories of oxide structures are
introduced, and the important role of the various degrees of freedom of the
metal-oxide interface parameters for 2-D structure formation and stability is high-
lighted with the help of prototypical examples.

1.1 Introduction

Ultrathin films of metal oxides constitute a new class of materials, whose properties
deviate from and are often not shared by their respective bulk counterparts [1, 2].
The film thicknesses, at which these deviations from bulk behavior occur, are not
uniquely defined and may depend on the particular material and on the physical or
chemical properties under consideration. In this chapter, we will be very restrictive
and address oxide “films” that are at the two-dimensional (2-D) limit, i.e. oxide
materials consisting of only one atomic layer or one single-polyhedron thick layer.
In this limit of single layers, the behavior of the oxides approaches that of true 2-D
systems. For practical and experimental purposes, the oxide monolayers are typi-
cally supported on a solid substrate: convenient substrates are metal single crystal
surfaces. The surface science of metal single crystal surfaces is well established,
they are easy to prepare in atomically clean form, and their conducting character is
beneficial for the use of experimental methodologies involving charged particle
probes. Of course, oxide monolayers on metal single crystal surfaces cannot be
considered as systems of practical reality, but have to be regarded as model systems
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for fundamental studies of scientific endeavor. Studies on model systems are an
inherent and essential component of the scientific analytical approach. They allow
for a close coupling of experiments with theory, thus creating a platform for a
detailed atomic understanding of the properties in low-dimensional complex solids.

The science of 2-D materials has seen a veritable hype during the last decade,
which was prompted by the discovery of graphene, and many 2-D materials beyond
graphene have been introduced since [3]. Most of these 2-D materials are derived
from van der Waals solids, that are layered solids characterized by strong
intra-layer but weak inter-layer interactions; the latter occur because the layers are
internally bond saturated. When depositing these 2-D layers on a substrate, the
overlayer-substrate interactions are typically weak. This is in contrast to oxides
supported on metal surfaces, where strong interfacial interactions are often
encountered, in particular in the case of transition metal oxide overlayers. This
strong interfacial coupling of a nanoscale oxide to a metal surface creates a new
combined system, an oxide-metal hybrid system, with novel and often unprece-
dented physical and chemical properties as compared to its individual constituents
[4–6]. For oxide overlayers at the 2-D limit, the behavior of the oxide-metal hybrid
system is largely determined by the interactions at the interface: in a way, a 2-D
oxide layer on a metal may be regarded as a model system or even as an expression
of the true oxide-metal interface.

Several degrees of freedom contribute to the interfacial interactions, amongst
them structural, electronic and chemical, corresponding to the atomic geometry, the
mixing of electronic energy levels including charge transfer, and to the chemical
bonding at the interface. In this chapter, we will concentrate on the aspects of
atomic structure, which is a key property to which many other properties are
related. In a formally reductionist approach, the influence of parameters such as
lattice (mis)match and symmetry, electronic effects as well as chemical affinities
and bonding at the interface on the oxide overlayer structure will be treated sepa-
rately, keeping however in mind the interplay and the intricately interwoven bal-
ance of these parameters in determining the atomic geometry of the 2-D oxide layer.
Structure concepts in 2-D will be highlighted in comparison to bulk structure
motifs, and the effects of stabilizing particular structures in 2-D, such as polarity
compensation, strain release, charge transfer and finite size effects will be identified.
The chemical bonding at the interface as a result of the local epitaxial relationship
and the influence of the surface energy and the adhesion energy of the overlayer in
the total energy balance [7] will also be points of discussion.

Bulk oxide structures may be visualized from two different viewpoints: (i) as a
stacking sequence of layers, for example the rock salt structure in [111] direction
can be seen as a sequence of alternating hexagonal planes of oxygen (anions) and
metal atoms (cations) (Fig. 1.1a); or (ii) as the combination of metal-oxygen
polyhedral coordination blocks, connected and nested via shared corners, edges and
planes of the polyhedra; the cubic arrangement of metal-oxygen octahedra in the
ReO3 structure (the parent structure of the perovskite oxides) via the connection of
corners is an example for the latter (see Fig. 1.1b). The 2-D structures discussed
here will be categorized accordingly, trying to use the most intuitive and pictorial
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representation for the description. The chemistry at the interface depends on the
affinities of the involved elements to each other and to oxygen. The interfacial
interactions may be divided into strong and weak, creating so called reactive
interfaces, with interdiffusion or chemical reaction of the constituents, or
non-reactive and abrupt interfaces, respectively. If the metal surface is intended to
provide mainly a rigid support for the 2-D oxide layer, noble metal surfaces of
group VIII or Ib are typically chosen, thus providing abrupt, but not necessarily
chemically inert interfaces. In the case of weak oxide-metal interactions, incom-
mensurate oxide overlayers are frequently observed. They lead to characteristic
patterns in the low-energy electron diffraction (LEED) diagrams or in scanning
tunneling microscopy (STM) images due to the Moiré superposition effect of
mismatched lattices and are easily identified, as discussed further below. Subtle
variations of the interface chemistry modify the oxide-metal hybrid system and
allow one to tune some of the properties to a certain extent: for a given oxide
overlayer, completely different structure concepts may be encountered on different
metal substrate surfaces. However, also here the intermixing and balance of geo-
metrical, electronic and chemical degrees of freedom may be pronounced.

Fig. 1.1 a Representation of
the rock salt structure (RS) as
a stack of hexagonal cation
and anion layers in the [111]
direction. b Cubic ReO3

structure, consisting of corner
sharing ReO6 octahedra (red
O atoms) (Color figure online)
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External thermodynamic parameters during the fabrication of 2-D oxide systems
such as temperature and oxygen pressure, i.e. the chemical potential of oxygen μO,
have a profound influence on the stoichiometry and the oxidation state of the
growing oxide phase. It has to be mentioned that most experimental investigations
of 2-D oxide systems employ the so called surface science approach, that is
preparation using physical vapor deposition methods in ultrahigh vacuum
(UHV) and in situ characterization of the oxide deposits [8, 9]. Thin film growth is
inherently a non-equilibrium kinetic process. However, kinetic effects leading to the
stabilization of meta-stable oxide structures tend to be more important in 2-D than
in the 3-D case, as a result of more flexibility in the structural components and in
phase composition. The discussion of 2-D oxide phase diagrams will give an
impression of phase complexities in some oxide-metal systems and of the interplay
between thermodynamic versus kinetic effects.

As argued above, 2-D oxides on metal surfaces are interesting model systems for
the study of the emergent properties of low-dimensional solids, however quasi-2-D
oxide layers exist already in a number of present-day technologies, and promising
applications in new device elements of the upcoming nanotechnologies may be
envisioned. 2-D oxides are used as catalytic materials, in solid oxide fuel cells and
gas sensors, as corrosion protection layers, and in nano-electronic and spintronic
devices [10]. As multifunctional systems, they are of interest in biocompatibility
applications, in solar energy cells and the multi-ferroic properties of some oxide
systems may eventually be used for novel ways of information storage. Turning on
to a different subject, the particular geometry of 2-D oxide layers at the interface
between metal substrate and oxide overlayer phases is important in mediating the
epitaxial growth of oxide thin films. The flexibility of their low-dimensional struc-
tures may provide graded interfaces between dissimilar substrate and film materials
and may thus enable the epitaxial growth by adjusting symmetry and lattice mis-
match. The fields of interest and applications of 2-D oxide systems are thus diverse
and wide open and new developments yet unforeseen may well be at hand.

The organization of this chapter is as follows. In Sect. 1.2, 2-D structure cate-
gories are introduced, which allow us to identify common trends in the complex
variety of oxide-metal systems. The various structure types will be introduced and
analysed in the different subsections. In Sect. 1.3, the focus is on the reactivity of
interfaces, and this will lead us on the road of increasing complexity from binary
oxides to ternary oxide layers. In Sect. 1.4, we address finite size effects in stabi-
lizing 2-D oxide structures, whereas in Sect. 1.5 the influence of the interface
chemistry in terms of the affinities of the chemical constituents of the interface on
the 2-D oxide structure type is examined. In Sect. 1.6, the thermodynamic stability
and kinetic effects of formation of 2-D oxide structures is at the basis of the
presented surface phase diagrams. Here, a selected 2-D oxide phase diagram in the
form of a projection of the stability regions of phases onto the relevant parameter
space is discussed. In Sect. 1.7, the role of the interface bonding subjected to the
local epitaxial relationship in lattice and symmetry mismatched systems, leading to
mesoscopic nanopattern formation, is investigated. Finally, a brief synopsis in
Sect. 1.7 concludes the chapter. Throughout the sections, it is attempted to identify
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benchmark or prototypical oxide-metal systems to illustrate the 2-D structure
concepts and their major stabilizing agents: within the framework of the reduc-
tionist approach these are the release or minimization of strain, the compensation of
polarity, electronic charge transfer and local bonding at the interface, which will be
conceptually treated as separate effects. As the focus of this chapter is on concepts,
a comprehensive bibliographic referencing by listing the available information of
reported oxide-metal systems according to their structure types is not undertaken.

1.2 Structure Elements of 2-D Oxide Systems on Metal
Surfaces

The cubic rock salt structure (RS), which is the structural basis of the stable 3d
transition metal (TM) monoxides VO, MnO, FeO, CoO and NiO, provides a useful
starting ground for deriving structure elements of 2-D oxide systems. Many dif-
ferent structure motifs of 2-D oxides can be created by and related to simple RS
structure blocks, with modifications as a result of interface and dimensionality
effects. The most stable surface of RS is the non-polar (100) plane, which is a
square arrangement of oxygen anions and metal cations in a single charge com-
pensated plane. Planar oxide monolayers of RS (100)-type with square symmetry
and modifications or reconstructions thereof provide stable structures for a number
of TM oxide systems (see Sect. 1.2.1). The hexagonal monolayer analog of the RS
(100) plane is not a structure element of RS, but it can be derived from the
hexagonal boron nitride (BN) structure, by replacing B and N by metal and oxygen.
Indeed, this structure has been found for some 2-D oxide layer systems. Uniaxial
structure motifs, with two-fold symmetry properties, have also been observed in
planar, or quasi-planar oxide single layers—the latter display a weak corrugation or
rumpling of anion or cation sites in a preferred direction, but the deviation from
planarity is less than in the bilayer structures mentioned below. Uniaxial structure
formation requires a change of lattice symmetry across the interface (e.g. a
hexagonal overlayer lattice on a square substrate) or the presence of local
metal-oxygen (M–O) coordination spheres of different type, e.g. square and trian-
gular units, within the overlayer (also discussed in Sect. 1.2.1).

In [111] direction, the RS consists of stacks of hexagonal bilayers of oxygen and
metal planes (see Fig. 1.1a). These bilayers are polar, with a finite dipole moment
perpendicular to the planes, and they are unstable in the bulk due to a diverging
electrostatic energy, unless there is charge compensation at the surfaces [11, 12]. In
2-D, however, they may become stable structure elements, because additional
mechanisms of polarity compensation become operative. Hexagonal O–M–O tri-
layer structures may also be derived from the [111] RS stacking sequence: they are
stable charge compensated unpolar slabs and have been observed to form on several
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2-D oxide systems at higher chemical potentials of oxygen, i.e. under more severe
oxidizing conditions. The bilayer and trilayer structures are analyzed in Sect. 1.2.2.

More complex 2-D structures, comprising different connectivities of M–O
building blocks and metal cations with different oxygen coordination spheres, and
thus different oxidation states, have been detected for the early TM oxides, such as
Ti and V oxides; this is the reflection of the comparable stability of different
oxidation states of the metal cations. In Sect. 1.2.3, examples of such oxide systems
with complexity in oxidation states are introduced and discussed. Furthermore, the
formation of complicated quasi-2-D networks of alumina with unusual Al–O sur-
roundings is mentioned here.

Elastic strain, as a result of the epitaxial lattice mismatch at the interface, and its
reduction is an important issue in oxide overlayer structure considerations. In 2-D
systems, the strain term in the total energy balance may become a decisive factor in
promoting novel structure elements that are not stable in 3-D bulk systems. It is
therefore appropriate at this point to recall some basic facts. The lattice mismatch
m is defined by

m ¼ ðb� aÞ=a ð1:1Þ

with b the lattice constant of the overlayer and a that of the substrate. Traditionally,
the lattice constants of the bulk systems have been taken to evaluate m [13, 14].
While this is a reasonable approximation for the substrate surface, it is not so for the
2-D overlayer. The lattice constant of an isolated 2-D layer is contracted with
respect to the bulk value. In a somewhat hand-waving argument, this may be
understood by the picture of bond strength conservation involving the coordination
number [15]: a M–O dimer has a smaller bond length than a 2-D M–O layer, which
in turn has smaller bond lengths than the 3-D solid, in sympathy with the increase
of the coordination number. Thomas and Fortunelli [16] have investigated, using a
density functional DFT + U method, the lattice parameter of NiO(100) on Ag(100)
and have compared it to the free standing NiO monolayer. Accordingly, the isolated
NiO monolayer has a Ni–Ni spacing of 2.8 Å, which is shrinked by approximately
5 % from the experimental NiO bulk value (2.95 Å). If the NiO monolayer is
deposited on a metal surface, the oxide-metal bonding increases the coordination
number again and the contraction is partly reversed. The calculations predict that a
NiO monolayer on Ag(100) is compressed by 2 %, whereas on Pd(100) a com-
pression of NiO of 3.6 % is predicted [17]. The interfacial strain is thus significantly
smaller than the 7 % estimate based on the lattice mismatch as calculated using the
respective bulk lattice constants. Thus, in some formally strongly lattice mis-
matched overlayer-substrate systems—if using bulk lattice parameters for the
estimate—the actual lattice mismatch and the corresponding strain can be much
less, if the low dimensionality of the overlayer is taken into account.
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1.2.1 Planar Oxide Monolayers

Here the term “planar” is used to indicate that the metal and oxygen atoms are
located essentially in a single plane, although the surface does not necessarily have
to be completely flat, but can be corrugated or rumpled, with the centre of gravity of
the anion or cation species slightly offset. Of course, the distinction between single
layer and bilayer, where anions and cations are considered to belong to separate
layers, is somewhat arbitrary, but so is the entire categorization, which is merely a
pedagogical construct to facilitate the discussion. In the first part of this subsection,
oxide single layer structures that can be derived from a RS (100)-type plane are
investigated.

RS (100)-type structures. The simplest structure motif in this context is a single
(100) plane of a metal oxide with monoxide MO stoichiometry. This geometry is
adopted by the NiO(100)1 × 1 monolayer phase on Ag(100) [18, 19]. Figure 1.2
presents STM images of a NiO(100)1 × 1 island on Ag(100), obtained from a
surface prepared by deposition of 2/3 of a monolayer of Ni in 1 × 10−6 mbar O2 on
the Ag surface at room temperature followed by annealing at 600 K in oxygen. The
NiO island in Fig. 1.2a shows a morphology reflecting the square symmetry of the
(100) plane, whereas the high resolution image in Fig. 1.2b reveals the square mesh
of bright protrusions, which have been associated with the Ni atoms according to
the DFT calculations [18]. The NiO surface displays a mosaic pattern of brighter
and darker contrast regions (Fig. 1.2a). This has been interpreted in terms of local
regions, where the NiO forms patches of a bilayer structure, with the brighter STM
contrast stemming from the monolayer and the darker from the bilayer regions. The
formation of bilayer patches is a way to release the residual interfacial strain—we
recall from above that the NiO monolayer is 2 % contracted on the Ag(100). The
bilayer has a slightly expanded lattice (due to the higher coordination) and thus
improves the elastic energy balance. The darker contrast in the STM image of the
bilayer region is due to the lower density of states around the Fermi energy of the

Fig. 1.2 STM images of a NiO(100)1 × 1 island embedded in Ag(100). a (20 × 20 nm2); sample
bias voltage VS = −0.85 V; tunneling current IT = 0.5 nA. b (5 × 5 nm2); VS = −0.85 V;
IT = 0.5 nA; image FFT filtered. Adapted from [19]
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bilayer as compared to the monolayer, which is metallic as a result of the interaction
with the metal surface [16, 18, 19]. The NiO island in Fig. 1.2 is embedded into the
Ag substrate rather than located on top, and this is the majority configuration on this
surface. The DFT calculations [18] have found that the embedded (1 × 1) mono-
layer structure gains stability by the Ni–Ag bonding and the formation of a bilayer
rim at the island boundaries. Figure 1.3 gives a schematic model of a NiO(100)1 × 1
island embedded into the Ag(100) surface. In this context, it is of interest to note
that the (100)1 × 1 phase has not been detected for MnO on Ag(100) in the 2-D
monolayer limit. The MnO(100)1 × 1 phase is observed in the form of 3-D islands
[20–22], but for the monolayer only a (2 × 1) structure has been observed for MnO
on Ag(100) [20], as discussed below. Presumably, the higher strain as a result of the
larger lattice mismatch of MnO precludes the formation of a (100)1 × 1 wetting
layer on Ag(100).

A more complex structure system, which may be traced back to the RS (100)-
type motif, is the c(4 × 2) structure observed for several TM oxides on Pd(100). The
c(4 × 2) structure has been reported for NiOx [23, 24], CoOx [25] and MnOx [26],
and is theoretically predicted for FeOx [27], and it thus seems to constitute a more
general 2-D structure concept. Figure 1.4 illustrates the structural ingredients of the
c(4 × 2) phase for the example of CoOx on Pd(100) [28]. The STM image of
Fig. 1.4a shows the c(4 × 2) periodicity with respect to the Pd(100) surface, where
the c(4 × 2) and the primitive rhombic unit cells are indicated and labeled A and B.
Two types of defects are visible on the image with darker and brighter contrast,
presumably due to missing cations and adsorbate species, respectively. The LEED
pattern in Fig. 1.4b with sharp spots confirms that the surface is well ordered, the
c(4 × 2) (A) and the primitive (B) unit cells are also drawn. The high-resolution
STM image (Fig. 1.4c) reveals that the structure is characterized by large bright
maxima defining the c(4 × 2) unit cell and smaller and less-bright protrusions in a
zig-zag line following the 011h i Pd substrate directions. Alternatively, the c(4 × 2)
unit cell may also be spanned by the dark depressions in between the bright spots.

Fig. 1.3 Schematic model of a NiO(100)1 × 1 island embedded in Ag(100); blue Ag atoms; red
NiO. Reproduced with permission from [19] (Color figure online)
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According to the DFT calculations, the Co atoms are imaged as maxima in the
STM, whereas the O atoms are imaged dark [25].

The c(4 × 2) structure may be modeled by a RS (100) plane, into which 1/4 of
cation vacancies has been introduced, defining the c(4 × 2) unit cell and a formal
M3O4 stoichiometry. This is shown for Mn3O4 supported on Pd(100) in Fig. 1.5:
the square RS (100)-type lattice is given by the Mn atoms (light gray) and O atoms
(red), the circles denote the Mn vacancies, the dashed lines trace the 2-D unit cell,
and the solid zig-zag line indicates the Mn lateral displacements in the relaxed
structure model [29], as discussed below. Franchini et al. [26, 29] have investigated
the Mn3O4 c(4 × 2) structure in detail with standard and generalized DFT, con-
sidering different adsorbate registries to the Pd substrate as well as different mag-
netic ordering models. The most stable adsorbate configuration was generally found
with the Mn atoms located above the Pd hollow sites and the O atoms on top of Pd

Fig. 1.4 CoOx/Pd(100) c(4 × 2) phase: a STM image (15 × 15 nm2); VS = +1 V; IT = 0.1 nA.
b LEED pattern (electron energy 104 eV). c Atomically resolved STM image (4.7 × 4.7 nm2);
VS = +0.08 V; IT = 0.1 nA). The characteristic features, i.e. the rectangular c(4 × 2) unit cell and
the zig-zag chain of atoms, are highlighted. Reproduced with permission from [28]

Fig. 1.5 Top view of the
geometrical model of the c
(4 × 2) Mn3O4 phase on Pd
(100) (red O atoms; light grey
Mn atoms; small green
spheres Pd atoms
underneath). Dashed lines
indicate the 2-D unit cell, full
line the Mn lateral
displacements, circles
highlight the position of
vacancies. Adapted from [29]
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surface atoms (RH1 model), but depending on the choice of the functionals in the
calculations antiferromagnetic (AFM2) or ferromagnetic (FM) order was predicted
as the lowest energy ground state. However, using the HSE hybrid functional
approach a slight preference for the FM configuration as the thermodynamic ground
state was obtained [26]. In order to validate this result, experimentally accessible
quantities, namely STM images and phonon frequencies, have been simulated for
the RH1-AFM2 and RH1-FM models and compared to the measured values.
Figure 1.6 shows the optimized geometrical structure for the RH1-FM and
RH1-AFM2 magnetic configurations. In both models, there is a significant in-plane
lattice distortion with large lateral displacements of Mn and O species, particularly
around the Mn vacancies. These distortions are a means to relax the interfacial
strain in the overlayer and are reminiscent of a 2-D polaronic distortion. However,
whereas the RH1-FM model leads to a flat surface, the RH1-AFM2 model gives a
vertical bucking between the oxygen atoms. These geometrical differences are,
however, difficult to evaluate in the experimental STM images. There are two types
of Mn atoms in the structure, which may be loosely associated with Mn2+ and Mn3+

species, which have different densities of states (DOS) and magnetic moments and,
significantly, which are distinctly different for the two magnetic structure models.
The DOS are reflected in the STM contrast and thus allow us to distinguish between

Fig. 1.6 Optimized geometrical structure for the c(4 × 2) Mn3O4 RH1 model in FM (left) and
AFM2 (right) magnetic configuration (light grey Pd substrate atoms; pink O atoms; blue Mn
atoms). Two distinct Mn species are distinguishable: Mn1 sandwiched between two vacancies and
two Mn2 atoms, forming the zig-zag lines as highlighted. Strain is indicated by the arrows. Note
the vertical buckling bO between oxygen atoms in the AFM2 model. Reproduced with permission
from [26]
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the models: it turns out that only the RH1-FM model gives the correct contrast in
the STM simulations, which is compatible with the experimental image (see
Fig. 1.7).

The phonon structure is a highly diagnostic means in the analysis of complex
oxide phases [5]. HREELS experiments have established that the phonon loss
spectrum of the Mn3O4 c(4 × 2) surface has a single pronounced peak at 44 meV
[29]. The DFT calculations for the FM structure found a single dipole active
phonon mode in perfect agreement with this experimental value. This phonon mode
results from the antiphase and out-of-plane vibrations of the O and Mn sublattices
perpendicular to the surface, a mode that is typical of the ideal MnO(100) surface,
thus giving overall credence to the (100)-type derived structure model of the
c(4 × 2) structure.

The STM and phonon measurements in conjunction with the DFT calculations
support a ferromagnetic model as the lowest energy ground state of the c(4 × 2)
structure. However, an independent experimental confirmation would still be
desirable. Altieri et al. have performed X-ray magnetic circular dichroism (XMCD)
experiments of the Mn3O4 c(4 × 2) phase [30]. The experiments have been carried
out on a c(4 × 2) Mn3O4 phase on a stepped Pd(1 1 21) surface, a vicinal to Pd
(100), because the overlayer can be prepared in a virtually defect-free single domain
structure on this surface (see Sect. 1.4). A clear magnetic anisotropy in the tem-
perature and field dependent Mn L2,3 XMCD spectra has been detected, but
the sample remained paramagnetic down to 8K, the lowest temperature attainable in
the experiments. Thus, a ferromagnetic state could not be confirmed, perhaps the
temperature in the experiment was still too high. The observed magnetic anisotropy
with its easy axis perpendicular to the surface has been related to a largely
unquenched orbital moment as revealed by XMCD sum rule analysis [30]. A model
considering the effects of the crystal field acting on the Mn cations in the c(4 × 2)
Mn3O4 structure, where the Mn vacancies hole dope the 3d states, has been

Fig. 1.7 Simulated STM images of the RH1-FM and RH1-AFM c(4 × 2) Mn3O4 structures
compared with the experimental STM image (reproduced in the inserts). Mn atoms appear as bight
maxima, the O atoms are not seen. Reproduced with permission from [26]
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proposed to account for this perpendicular magnetic anisotropy. This is in accord
with the proposed geometry and structure model of the c(4 × 2) phase. Although the
problem of ferromagnetism in c(4 × 2) Mn3O4 remains an open question, the
XMCD measurements of Altieri et al. have demonstrated that 2-D oxide systems
may indeed support interesting magnetic behavior.

Hexagonal monolayer structures. A hexagonal oxide monolayer can be real-
ized within the planar BN structure, if boron and nitrogen are replaced by metal and
oxygen species. Goniakowski and Noguera have derived this structure (they called
it graphite-like Bk structure) from theoretical considerations of polarity compen-
sation for the MgO(111) monolayer on Ag(111) [31], and their model is consistent
with the experimental observations of MgO(111) thin films on Ag(111) by Kiguchi
et al. [32] (see also Chap. 7 by Noguera and Goniakowski). For ZnO monolayers on
Ag(111), Tusche et al. [33] have proposed the hexagonal BN-type structure on the
basis of surface X-ray diffraction and STM results, emphasizing the depolarization
character of this structure, which is accompanied by a significant lateral expansion
of the lattice constant and a reduced Zn–O bond length within the ZnO sheets. For
film thicknesses exceeding 3–4 ML, a transition to the bulk wurtzite structure has
been observed [33]. The hexagonal planar structure has also been reported for ZnO
on Pd(111) [34]. A (6 × 6) structure has been detected in the STM and LEED
experiments, which has been rationalized by DFT calculations in terms of a Zn6O6

coincidence structure of the BN-type. This structure is thermodynamically the most
stable phase over a large range of oxygen chemical potentials for the monolayer and
for coverages up to 4 ML, but converges to the bulk wurtzite structure for thicker
films [34].

Uniaxial monolayer structures. The (2 × 1) structures reported for NiO and
MnO on Ag(100) at the monolayer stages of growth fit into this category [18, 20].
Figure 1.8 shows STM images of the MnO(2 × 1) phase on Ag(100) [20]: the oxide
grows in elongated stripes along the high symmetry 110h i directions of the sub-
strate (Fig. 1.8a), with bright and dark lines separated by twice the Ag lattice
constant, which define the ×2 order parameter. The peculiar growth pattern in form

Fig. 1.8 High-resolution STM images of the MnO(2 × 1) structure on Ag(100): a VS = −1.9 V;
IT = 0.1 nA; b VS = −1.0 V; IT = 0.1 nA. The insert in (a) shows a domain boundary between two
orthogonal (2 × 1) stripes. c Line scans along the lines 1 and 2 of image (b). Adapted from [20]
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of narrow oxide stripes is due to a symmetry breaking kinetic growth phenomenon,
which has been ascribed to the asymmetric attachment and diffusion energies of
ad-atoms at the (2 × 1) island boundaries [20]. The high-resolution STM image of
the (2 × 1) structure in Fig. 1.8b reveals the atomic maxima along the bright lines
and at the upper left hand corner a MnO–Ag island edge, which is decorated by
bright blobs due to an electronic contrast phenomenon at the island boundary.
The STM line scans in Fig. 1.8c, following the lines indicated in (b), give measured
corrugations of *10 and *40 pm along and across the (2 × 1) lines, respectively.
The DFT calculated model of the MnO(2 × 1) structure on Ag(100) is depicted in
Fig. 1.9a. The Mn atoms (blue) are distinguished by threefold oxygen (red) coor-
dination or, alternatively, O–Mn–O zig-zag lines; the condensation of either of
these structure elements into a 2-D structure and superimposing it onto the square
Ag substrate yields a quasi-hexagonal network with alternating Mn–O up and down
zig-zag rows. These rows form the ×1 lines of the (2 × 1) structure, whereby the
protruding O atoms are imaged bright in the STM, as shown by the simulated STM
image in Fig. 1.9a, left panel. The (2 × 1) structure is polar and its total energy as
calculated by DFT is only at a local minimum: it is thus a meta-stable phase, with

Fig. 1.9 a Structural model (top and side views) and simulated STM image at a bias +1.0 V of the
(2 × 1) phase of MnO on Ag(100) (blueMn atoms; red O atoms). b Growth of a MnO stripe on the
border of a step on Ag(100): the structure and energetics of the (100)1 × 1-like stripe (left) against
the (2 × 1)-like stripe (right) are compared, as derived from a DFT + U approach (U = 4.5 eV) or
B3PW91 (in parenthesis). Adapted from [20] (Color figure online)
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the MnO(100)1 × 1 phase being the thermodynamically stable ground state. The
(2 × 1) phase, which in the case of MnO/Ag(100) is the predominant phase
observed experimentally for the monolayer, must therefore be kinetically stabilized
during growth. Obermüller et al. [20] have investigated theoretically the stability of
MnO line elements at Ag step edges (see also Chap. 2 by Fortunelli et al.). Figure 1.
9b shows (1 × 1)-type (left) and (2 × 1)-type (right) MnO stripes at the border of a
silver step on Ag(100), comparing their relative stabilities: the (2 × 1)-like pattern is
more stable than the (1 × 1)-like pattern, by a significant amount of >1.30 eV per
MnO unit, mainly due to the cancelation of polarity. The kinetic nucleation of the
(2 × 1) structure motif at Ag step edges is thus favorable, and once nucleated, the
(2 × 1) structure continues to grow into the two-dimensional layer.

The (6 × 1) NiO structure on Rh(111)-type surfaces [35, 36] illustrates the
formation of a uniaxial structure via the incorporation of Ni–O coordination spheres
of different symmetry, namely triangular threefold coordinated and quadratic
fourfold coordinated oxygen units. Both structure elements are related to the RS
(100) and RS (111) surface orientations. The combination of these structure units
leads to the development of troughs and ridges along the [110] surface direction.
Figure 1.10 displays a high-resolution STM image of the (6 × 1) structure (upper
part) and the DFT derived structure model (lower part); the triangular and quadratic
oxygen units are colored dark and bright red, respectively [36]. The structure may
be viewed as containing Ni–O sheets with quadratic O coordination, which are
connected via Ni atoms contributing to the triangular O coordination units: this
leads to a complex line pattern in STM (see Fig. 1.10), which however has been
reproduced rather well in the DFT simulations [36]. The calculations of the phase
stability diagram for monolayer-thick NiO layers on Rh(111) demonstrated that

Fig. 1.10 STM image and
corresponding model of the
NiO(6 × 1) structure on Rh
(111). Adapted from [36]
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within the range of experimentally accessible oxygen potentials the (6 × 1) with a
Ni5O5 stoichiometry is the most stable phase. Another example of a uniaxial surface
oxide has been reported for NiO on Pt(111) by Hagenbach et al. [37], where a
(7 × 1) structure with a pattern of bright lines in the STM has been observed. The
tentative structure model of Hagenbach et al. employed again a combination of
square and triangular Ni–O units [37].

1.2.2 Oxide Bilayer and Trilayer Structures

Hexagonal oxide bilayers. Hexagonal oxide bilayer structures may be derived
from three structure motifs: (i) a stacking of densely packed hexagonal planes of
cations and anions, as in the RS (111)-type stacking sequence (Fig. 1.11a); (ii) a
honeycomb lattice of hexagons sharing sides (Fig. 1.11b); and (iii) a kagomé lattice,
containing hexagons that are interconnected through their vertices and create tri-
angles defined by the connection points (Fig. 1.11c). While the latter two lattices
have been encountered only on hexagonal substrate surfaces, e.g. fcc (111)-type
metal surfaces, the first structure has been reported on both hexagonal (111) and
square (100) substrates.

The FeO(111) wetting layer on Pt(111) is a benchmark system of the RS (111)-
type bilayer structure on a hexagonal substrate surface [38–43]. This bilayer is
composed of the close packed oxygen layer forming the outer surface and the Fe
layer at the Pt interface. As a result of the significant lattice mismatch, the overlayer
is almost incommensurate and displays a characteristic Moiré modulation in the
STM images [38, 39, 41, 42]; in fact, up to four different high-order coincidence
structures and concomitant Moiré patterns have been reported, depending on the
exact FeO coverage [41]. The FeO bilayer cannot grow much beyond two mono-
layers and, for higher coverages, is transformed into a Fe3O4(111) island phase
[41]. This is due to the polar character of the FeO bilayer, which precludes further
3-D growth. The Fe–O interlayer distance of the bilayer has been measured by
X-ray photoelectron diffraction by Kim et al. [40] and a compression of about 50 %
relative to bulk FeO has been detected. This interlayer contraction is a way to

Fig. 1.11 Schematic drawings of: a hexagonal RS (111)-type bilayer; b honeycomb lattice;
c Kagomé lattice
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reduce the surface dipole and the electrostatic energy and thus adds to the stability
of the bilayer. The screening of the FeO surface dipoles by the proximity of the Pt
substrate is another mechanism to reduce the polarity in this 2-D system. A very
similar FeO(111) bilayer geometry as for FeO/Pt(111) has been reported recently
also on a Pd(111) substrate [44], with very similar STM fingerprints; it appears that
the chemical nature of the substrate has only a minor influence on the details of the
FeO(111) overlayer structure.

Whereas the growth of a hexagonal oxide bilayer on a hexagonal substrate is
intuitively persuasive, it is more interesting on a square (100) substrate. The FeO
c(2 × 10) on Pt(100) [45] and c(8 × 2) on Pd(100) [46] phases, the CoO c(10 × 2)
phase on Ir(100) [47], or the CoO (9 × 2) phase on Pd(100) [48] can be interpreted
in terms of a RS (111)-type structure. Here, the CoO (9 × 2) structure on Pd(100) is
discussed as a prototypical example [28, 48]. Figure 1.12 displays STM images of
the CoO (9 × 2) coincidence structure at different magnifications [28]. The structure
is characterized by lines of elongated rod-like maxima along the substrate [0–11]
direction (Fig. 1.12a, b—dashed line in b), which can be resolved into atomic
protrusions along the orthogonal [011] direction at higher magnification
(Fig. 1.12c). These [011] lines of maxima are laterally undulated (indicated by the
thin solid line in panel c) and show a significant contrast modulation with four
brighter and four darker maxima; the latter is also recognized in the self-correlation
plot of the STM image (d). The CoO (9 × 2) structure has been modeled in DFT by
a (111)-type bilayer as shown in Fig. 1.13, with the O plane at the surface and the
Co plane at the Pd interface [48]. In the relaxed geometry, the bilayer becomes
significantly distorted, with strong height modulations in both Co and O sublattices,
which tend to interpenetrate each other to reduce the polarity of the bilayer and the
interfacial strain. These height modulations are reflected in the atomic contrast
modulations seen in the STM image (Fig. 1.12c), which have been reproduced well
by the respective DFT simulations [48].

Fig. 1.12 a–c STM images of the CoO (9 × 2) coincidence phase on Pd(100) (a (15 × 15 nm2);
VS = +0.01 V; IT = 1.0 nA. b (7 × 7 nm2); VS = +1.0 V; IT = 0.1 nA. c (4 × 8 nm2); VS = +0.01 V;
IT = 1.0 nA). The rectangular (9 × 2) unit cell of the coincidence mesh is indicated in (b).
d Self-correlation image of the STM image of panel (c); here the quasi-hexagonal cell of the CoO
lattice is highlighted. Reproduced with permission from [28]

16 F.P. Netzer and S. Surnev



The CoO (9 × 2) phase has been found in the experiments to coexist frequently
with the Co3O4 c(4 × 2) structure at the same Pd surface. This is in agreement with
the DFT calculations, which predict a similar thermodynamic stability of the two
phases, with only a slight preference for the (9 × 2) [48]. The STM images of
Fig. 1.14 show an interesting aspect of the coexisting (9 × 2) (left) and c(4 × 2)
(right) Co-oxide monolayer phases: the two phases are separated by a well-defined
1-D interface boundary, with a smooth transition from one structure into the other.
In the c(4 × 2) structure of Fig. 1.14a (right), the dark depressions form the
primitive unit cell and are due to the Co cation vacancy holes of this structure (see

Fig. 1.13 a Side view of the (9 × 2) bilayer structure showing the Pd–Co–O stacking. b Top view
of four unit cells of the (9 × 2) structure. Pd atoms are depicted in white, O atoms in yellow and Co
atoms in blue and red, reflecting the AFM3 magnetic ordering of the CoO layer. Reproduced with
permission from [48]

Fig. 1.14 STM images of the Co oxide (9 × 2) (left) and c(4 × 2) (right) monolayer structures
coexisting on Pd(100), displaying a smooth 1-D interface. a [(15 × 15 nm2); VS = +0.08 V;
IT = 0.6 nA]. The ellipses at the c(4 × 2) side of the interface indicate regions with a modified
arrangement of dark vacancies. b [(8 × 8 nm2); VS = +0.01 V; IT = 1.0 nA]. The crosses inside the
ellipses at the interface mark bright protrusions apparently belonging to both (9 × 2) and c(4 × 2)
structures. Reproduced with permission from [48]
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Sect. 1.2.1). Close to the (9 × 2) boundary, the pattern of dark depressions is altered
as highlighted by the elipses in the figure, shifting from rhombic to square.
Although the exact atomic structure of the region at the c(4 × 2)/(9 × 2) interface
cannot be recognized, it has been speculated that additional Co species may have
been introduced, leading to a local reduction of the Co3O4 c(4 × 2) stoichiometry
towards the CoO (9 × 2) stoichiometry and contributing to the smooth boundary.
This has been confirmed by the DFT calculations [48].

Moreover, at this point it is worth addressing an interesting technical problem.
The interpretation of STM images of oxide materials relies on the identification and
assignment of contrast features to atomic species. The oxide community has learnt
that this requires, apart from the most simple systems, the help of theoretical sim-
ulations. In the case of the c(4 × 2) M3O4 phases, it has been generally accepted that
the M cations are imaged as bright protrusions [25, 26, 29, 48]. At the (9 × 2)/c(4 × 2)
1-D interface in Fig. 1.14b, there are bright features marked by crosses, which are a
continuation of the c(4 × 2) lines but apparently also belong to the (9 × 2) structure.
This would suggest that the bright STM protrusions of the (9 × 2) structure can be
identified also with Co species, as in the c(4 × 2) structure. This, however, is difficult
to reconcile with the bilayer structure model. Gragnaniello et al. [48] have gone into
an extensive DFT study of the problem, and found that, while indeed the Co species
are imaged bright in the c(4 × 2) structure, the bright maxima in the (9 × 2) structure
are located at the oxygen sites: this is the result of the complex interaction of
electronic and geometrical degrees of freedom contributing to the STM contrast in
this strongly distorted bilayer oxide. The simulations of the 1-D interface revealed
that the bright protrusions highlighted by the crosses in Fig. 1.14b are identified as
bright oxygen protrusions, thus providing a consistent picture of the interface and of
the structural assignment of both 2-D Co oxide phases [48].

The first layer of vanadium oxide on Pd(111) displays a hexagonal honeycomb
lattice, as recognised from the STM image of Fig. 1.15a. This V surface oxide has

Fig. 1.15 STM image of the honeycomb surface-V2O3 (2 × 2) phase on Pd(111) (a) and
respective DFT model (b) (green V; red O; grey Pd). The insert in (a) displays the DFT simulated
STM contrast. Adapted from [54]
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been grown under moderately oxidizing conditions [49], it forms a simple (2 × 2)
superstructure and has been interpreted in terms of a bilayer with V2O3 stoi-
chiometry [50, 51]. According to the DFT analysis, the V atoms are situated in
three-fold hollow Pd sites and the O atoms are on-top of Pd surface sites (see the
model in Fig. 1.15b), with the O layer *0.7 Å outside the V plane [51, 52]. This
surface-V2O3 phase is polar and cannot grow beyond the first layer. With
increasing oxide coverage, a sequence of other complex phases has been observed
[50, 53], until the oxide overlayer converges to the bulk V2O3 phase, which is the
stable compound under the thermodynamic conditions of typical surface science
growth experiments. It has to be stressed that the surface s-V2O3 honeycomb
geometry is a particular 2-D phenomenon and not a structure element of the V2O3

bulk corundum structure.
The Ti2O3 bilayer on Pt(111) [55, 56] is related to the surface-V2O3 phase on Pd

(111), but it features an interesting structural difference: it forms a kagomé lattice,
which can be discerned in the experimental STM image of Fig. 1.16a and the
respective STM simulation (Fig. 1.16b). The kagomé lattice with a lattice constant
of *6 Å, as derived from LEED and STM measurements, is incommensurate with
the Pt lattice; overall it is less dense than a corresponding honeycomb lattice. It
could be speculated that the reason for the Ti2O3 forming the kagomé lattice on Pt
(111) may be due to the poor fit of Ti–O bond distances onto the Pt lattice, the result
of which is a less dense incommensurate structure. In the case of V2O3 on Pd(111),
the V–O bonds fit exactly onto the (2 × 2) structure formed by the denser hon-
eycomb lattice. Finally, it is noted that the (√7 × √7)R19.1° vanadium oxide layer on
Rh(111), which can been grown under highly oxidizing conditions, displays also a
kagomé lattice pattern—see Fig. 1.18a. However, this phase with a formal V3O9

stoichiometry is not strictly a bilayer structure but more complex, and is better
discussed in terms of a local building block picture in Sect. 1.2.3.

Hexagonal oxide trilayers. A hexagonal O–M–O trilayer slab may be cut out of
the RS structure perpendicular to the [111] direction. The slab is apolar and stable
from the electrostatic point of view and corresponds formally to a MO2

Fig. 1.16 STM image of the Ti2O3 kagomé phase on Pt(111) (a (3 × 3 nm2); VS = −0.4 V;
IT = 1.06 nA) and theoretically simulated STM image at V = −0.4 V (b). Adapted from [56]
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stoichiometry. The oxygen layer at the interface is however shared with the metallic
substrate and the real oxidation state is thus somewhat lower, e.g. MO2−δ. Hexagonal
trilayer structures have been proposed for the intrinsic surface oxides of some group
VIII metals such as Ru [57] or Rh [58]. The hexagonal VO2−δ-hex phase on Pd(111)
[50], the hex-MnO2−δ phases on Pd(100) [29], the hex-CoOx phase on Pd(100) [28],
and the c(8 × 2) CoO2−δ structure on Ir(100) [59] have also been interpreted within
this trilayer structure concept. Apart from the last CoO−δ/Ir system, the other
hetero-trilayers form incommensurate overlayers. An interesting case is the FeO2−δ

trilayer on Pt(111). It has been observed after oxidation of the FeO(111) bilayer at
high oxygen pressures [60]. This trilayer phase is of catalytic relevance, since it has
been shown to be the active surface in the low temperature oxidation of CO [61, 62].
Recently, Zeuthen et al. [44] have presented an STM view of an intermediate stage
of the oxidation, performed with atomic oxygen, of the FeO(111) bilayer on Pd
(111). We recall that the FeO(111) bilayer on Pd(111) is isostructural with the one on
Pt(111). Figure 1.17a, b displays STM images, in which O–Fe–O islands (bright
contrast) coexist with O-adatom line dislocations, the latter are formed during the
initial stages of the oxidation. Panel (c) gives a schematic picture of the structural
changes during the bilayer-trilayer transformation [44].

Hexagonal trilayers of 2-D oxides may also be derived from the fluorite structure
in [111] direction: this is the case for ceria monolayers on metal surfaces, where
generally ceria (111)-type O–Ce–O hexagonal structures have been reported [63–
67]. However, the CeO2 (111) surface is the most stable surface termination of bulk
CeO2, and the occurrence of related structures in monolayer systems does not
require the presence of low-dimensional effects for their stabilization.

1.2.3 Complex Binary Oxide Structures

As mentioned above, the term “complex” is used here to indicate that the structures
under consideration contain various structure elements of different symmetry, a
combination of different M–O building blocks, or different oxidation states.
The TM elements at the left of the Periodic Table, such as Ti, V, or W provide
flexible oxidation states and a variety of M–O coordination spheres that can support
several oxides of this category. The phase diagram of 2-D V-oxides on Pd and Rh
surfaces is particularly rich in such complex structure systems, as discussed below.

Figure 1.18a shows an STM image of the (√7 × √7)R19.1° structure of V-oxide
on Rh(111), a phase that can be fabricated under highly oxidizing growth condi-
tions. The pattern corresponds to a hexagonal kagomé lattice, but simple models
failed to account for the experimental facts. The structure was difficult to analyze,
but eventually has been resolved by a combination of electronic and vibrational
energy level spectroscopies and extensive DFT modeling [68]. Accordingly, the
structure is composed of quadratic pyramidal VO5 building blocks, which have four
oxygen atoms in the basal plane attached to the substrate, the V atom in the center
and a vanadyl V = O group at the apex (see Fig. 1.18c). These VO5 units are joined
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together in a corner sharing way to generate the √7 unit cell as indicated in
Fig. 1.18b. This model has been substantiated by the very characteristic phonon
frequency of the V = O group in the high-resolution electron energy loss (HREELS)
spectra [68]. The formal stoichiometry according to this model corresponds to V3O9

or VO3, which would violate the maximum possible oxidation state of V atoms of
+5. Therefore, the structure requires charge transfer from the Rh(111) substrate to
the oxide layer to enable its stability. An intriguing feature of the (√7 × √7)R19.1°

Fig. 1.17 a, b STM images (scale bars are 2.5 nm; VS = 0.30 mV; IT = 229 nA) showing O–Fe–O
trilayer islands coexisting with O-adatom dislocations. Images were obtained after 300 s of O
exposure at p(O2) = 1 × 10−7 mbar at 300 K. b Enlargement of the area indicated by the dotted
square in (a). Guidelines mark the Fe positions of the pristine FeO film that coincide with the
protrusions on the O–Fe–O islands. c Proposed structural changes upon formation of O–Fe–O
trilayer islands. Reproduced with permission from [44]
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V3O9 model is that its VO5 building blocks can also explain the formation of the
(√13 × √13)R13.8° V-oxide structure, which has been frequently found in coexis-
tence with the (√7 × √7)R19.1° phase at the same surface. A simple rearrangement
of the VO5 pyramids can generate a (√13 × √13)R13.8° unit cell with a V6O18

content, which breaks down again to the formal VO3 stoichiometry [68]. The
formation of such highly oxidized V-oxide phases is not restricted to the Rh sub-
strate, but has also been observed on Pd(111), where a (4 × 4)-V5O14 monolayer
phase has been detected [53, 54, 69]. The V5O14 layer is oxygen terminated on both
sides and forms an open hexagonal network with V atoms in an unusual tetrahedral
O coordination, which interacts with the Pd surface alternately with one or two
oxygen atoms of the VO4 tetrahedra [54]. Again, charge transfer from the metal
across the interface to the oxide via the anchoring O atoms is necessary to stabilize
this structure. The highly oxidized V-oxide phases on Rh(111) and Pd(111) provide
prototypical examples of how the electronic metal-oxide interface coupling enables
unusual oxidation states and new structure concepts in 2-D oxide systems.

The (√7 × √7)R19.1° V3O9 phase on Rh(111) can be reduced to a (5 × 3√3)-rect
structure [72]. Figure 1.19a shows a larger scale STM image of islands of this
rectangular structure, for sub-monolayer coverage, and the insert presents a
high-resolution STM image displaying an intriguing pattern. The DFT derived
structure model, given in Fig. 1.19b, contains two major structure elements: the
highly oxidized quadratic VO5 pyramids introduced above, and more reduced
hexagonal V6O6 ring structures, joined together in a complicated way to generate
the (5 × 3√3)-rect unit cell, with a V13O21 stoichiometry content. The STM image
calculated from this model in the insert of Fig. 1.19b reproduces in detail all the
features of the experimental image contrast in Fig. 1.19(a—insert), and thus gives
credence to this complex structure model. Further reduction of the (5 × 3√3)-rect
leads to a (9 × 9) structure, in which all the VO5 units are reduced and the structure
is formed by a complicated network of V6O6 hexagons [72]. The overall stoi-
chiometry of this (9 × 9) phase on Rh(111) is reduced to V2O3.

From the phase diagram of Ti-oxides on Pt(111), which contains a number of
reduced phases [56], the so called zig-zag-like phase is selected here for the

Fig. 1.18 a High-resolution STM image of the (√7 × √7)R19.1° V3O9 phase on Rh(111)
(5 × 5 nm2); b DFT structure model, top view (green V; red O; grey Rh). c Structure model, side
view; the insert shows a detailed view of the pyramidal O4V = O units. Adapted from [70, 71]
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discussion [73]. The zig-zag phase (see STM image of Fig. 1.20a) is formed by
three-atom wide stripes separated by dark troughs running along the 1�10h i sub-
strate directions and with a zigzag pattern of atomic protrusions on their surface.
The structure displays a rectangular unit cell and is incommensurate with the Pt
substrate. The DFT model of Fig. 1.20b is based on a Pt–Ti–O stacking, a Ti6O8

stoichiometry, and contains Ti atoms coordinated to four O atoms (labeled as Ti4)
and Ti atoms coordinated to three O atoms (labeled as Ti3), with a ratio of Ti4/Ti3
equal to two. The Ti4 give rise to the brighter zig-zag contrast whereas the dark

Fig. 1.19 a STM images of the (5 × 3√3)-rect V-oxide phase on Rh(111) (main frame:
(100 × 100 nm2); VS = +2.0 V; IT = 0.1 nA; insert (3.3 × 3.3 nm2); VS = +2.0 V; IT = 0.1 nA).
b DFT model of the (5 × 3√3)-rect V13O21 phase (green V; red O). The insert shows a DFT
simulated STM image. Adapted from [71]

Fig. 1.20 a STM image of the TiOx-zig-zag phase on Pt(111) [(6 × 6 nm2); VS = +0.1 V;
IT = 1.5 nA]. b Top view of the proposed DFT model (blue Ti atoms; red O atoms). Adapted from
[73] (Color figure online)
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troughs are formed by bridging oxygens that connect the Ti4 and Ti3 atoms [73].
The DFT analysis of the driving force for the formation of this zig-zag structure
motif suggested that the oxide/metal interaction is only weakly directional although
important for the stability of the phase, and that the tendency to form a
closed-packed hexagonal Ti layer is frustrated by the lack of Ti atoms at the
established Ti coverage. Consequently, the Ti atoms arrange themselves into
close-packed stripes separated by bridging oxygen atoms. There are two
non-equivalent Ti atoms in the stripes, both in terms of O coordination and Pt sites,
which cause the different contrast in the STM.

An ordered tungsten oxide monolayer film has been fabricated on Pt(111) by
Li et al. [74] using a non-conventional preparation methodology: (WO3)3 clusters,
generated in the gas phase by direct thermal sublimation of WO3, have been
deposited onto the Pt surface and their condensation has been initiated by thermal
annealing. The surface induced opening of the (WO3)3 rings leads to the formation
of zig-zag chains, which assemble into a 2-D W oxide wetting layer with a c(4 × 2)
superstructure. According to the DFT analysis, the oxide layer is bonded to the Pt
surface both via part of the oxygen atoms and by one half of the W atoms, which
become reduced to the +5 oxidation state; the latter is in agreement with the
signatures in the XPS core level spectra. The other 1/2 of the W atoms remains in
the +6 oxidation state and forms tungstyl W=O groups pointing along the surface
normal and creating the zig-zag structure that appears in the STM image. The
interface layer is slightly buckled and contains both O atoms and W atoms, the
latter in 5+ and 6+ oxidation states, whereas the tungstyl oxygens form an open
quasi-hexagonal outer surface layer. The c(4 × 2) structure corresponds to a cov-
erage (=W/Pt surface atom) of 0.5; increasing the coverage to form a denser oxide
monolayer was investigated at the theoretical level, but was found energetically
unfavorable. Instead, the formation of a second layer of clusters on top of the 2-D
monolayer sheet has been suggested, and this has indeed been observed experi-
mentally in the form of a (3 × 3) second layer superstructure [74].

The ultrathin layers of alumina that form on Ni–Al alloy single crystal surfaces by
selective oxidation may be mentioned in this context of complex oxide structures.
Taking the AlOx double bilayer formed by high temperature oxidation of the Ni3Al
(111) surface as an example, this structure is built up by an Al–O–Al–O stacking
sequence, with a complex combination of square and triangular Al–O arrangements
at the surface and a hole at the corners of the (√67 × √67)R12.2° unit cell, reaching
down to the Ni3Al substrate interface [75]. The analog oxide layer on NiAl(110) has
been rationalized by a similar structure concept, with an Al4O6Al6O7 stoichiometry,
O atoms arranged in squares and triangles and Al atoms in between slightly below,
but almost coplanar with the oxygen layer [76]. This oxide film also has another O
and Al layer at the interface with the substrate. The oxidation of both Ni–Al substrate
surfaces is self-limited to the double bilayer AlOx thickness in the absence of metal
impurities. However, the presence of metal nanoparticles on the alumina surface can
promote further oxidation and a thickening of the alumina film [77, 78]. This may be
of importance and has to be taken into account, if the alumina films are intended to
be used as inert substrates for metal particles in model catalyst studies.
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1.3 Reactive Interfaces—Ternary Oxides: Increasing
the Complexity

If the chemical interactions between the constituents of the interface are strong,
interdiffusion can be initiated and eventually a new interfacial compound can be
formed, thus creating a so-called reactive interface. The growth of CaO on Mo(001)
may be cited as an example [79, 80]. Crystalline Ca oxide films have been prepared
after reactive evaporation of Ca in oxygen atmosphere onto a Mo(001) surface
followed by annealing to 1000 K. At low film thickness (≤2 ML) a considerable
interdiffusion of Mo atoms into the oxide overlayer has been detected by Auger
electron spectroscopy, which was accompanied by the formation of a sharp (2 × 2)
LEED pattern. With the help of DFT calculations, the oxide phase at the interface
has been interpreted as a Ca3MoO4 ternary oxide, where 25 % of Ca cations are
replaced by Mo in the RS structure [80]. In contrast to CaO, the ternary molybdate
has a smaller lattice constant as a result of the smaller size of the Mo cations as
compared to Ca cations and consequently a negligible lattice mismatch with the Mo
(001) surface: the interdiffusion of Mo and the formation of this ternary phase may
therefore be regarded as a chemical means to reduce the interfacial strain. A further
driving force for the formation of this mixed oxide has been ascribed to the higher
oxygen content of the new phase due to the presence of Mo atoms and to the
formation of an oxidized Mo plane at the interface [80].

The concept of the reactive interface has been employed by Denk et al. [81] as
an unconventional approach to fabricate ternary metal tungstates at the 2-D limit.
A Cu(110) surface with a (2 × 1) surface oxide reconstruction has been covered by
a monolayer of cyclic (WO3)3 clusters, the latter deposited via a molecular beam
from the gas phase, and the interfacial chemical reaction has been initiated by
temperature treatment at 600 K, as schematically illustrated in Fig. 1.21a. The
resulting well-ordered oxide monolayer has been fully characterized experimentally
by a combination of diverse surface science techniques and has been interpreted
with the help of DFT calculations as a CuWO4 ternary layer. The complex structure
model, which is shown in Fig. 1.21b, corresponds to a sequence of three sublayers
with stacking O–W–O/Cu from the Cu interface and contains W atoms with a
tetrahedral oxygen coordination. This structure is significantly different from the
bulk wolframite structure of CuWO4 [83], although the three-layer stacking
sequence (O–W–O/Cu) is somewhat reminiscent of the O–W–O–Cu stacking in the
wolframite structure, which however contains W with an octahedral oxygen
coordination. On the other hand, the scheelite structure, in which other metal
tungstates with larger cations crystallize [84, 85], does have a tetrahedral W–O
coordination. The 2-D CuWO4 structure on Cu(110) may therefore be regarded
somewhat superficially as a combination of wolframite and scheelite structure
elements.

The preparation method of CuWO4 as outlined above, namely the surface
reaction between a well-ordered 2-D surface oxide and a layer of (WO3)3 clusters, is
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not particular to the Cu-tungstate phase, but appears to be of a more general
validity. For example, Ni-tungstate NiWO4 on Ni(110) has been fabricated by
chemical reaction of NiO/Ni(110) with (WO3)3 clusters [86], and a surface
Fe-tungstate phase has been generated by the interfacial reaction of the FeO(111)
bilayer phase on Pt(111) (see Sect. 1.2.2) with (WO3)3 clusters [87]. The first step
in the latter interface reaction between FeO(111)/Pt(111) and (WO3)3 clusters has
been observed by Li et al. [88], who found evidence for the dissociation of the
clusters into WO3 monomers in their STM images. The related DFT calculations
revealed that the dissociation is accompanied by significant restructuring of the FeO
(111), with the Fe ions being pulled on top of the surface and bonded to the WO3

fragments [88].

Fig. 1.21 a Schematic illustration of the formation of a surface Cu-tungstate phase: a Cu(110)
2 × 1-O surface oxide is covered by (WO3)3 clusters from the gas phase and an interfacial reaction
is initiated by T treatment to yield an ordered CuWO4 layer (right panel). b DFT derived structure
model, top and side views (brown Cu substrate atoms; grey W atoms; red O atoms; yellow Cu
atoms in the top surface layer). Adapted from [81, 82]
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1.4 Finite Size Effects

Finite size effects are ubiquitous in nanoscale materials [89–91]. A suitable concept
for the investigation of finite size effects in oxide nanostructure research is to use the
regular step arrangement of a vicinal metal surface as a model template. Schoiswohl
et al. [92] have examined the growth structures of 2-D V oxide layers on a vicinal Rh
(15 15 13)Rh(15 15 13) surface and have compared them with those on a flat Rh
(111) surface. It was found that while similar V–O building units as on the Rh(111)
surface develop as a function of the chemical potential of oxygen on the (111) ter-
races of the vicinal Rh surface, the effects of limited terrace size and strain relief at
the step edges lead to a rearrangement of building blocks and the stabilization of
novel oxide structures that are not observed on the extended (111) surface [92].

A striking consequence of finite size effects has been encountered during the
growth of Mn-oxide on a Pd(1 1 17)Pd(1 1 17) surface [93], a vicinal of Pd(100). We
recall that on Pd(100) a Mn3O4 c(4 × 2) monolayer is formed [26], in which the
creation of Mn vacancies in the c(4 × 2) array provides a means to relax interfacial
strain (see Sect. 1.2.1). The strain relief in the c(4 × 2) Mn-oxide layer is however
incomplete, and the Mn3O4 phase on Pd(100) is a domain structure, characterized by
relatively small ordered c(4 × 2) domains separated by disordered domain bound-
aries [94]; the latter obviously are a consequence of strain relief. On Pd(1 1 17),
however, a perfectly ordered c(4 × 2) Mn3O4 monolayer surface has been obtained,
with the step-terrace structure of the vicinal surface in a perfect superlattice (see
Fig. 1.22) [93, 95]. The latter is not the case on the clean Pd(1 1 17) surface, where
the step-terrace structure is much less regular: the Mn-oxide overlayer obviously
stabilizes a regular step-terrace arrangement of the Pd substrate. The quantitative
evaluation of the superlattice parameters of this surface by spot-profile analysis
LEED (SPA-LEED) yielded a surprising result: the Pd(1 1 17) surface had under-
gone a massive reconstruction and had rearranged into a Pd(1 1 21) surface under the
influence of the c(4 × 2) Mn3O4 oxide overlayer growth [93]. DFT calculations
elucidated the physical origin of the stabilization mechanism of particular terrace
sizes in terms of “magic widths” of the Mn3O4 stripes, with particular stable oxide
stripes occurring if full c(4 × 2) unit cells can be accommodated on the Pd terraces.
The structural details of the most stable Mn14O20/Pd(1 1 21) nanostripe showed
substantial relaxation and a buckling of the oxide layer at the boundaries, i.e. at the
step edges, which is a clear consequence of limited size effects [93, 95].

1.5 Interface Chemistry

The strong chemical affinities between the elements constituting the interface are at
the root of the reactive interface formation, as discussed in Sect. 1.3. Here we will
include the affinity to oxygen and examine, how these affinities reflect on the type
of particular oxide structure formed on different metal substrates. Prototypical
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examples are difficult to find, because the chemical effects are in general strongly
mixed up with elastic and electronic effects, so that the chemistry, as defined here, is
difficult to single out. A few systems, however, may be discussed in terms of
showing these interface chemistry aspects.

The highly oxidized V-oxide monolayers show a (4 × 4) structure on Pd(111)
and a (√7 × √7)R19.1° structure on Rh(111) surfaces, which are formed by different
V–O coordination units and somewhat different stoichiometries. The (4 × 4)
structure on Pd(111) is an open network structure of VO4 units with tetrahedral
V–O coordination and a formal VO2.8 stoichiometry, whereas the (√7 × √7)R19.1°
structure on Rh(111) is built up by quadratic VO5 pyramids with a formal VO3

stoichiometry [96]. It is noted that the (4 × 4) V-oxide is thus only slightly O

Fig. 1.22 a, b STM images of the c(4 × 2) Mn-oxide/Pd(1 1 21) surface (a (40 × 40 nm2);
VS = +1.5 V; IT = 0.1 nA; b (10 × 10 nm2); VS = −0.2 V; IT = 0.1 nA); a primitive c(4 × 2) unit
cell is indicated in (b). c LEED pattern of the c(4 × 2) surface (electron energy = 120 eV).
d Terrace width distribution of the c(4 × 2) oxide surface. Reproduced with permission from [95]
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deficient with respect to the (√7 × √7)R19.1° phase. Closer inspection of the pro-
posed structure models shows, however, that the interface of the (√7 × √7)R19.1°
structure is considerably denser in oxygen: the pyramidal VO5 units of the (√7 × √7)
R19.1° structure are attached to the Rh surface via four oxygen atoms of their basal
plane, whereas the tetrahedral VO4 units of the (4 × 4) phase are bonded alternately
via only one or two oxygen atoms to the Pd substrate. The difference in surface
lattice constants beween Rh(111) and Pd(111) is relatively small (*2.2 %), so that
the elastic strain is unlikely to be the decisive factor in determining these different
oxide structures. It has been proposed that the higher affinity of Rh towards oxygen
may be the cause for the structural difference of these highly oxidized V-oxide
structures on Rh(111) and Pd(111) substrate surfaces [96]; this is an interface
chemistry effect in the sense discussed here.

The Co-oxide monolayer grows on Ir(100) in a c(10 × 2) structure, which has
been interpreted in terms of a hexagonal RS (111)-type bilayer [97] (see
Sect. 1.2.2). The Co-oxide monolayer however displays a different structure, if the
substrate is chemically modified by deposition of a pseudomorphic Co monolayer
as an interlayer on top of the Ir(100) surface: in this latter case, an RS (100)-like c
(4 × 2) Co3O4 vacancy structure is formed [98] (see Sect. 1.2.1). Gubo et al. have
analyzed the stability of the two systems by ab initio thermodynamic phase dia-
grams and found that, while the c(10 × 2) structure is thermodynamically most
stable over a wide range of oxygen chemical potentials on the bare Ir(100) surface,
the c(4 × 2) structure becomes more stable on the Co/Ir(100) support. The strength
of the interface chemical bonding between the oxide oxygen and the Co atoms of
the support interlayer has been made responsible for the formation of this c(4 × 2)
oxide structure [98]; in the latter structure, the overlayer-substrate bonding appears
to be more specific and directional than in the c(10 × 2) phase, which is less
commensurate.

The first monolayer of W-oxide on Pt(111), displaying a c(4 × 2) structure with
zig-zag line motif of W–O chains condensed into a 2-D network, is anchored to the
Pt surface by strong W–Pt and O–Pt bonds [74]. In contrast, W-oxide on Ag(100)
forms an extended first wetting layer with square symmetry that is incommensurate
to the substrate: this creates a characteristic Moiré modulation pattern in the STM
images [21]. The interesting aspect of this W-oxide monolayer is that it is rota-
tionally disordered in different domains, that is the registry of the WOx layer is in a
random azimuth orientation with respect to the Ag(100) surface directions; this
becomes apparent from a varying Moiré signature in different domains, but is also
most simply seen in the LEED pattern. Figure 1.23 shows a LEED pattern of the
WOx/Ag(100) surface: the bright outer spots are the integer order reflections of the
Ag substrate, whereas the weak ring-like intensity is from the rotationally disor-
dered domains of the WOx overlayer. There are indications that there is some
preferential orientation of domains rotated 45° with respect to Ag(100) surface
lattice, but the rotational disorder is clearly apparent. Although the exact atomic
structure of the WOx monolayer on Ag(100) has not yet been resolved, the
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orientational randomness of the WOx overlayer indicates that the surface potential
is flat and that the chemical interactions across the interface are not pronounced.
This is in line with the weak chemical affinitiy of silver to tungsten and oxygen.

1.6 Surface Phase Diagrams

Elements with several atomic oxidation states of comparable stability may exhibit a
very complex oxide structure behavior as a function of external growth parameters,
and an impression of such structural complexities may be obtained from the surface
phase diagram. The term is used here as the projection of the regions of stable
phases onto the relevant parameter space, which is in most cases the chemical
potential of oxygen μO and the metal atom surface concentration as expressed by
the surface coverage; notice that the metal atom surface concentration not only
determines the actual oxide coverage of the surface, but also influences the stoi-
chiometry of the growing oxide phase due to kinetic effects. This definition of phase
diagram is different from the one in the thermodynamic sense, where the total
energy of a phase versus a particular parameter, e.g. μO, is presented. Complex
phase diagrams have been reported for V-oxides on Pd(111) [50] or Rh(111) [68,
72] surfaces, Ti-oxides on Pt(111) [55, 56], or Mn-oxides on Pd(100) [94]. The
latter is a benchmark system and the surface phase diagram for a given metal
coverage as a function of μO is illustrated in Fig. 1.24. Nine different 2-D Mn-oxide
phases have been detected as a function of μO. The phases in the different regions of
the μO (e.g. “oxygen-rich”, etc.) are structurally related to each other and often
occur in coexistence at the surface. It should be mentioned at this point that the
latter constitutes a considerable problem for the experimental characterization of the

Fig. 1.23 LEED pattern of
the WOx monolayer phase on
Ag(100) (electron
energy = 66 eV). The bright
outer spots are the integer
order reflections of the Ag
(100) substrate, the weak
ring-like intensity is from the
first order reflections of the
rotationally disordered
overlayer. Adapted from [21]
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different phases, since subtle variations in the thermodynamic parameters, often
below the control of the experimenter, may drive the system into a different
structure. It is therefore a challenge in these systems with multi-structure phase
diagrams to reproducibly prepare a particular phase, which sometimes even cannot
be prepared as a single phase at the surface. This is detrimental for the structure
characterization, since a combination of several experimental techniques is often
necessary, including area averaging techniques besides the space-resolved STM, to
unravel a complex oxide structure. In the “oxygen-rich” regime of the MnOx/Pd
(100) phase diagram (Fig. 1.24), hexagonal trilayer MnO2-type structures are
observed (Sect. 1.2.2), in the “intermediate” region the c(4 × 2) Mn3O4 phase is
central (Sect. 1.2.1), with the other phases related to it by a vacancy propagation
mechanism [5, 29], whereas in the “oxygen-poor” region (left part of the diagram),
the atomic details of the reduced structures are mostly lacking for the reasons
mentioned above.

The importance of kinetic stabilization in surface oxide phase diagrams cannot
be underestimated—see the discussion of Fortunelli et al. in Chap. 2. It appears that
kinetic effects in 2-D systems are more prominent than in 3-D bulk systems. This
may be related to the enhanced flexibility of 2-D oxide structures in terms of
geometric stiffness, which depends on the O-coordination number [2]—with less
flexibility for higher O-coordination—as well as in terms of allowing for different
metal-oxygen building blocks and their variable connectivities.

1.7 Pattern Formation

The mismatch of lattice constant and symmetry across a hetero-epitaxial interface
may lead to the formation of a mesoscopic corrugation pattern at the surface. This
has been demonstrated for a nanostripe pattern of a NaCl monolayer on a Cu(110)
surface [99]. NaCl is not an oxide, but a dielectric material, and similar effects are
expected to occur on other 2-D dielectric systems, including oxides. Indeed, very
recently the formation of a nanostripe pattern has been observed for a 2-D layer of
CeO2 on Cu(110) [100]. NaCl grows in the form of quadratic RS (100) monolayers

Fig. 1.24 Schematic phase diagram of 2-D Mn-oxides on Pd(100), presented as a function of the
oxygen pressure pO2 and of the oxygen chemical potential μO. The nominal coverage of Mn on the
surface is 0.75 ML. Adapted from [94]

1 Structure Concepts in Two-Dimensional Oxide Materials 31

http://dx.doi.org/10.1007/978-3-319-28332-6_2


on Cu(110), as on most other noble metal surfaces. Figure 1.25a shows an STM
image of an individual NaCl island at a step edge, and Fig. 1.25b of the full NaCl
monolayer on Cu(110): the pattern of dark and bright stripes with a periodicity
distance of *40 Å and a corrugation of *1.2 Å is clearly apparent. The formation
of this pattern has been interpreted with the help of DFT calculations as the result of
the frustration of the overlayer-substrate chemical bonding produced by the epi-
taxial mismatch. In regions of a favorable epitaxial relationship the Cu–Cl covalent
bonding is strong and the overlayer-substrate distance is short; conversely, in
regions of poor epitaxial match the Cu–Cl bonding is weak and the
overlayer-substrate distance is long. This leads to a chemically induced periodic
modulation of the overlayer topography and a geometric rumpling of the surface,
and thus to the observed stripe pattern in the STM. This is a true 2-D effect:
simulations of NaCl bilayers were conducted, but the experimental corrugation
could not be reproduced, because the interaction of the first interfacial NaCl layer
with the second NaCl layer competes with that with the support, reducing sub-
stantially the topographic corrugation at the surface [99]. The formation of such
anisotropic template surfaces, produced by the epitaxial lattice and symmetry
mismatch in a hetero-epitaxial 2-D dielectric-metal system, may be of interest for
the growth of hierarchical superstructures or for the engineering of periodic strain
on oxide surfaces [100], with associated heterogeneous surface properties.

1.8 Synopsis

Oxide materials at the 2-D limit, supported on metal surfaces, exhibit a fascinating,
sometimes confusing complexity of geometries and phases. We have analyzed this
structural behavior of 2-D oxides with the aim to understand and reduce the

Fig. 1.25 a STM image of a NaCl monolayer island on Cu(110) located at an upper step edge (as
illustrated by the cartoon in the insert) [(81 × 81 nm2); VS = −1.75 V; IT = 0.03 nA]. b STM image
of 1 ML NaCl on Cu(110) [(111.5 × 115.5 nm2); VS = +1.0 V; IT = 0.1 nm]. Adapted from [99]
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complexity by tracing down common structure motifs and trends. To identify the
physical origin driving oxide phases into a particular structure and atomic geom-
etry, we have attempted to isolate the major physical parameters that drive a system
into a particular phase, employing a reductionist approach. This is, of course,
somewhat simplistic, since the various degrees of freedom—geometric, electronic,
chemical, magnetic—are intimately coupled and interwoven. However, it is a useful
approach for a categorical discussion and of pedagogical advantage.

To categorize oxide structures, we have chosen either a stacking layer repre-
sentation, e.g. using a sequence of oxygen and metal layers, or a description by
combining and nesting the individual M–O coordination building blocks, the
selection being made somewhat arbitrarily with the purpose of easy perception.
A variety of structure concepts have been identified and their characteristic
parameters have been discussed. To illustrate the major oxide structure categories,
benchmark systems have been chosen for the presentation. The main body of this
chapter has been devoted to describe and analyze structure types of binary oxide
systems, where most of the surface science based work has been undertaken hitherto,
but the way towards more complex ternary oxide systems has been indicated.

Interfaces play an important role in hetero-epitaxial thin film growth. The more so
for the behavior of 2-D overlayers, where the parameters of the interface become
decisive in determining the properties of the whole system. The geometry and the
electronic/chemical interactions at the interface have therefore been emphasized
throughout the treatise as a major structure determining aspect. Finite size effects are
present in all nanoscale systems, but are particularly prominent at low dimension-
ality. In this context, we have investigated the consequence of the steps of vicinal
metal substrate surfaces for the formation of oxide overlayers and their influence on
the stability of structures. The interplay of thermodynamic and kinetic effects is
responsible for the structural richness of some oxide surface phase diagrams, where
several different phases can coexist at the surface after preparation under closely
related conditions. Such multitude of oxide structures of similar stability may be
regarded as a structurally degenerated ground state, which is conceptually interesting
because it illustrates most evidently the flexibility of structure building blocks of
oxides at the 2-D limit. Experimentally, it is difficult to handle, since area averaging
techniques cannot be applied. The epitaxial lattice and symmetry misfit at the
interface between a metal and a dielectric layer may give rise to the formation of a
periodic anisotropy at the surface of oxides and the spontaneous appearance of
mesoscopic stripe patterns. This supports the notion of a local chemical bonding
concept at the interface, as the stripe pattern has been ascribed to the frustration and
the local variation of the interfacial bonding due to the epitaxial mismatch.

The study of structures of 2-D oxide systems, which span the range from a single
plane of a bulk crystal to novel structure types containing unusual metal oxidation
states in metal-oxygen coordination spheres with atypical connectivities, has been
an evolving field of research during the last one and a half decades that has ben-
efitted enormously from the progress in area-resolving experimental methodologies
(e.g. the scanning probe techniques) and advanced density functional theory tech-
niques (see the Chap. 2 by Fortunelli et al.). It was the close combination of

1 Structure Concepts in Two-Dimensional Oxide Materials 33

http://dx.doi.org/10.1007/978-3-319-28332-6_2


experiment and theory that has enabled the remarkable advances in this field and
has led to an atomic picture of very complex oxide phases, and a glimpse of this
close coupling between experiment and theory has been given in this chapter. Due
to the concentration on structure aspects, local probe techniques have been in the
foreground of the present description, but the connection with complementary area
averaging techniques, e.g. electron spectroscopies, has been crucial for the progress
in the field.

What are the further perspectives for the years to come? The path towards more
complexity is already preordained and the study of ternary oxides and beyond is on
the way. The magnetic structures of 2-D oxides have been addressed during their
theoretical modeling, but experimental investigations are still sparse; we expect
more to come. Most studies of 2-D oxides have been performed on systems sup-
ported on metal surfaces; the structure of 2-D oxides on oxide substrates is largely
unexplored. In view of their high interest in catalytic chemistry, 2-D oxide systems
supported on oxides substrates are an emerging active area of research. The com-
bination of 2-D oxides with other 2-D materials (e.g. oxides supported on graphene,
BN and the like) has been barely attempted so far. Such combinations may be of
interest from the point of view of weakly interacting systems, where the intrinsic
2-D oxide character may be preserved due to the expected weaker influence of the
interface to the substrate. The materials science of 2-D oxides is a wide open field
and we expect new phenomena and materials´ properties to be discovered.
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Chapter 2
Atomistic and Electronic Structure
Methods for Nanostructured Oxide
Interfaces

Giovanni Barcaro, Luca Sementa, Fabio Ribeiro Negreiros,
Iorwerth Owain Thomas, Stefan Vajda and Alessandro Fortunelli

Abstract An overview is given of methods for the computational prediction of the
atomistic and electronic structures of nanoscale oxide interfaces. Global opti-
mization approaches for structure prediction, together with total energy and elec-
tronic structure methods are reviewed and discussed. Our aim is to furnish
conceptual instruments to select the optimal (i.e., the most accurate and least costly)
method for treating a given system, and to understand the potentialities and limi-
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tations of current approaches. Theoretical modeling of the structural, catalytic,
mechanical, optical and magnetic properties of nanoscale oxides is also briefly
described. Finally, an outlook on extending computational and experimental
investigation from crystalline-like to amorphous oxide ultrathin layers and the
challenges to be faced when dealing with these more complex systems is presented.
Final remarks conclude the chapter.

Interfaces between an oxide and another material (a metal, a dielectric, a solvent, a
polymer, …) are ubiquitous in nature, and are usefully exploited or simply dealt
with in a huge number of technological applications. The strong oxygen affinity of
many elements (including metals) makes in fact that under ordinary conditions
surfaces of materials are typically covered by a protective layer of an oxide of some
kind. Often, these are thin layers, and in given cases ultrathin or nanometer-scale
layers, i.e., with at least one dimension of the order of few nanometers.

Drawing inspiration from this everyday experience, systems mimicking such
‘natural’ interfaces or, at the other extreme, new interfacial systems purposedly
designed and prepared in the laboratory under completely different (e.g., Ultra-High
Vacuum, UHV) conditions have been the subject of increasing attention in the
scientific community in the last decades, and in this context the sub-field of
nanostructured oxides has attracted a substantial amount of studies and efforts [54,
127]. The reasons for this interest are easy to understand. From the point of view of
fundamental science, nanoscale oxide systems offer the possibility of an improved,
more detailed characterization and in-depth understanding, in addition to a wide
playground of novel and unexplored materials. From the point of view of tech-
nology, focus on ultrathin or variedly nanostructured systems is encouraged and
triggered by the parallel progressive shrinking of device dimensions as required by
increasing miniaturization, in addition to the appeal of investigating the novel
phenomena exhibited by such systems [54, 84, 127].

In these studies it has been soon realized that, in keeping with a general
expectation in nanoscience and nanotechnology, nano-confinement entails the
system features which are peculiar and as a norm very different from those of
extended systems. Nanoscale dimensions in fact produce a much greater freedom
and the relief of many thermodynamic or kinetic constraints enforced upon
extended systems by their macroscopic extension and the consequent renormal-
ization of fine interactions into Hamiltonians valid for bulk. In other words, in
nanoscale oxides the realm of strongly non-scalable structure/property relationships
is explored in which addition of one layer can substantially alter the observed
behavior and huge oscillations occur as a function of size. As described in other
chapters of this book it has then been found that the atomistic configurations at
nanostructured interfaces are sometimes completely apart from those known for
bulk oxides (widening of structural degrees of freedom), and that response prop-
erties can be greatly affected by the rapid cross-over of dielectric and/or structural
characteristics at the interface between two possibly very different materials
(widening of both structural and electronic degrees of freedom).
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The above considerations also explain the reasons of the great importance of
theoretical and computational methods in the field of nanostructured oxide
interfaces.

Theory can in fact provide a general framework and a hierarchy of interactions in
which to place and analyze the complex empirical phenomenology (see for example
the discussion of polarity by Noguera and Goniakowski in this book).

In addition to this original role, computational methods have acquired a con-
tinuously increasing (at times dominant) importance. This is also easy to rationalize.
Even in those cases (such as those considered in this chapter) in which the presence
of a conducting or semi-conducting substrate enables the use of charged-particle
probe techniques thus offering great advantages in terms of experimental charac-
terization, the novelty of behavior and the intricacies of these multi-component
interfacial systems are such that it is often impossible to comprehend their physics
simply on the basis of experimental information combined with general theoretical
principles. The availability of accurate and predictive computational methods is
thus crucial for an in-depth understanding. An accurate and predictive computa-
tional modeling can first of all cross-validate and double-check experimental
findings, thus supporting experimental analysis and assignment. Additionally, if
accurate, it can provide a completely independent source of information thus
representing an advanced form of characterization with features, advantages and
limitations typically very different from, thus complementary to, experiment. New
systems can e.g. be conceived, and the existence and properties of these hypo-
thetical systems can then be verified experimentally in a cross-fertilizing synergy.
Finally, computational ‘gedanken’ experiments can be devised which help ana-
lyzing and dissecting the basic interactions governing the physics of a class of
systems.

The aim of the present chapter is thus to provide an overview of the computa-
tional approaches utilized in the field of nanostructured oxide interfaces, with focus
on those based on electronic structure methods. Given this methodological char-
acter, the topics here discussed transversally underlie many of the other
contributions.

Attention will be concentrated on nanostructured oxide interfaces in the form of
metal oxide ultrathin films on a conducting or semi-conducting substrate (e.g., a
metal single-crystal surface), i.e., films with a thickness of few (1–2) nanometers or
1–10 monolayers (ML)—see Fig. 2.1, which are most familiar to the authors [127].
However, the methods here described possess a more general significance, and can
be adapted or adjusted to deal with any kind of nanostructured oxide interfaces (see
e.g. the extension to amorphous systems in Sect. 2.4).

The chapter will end with a brief perspective outlook. Here we will make a leap
to a further step in science and technology, which will bring us from the model
crystalline phases mostly considered in this book toward amorphous materials close
to those realized under realistic conditions [84].

The chapter is structured as follows. Given the widening of structural degrees of
freedom in nano-oxides and the importance of knowing their atomistic structure to
achieve predictive accuracy, we start with reviewing methods for structure

2 Atomistic and Electronic Structure Methods for Nanostructured … 41



prediction and global optimization (Sect. 2.1). We then describe and briefly discuss
approaches for total energy (Sect. 2.2), and electronic states (Sect. 2.3). Also to
complement information not contained in other chapters of this book, Sect. 2.4
presents an outlook on and a brief introduction to the topic of amorphous nanoscale
oxide interfaces and their potentialities in fields such as heterogeneous catalysis.
Few final remarks and considerations then conclude this chapter (Sect. 2.5).

2.1 Structure Prediction Methods

As mentioned in the introduction, low-dimensional oxides may adopt structural
configurations that are completely differ from the corresponding bulk motifs. It is
therefore of great importance to be able to rigorously determine these configurations
to provide a basis for structure/property relationships and surface functionality.
Structure determination is however a very difficult task, and in practice often nearly
impossible using experimental characterization alone. The number of atomistic
structures of nanoscale oxides which have been fully unveiled is thus still somewhat
limited. Crucial progress and successful examples have been achieved by com-
bining the multitude of different experimental techniques with extensive calcula-
tions [127], see e.g. [78, 89, 112, 135] as pioneering cases. Given the importance of
this subject and the common occurrence of a few misconceptions in the literature,
we devote this Section to a review of structure prediction methods, i.e., computa-
tional methods for efficiently exploring the complex potential energy surface of
multi-component systems that can be applied to oxide/metal and oxide/oxide
interfaces to reliably predict their structure, providing a general framework in which
to comprehend their basic principles.

Structure prediction is tantamount to finding the absolute minimum (the global
minimum) of the potential energy surface (PES) of a given system—sometimes
subjected to constraints which mimic or correspond to external physical constraints.
In the mathematical literature, this problem goes under the name of ‘global opti-
mization’ (GO) [109]: to find the global minimum of a function : ℜN → ℜ,
defined under suitable conditions. In our case the function corresponds to the
energy of the system (or some form of free energy at finite temperature).

Fig. 2.1 Schematic depiction of metal oxide ultrathin films on metal surfaces
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Figure 2.2 illustrates the conceptual scheme of a Global Optimization
(GO) approach. The basic ingredients are the following:

• ≡ structure at step i; ≡ structure after neighborhood exploration using the
energy function

• ≡ structure at step j; ≡ structure after neighborhood exploration using the
energy function

• ≡ energy operator for neighborhood exploration − possibly hierarchical
whence

• ≡ energy operator for labeling & comparison − possibly hierarchical whence

• ≡ move operator transforming into

• ≡ selection/comparison operator, with as its result

This conceptual scheme is based on a few simple rules and ideas:

1. since a global minimum in the PES is sought for, the efficiency of the search is
increased if—given a trial configuration—a neighborhood exploration (e.g., a
local minimization) is performed before deciding whether to accept or reject the
given configuration as meaningful—this neighborhood search is best performed
using as the energy operator the true physical energy of the system
Hamiltonian without any modifications;

2. to label and decide whether to accept or reject the given configuration as
meaningful a modified energy operator can be used, e.g., by combining the

Fig. 2.2 Conceptual scheme of global optimization (GO)
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energy of the system with other descriptors or order parameters or generalized
variables (see the discussion below): this modified energy operator for labeling
& comparison is indicated as ;

3. both the energy and modified energy operators can be multi-mode (or hierar-
chical or multi-scale): in these approaches the energy is evaluated in an initial
sampling of the phase space using a lower-level, less sophisticated but faster
computational approach—indicated as or –, and one switches to a
higher-level, more accurate but more computationally demanding method—i.e.,

or -, only for the energetically promising configurations;
4. in stochastic searches the selection/comparison operator is often imple-

mented as a Metropolis criterion comparing structure and , i.e., by defining a
fictitious temperature T and accepting the structure either if its modified energy

is lower than or if the criterion:

“ < rndm” is satisfied, where rndm is a random
number between 0 and 1 and kB is the Boltmann constant—we anticipate that, in
practical implementations, an optimal acceptance probability is typically around
50 % (if too low, the search is inexistent, if too high, the search is ineffective);

5. the move operator (i.e., the way to transform structure into structure or
simply to generate structures sequentially) is obviously important for the
efficiency and thoroughness of the GO algorithm, and will be discussed below,
distinguishing between systematic and stochastic sampling techniques;

6. structures and can be either single configurations or ensembles of configurations.

A GO search then starts from a given structure , locally explores/minimizes its
energy , records its modified energy —possibly multi-scale thus

, generates the next structure via the move operator , locally

explores/minimizes its energy , records its modified energy —possibly

multi-scale thus , performs a selection/comparison to decide whether
to accept the structure or not, and starts the cycle again from structure or
depending on the outcome of .

Let us discuss each point (1–6) in more detail.

Point (1) is at the basis of any current GO approach, although it can be recalled
that historically the first GO algorithms used simple Monte Carlo sam-
pling without any neighborhood exploration. To make this local
neighborhood exploration, the true physical energy of the system
rather than any modified energy operator should be used, as this best
corresponds to the physics of the problem.

For activated systems, i.e., systems in which the phase space is composed of
basins separated by energy barriers appreciably larger than the thermal energy, the
local neighborhood exploration is best realized as a local minimization, as in the
pioneering basin-hopping algorithm [87]. What this energy minimization step does
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is to associate to each point of the PES the energy of its closest local minimum. In
this way, one actually transforms the original PES into a stair-case function, as
illustrated in Fig. 2.3. More precisely, the original PES is transformed into a graph
in which a volume-let of the phase space is associated to each vertex (see the right
most side of Fig. 2.3).

For diffusive systems, i.e., systems with a very flat potential energy landscape in
which energy barriers are comparable to the thermal energy, a GO search is mean-
ingless, and the system should be studied using a Molecular Dynamics
(MD) approach. It can be noted in passing that a GO search is also meaningless in the
opposite régime of glassy systems, i.e., systems with an extremely rugged potential
energy landscape inwhich energy barriers are so high that the system is frozen andwill
never reach the global minimum. For hybrid systems, i.e., simultaneously exhibiting
activated and diffusive degrees of freedom, such as soft matter and biological systems,
a GO search is meaningful for the activated degrees of freedom, with the local min-
imization best replaced by a MD run as a local neighborhood exploration over the
diffusive degrees of freedom. AMD run can also be used in activated systems in place
of a local minimization to get rid of metastable minima with barriers*kBT loge(Aτ),
where A is a typical Arrhenius prefactor and τ is the time of theMD run (it can also be
recalled that indeed a local minimization is often realized as a simulated annealing
with T→ 0). Since anMD run is conducted at a finite temperature, one has the option
of using either the average potential energy or the free energy from the MD run for
labeling and comparing the given configuration—in either case one realizes a finite-
temperature GO search. An alternative approach in activated systems corresponds to
determining the vibrational eigenvalues {ωi} of the given local minimum configu-
ration and adding the corresponding zero-point vibrational energies: since some
minima are stiffer than others, this can obviously make a difference.

Point (2) brings us a step further by introducing one of the most important tools in
terms of efficiency of the search, which is exploiting within GO structural
recognition or order parameters (from the theory of phase transition) or
descriptors. An order parameter or descriptor is a function : ℜN → ℜ,
defined in the same configurational space as the energy, let’s label it .

Paralleling the energy but offering a different landscape, order parameters can be
used to increase the diversity of a stochastic search. A common problem of GO is in
fact that there are regions of the phase space (‘basins’) which are wide and contain

Fig. 2.3 Transformation of the original PES (leftmost image) via local minimization into a
staircase function (middle image) which is tantamount to a phase-space graph (rightmost image)
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very many (similar) structures and thus represent attractors for a stochastic search but
which do not necessarily contain the global minimum which instead may reside in a
different and much narrower region of the phase space. A stochastic search, such as a
basin-hopping random walk, will be likely confined to the wider regions and will
only rarely end up in the narrow regions where the global minimum may be located.
However, if an order parameter is defined which exhibits different values in the
different region of the phase space, it can be used to orient the search toward one or
the other of these regions, thus increasing diversity. There are many ways of real-
izing this. In perhaps the simplest example, a modified energy is defined as a
linear combination of and [108]. Other methods will be mentioned at point (5).

Within systematic sampling, instead, order parameters can be used to achieve the
opposite goal of enforcing constraints on the search, constraints aimed at reducing
its exponential complexity, as will also be discussed at point (5).

Point (4) corresponds to selecting configurations.

This selection/comparison can be based on a relative comparison between struc-
tures i and j as in the basin-hopping algorithm [87] or on an absolute comparison
between the modified energy: (i) or (j), and some reference value (reservoir).

It should be recalled that the GO problem is a non-polynomial problem, i.e., its
complexity increases as a function of the size of the system not as a power of size but
exponentially. This means that the number of local minima accessible to a given
system will increase exponentially, thus quickly exceeding the processing capabili-
ties (storage, enumerating, etc.) of any given hardware resources. Most of these
configurations will however be at high energy and thus physically irrelevant at any
practically interesting, finite temperature (see below the discussion of kinetics and
structural dynamics). The selection operator is thus an expedient tool to
discard high-energy configurations as quickly as possible, i.e., to implement filtering.

If the selection operator is based on a Metropolis criterion and the neighborhood
exploration is a local minimization as in the basin-hopping algorithm [87], then the
stochastic search corresponds to a Metropolis Monte Carlo random walk on the
staircase-transformed PES (using kBT as the Monte Carlo parameter), see Fig. 2.3.
Here mathematical theorems on random walk can be usefully recalled. One of the
most interesting reminds us that for a homogeneous random walk (i.e., on a flat
potential energy surface, with no underlying energy bias) the recurrence probability
of getting back to any starting point is 1 in 1 dimension (1D case), still finite in the
2D case, and equals zero in the 3D and higher-dimensional cases. This implies that
there is no guarantee that a GO search for any higher-dimensional system will be
successful. The kBT value determines the acceptance probability. As mentioned
above, the optimal acceptance probability is roughly around 50 %. However, more
than a mere numerical value the important point is that acceptance must be such that
the system is able to explore those higher-energy configurations that are intermediate
steps in the stochastic diffusion between one basin and another (see Fig. 2.3). It can
be noted that the typical value of the ‘energy barriers’ to be so crossed depends on
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the features of the PES of the given system but also on the move operator , which
is discussed at point (5).

Finally, in stochastic searches the selection/comparison operator should also
ascertain whether structure is unique, i.e., it has not been already considered in the
search, otherwise it does not add information and should be neglected. In “big data”
searches (generating millions of configurations each one describing the position of
millions of atoms) this can be a non-trivial problem. Applying the standard
structure-comparison algorithm between two configurations (based on first rotating
the structures into standard inertia-axes orientation and then calculating the distance
matrix) to compare structure with all the previously generated structures can be
computationally unfeasible. Faster algorithms comparing only a limited set of
descriptors to label/indentify a given structure (typically the energy and a few order
parameters) and partitioning their values into histograms are computationally more
affordable and should be used.

Point (3) can also greatly increase the efficiency of the GO search. The principle is to
find an approximation to the energy (equivalently and )which
is computationally faster, and to use (equivalently ) to select
promising configurations, while implementing the higher-level, more
accurate but more computationally demanding method for the promising
configurations only. In other words, candidate configurations are filtered
via a fast but less precise (‘quick-and-dirty’) method, so that this approach
can be called multi-mode filtering technique [13]. The reasons of the
usefulness and importance offiltering have been discussed at point (3), i.e.,
the non-polynomial character of a GO search. Filtering can be imple-
mented in a multi-mode fashion e.g. by coupling first-principles calcula-
tions with analytic potentials [14], or analytic potentials and effective
Hamiltonians [17], and so on, i.e., by coupling a theoretical methodwith its
higher neighboring one along the multi-scale hierarchical ladder. It is thus
intrinsically and nicely connected with multi-scale modeling [16].

Even when is taken as the un-modified energy so that order parameters
discussed at point (2) are not used directly in the search, an approach which is
extremely useful in which multi-mode techniques—point (3)—and structural
recognition—point (2)—are synergistically combined is to perform a GO search
using the approximate energy , classify the resulting structures according to an
order parameter , take the lowest-energy structures from each class (or structural
basin) and re-optimizing them using the accurate energy . In this approach one
thus checks whether the relative ordering of the structural classes or structural
motifs is different in the or PES, as illustrated in Fig. 2.4 in the case of metal
nanoclusters described via quantum-mechanics/empirical-potential approaches [47].
The idea behind this approach is that the approximate energy is accurate enough
to predict the energy ordering within a given structural motif or basin but not
accurate enough to predict the energy ordering among different structural motifs or
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basins: the reason for this expectation ultimately derives from perturbation theory:
the physical interactions determining the energy ordering within a given structural
basins are more homogeneous than when the basic motifs change across basins.

In passing: an approximation to the energy is necessarily based on some
sort of analytic interpolation, which in turn is an expression based on some sort of
generalized variables. Crucial for the accuracy of such an approximation, and thus
for its usefulness in the filtering process, is the choice of the generalized variables.
Looking in more depth, one easily sees that these generalized variables actually
coincide with the order parameters or descriptors introduced above. One funda-
mental mathematical problem, currently the subject of great efforts in many
research groups around the world, is how to find the minimal number of descriptors
and their optimal form in an automated way (intrinsically this corresponds to a
principal-eigenvalue combined with a GO problem).

Point (5) i.e., the choice of the move operator , is also obviously important for
the efficiency of GO sampling. Moves can be distinguished into
stochastic or systematic.

In stochastic moves, one realizes a random perturbation of the system. The
simplest option is a random ‘shake’, i.e., a random move of the coordinates of all
atoms, in which the only free parameter is e.g. the modulus or length of the move.

Fig. 2.4 Schematic depiction of an approach combining multi-mode techniques—point (3)—and
structural recognition—point (2). Taken with permissions from [16]. Copyright 2012 Springer
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For the degrees of freedom associated with chemical ordering, an exchange of the
position of two atoms is the simplest move, but many others can be defined, see
[13] for a recent discussion. In fact, there is a wide range of possibilities. The basic
problem here is the need to perturb the system in an undetermined way (so that it
can explore as many regions of the phase space as possible in an unbiased way)
without forcing the system into exceedingly high-energy (thus unphysical, unre-
alistic) configurations. It is not easy to find the right balance between these opposite
requirements of thoroughness and efficiency. One possibility is to combine a ran-
dom move with structural recognition. One can then analyze the coordination
environment of a given atom and perform a move which takes this information into
account e.g. trivially by limiting the length of the random move at high coordi-
nation numbers or orienting it along certain preferential directions at low coordi-
nation numbers or for 5-fold rather than fcc coordination environments. Again, this
is nothing but a possible use of order parameters to accelerate the search. This kind
of restricted moves is usually expedient for small systems (less than—say—100
atoms). For large systems (more than 100 atoms), a random move which has a
collective but not fully disruptive character is a short run of unstable Molecular
Dynamics [74, 108], and its use has enabled GO searches on systems with thou-
sands of atoms using analytic potential [46]. So far little explored but in our opinion
very promising is an approach based on rough eigenvector-following of vibrational
eigenvalues {ωi} of an approximate Hessian, as first proposed in [96]. This
approach has also connections with exploring the saddle-points of the PES, thus
structural dynamics [96], and will be discussed in more detail in a future
publication.

It should be noted that for open systems or for systems whose stoichiometry is
not known, the degrees of freedom associated with chemical composition should
also be sampled. In other words, moves in the space of stoichiometry or chemical
composition should also be considered. This implies defining a chemical potential
for each of the component species. The simplest example in oxide systems is the
free energy of the O2 molecule in the gas phase [107]. For elements deposited on
the support surface, the definition of an appropriate chemical potential can be
non-trivial. It can be noted that this point introduces the use of reservoir techniques
[74] which are not discussed here although they can be very effective.

Systematic moves are also widely used. The basic principle behind such sys-
tematic moves is to limit the search by enforcing constraints which reduce the
parameter space in such a way that it can be thoroughly sampled. In other words,
the aim here is to reduce the number of degrees of freedom of the system in such a
way that a systematic sampling becomes computationally affordable. There are
several ways in which this can be effected.

One way is to draw from a database of previously determined configurations.
These can be taken from knowledge on an analogous system, in which case this
techniques is called ‘system comparison’ [47]. This knowledge can be derived from
a previous GO search, or from experimental information, e.g., on a systematics
based on crystallographic principles or tiling theorems [38], etc.
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Another way is to generate a database of configurations for the given specific
system (which can then be used in successive GO searches).

One effective tool in this respect is to exploit or enforce group symmetry, either
point group symmetry or translational symmetry, as originally proposed in [50] and
discussed in some detail in [16]. Given the exponential increase in the structural
freedom of the system as a function of the size of the system, enforcing group
symmetry entails a reduction in the system size by the order of the symmetry group,
i.e., typically 10–20 in practically useful cases. In this case atoms are grouped into
symmetry classes (also called ‘symmetry orbits’), i.e., groups of atoms transformed
into each other by the operations of the symmetry group. Ultimately, looking in
more depth, the existence of rigorous symmetry turns out to be unnecessary. Rather,
atom grouping can be more generally realized on the basis of equivalence classes
determined by the physics of the system itself, i.e., grouping atoms into sets which
share a common physics (e.g., a common coordination environment). This approach
has been called ‘grouping approach’ and is extremely efficient, e.g., enabling GO
sampling of the chemical ordering of nanoparticles with thousands of atoms using
empirical potentials with a modest computational effort, see [13]. Since recognizing
a common physics is once more based on some sort of analytic interpolation or
model for the Hamiltonian energy of the system, hence it is necessarily based on
order parameters or descriptors or generalized variables introduced at step (2), order
parameters can be easily used in the grouping approach. A final step forward
presently under investigation is the automated, ‘on-the-fly’ definition of order
parameters that best describe the system under consideration, as recalled at the end
of point (3). How to best achieve this further step is an important topic of current
research.

Grouping atoms is not the only possible way to reduce the number of degrees of
freedom, as it only correlates motions of different atoms without constraining them.
It can then be complemented by techniques limiting the configurational space. This
can be realized by defining a lattice, i.e., merging volumes of the phase space into
single points (or—more in general—by defining a limited number of possible
lattices). To illustrate this point visually thus more efficiently, let us consider an
example. Suppose we want to study a system in which an oxide ultrathin film is
deposited onto a fcc(111) single crystal surface, and suppose we know e.g. from
experimental information or wild guess that this film is composed by four atomic
layers in polar M/O/M’/O stacking, exhibits three-fold symmetry and has a (2 × 2)
unit cell, as schematically depicted in Fig. 2.5a, b.

One can then limit the configurational space to a finite number of sites (lattice),
such as 4 fcc, 4 hcp, and 4 top sites with respect to the underlying substrate (see
Fig. 2.5b). By exploiting three-fold symmetry, for each layer three patterns are
permitted: 4 atoms in a fcc(111) epitaxial pattern, 3 atoms along a kagomé pattern,
and two atoms giving rise to a honey-comb pattern (see Fig. 2.5c–e). By consid-
ering for definitiveness a single metal element in the lowermost layer and two
different metal elements in the subsurface layer, a finite number of combinations
then results, some of which are exemplified in Fig. 2.6. It should be underlined that
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Fig. 2.5 (a) Schematics of a tetra-layer polar films on a fcc(111) metal surface; (b) adsorption
sites on a fcc(111) surface: top(T), hollow fcc (F), hollow hcp (H) (bridge and other sites are not
considered); (c–e) coverage patterns on fcc(111) consistent with a (2 × 2), three-fold symmetric
unit cell

Fig. 2.6 Selected configurations generated by a systematic search of a tetra-layer fcc(2 × 2)
ultrathin ternary films (with further constraints as detailed in the text). Oxide atoms in gray, green,
and red; substrate atoms in white
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both binary and ternary oxides can in this way be generated, as in the example of
Fig. 2.6.

Before leaving this point, it is worthwhile underlining that one important
side-product of both systematic and stochastic sampling is to generate new structural
knowledge which can then be exploited in stochastic and also systematic searches.
For example, the configurations generated in Fig. 2.6 can be analyzed, and basic
structural units can be extracted, as illustrated in Fig. 2.7. These units can then be
exploited as building blocks e.g. in stochastic GO searches: this has the advantage
that the number of degrees of freedom are reduced by the size of the unit, producing
structures which contain many types of such units thus being too complicated and
numerous to be tested in a systematic sampling (e.g., the crystallographic or tiling
approaches mentioned above). An important question is how to define/recognize
structural units. Ultimately, this is once more tantamount to the problem of finding
order parameters best describing the given system. In our opinion, the analysis of
vibrational modes {ωi} [96] lends itself to the most promising developments in this
respect as building blocks emerge as nearly frozen structural units in low-frequency
modes (Unpublished work). A principal value analysis of the Hessian filtered at a
given frequency should therefore automatically produce these compact, stable units
(as indeed confirmed in exploratory, still unpublished tests).

Point (6) finally introduces ensemble techniques. In these, instead of focusing on a
single configuration at a time, a set or ensemble of configurations is

Fig. 2.7 Structural units extracted from an analysis of one of the configurations in Fig. 2.6
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simultaneously investigated. The aim again is to increase the diversity of
the GO search, in this case by letting different configurations explore
simultaneously different regions of the phase space and exchange
information to avoid overlaps in exploring the potential energy surface
(“repel” each other). Since the computational effort scales roughly lin-
early with the dimension of this ensemble whereas the GO problem is
non-polynomial, any linear technique achieving a more than linear
acceleration in sampling is worth the while. Parenthetically, this view-
point highlights an intrinsic equivalence between apparently different
approaches such as basin-hopping with walkers [108], genetic algo-
rithms [71], and parallel tempering [30] techniques: all these approaches
are different implementation of the same basic idea, realized by
exploiting structural recognition and order parameters [108], or structure
combination [71], or different physical behavior at different temperatures
[30], respectively.

The previous overview of GO approaches may seem disproportionate with
respect to the limited possibilities realized so far in the field of 2D oxides. However,
two points should be underlined. First, any structural search can be classified and
understood on the basis of the principles outlined above: from the most simplified,
biased, roughest trial-and-error attempts to the most sophisticated systematic or
stochastic [135] sampling realized so far. Second, given future advances in hard-
ware, especially at the level of parallel high-performance computing, more and
more refined GO searches will become accessible and feasible to an increasing
number of researchers in the future: our aim here is to provide a general scheme in
which this research can be framed, understood, and thus accelerated. Indeed, it can
be recalled as a great success of structural prediction approaches that already in a
few cases new ultrathin oxide phases and their the atomistic structures have been
predicted by theory prior to experimental realization, see [15] for one of the pos-
sible examples.

To conclude, we add a few considerations on structural dynamics. So far we
have considered only the problem of how to predict the lowest-energy configura-
tions of the system. However, of the outmost interest is to investigate and be able to
accurately simulate dynamical processes and kinetics. Structural dynamics is very
difficult to study especially at the experimental level, but also at the theoretical level
due to the need of exploring not just the bottom of energy basins (local minima) but
also the critical points (saddle points) connecting minimum-energy configurations
[96]. The importance of these processes (e.g. growth!) can however be hardly
overestimated, and rigorous information is strongly needed. Unfortunately, the
situation in the field of nanoscale oxide interfaces is such that information is
available only in a very limited number of cases. Here we will discuss one of these
cases: MnO and NiO mono-layer (ML) phases on Ag(100), which have been
investigated via a combined experimental and theoretical investigation [97, 125],
thus deriving three main points concerning the description of kinetic phenomena
(and their interplay with polarity effects).
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First, the experimental observation in both the MnO/Ag(100) and NiO/Ag(100)
systems of the formation of a precursor polar phase which is thermodynamically
less stable than the epitaxial non-polar (100)/(100) phase has been rationalized via a
structural model of nucleation at a Ag(100) step edge, see Fig. 2.8a, b [97, 125].
This represents an example of embedded growth, in which the thermodynamically
more stable phase is non-polar but presents polar border along certain directions,
and this fact kinetically destabilizes its growth while favoring the formation of a
higher-energy polar competitor which exhibits non-polar borders.

Second, the energy barriers for the diffusion of metal atoms (specifically, Mn
atoms) during the growth of the precursor polar phase MO/Ag(100) were calcu-
lated, finding a strong diffusional anisotropy along preferential directions of the
oxide island borders (where growth takes place) which gives rise to strongly

Fig. 2.8 (a, b) Structural models of the nucleation of the epitaxial (100)/(100) Mo phase (a) and a
polar precursor phase (b) at a step edge of Ag(100). (c) Formation of subsurface M atoms at the
border of the embedded epitaxial (100)/(100) Mo phase. Taken with permissions from [125].
Copyright 2011 Elsevier
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anisotropic growth and the striking formation of nanostripes of macroscopic length,
see Fig. 2.9 [97].

Third, polarity compensation was found to play again a crucial role in deter-
mining the atomistic structure of borders of the epitaxial non-polar (100)/(100)
phase. Indeed, to compensate the polarity of these borders M atoms prefer to bury
in subsurface positions thus rationalizing the experimental observation of dark
features at the domain borders, see Fig. 2.8c [125].

These are simple, preliminary examples but with a possible general significance
which shall be tested in future studies.

2.2 Total Energy Methods

To investigate the structural properties of a given system what is needed at the
computational level is an expression for the total energy. Such an expression
depends on both the nuclear and electronic coordinates of the atoms which con-
stitute the chosen system. First-principles methods (i.e., methods which do not
introduce parameters other than the basic physical constants) furnish such an
expression at the Quantum Mechanical level via a solution to the time-independent
many-body Schrödinger equation [37, 90]:

HWið~r;~RÞ ¼ EiWið~r;~RÞ ð2:1Þ

where H is the Hamiltonian operator and Ei and Ψi are its eigenvalues (energies)
and eigenvectors (wave functions), respectively: Ψi depend on both electronic

Fig. 2.9 Schematic depiction of the migration (diffusion) of Mn atoms at two different borders of
the precursor polar phase of MnO/Ag(100). Taken with permissions from [97]. Copyright 2013
American Physical Society
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(r) and nuclear (R) coordinates. In practice, accurate solutions of this equation can
only be obtained for systems containing few particles (nuclei and electrons). As a
consequence, for larger (realistic systems) one inevitably has to use some sort of
approximate approach.

First of all, the so-called Born-Oppenheimer approximation [27] is invoked,
which, by taking advantage of the much larger mass of the nuclei with respect to
that of the electrons, disentangles the electronic from the nuclear degrees of free-
dom. Within this approximation, the electrons move on a Potential Energy Surface
(PES) generated by the immobile nuclei, whereas residual effects (such as
electron-phonon coupling) are treated as perturbations.

2.2.1 Density-Functional Theory (DFT)

To solve the electronic problem at a fixed geometry of the nuclei in the
Born-Oppenheimer approximation, many approaches are available. Among them,
the most widely employed in the field of metal/oxide hybrid systems is
density-functional theory (DFT), as it realizes the best compromise between
chemical accuracy and computational effort. By following the original derivation by
Kohn and Sham [67, 76], the following coupled single-particle (single-electron)
equations have to be solved within DFT:

��h2

2m
r2 þVðrÞþ

Z
q r0ð Þ
r � r0j jdr

0 þVxc qðrÞ½ �ðrÞ
� �

uiðrÞ ¼ kiuiðrÞ ð2:2Þ

where the Hamiltonian operator (in parenthesis) is expressed as a functional form of
the electronic density ρ(r) of the system, and φi(r) and λi are single-particle wave
functions and energies, respectively. The Hamiltonian operator is the sum of the
following contributions (in order from left to right): kinetic energy, external
potential due to the nuclear field, electron-electron Coulomb repulsion and the
so-called exchange-correlation potential, which is the key-ingredient of DFT as it
takes into account in an implicit form all the intricacies associated with the cor-
related motion of interacting electrons. Although in the form of a single-particle
Hamiltonian and thus less computational demanding than the original many-particle
Schrödinger equation, DFT is still a first-principles method with an explicit
description of the electronic wave function, and can only be used in practice when
the size of the system is relatively small, even though advances in software and
hardware are continuously extending the scope of systems amenable to accurate
DFT modelling.

The central problem in DFT is that the exact functional form of the
exchange-correlation term is unknown. Great efforts of current research in the field
focus on deriving increasingly accurate approximations to it. This goal is often
framed within the so-called Jacob’s ladder [103], where a hierarchy of increased
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accuracy in principle leads to the limit of the exact form of the xc-functional. The
idea behind this approach is that at the lowest level (rung) of the ladder one
considers Vxc functionals depending only the electron density, while climbing to
higher rungs corresponds to introducing first the gradient (first derivative) of the
electron density, and then its Laplacian (second derivative). At this point, the
expansion of the Vxc functional in terms of higher derivatives becomes ineffective
because it can be demonstrated that the corresponding series is only weakly con-
vergent. Moreover, it can also be demonstrated via a Taylor series or coupling
constant expansion of the correlation energy with respect to the strength of the
electron–electron interaction that the presence of a non-local or
Hartree-Fock-exchange-type component within Vxc is justified [61]. This Fock-type
exchange component however does not depend locally on the electron density but
rather on the density-matrix, i.e., non-locally, and thus exhibits quite different
features with respect to functionals depending only locally on ρ(r). This leads to the
so-called hybrid xc-functionals [18] in which the exchange component of Vxc is a
mixture of a Hartree-Fock-type term and a term which instead depends only on the
density and its gradients.

To summarize the Jacob’s ladder schematically:

(i) first rung: the Local Density Approximation (LDA), in which the
xc-functional is simply given by the sum of the Slater exchange [41, 118] plus
a correlation functional parametrized on accurate results derived for the
homogeneous electron gas;

(ii) second rung: the Generalized Gradient Approximation (GGA), in which LDA
is corrected via terms which depend on the gradient of the electron density
[100–102];

(iii) third rung: meta-GGA, in which GGA are further corrected via terms which
depend on the Laplacian of the electron density;

(iv) fourth rung: hybrid xc-functionals, whose exchange consists in a mixture of a
GGA-like exchange and the exact (Hartree-Fock) exchange [18];

(v) fifth rung: RPA and post-DFT approaches (see later Sect. 2.2.2).

Although this hierarchy is appealing both aesthetically and from a principles
point of view, it is based on an internal DFT criterion, so that in our opinion it may
obscure the fundamental physical reasons underlying such a complicated panorama.
Let us thus pause to consider in more depth and in a more general framework these
reasons, as this can be helpful to guide us in the crucial choice of the most
appropriate xc-functional within DFT.

The Kohn-Sham theorems assure us that—for each given system—a model
single-particle Hamiltonian does exist which is exact, and provide the same energy
as the real system. However, in the few cases in which it has been possible to derive
rigorously such an exact single-particle Hamiltonian, its form turned out to be
extremely complicated [72]. Moreover, a qualitatively different form of the
single-electron Hamiltonian is expected for (i) conductive versus (ii) insulating
systems. (i) For a metal, in fact, it has been demonstrated that the correct renor-
malized Hamiltonian is the free electron gas, in which Coulombic interactions are
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fully screened and rigorously renormalized to zero (apart from intrinsic instabilities
leading to superconductive behavior) [117]. This represents a major issue for
approaches based on Hartree-Fock Hamiltonian and exchange, in which the bare,
unscreened Coulombic interactions are used. When applied to the electron gas, for
example, it has been shown that the Hartree-Fock exchange leads to exceedingly
wide valence bands and a diverging (infinite) value of the density of states at the
Fermi level [75]. This probably reverberates in issues of the Hartree-Fock approach
when describing metals or metallic nanoparticles [51] or the metal supports of
nanoscale oxides, although at present the situation is not completely clear. It should
be noted that such issues are associated with the long-range tail of the Coulomb
potential, which is also the well-known source of electrostatic divergences [42,
140]. Hybrid DFT xc-functionals inherit these issues of the Hartree-Fock approach,
although damped by the mixing of Hartree-Fock exchange with density-based
exchange potentials. To cure these issues, one possibility is to use the so-called
“range-separated hybrid” xc-functionals [64]. In range-separated hybrid
xc-functional the 1/r12 term in the Hartree-Fock exact exchange is partitioned into a
short-range and a long-range component, only the long-range tail of the exchange is
screened (in an empirical way). This has the great advantage that the short-term
component of the Fock exchange is retained, that is very important and can account
for several effects, such as—importantly—Hund coupling in the atomic regions,
and therefore atomic magnetism, etc. (ii) Going in fact from delocalized metallic
electrons in a flat potential to the opposite extreme of localized electrons in the
atomic core regions, one finds a completely different, indeed opposite situation. It
has been demonstrated that correlation (screening) is asymptotically irrelevant for
the inner-core orbitals with increasing the atomic number. In other words, for these
inner-core, high-electron-density electrons Hartree-Fock represents the correct,
renormalized single-particle Hamiltonian [79]. We are thus facing the crux of
computational atomistic material science, i.e., the need to keep in the same
framework and methodological description delocalized (e.g., metallic) and localized
(e.g., core or inner d- or f-) electrons. This crux corresponds to the antithesis
between low-density/low-density-gradient versus high-density/high-density-
gradient diversity in the physical reality. In passing: this diversity also undermi-
nes Thomas-Fermi or Hohenberg-Kohn density-only approaches with respect to
Xα-Slater or Kohn-Sham ones, and it is noteworthy that the difference between
Thomas-Fermi and Hartree-Fock kinetic energy density was used as a parameter to
monitor the local state of the system and interpolate between the opposite régime of
localization and delocalization.

These considerations lead us naturally to “space-dependent” approaches, i.e.,
approaches in which the analytic dependence of the single-particle Hamiltonian as a
function of the density or density matrix varies in space [32, 131]. This spatial
variation in fact seems necessary to account for the basic issue of computational
atomistic material science, i.e., the presence in the system of regions with a different
delocalized (e.g., metallic) versus localized (e.g., core or inner d- or f-orbitals)
character.
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An alternative to the use of hybrid xc-functional comes from the use of the
so-called DFT+U method [4]. In this approach, an energy (Hubbard U) term [69] is
added to the DFT Hamiltonian in order to introduce an energy penalty for the
double occupation of specific orbitals, see Fig. 2.10. This additional term in the
Hamiltonian is introduced to improve the description of the localized electronic
states which characterize many metal oxides, especially those where incomplete d-
bands are present (transition metal oxides, see the discussion below about NiO), via
a term which takes partially into account their correlated motion. Importantly, in a
similar way of operation as the short-term component of the Fock exchange in
range-separated hybrid xc-functionals discussed above, the Hubbard U term in the
DFT+U approach approximately accounts for Hund coupling in the atomic regions,
and therefore definitively improves the description of atomic magnetism.
Technically, U is an empirical parameter whose value must be determined in some
way. The value of U can in principle be evaluated a priori, but a common practice
consists in empirically deriving its value by comparison with experiment, see e.g.
[12].

An advantage of the DFT+U approach with respect to hybrid xc-functionals is that
the U term can be selectively turned on specific atoms, selected not only on the basis
of their chemical identity, but also e.g. by their position in space, while keeping a bare
LDA/GGA description on those parts of the systems where localization of the
electronic states is not needed. In such a way, one easily implements a space-de-
pendent approach, that can be expedient to achieve an accurate description of sys-
tems exhibiting regions of space with different electron localization/delocalization

Fig. 2.10 Definition of the Hubbard Hamiltonian. Taken with permissions from [16]. Copyright
2012 Springer
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features. In the following we will indeed illustrate the advantage of such
space-dependent methods using a DFT+U approach.

Let us now see how these very general considerations reverberate in the dis-
cussion of our specific systems. A prototype nanostructured-oxide/metal system can
be distinguished into three parts, given by: (i) the metal support; (ii) the oxide layer
and (iii) the metal/oxide interface. (i) When employing a DFT approach to calculate
the total energy of the system, an accurate description of the metal support is often
achieved by employing a GGA xc-functional. (ii) Hybrid xc-functionals or DFT+U
are instead often beneficial in the description of the oxide layer, especially for those
systems with a gap between the highest occupied (HOMO) and the lowest unoc-
cupied molecular orbital (LUMO). Although in metal-supported ultra-thin oxide
layers metallization effects often reduce the HOMO-LUMO gap, the introduction of
a Hartree-Fock exchange component or a Hubbard term in DFT+U can be of great
importance in accurately reproducing not only the total energy of the system, but
also other important properties in addition to structural ones, such as electronic
quantities: the position of semi-core states, the magnetic moment on the individual
metal ions, and the relative energetic stability of the magnetic ordering patterns
(ferromagnetic vs. different types of anti-ferromagnetic patterns), see the next
section. (iii) The description of the interface between the metal and the oxide is a
delicate issue. Sometimes experimental data on specific systems can furnish valu-
able insight on the best xc-functional for the correct description of this region but
unfortunately information of this kind is rare. Nevertheless, at least in few cases it
has been possible to obtain such information, and, interestingly, this has shown the
usefulness or even the necessity of the space-dependent approaches mentioned
above. It has been demonstrated in fact that within the DFT+U approach the value
of U at the interface between an oxide and a metallic surface should be properly
rescaled in order to take into account the electronic screening by the metal elec-
trons. More specifically, it has been shown [1, 12] that a reduction of the U
parameter with respect to the value appropriate to the bulk oxide due to screening of
electron-electron interactions by the underlying metal support (see Fig. 2.10) better
describes the atomistic and electronic structure at the interface and allows an
accurate agreement between theory and experiments. We now discuss these results
in detail.

Figure 2.11 reports results from a DFT study on the structure of a single layer
Ni3O4 grown on Pd(100) [12]. On this oxide, precise LEED (Low Energy Electron
Diffraction) data exist which furnish accurate structural parameters on the relative
heights of the ions inside the oxide phase. As it can be seen, this oxide is formed by
dense stripes of Ni ions (labeled Nib) alternating with defective stripes where the
density of Ni ions (labeled Nia) is one half. Oxygen stripes with the same density as
Nib stripes separate the metal ion stripes. As illustrated in Fig. 2.11, a pure
GGA-DFT approach (U = 0) does not reproduce correctly the relative heights of the
ions, overestimating the height of the oxygen stripes. In contrast, when performing
a local optimization by turning the Hubbard U term on (with a value of U = 4.0 eV),
a much better agreement with the LEED data is achieved. In the same work, it was
also shown that the introduction of the Hubbard term is beneficial to correctly
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reproduce the experimental STM pattern (see Fig. 2.11 for a final comparison
between theory and experiment) and the work function of the system. It should be
strongly underlined that the proper value of U (around 3.3–4.0 eV) which enables
fully exploiting the potentialities of the DFT+U approach is reduced due to met-
allization (screening) effect with respect to 5.3 eV, the value derived for bulk NiO.
This therefore represents one example of a ‘space-dependent’ approach, whose
need is easy to understand: the dielectric characteristics of the system vary from
regions with metallic character (no band or HOMO-LUMO gap) to regions with
insulating character (wide band gap), thus the screening of Coulomb interactions is
different in these different regions and the Hamiltonian should reproduce these
different behavior. DFT+U can achieve this simply by modulating the U value for
metal atoms in different dielectric environment. As illustrated in Fig. 2.10, in fact, U
can be seen as an energy difference associated with the process of moving one
electron from a neighboring site onto a site already occupied by another electron:
for metal atoms at the oxide/metal interface, the charge-inhomogeneous configu-
ration will be strongly stabilized by the image charges in the underlying metal
substrate, thus appreciably reducing the value of U.

So far we have illustrated the advantage of space-dependent methods using a
DFT+U approach. However, analogous space-dependent techniques have been

Fig. 2.11 Improved accuracy using the DFT+U approach in Ni3O4/Pd(100). Adapted with
permissions from [12]. Copyright 2010 American Institute of Physics
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proposed in the context of hybrid xc-functionals. Indeed, the same idea of the
original range-separated hybrid xc-functionals, in which the Fock-exchange is
partitioned into a short-range and a long-range component, is intrinsically homol-
ogous to a space-dependent approach. How can we optimally exploit this idea on
the basis of physical considerations? As discussed above, the short-range compo-
nent of the Hartree-Fock exchange is useful or even necessary to describe the
correct renormalized single-particle Hamiltonian in the atomic regions, so
accounting for Hund’s coupling etc. in much the same way as the DFT+U method.
If one is interested in the total energy of the electronic ground state only, the
short-range Fock exchange may be sufficient, and one can therefore damp the
long-range component and achieve an enormous simplification of painful Coulomb
divergencies in periodic systems. However, as we will see in the section, this
long-range component of Fock exchange is often important to describe some type
of electronic excited states. See e.g. the Rydberg image states discussed in con-
nection with Fig. 2.18. There is nothing mysterious about this. Coulomb
electron-electron interactions renormalize to zero in the bulk but not at the surface
of an electron gas. Therefore, while the occupied orbitals are only slightly affected
by the long-range component of Fock exchange, the virtual or unoccupied orbitals
—expanding in regions outside atoms/bonds, i.e., regions of very low electron
density—can be significantly affected by the presence of a long-range Coulomb tail.
Such tails in general make virtual orbitals more compact and can even create bound
state from continuum ones (see Fig. 2.18). Recall that virtual orbitals are a first
approximation to excited states, whence the importance of long-range Fock
exchange e.g. in TDDFT calculations. As a consequence, there exists a class of
range-separated hybrid xc-functionals in which, at variance with the original pro-
posal consisting in damping the long-range Fock component, this component has
been optimized for the description of excited states. In our opinion, there is still
room for playing around with the admixture of long- and short-range component of
Fock exchange and fully exploit the associated degree of freedom [32], before
moving to more sophisticated approaches [131]. In the most advanced of these
latter approaches, the Hartree-Fock exchange component is modulated by a
space-dependent factor, in such a way that different parts of the systems are
described by a different combination of Hartree-Fock and GGA exchange [32, 131].
Note that it is precisely the long-range Fock component which is missing in the
DFT+U approach, which can thus be seen as a convenient and efficient way to fix
Hund’s coupling phenomena, but intrinsically misses long-range Coulomb
phenomena/effects.

2.2.2 Beyond DFT

So far we have only considered DFT. However, we recall that approaches that go
beyond DFT have also been used to describe hybrid metal/oxide systems. Among
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them, we mention the Random Phase Approximation (RPA) [98] and the GW
approach [98].

RPA has indeed emerged as a powerful and relatively affordable method to
predict total energy, also in difficult cases such as molecule/surface [110] or
cluster/surface [24] interactions. Being a second-order perturbation method, RPA
includes van der Waals forces due to fluctuating dipoles which are not included in
DFT approaches based on standard semi-local or hybrid xc-functionals. It should be
noted, however, that dispersion forces can be approximately described via alter-
native (and computationally less demanding) approaches. In these alternative
approaches analytic terms are added to the energy expression typically in the form
of atom-atom interactions. These terms mimic dispersion interactions and have been
shown to be of sufficient accuracy in several instances while their evaluation is
computationally negligible (we do not discuss the various possible choices of
parameters used in the analytic expressions, ranging from empirically parametrized
[62] to theoretically predicted [130]). Therefore, the value of RPA in our opinion is
rather to provide data against which to parametrize analytic expressions of dis-
persion forces and the treatment of complicated cases for which no really accurate
DFT xc-functional has been devised so far more than the correct description of
long-range dispersion forces.

The GW approach [98] will be briefly introduced in the next Section. Finally, a
different path to the solution of the Schrödinger equation passes through methods of
statistical integration such as the Quantum Monte Carlo one [23]. Despite the
intrinsically high computational demands of these methods, their use is constantly
increasing and it can be expected that it will become widespread in the future,
especially for those systems and properties for which DFT has known limitations.

Comparison with experiment typically implies the prediction of response prop-
erties, i.e., the response of the system to some external force or perturbation. At the
lowest order, response properties are then associated with derivatives of the energy
with respect to some external driving force. In this context, due to the choice of the
Born-Oppenheimer approximation, vibrational properties stand apart from other
form of response in that—at least at a rough level of accuracy—they are usually a
side-product of a PES exploration. However, a complete and thorough prediction of
vibrational spectra passes through a linear-response calculation [57, 104].

2.2.3 The Promising Field of Multi-component Oxides

Before concluding this section, we briefly discuss a topic which in our opinion
represents one of the most promising directions for both fundamental and applied
future research on nanostructured oxides, i.e., the field of multi-component systems.
This means moving from the traditionally investigated binary oxides with stoi-
chiometry AxOz, with A a generic element and x, z stoichiometry coefficients, to
e.g. ternary oxides with stoichiometry AxByOz, with B an element different from A
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and O, and y its stoichiometric coefficient. It can be recalled that an analogous
development has occurred in the field of nanostructured metals, where the research
on pure metal nanoparticles has been progressively enriched and attention has
shifted toward multi-component metal nanoparticles, also called nanoalloys [21, 22].
Several general concepts developed in the field of nanoalloys can then be easily
carried over and exploited in the field of ternary, quaternary, etc. oxides, and we
believe it worthwhile illustrating three such concepts in the following paragraphs.

First, from previous experience on nanoalloys, it can be expected that in ternary
oxides complications will arise connected with the match among the energy scales
of the different elements composing the oxide. The presence of multiple length and
energy scales is common to any composite system, and must be dealt with care in
order to achieve reliable predictions. When multiple elements compose the system,
in fact, an absolute accuracy in the description of the properties of each element
(rather than a relative accuracy) must be achieved, and this puts much more
stringent demands on the theoretical approach. Note that an oxide is already
intrinsically a multi-component (binary) system, and examples of issues associated
with the energy match between oxygen the A element in AxOz nanoscale phases
will be described in the next Section.

Second, one of the issues that one encounters in dealing with nanoalloys is how
to compare the stability of nanoalloys of a given size but different chemical com-
position. To this purpose, the concept of mixing energy has been introduced in the
nanoalloy field and has turned out to be very useful, see [13, 45, 50, 70] for more
details. For a nanoalloy of a given size (i.e., number of atoms) but different
chemical composition the mixing energy is defined as:

D NA;NB½ � ¼ Ealloy NA;NB½ ��NAEA½N�=N�NBEB½N�=N

where Ealloy[NA, NB] is the energy of a nanoalloy cluster composed of NA atoms of
the species A and NB atoms of the species B, N = NA + NB is the total number of
atoms in the cluster, EA [N] is the energy of a pure cluster of N atoms and EB [N] is
the corresponding quantity for the B species. Note that it is assumed that Ealloy, EA,
EB are global minimum energies, i.e., the lowest energies among all possible iso-
mers. The mixing energy Δ[NA, NB] can be easily generalized to ternary oxide
nanoparticles thus providing also in this context a measure of how thermody-
namically favorable is alloying at the given size and composition. In particular in
[39] a definition of mixing energy in terms of constituent pure oxides has been
employed which could turn to be of general usefulness.

Third, the concept of homotops can be recalled and ‘imported’ from the
nanoalloy field [70]. Homotops are defined as configurations of multi-component
systems sharing the same or a very similar structural framework but a different
distribution of the atoms of the different elements within this framework, thus a
different chemical composition. In the nanoalloy field, one speaks of different
realizations of ‘chemical ordering’ or ‘compositional order’ in the homotops.
Chemical ordering greatly increases the number of degrees of freedom of the system
and complicates the associated computational description [13]. To give an idea,
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neglecting the reduction due to point group symmetry, for a given structural
framework of N atoms of which NA of species A and NB of species B, one has
(Ntot)!/((NA)!(NB)!) possible different “homotops”, a number exponentially
increasing with the size of the system. Even the simple description of which phases
of chemical ordering are realized is non-trivial, see Figs. 2.5, 2.6 and 2.7 above for
an illustration of the associated issues. Finally, for metal alloys, order parameters
describing chemical order have been defined for bulk [7] and to a lesser extent also
for finite [8] systems: analogous definitions will be needed for ternary and
multi-component oxides.

It is noteworthy to underline that the first fully resolved atomistic structure of a
ternary oxide ultrathin film over a single crystal metal surface—CuWO4 on Cu
(110)—is now finally available [39], which opens exciting perspectives in the field.
Although we do not have space to go into details here and we refer the reader to the
original publication, we note among the several reasons of interest of this
pioneering work: the definition of mixing energy in terms of constituent pure oxides
recalled above, the outcome from the computational search of different isomers—
both structural isomers and chemical ordering homotops [13], the presence of
top-most Cu ions in a highly reduced oxidation state thus representing the exper-
imental validation of the prediction discussed below in connection with Fig. 2.14,
and the theoretical prediction and experimental observation of a peak in the phonon
spectrum around 950 cm−1 which resembles that of tungstyls in undercoordinated
WO3-systems, but which is actually originated by a W–O–Cu interfacial vibrational
mode (see Fig. 2.4 in [39]).

2.2.4 Practicalities

Passing finally from the above general considerations to technical practicalities, we
note that, from a technical point of view, many black-box packages are nowadays
available to perform a wide range of structural and electronic simulations within
DFT: they range from total energy calculations, to structure optimizations, to the
search for saddle points, to response properties, etc. Some of them are open-source
codes and they usually come with a graphical interface that allow the users to build
up the system of their interest with a modest effort, see as an example [58, 77].
These packages can be used to model a 2D metal/interface if periodic boundary
conditions are implemented. When studying a periodic system, a unit cell has to be
defined; the Kohn-Sham equations will then be solved on the atoms inside the cell
on a grid of k points sampling the Brillouin zone in the reciprocal space; for more
details see [75].

Among the computational packages implementing periodic-boundary condi-
tions, a distinction has to be made between those which use localized (Slater-type,
Gaussian-type, numerical) basis sets and those using delocalized (mainly
plane-waves) basis sets. When adopting a localized-basis-set computational code,
all type of xc-functionals can be efficiently evaluated, with the use of an auxiliary
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basis set for the expansion of the electron density as an effective technique to
achieve linear scaling [43, 48, 49, 114]. Vice versa, as discussed above, the
long-range Coulombic tail of hybrid (non-range-saparated) xc-functionals is heavier
to evaluate using delocalized basis sets. Within computational codes using delo-
calized basis sets, the implementation of hybrid xc-functionals is therefore more
recent [111]. For completeness of information, the calculations on the Ni3O4/Pd
(100) system discussed above (see Fig. 2.11) were performed using the Quantum
Espresso package and a DFT+U formalism with periodic boundary conditions and
plane waves as basis set.

A final point concerns the pseudo-potentials. There are three main types of
pseudo-potentials currently implemented in available computational codes:
(i) norm-conserving; (ii) ultra-soft; (iii) projector-augmented-waves.
(i) Norm-conserving pseudo-potentials (NC-PPs) were derived first historically [63]
and obey a strict integral rule which assures that the pseudo-charge (norm) inside a
given cut-off radius equals the real charge of the atom. To reduce the computational
cost of calculations involving NC-PPs (which necessitates of rich basis sets),
(ii) ultra-soft pseudo-potentials (US-PPs) have been derived in the early 1990s
[133] by relaxing the strict constraint of the norm conservation. US-PPs allow a
significant reduction of the computational demand in terms of basis set dimension.
(iii) Projector-augmented-waves pseudo-potentials (PAW-PPs) [20] are a further
evolution in the direction of reducing the computational cost of DFT calculations
and consist in transforming the rapidly oscillating wavefunctions near the nuclei
into smooth wavefunctions which are more computationally convenient, also pro-
viding a way to calculate all-electron properties from these smooth wavefunctions.

2.3 Electronic States

For convenience, we will divide this Section into three parts: (Sect. 2.3.1) electronic
ground state (occupied orbitals); (Sect. 2.3.2) electronic transport properties;
(Sect. 2.3.3) electronic excited states.

2.3.1 Electronic Ground State (Occupied Orbitals)

The electronic ground state corresponds to the lowest-energy solution of the
Schrödinger Hamiltonian in the Born-Oppenheimer approximation, and the meth-
ods for obtaining this solution have been discussed in the previous Section, how-
ever focusing attention on the total energy, while we deal in this Section with
electronic ground state observables other than energy. The first question one can
ask is whether the DFT occupied orbitals (defining the electronic ground state
within DFT—we focus on DFT as the most used approach in this field) of inter-
facial nanostructured oxides are affected by the presence of the support material and
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nanoscale confinement effects. This is expected on general grounds, and has been
actually demonstrated in many cases.

To analyze interface effects on occupied orbitals, it is common to focus on three
computational descriptors: (Projected) Density Of States—or (P)DOS, atomic
charges, and work function.

The Projected Density Of States (PDOS) is obtained by projecting the Density
Of States (given by the sequence of the single-particle energy levels, each weighted
with its degeneracy) onto properly chosen atomic components localized on the
atoms of the system. One can thus estimate the contribution of a given atomic
orbital to a particular state (or band) of the whole system, see Fig. 2.12 and the
examples reported below in connection with Fig. 2.13.

Charges on the individual atoms furnish valuable information on the oxidation
state and on the flow of charge between the metal support and the oxide overlayer.
Values of atomic charges can be calculated according to several different schemes
which are implemented in almost all computational codes: Mulliken [95], Lowdin
[88], Bader [9], etc.

The work function is a fundamental quantity, which is defined as the energy
necessary to bring an electron from the top of the valence band to infinite distance
(vacuum level), see the right-hand-side of Fig. 2.12. Its value sensitively depends
on several factors (see below), among which the atomistic arrangement of the
surface. Comparison of the work function of a metal surface in the absence and in

Fig. 2.12 Left-hand-side typical PDOS plot specifically corresponding to a TiOx/Pt(111) phase
[15]. The one-particle levels are visualized as delta peaks in the lower panel and are
Gaussian-broadened in the upper panel. The occupied orbitals are those below the Fermi level,
and the virtual ones are those above it. Semicore levels corresponding to the 3s states of Ti atoms
lie at low binding energies and exhibit a difference between 3-oxygen-coordinated and 4-
oxygen-coordinated Ti cations. The contributions projected on the different atoms are depicted in
different colors. Right-hand-side interaction between an insulating oxide ultrathin layer (left) and a
metal substrate (right) with the definition of work function for the two component subsystems, and
the charge transfer associated with the difference between the two. Adapted with permission from
[127]. Copyright 2013 American Chemical Society
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the presence of an oxide overlayer can provide important information on the
structural and electronic properties of the deposited oxide.

Let us focus for definitiveness as in the previous section on oxide ultrathin films
on a metal substrate. Analyzing the electronic structure of such systems, it is useful
to distinguish between: (i) oxides which adopt a polar arrangement with the positive
and negative ions at a different height and in which the distances between the metal
atoms of the support and the metal cations of the oxide are quite small (such as to
form a metallic chemical bond); (ii) oxides which are adsorbed on the metal in a
non-polar fashion in which usually distances between metal atoms of the support
and metal ions of the oxide are larger. A schematic depiction of these two classes of
oxides is given in the right-hand-side of Fig. 2.1.

In category (i), the strong metal-metal chemical bond which is formed between
the support and the oxide makes that the electronic structure of the oxide is very
different with respect to that of a bulk oxide with the same or similar stoichiometry.
One then finds a large contribution around the Fermi level originating from both the
metallic states of the support and from the valence/conduction band of the oxide,
with a consequent vanishing HOMO-LUMO gap in the oxide layer.
A “metallization” of the oxide layer takes place in these systems. From the

Fig. 2.13 PDOS projected onto three different layers of a 5-layer NiO ultrathin phase deposited on
Ag(100): (a) interfacial or first layer; (b) second layer; (c) third or middle layer. Adapted with
permissions from [129]. Copyright 2010 Springer
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methodological point of view, due to metallization, one expects that a DFT/GGA
approach is reliable and is able to describe the electronic structure this class of
systems, while the introduction of a Hubbard term (or the use of a hybrid
xc-functional for the oxide part) should not introduce a qualitative change in the
global picture. It is worth noting that in such systems the structure of the oxide
overlayer will hardly be stable in absence of the metal support, as the chemical
bond and the electrostatic interaction with the metal underneath is an essential
ingredient for the stability of the oxide phase.

Systems that fits into this (i)-category are the several TiOx phases formed on
Pt(111) [10]. These have been extensively studied by the authors and reviewed
previously [11, 12, 15, 55, 134], so that we do not repeat their discussion here and
we refer the reader to these previous reviews.

In category (ii) different effects come into play. First of all, as the distances
between the atoms of the metal support and those of the oxide are usually larger
than those found within oxide layer, and a real oxide/support chemical bond is not
formed. Here a distinction can be made among: (ii-a) oxides of simple metals which
exhibit only delocalized states both in the valence and the conduction band, (ii-b)
oxides which possess localized states in their valence band, and (ii-c) oxides which
possess localized states in both the valence and the conduction band. From the
methodological point of view, the introduction of a Hubbard term in the
Hamiltonian (or the use of hybrid xc-functionals) is essential for a qualitative
description of categories (ii-b) e (ii-c), as localization effects are poorly described by
DFT/GGA (local or semi-local xc-functionals). In the case of category (ii-a) oxides,
on the contrary, a qualitative picture is satisfactorily achieved using a pure
DFT/GGA approach. In oxides of category (ii), metallization effects in general
occur as in oxides of category (i), with their extent depending on the relative
positions of the bands of the metal support and of the oxide. Since in oxides with
localized states the correct position of the bands strongly depends on the choice of
the U value, a fine tuning of U is essential to get a reliable description of the system,
as also discussed in the previous section.

Let us consider MgO as an oxide of category (ii-a). In ultrathin MgO, an analysis
of the PDOS shows that the valence band is mostly formed by the 2p states of O
atoms, whereas the conduction band is mostly formed by 3 s states of Mg atoms.
When deposited on Ag(100), a charge transfer from the oxide to the metal support
is observed (favored by the location of electron-rich O atoms on top of Ag atoms
[106]). A charge analysis then shows an increase of electron density on the Ag
atoms in direct contact with the oxide accompanied by a remarkable reduction of
the work function. This charge transfer mostly affects the first oxide layer in contact
with the metal, while from the third oxide layer on the electronic band structure of
the bulk oxide is basically restored [40]. These effects are well described at the
DFT/GGA level without introducing Hubbard terms.

In the case of an oxide of category (ii-b), as ZnO, an analysis of the PDOS shows
that the valence band is mostly formed by 2p states of O atoms, but localized 3d
states of Zn atoms are close in energy, whereas the conduction band is mostly
formed by 4 s states of Zn atoms. When deposited on Ag(111), a weak metal/oxide
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interaction takes place with an almost negligible charge transfer and metallization
effect, and only a slight increase of the system work function. DFT/GGA describes
this system reasonably. Both the bottom of the conduction band and the top of the
valence band have in fact a delocalized character (as in MgO). The introduction of
Hubbard is however beneficial in improving the description of the localized 3d band
which, when a proper value of the U term is adopted, is shifted to much lower
energies and narrowed, although the final description is not entirely satisfactory [12].

Let us finally consider an oxide of category (ii-c), such as NiO, in which both
valence and conduction bands have important contributions from the partially
occupied 3d states of Ni atoms. A reliable description of ultrathin NiO phases
deposited on Ag(100) requires a careful choice of the U term on the Ni d-orbitals. If
considered as a free monolayer, NiO exhibits a band gap of about 2 eV at the DFT
+U level. When deposited on Ag(100), a metallization effect (with a charge flow
from Ag atoms to Ni atoms of the oxide, opposite to the case of MgO) is observed
which appreciably reduces the band gap and increases the work function of the
system [129]. This is true especially for the first NiO layer in contact with the metal
substrate (see Fig. 2.13a for the detailed PDOS), while the electronic structure of
the second (Fig. 2.13b) and third (Fig. 2.13c) layer (as parts of a thicker deposition
of five layers) present electronic features similar to the free oxide and a band-gap at
the Fermi level. The reasons for this different behavior reside in the presence in NiO
of incompletely filled d-orbitals: these are able to receive electron donation from the
metal support, thus closing the band gap and appreciably increasing the work
function of the system. In a systematic study in which a comparison among
ultrathin monolayer films made of the different metal elements along the first
transition metal series and deposited on Ag(100), it was found that the flow (charge
transfer) of electrons from the Ag support peaked at Cu, as expected on the basis of
the electronegativity of the metal element. In particular for the CuO/Ag(100)
monolayer the charge transfer was so strong as to affect even the atomistic structure
of the oxide, leading to a rumpling inversion [115]. This is nicely illustrated in
Fig. 2.14, in which plots of the electronic density difference upon adsorption are
reported.

We conclude this section by summarizing for the convenience of the reader the
status of knowledge and further considerations on the work function. For ultrathin
oxides on metal surfaces this quantity is basically connected with the difference
between electron affinity of the metal support and of the oxide overlayer, but—as
already mentioned—can be significantly tuned by the atomistic arrangement of the
oxide interfacial atoms. In synthesis, this quantity depends on three factors [106,
115]: (a) charge compression, (b) geometric rumpling (polarity), and (c) charge
transfer. (a) A charge compression is always exerted by the oxide overlayer on the
metal support. This charge compression pushes the metal electrons back into the
support, decreases the surface dipole moment and thus as a norm decreases the
work function of the system. This effect is particularly strong when the diffuse
electronic clouds (2p states) of oxygen anions are directly on top of substrate metal
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atoms, as in the case of MgO supported on Ag(100) [106]. On the contrary, when
epitaxial relationships are not so precise, as e.g. in the case of (111)/(100) epitaxy or
incommensurate phases, this effect is less important. However, in the case of
incommensurate or Moiré phases, it can become locally important in the more
epitaxial regions, as demonstrated in a specific examples [59, 139]. (b) When the
oxide is polar (geometric rumpling) as in category (i) phases, the dipole moment
generated by the difference in height between the positively charged metal cations
and the negatively charged oxygen anions exerts a field on the electrons of the
metal underneath thus changing the energy necessary to reach the vacuum level. If
the cations are closer to the surface as it often occurs, this effect increases the work
function. However, we recall again that for the CuO/Ag(100) monolayer a rumpling
inversion has been predicted [115] which leads to a decrease of the work function.
Usually, the dipole moment associated with polarity is also diminished by the
metallization effect due to the metal support. For the oxides of category (ii), which
are non-polar, this contribution is obviously absent. Finally, (c) charge transfer
effects can occur, as already discussed above. It can be noted that for non-polar
oxides the effects of charge transfer on the work function can go in the same sense
of the effects of charge compression, as in the case of MgO deposited on Ag(100),
or in the opposite sense, as in the case of NiO on Ag(100) [115], due to the presence
of incompletely filled d-orbitals with a high relative electron affinity as discussed in
the previous paragraph. The delicate balance between these three components
finally determines the global value of the work function of the system.

Fig. 2.14 A perspective view of a Ag(100) surface covered by monolayers of various transition
metal oxides with the corresponding (superimposed) 2D contour plots of the electronic density
difference upon adsorption (blue depletion of electron density, red increase). Reprinted with
permission from [115]. Copyright 2012 American Chemical Society
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2.3.2 Electronic Transport Properties

Nanostructured systems are known to exhibit conduction properties very different
from bulk systems: at an interface, an insulator can turn into a conductor [137] or,
vice versa, a conductor can turn into an insulator [25]. Indeed, it is worth recalling
that one of the motivations to study ultrathin films grown over a conducting or
semi-conducting substrate is their conductive character enabling the use of
charged-particle probe and deposition techniques. Modeling electronic transport
through nanoscale oxides thus has a wealth of implications.

Let us start from the simulation of Scanning Tunneling Microscopy (STM)
experiments. STM is a technique developed in the early ‘80s, based on the tun-
neling current which flows between a sharp tip and a conducting or
semi-conducting surface at a distance of approximately one nanometer or less. The
electronic set-up of the STM system controls the tip position either by maintaining a
constant current through the external circuit (constant current mode) or by main-
taining a constant height of the tip above the sample (constant height mode). STM
images are typically predicted via the Tersoff-Hamann approach [128]. STM is in
fact a tunneling transport phenomenon. As such, it is reasonably well described by a
zeroth-order method such as Tersoff-Hamann in which conductance is related to the
density of states projected onto space (usually a point corresponding to the tip apex)
and energy (where one has the ambiguity of integrating from the Fermi level up to
the given value of bias potential or of picking the given bias value). This basic
approach has been extended by considering realistic shapes of the tip [113]. Being a
tunneling phenomenon, it decays exponentially with spatial distance, and is thus
roughly speaking dominated by topmost surface atoms. There are however
exception to this simple expectation. First, among surface atoms, some atoms can
be imagined brighter than others due to the fact that they possess more diffuse
electronic states. This occurs for example in polar TiOx monolayer phases grown on
Pt(111) mentioned above where Ti atoms, although being lower in height with
respect to O atoms, are imagined at positive bias due to presence of diffuse 3d
empty states, and among Ti atoms, those are imaged brighter which have the higher
oxygen coordination and thus the higher density of unoccupied virtual states [10].
Second, the wave function and experimental conditions can be such that buried
interfaces can sometimes be imaged. An example is given in [123], where STM at
very low bias allows one to reach a very short distance between the tip and the
surface. In these conditions, in regions of the sample characterized by a reduced
oxide DOS due to the local formation of an oxide bi-layer instead of a monolayer,
conduction is determined by the underlying metallic Ag atoms, which are actually
imaged although quite far from the surface (see Fig. 2.15). This picture has later
been confirmed by other groups [91], and is very interesting, as it is one of the few
cases in which information on buried interfaces is achieved.

Before leaving this subsection we stress again that a full treatment of transport
properties requires more sophisticated techniques such as a scattering approach
involving the calculation of transmission matrix and, subsequently, of the
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conductance (G) of the investigated system [66]. The conductance (G) at finite
temperature through a nanoscale device can be computed within the
Landauer-Buttiker linear response formalism [80, 138] by integrating over the
energy E the total transmission T(E) computed at a given E [36, 119]. The trans-
mission T(E) is often evaluated in a single-particle approximation, i.e., by using the
orbitals of a composite system derived from a previous band structure calculation
(typically, a DFT one) and e.g. projecting them onto the orbitals of left and right
‘leads’ derived from band structure calculations of bulk systems generating by
using the leads as unit cells. Without entering into technical details, it can be noted
here that even this simplified approach can be computationally tedious, and part of
the current research deals with reducing the computational effort by developing
efficient sampling algorithm in the k-space. A completely rigorous approach should
finally overcome the limitations even of these low-order perturbative approaches
and realize a fully many-body simulation of transport.

An example of such a many-body approach can be found in studies of strongly
correlated systems involving Mott insulating transitions, typically described using a
fermionic Hubbard Model [2]. In systems of this kind, there exists a transition from
a metallic state to an insulating state at a critical value of the on-site repulsive
interaction U at half-filling. An extensive literature describes how the many-body
correlations of strongly correlated systems may be related to the existence of
quantum entanglement in their ground states; here we will simply draw the inter-
ested reader’s attention to Section V.F. of [3] in which results indicating a link
between quantum phase transitions and the dominance of multipartite (i.e.
involving more than two quantum states) entanglement in one dimensional Hubbard
models are reviewed.

The Hubbard model may be solved self-consistently through the use of
Dynamical Mean Field Theory, as reviewed in [56] (while extensions of this

Fig. 2.15 (a) STM image at low bias and (b) corresponding atomistic scheme of a NiO ultrathin
system deposited on the Ag(100) surface. Adapted with permissions from [123]. Copyright 2012
Elsevier
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approach to non-equilibrium processes are reviewed in [5]). This approach takes
into account quantum fluctuations, and relies on a mapping between the Hubbard
model and the Anderson impurity model that is exact in the infinite-dimensional
limit but approximate otherwise. In each step of the calculation, the Green’s
function of the Hubbard model is mapped to an appropriate impurity model, which
is then solved. The difference between the initial Green’s function and the Green’s
function of the solved model defines a self-energy that is used to generate a new
Green’s function for the Hubbard model that is the input of the next step. When the
difference between two successive Hubbard Green’s functions is less than some
cut-off value, the procedure is assumed to have converged to a solution of that
accuracy. Nanostructured layered systems are modelled with a Hubbard model
whose parameters vary from layer to layer. For a given set of Hubbard U values and
hopping parameters t one may calculate the properties of such a system through the
use of Inhomogeneous Dynamical Mean Field Theory (IDMFT) [53, 105]. In this
approaches, one maps the Hubbard model to a set of Anderson impurity models,
one for each layer, and introduces the coupling between layers as part of the
self-consistency step.

Fig. 2.16 (a) A schematic depiction of an inhomogenous Hubbard model for an insulating surface
deposited on a bulk metal. Hopping parameters t that represent hopping between layers are
depicted in red, those for hopping within layers are depicted in black. (b–c) depict the metalization
Z for the insulating region. the self energy, and the Green’s function for selected layers as
calculated for a slab with 10 insulating layers and 10 metal layers using IDMFT (i) with tmet=1,
tins=tinter=0.5 tmet, Umet=2 tmet, Uint=20 tmet, Uin=Us=20 tmet and (ii) an insulating slab with U=20
tmet and t=tmet for all layers. The calculation uses a Lanczos impurity solver [56] with ns = 10
impurities and a fictitious temperature of 0.05 tmet
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Figure 2.16 shows the results of a preliminary IDMFT calculation performed by
the authors using the Lanczos impurity solver of [56]. The model system is that of
an insulating layer deposited on a metallic slab, and the metallisation Z of each layer
is obtained from the imaginary component of the self-energy =RðixÞ through the
application of the approximate relation [29]:

=RðixÞ� 1� 1
Z

� �
xþ � � �

to the smallest calculated frequency for that layer. Allowing for finite error intro-
duced by the need of introducing a discretisation of the frequency and hence a
fictitious finite temperature in order to perform the calculation, it appears that there
exists metallisation of the insulating layers since they all possess a greater value of
Z than is present in the calculation for the insulating reference slab, whose deviation
from the expected insulating Z of zero can be taken to give some idea of the
numerical error. However, this conclusion would be too quick. Examining our plots
of the Green’s functions and the self-energy and comparing their behaviour with
that of metallic and insulating phase Green’s functions and self-energies displayed
in [105], we find that while the behaviour of layer 11, the layer adjacent to the
interface layer, is qualitatively metallic (that is, the Green’s function shows signs of
beginning to diverge at low frequencies and the self-energy shows signs of tending
towards zero as the frequency decreases) the low frequency behaviour of layer 6 is
much similar to that of an insulator (that is, the Green’s function tends towards zero
at low frequencies whereas the self-energy diverges), while tending to be close to
that of layer 11 for the larger frequencies shown. If metallization is present in layer
6, then it is possible that the frequency resolution is not sufficient to locate it, with
the minimum in the self-energy that metallic systems exhibit occurring below the
smallest frequency which we have calculated. Since we appear to be at the point at
which numerical noise sets a limit to the resolution of our calculations, it is not
possible to increase the resolution further (this also rules out more sophisticated
approaches to calculating Z, such as in [6] the use of extrapolations to fictitious
temperatures of 0, since we would not be able to reach a resolution where the
features required for such an extrapolation to work correctly would be present). As
a result, if metallization is present deep within the insulating region then we are
likely underestimating its extent. In order to increase the resolution to the required
degree, an improved impurity solver such as one utilising the Numerical
Renormalisation Group [28] (implemented for IDMFT in [52]) will be required.

As an example, this approach has been applied to systems consisting of a
semi-infinite metal joined to a semi-infinite insulator [65] or an insulating layer
sandwiched between two semi-infinite metal leads [137]. Metallization was mon-
itored by checking whether a small quasi-particle peak is present in the density of
states or, equivalently, whether there is a finite quasi-particle weight. Interestingly,
it was found that the insulating layers or the semi-infinite insulator are metallised
and that this metallisation (a ‘fragile Fermi liquid’ in the terminology of [137]) is
sensitive to temperature. However, the two groups disagree in their assessment of
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the results: Helmes et al. [65] conclude that the Mott insulating layers are basically
impenetrable due to the slightness of the metallisation, whereas Zenia et al. [137]
hold that, provided that the insulating barrier is not infinite, the metallisation will
persist throughout the layer, although it will exponentially attenuate as a function of
the distance from the metal. A study of very large systems using a further varia-
tional approximation [26] suggests that the latter is the case, with the metallisation
decaying exponentially with distance but remaining finite as a result of the tun-
nelling of evanescent electron wavefunctions from the leads into the insulator. The
authors however observe that full Dynamical Mean Field Theory calculations for
very large systems will be needed to settle the controversy. Such metalisation might
explain why it is possible to produce STM images of relatively thick insulating
films deposited on metallic surfaces [93]. One can also ask which characteristics of
actually existing nanostructured systems might enhance or suppress the metalisa-
tion, since most calculations are carried out using relatively simple models.
Furthermore, one might speculate as to the effects of depositing an insulator whose
U is very close to the critical value on a metal: would the insulator be pulled into a
fully metallic state? Tuning the effects of such metallisation through a judicious
choice of metals and insulators could be a means of exploring the physics of
Hubbard-type systems close to the critical value of the coupling.

2.3.3 Electronic Excited States (Unoccupied or Virtual
Orbitals)

An extension of the possibility of the STM technique into the realm of spectroscopy
and thus excited states is represented by Scanning Tunneling Spectroscopy
(STS) technique, in which the derivative of the STM current is measured.
Theoretical simulation of STS spectra is non-trivial. One should in fact consider in
principle a fully consistent first-principles treatment of excited states which is
usually computationally unfeasible due to the need of sophisticated first-principles
methods to properly describe the electronic structure of 2D-confined phases, the
large size of the treated systems, and the complications associated with the
description of non-equilibrium phenomena occurring in tunnelling spectroscopy.

However, analogously to the simulation of STM images via the Tersoff-Hamann
approach, a very simplified possibility to simulate STS spectra can be obtained by
approximating the electronic transport matrix elements in terms of the projected
density of states (PDOS) of the system as obtained by a band structure DFT
calculation. Neglecting tip effects the basic quantity to be evaluated is the system
DOS at an energy value (ε) corresponding to the given bias, projected onto a point
in space (r) outside the sample roughly corresponding to the tip position.
Simulating STS spectra then involves calculating the derivative of the tunnelling
current with respect to the applied bias. To this purpose, at a given height that
corresponds to the distance of the tip from the surface, and over an energy window
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(that depends on the bias spanned by the simulation), one can integrate the PDOS
over a grid of proper size around the chosen site. A numerical derivative with
respect to the bias (ε in the DOS) of the integrated PDOS finally gives the simulated
STS curves [33]. Let us see the results of this extremely simplified approach in a
specific case.

In [33] an ultrathin titania z-TOx/Pt(111) phase was investigated both in the
absence and in the presence of deposited Au nanoclusters. STS experiments were
conducted and the STS spectra were simulated according to the simplified approach
described above supplemented by an analysis of the DFT wave function.
Figure 2.17 shows the contribution of the different surface states of the system to
the experimental and simulated STS spectra. In more detail, from this analysis
Shockley states, basically made of occupied 2p state of oxygen atoms in the oxide
layer, were found to contribute to the STS peaks localized at about −1.0 eV, see
Fig. 2.17a, b. These two panels further show at +0.7 eV peaks associated with a
resonance state, made by a superposition of unoccupied the 3dz orbital of Ti

3+/Ti4+

species. Finally, when gold clusters are deposited, the strong peak that dominates
the experimental curve at negative bias (see Fig. 2.17c) reveals a Tamm state made
by a mixture of 5d states of the gold atoms and platinum atoms from the underneath
support. Although very approximate, this approach can then provide at least in
some cases interesting insight.

In a zeroth-order approximation, excited states can be taken as the unoccupied or
virtual states of a single-electron Kohn-Sham Hamiltonian, as discussed in the
previous example. However, this is often not sufficiently accurate, and a more
precise description must rely on more advanced methods. DFT encounters two
main issues in describing excited states. First, at an interface the correct form of the
single-electron potential depends on subtle screening effects, as discussed in more
detail below. Second, some excited states possess an intrinsically many-body
character which cannot be described as a single-particle electron/hole excitation but
involves coupling of many single-electron states as realized e.g. in truly collective
phenomena such as plasmonic resonances. More advanced approach such as
time-dependent density-functional theory [31] may then be used to describe such
complex situations.

To give an example of the first issue, i.e., subtle screening effects at an interface,
let us focus on a specific example, and consider a particularly difficult case: that of
image states. Image states are surface excited states localized in the potential well
created in front of a conductive material, whose origin lies in the Coulomb-like
attractive force of the image charge generated in the metal by the presence of the
excited electron combined with the repulsive force due to the electronic clouds of
surface atoms. These image states fall in the energy gap near the vacuum level and
follow approximately a Rydberg-like series determined by the Coulomb-like
potential. Although theoretically well understood, their modeling is computation-
ally very demanding. For a reliable description of such states, in fact, it is crucial to
achieve an accurate representation of the Coulombic tail of the potential outside the
surface. The problem is that many mean-field approaches (as the DDT/GGA) do not
predict the correct spatial Coulombic decay of the potential for virtual (unoccupied)
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levels and a computationally demanding many-body perturbation theory (MBPT)
becomes necessary to describe these electronic excited states. Among MBPT
approaches, the most suitable for interfaces systems is the self-consistent solution of

Fig. 2.17 STS experimental and simulated spectra (left) and wave function of the states most
contributing to STS peaks: occupied Shockley (top), resonance (middle), and Tamm (bottom)
states. Adapted with permissions from [33]. Copyright 2012 American Chemical Society
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the Dyson equation in the so-called GW approximation [98], which corresponds to
a modified mean-field problem for the electrons. In this approach, the DFT potential
is replaced by a spatially non-local self-energy operator where the bare Coulomb
interaction is renormalized by the electronic screening, which, in turn, is calculated
using the dielectric response function ε(q, ω). Although this latter function can be
approximated using the DFT wave functions, the evaluation of the full
energy-dependent description of the screened interaction can be computationally
very demanding. A fall-back alternative solution is to resort to different approxi-
mations such as the Godby-Needs plasmon-pole approximation (PPA). In this case
the dielectric function still retains a dynamical behaviour which is however inter-
polated on the basis of an explicit calculation of ε(q, ω) at just two frequencies. For
a correct theoretical prediction screening effects should be evaluated not simply at
zeroth-order level as a perturbative correction but self-consistently, with all the
in-principle and practical convergence issues that self-consistency entails.
Nevertheless, a fully self-consistent GW approach (in the PPA approximation) has
been implemented at a fully atomistic level in a pioneering work and applied to the
investigation of a Li(110) surface both bare and covered by 1 or 2 atomic layers of
LiF [116]. Figure 2.18 shows how the introduction of a self-consistent MBPT
appreciably contracts the spatial extent of the system wave functions. Moreover,
interestingly it was found that the presence of a resonance excited state at the
surface gives rise to a mixing with pure image states and can significantly perturb

Fig. 2.18 Schematic depiction of the systems (leftmost column) and the wave functions of their
occupied (second-leftmost column) and unoccupied (last three rightmost columns) states plotted
along an axis perpendicular to the (110) surface. The plots highlight the difference between the
LDA (continuous curves) and self-consistent GW (dotted curves) wave functions. Adapted with
permissions from [116]. Copyright 2013 American Chemical Society
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the Rydberg series of energy levels. This is interesting and important because it
implies that the usual experimental analysis of image state energies to extract e.g.
values of the system work function can be misleading when such energies are
perturbed by the presence of a resonance state, as it can occur when the surface is
covered by dielectric ultrathin layers. This picture has been recently confirmed, both
in terms of deviation from a hydrogenic Rydberg progression due to the image
potential states coupling to and mixing with the conduction band and resonance
states at the interface [126].

Finally, we underline that tunneling phenomena and excited states are relevant
not only to electron transport but can also give rise to chemical processes. Although
we do not have space to go into details here, it can be mentioned that current-induced
redox phenomena—i.e., electron capture and successive detachment of an oxygen
atom—have been demonstrated in a custom-built surface science apparatus applied
to a system in which a Ag(100) surface was covered by an NiO ultrathin film [124].
A strong homogeneous electric field of the order of 1 V/nm triggered dissociative
attachment chemical processes reducing the NiO layer to Ni clusters in a resonant
phenomenon, thus realizing a “surface-science electrochemical” analogue of
STM-induced chemical reductions. It is clear that much exciting work could to be
done along these lines.

2.4 Nanoscale Amorphous Oxide Interfaces

The nanoscale oxide interfaces considered typically in this book exhibit a
crystalline-like character. Apart from modulations associated with Moiré patterns
due to an inconmmensurate mismatch between the oxide and support components,
the oxide phase itself can typically be described in terms of translational or
quasi-translational symmetry. One of the present most fascinating challenges is
however to move from the domain of crystalline-like systems into that of amorphous
materials. In real-world applications, in fact, entropic effects and not perfectly
controlled operation conditions or on the opposite purposedly created treatment
make that the atomistic structure of the oxide is not crystalline but rather amorphous
or disordered. Our strong conviction is that the knowledge accumulated on
well-characterized model systems will be useful to shed light on these more complex
and intricated materials. In this section we will thus briefly provide one such
examples, that of ultrathin amorphous oxides recently proposed as supports for
catalytic applications, discuss the reasons for its great interest and appeal (both
scientific and technological), and mention the associated challenges and opportu-
nities for future research.

In the past decades, thin oxide films (i.e. two-dimensional oxides) with con-
trolled thickness have been widely used in basic research as catalysts support. The
oxide supports included crystalline ones, such as MgO, TiO2, alumina, alumi-
nosilicates [19, 34, 60, 92, 120–122, 132], but more recently amorphous and
crystalline 2D films have been prepared by atomic layer deposition (ALD) [136]
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and intensively investigated. While studies on single crystal supports greatly
advance basic studies, an advantage of the ALD technique is that it can be scaled up
to meet the needs posed by technological applications. The catalytic particles
studied on such 2D-oxides range from large nanoparticles to ultrasmall sub-
nanometer size clusters, metallic as well as metal oxides.

Such 2D oxide phases offer several advantages. For example, thanks their
conductance, they facilitate the deposition of charged particles during the fabrica-
tion of the catalyst and facilitate charge transfer between the support and the cat-
alytic clusters and nanoparticles. Indeed, by varying the thickness of the oxide film
and the choice of the underlying metal and semiconductor carrier, these supports
offer a control of the charge state of the catalytic particle, and consequently may
allow to fine tune its catalytic properties [73, 99, 122]. Moreover, the effects of the
oxide film as a support of catalytic nanoparticles are expected to become increas-
ingly pronounced with shrinking nanoparticle size, especially when the sub-
nanometer scale is achieved (ultra-small clusters) in which most of the atoms of the
cluster are surface/interface atoms in direct contact with the support, as demon-
strated for propylene epoxidation on subnanometer silver clusters and their
nanometer size aggregates supported on 3-monolayer-thin ALD alumina created on
the top of a naturally oxidized doped silicon chip [35, 86].

Although the morphology and surface termination of the thin oxide films prepared
by ALD can be rather complex, these supports offer several advantages for
(sub) nanocatalysis, such as stabilization against sintering under reaction conditions
of the catalytic particles on the binding sites on their surface, control of their amor-
phicity versus crystallinity by preparation conditions and annealing. The chemical
composition and thickness of the 2D oxides can be readily controlled and in con-
nection with the choice of the base support and the efficiency of charge transfer on the
cluster well tunable. The charge/oxidation state of the catalyst can determine catalytic
activity as well as selectivity, as shown for example in the oxidation of CO oxidation
on twenty atom Pd clusters [73] or 27-atom oxidized Co clusters in the dehydro-
genation of cyclohexene [83, 85] or Fischer-Tropsch reaction [84]. ALD synthesis
also allows for creating multicomponent mixed oxide films [44] and films made of
layers with same or different composition around the catalyst, to fine tuning perfor-
mance and/or the multifunctionality of the system [81, 82] as shown in Fig. 2.20.

The advantages offered by 2D oxide films are thus tremendous. However the
atomistic and electronic structures these films are far from being sufficiently
understood, starting from their synthesis to their structure, surface morphology and
termination, types of surface defects, binding of the catalytic particles, just to name
a few aspects. A detailed understanding of the 2D oxides will necessarily require a
significant interdisciplinary experimental and theoretical effort. This challenge can
be illustrated with the example of Fig. 2.19, which reports grazing incidence X-ray
small angle scattering (GISAXS) data acquired during the growth of an ultrathin
alumina film on top of a naturally oxidized Si wafer, using the ALD technique and
applying an increasing number of ALD cycles, i.e., cycles with alternating pulses of
the gas phase precursor Al(CH3)3 and water vapor pulse [44]. The GISAXS data
indicate that the growth of the film begins with the formation of sub-nanometer size
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isolated islands. With increasing number of cycles, layers add to the structure, in
this case forming a 3 monolayer (*0.75 nm) thick film after applying 6 cycles of
ALD, as determined by circular dichroism. The obtained GISAXS images and the
vertical cuts indicate a rather complex evolution of the thickness and structure of the
film with increasing number of applied ALD cycles, such as possible variations in

Fig. 2.19 2-dimensional GISAXS images providing information about particle height/film
thickness and horizontal dimensions of particles/islands. (a) GISAXS pattern collected on
naturally oxidized Si wafer used as carrier for the growth of the ALD alumina film (0 ALD cycle).
(b–d) GISAXS images after applying 1,2, 3 and 6 ALD cycles, respectively. (e) Illustration of the
domains in GISAXS patterns where information about the film and islands can be extracted from.
(f) Vertical cuts of GISAXS images shown in a-d for 0, 1, 2,3 and 6 ALD cycles (from bottom to
the top). (g) Topographic STM image (adapted with permission from [94]) of the amorphous
alumina support layer (500 × 500 nm). (Copyright Elsevier 2011)

Fig. 2.20 Illustration of the
fabrication of layers of oxide
films below and around the
clusters. Adapted with
permission from [81].
Copyright 2010 American
Chemical Society
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the compactness and density of its individual layers. The resulting 3 ML thick
alumina film has a rough surface (see a typical STM image in Fig. 2.19g) and is
amorphous, as confirmed by low energy electron diffraction experiments which
shows no signs of crystallinity, while possesses various defects and voids [94].
Based on X-ray absorption characterization, this particular film can be best
described as a mixture of tetrahedral and octahedral building units with a high
degree of hydroxylation [35]. We stress again that this select example provides only
a partial description of one type of alumina film fabricated on one support and
under single synthesis conditions only, simply to illustrate the opening of a large
multiparameter search space for the design of new classes of 2D oxides with
tailored properties for use e.g. in catalysis, poised to be explored in joint theoretical
and experimental endeavors.

From the theoretical/computational point of view, the first and probably the
major issue that such systems pose is the description of their atomistic structure.
Clearly, the amorphous character of such systems makes that a traditional global
minimum search is meaningless. This however does not implies that energetic
considerations are also meaningless. Rather, one will need to consider a statistically
weighted ensemble or set of different realizations of the system: this set will be
large as required by the disordered character of the system but will also be a finite
set due to energetic constraints which discards meta-stable configurations with
insufficient thermodynamic and kinetic stability. In keeping with the X-ray
absorption data recalled above, the definition of structural units as illustrated in
Fig. 2.7 will probably be useful to accelerate production of sensible structural
configurations. Moreover, the issue of the presence of hydroxyls on the oxide
surface recalled above will probably need to be tackled via the stoichiometry moves
mentioned at point (5) in the description of GO approaches. A second issue for
computational science is connected with the description of electron transport. It is
possible in fact that such a phenomenon plays an important role in determining
catalytic activity of nanoscale oxide or semi-conductor systems [68]. If this is the
case, the methods discussed in the Section on electronic response properties will
turn to be necessary for predicting the catalytic functionality of these systems.
Given the outline provided in the Section on total energy method, it is finally likely
that some sort of DFT approaches will be accurate enough to describe e.g. ultrathin
alumina ALD-deposited on a Si wafer.

2.5 Concluding Remarks

In this chapter, an overview of available computational methods to describe the
atomistic and electronic structure of nanostructured oxide interfaces has been
presented. Potentialities and limitations have been discussed, with the goal of
providing tools for orienting oneself in this complex field.

In terms of atomistic structure, a very general and comprehensive framework in
which to understand structure prediction and global optimization has been given,
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which should be useful for understanding and framing future studies in which these
approaches are expected to become more and more frequent and important, while the
problems associated with structural dynamics and kinetic phenomena have only
briefly illustrated in a specific case. In terms of electronic structure, for convenience
of the reader methods for prediction of total energy have been presented separately
from methods for prediction of response properties. For the former, a detailed dis-
cussion has been given of the choice of the exchange and correlation functional most
appropriate for a given system, while charge distribution and work function, elec-
tronic transport and electronic excited states have been discussed in some detail as
examples of electronic response properties. Also to complement information not
presented in other chapters in this book, a brief introduction to the topic of amor-
phous (rather than crystalline-like) nanoscale oxides has finally been presented.

From all this material, the challenges still facing the achievement of a predictive
computational science of nanoscale (interfacial) oxides should be apparent. In
several cases the accuracy of available and computationally affordable approaches
is not yet en par with present needs, and the situation will become even worse in
going from the crystalline-like extended (translationally invariant) binary oxide
phases mostly investigated so far to more complex ternary and amorphous nano-
materials. Nevertheless, these are the present challenges, and the prize to be gained
from both the scientific and the technological points of view is enormous.

In our opinion, two are the most likely near-term developments. In terms of
structure prediction, hardware advances will soon greatly increase the feasibility of
systematic sampling of the potential energy surface using first-principles approa-
ches in conjunction with hierarchical or multi-mode acceleration techniques and
automated structure recognition algorithms. These will enable the investigation of
complex disordered systems. The next challenge will then be the study of structural
dynamics. In terms of total energy methods, a proper development of
space-dependent DFT approaches could greatly extend the scope of DFT accurate
predictions and delay take-over of higher-level competitors such as RPA or
Quantum Monte Carlo. These space-dependent approaches might prove to be
sufficiently accurate also for the prediction of response properties, together with the
implementation of time-dependent variants of DFT to describe Coulombic inter-
actions in complex electronic states.

Regardless whether these expectations will be fulfilled or not, it is our hope that
the present contribution will trigger interest and promote efforts in this fascinating
field.
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Chapter 3
Role of Structural Flexibility
on the Physical and Chemical Properties
of Metal-Supported Oxide Ultrathin Films

Gianfranco Pacchioni

Abstract Ultrathin films of dielectric materials supported on a metal are becoming
increasingly interesting for their peculiar and unprecedented properties. One
important aspect is that usually two-dimensional materials are much more flexible
and easy to structurally modify than the corresponding bulk counterparts. In this
paper we discuss this phenomenon with particular attention to its relevance for the
adsorption properties of the films. For instance, formation of charged adsorbates is
accompanied by substantial local relaxations of the support that are reminiscent of
the formation of polarons in dielectric crystals to screen localized charges.

3.1 Introduction

Ultrathin films of insulating materials are attracting an increasing interest due to their
extraordinary properties and to the different physico-chemical properties that they
exhibit compared to their bulk counterparts. The field has grown very rapidly after
the discovery of various materials in form of single layer. Graphene is the prototype
of this family systems, but several other examples are known [1]. This has opened
new avenues for the study of systems of reduced dimensionality along one of the
space directions. Today these systems are called two-dimensional materials and their
properties are being studied for a variety of potential applications [2, 3]. However,
despite the great excitement and interest on these systems, one should recognize that
they are not really new since they have been used in various technologies in the last
few decades. For instance, ultrathin silicon dioxide films have been the basis of metal
oxide field effect transistors [4], and the microelectronic revolution is largely based
on the excellent properties of thin SiO2 films grown on silicon. The mature appli-
cations of two-dimensional oxides (with thickness of 10 nm or less) is not restricted
to microelectronic devices. For instance they form under reactive conditions when
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metals are exposed to oxidizing ambient; the formation of passive films guarantees
corrosion protection of metals [5, 6]. Today two-dimensional oxides are studied as
ultrathin capacitors [7], for solar energy materials [8], magnetoresistance sensors [9],
etc [10].

In the last two decades oxide ultrathin films have become interesting also in the
field of heterogeneous catalysis. They have been introduced in order to create
model systems able to mimic the properties of real catalysts but at the same time to
use electron spectroscopies and scanning tunneling microscopies (STM) to study
oxide surfaces at an atomistic level [11–15]. New techniques have been developed
to grow epitaxial oxide films, deposit metal nanoclusters, and study their chemistry
under well controlled conditions [10]. However, besides oxide ultrathin films that
closely resemble the corresponding bulk phases, other examples have been reported
where completely different and unexpected properties emerge due to the nanometric
vertical dimension of the films. Among these properties, a lot of interest has been
attracted by the possibility to selectively charge atomic or molecular species
deposited on the surface of an ultrathin film [16, 17]. It has been observed that
electrons can spontaneously tunnel through the insulating thin layer as result of the
equilibration of the Fermi level of the metal support with the frontier orbitals of the
adsorbed species. This may result in charged clusters or molecules supported on
oxide thin films with completely different chemistry and catalytic activity [13, 16].

These studies have shown that the charging effect is accompanied by
non-negligible structural relaxation in the supported film. This effect turned out to
be essential for the stabilization of the charged species and, in general, for the
properties of these films. The structural flexibility is an intrinsic and specific
property of ultrathin films which is not found on the corresponding solid surfaces.
This is the topic of this review. Using some examples taken from the literature we
will discuss the role of the easy deformation of two-dimensional insulators for
processes where adsorbed species are involved, including some examples of cat-
alytic reactions.

3.2 Polaronic Distortion as Response to the Formation
of Charged Adsorbates

Gold atoms exhibit completely different adsorption properties when deposited on
bulk MgO or on an ultrathin MgO film: while they remains neutral on MgO(100),
they become negatively charged on MgO/Mo(100) or MgO/Ag(100) supports if the
MgO film consists of a few monolayers (ML) [18, 19]. The net charge transfer takes
place from the metal support to Au through the MgO thin dielectric barrier via
spontaneous electron tunneling, provided that the film thickness remains below the
mean-free paths of electrons. The charging effect, originally predicted by DFT
calculations, has been shown by low-temperature STM experiments [19], providing
a clear proof that materials at the nanoscale may behave differently from the
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corresponding bulk materials. There is a very important phenomenon associated to
the charge transfer which is central for the present discussion. This is the structural
relaxation of the films that follows the formation of the charged species.

Let’s consider an Ag atom adsorbed on MgO/Mo(100) films [20]. Also in this
case the formation of an adsorbed anion has been predicted by DFT which has also
shown the occurrence of a non-negligible local relaxation in the MgO top layer.
This can be measured by the change in vertical distance, Δz, of a given ion of the
surface before and after adsorption of the Ag atom, Table 3.1. We start by
adsorbing an Ag atom on an unsupported MgO(100) 3 ML film (here and below we
will use 3 ML MgO films with the bottom layer fixed as realistic models of the
MgO(100) surface). The displacements of the O or Mg ions to which Ag is bound,
Δz, and of the first neighbors are very small (<0.02 Å in absolute value). Now let us
consider Ag on the metal supported MgO 3 ML films: the displacements become
substantial, Δz = 0.1–0.2 Å, Table 3.1. In particular, on a MgO/Mo(100) 3 ML film,
when Ag is adsorbed on-top of an O2− ion there is a downwards shift of this ion by
0.08 Å; at the same time, the surrounding Mg cations move up by about the same
amount. If, however, the negatively charged Ag atom is positioned on-top of a Mg
cation, the displacement of this ion from the MgO top layer is quite substantial,
0.23 Å, Table 3.1.

These effects are even more pronounced for Au. Take the Au–MgO distances:
on MgO/Mo(100) films the Au–O2− distance, ze = 2.76 Å, is 0.52 Å longer than on
the MgO(100) surface; the Au–Mg distance, ze = 2.57 Å, is 0.13 Å shorter than on
the bare surface. The formation of a Au anion is accompanied by a very large
surface relaxation, which is not observed for the case of Au on MgO(100). In
particular, on MgO/Mo(100) 3 ML films the adsorption on Mg is accompanied by
an outward displacement of the surface cation by 0.36 Å, while the surrounding O
anions do not move significantly. The adsorption on the O anions induces a
downward displacement of −0.20 Å, and an outward movement of the neighboring
Mg cations by 0.15 Å, Table 3.1 [20].

These geometrical rearrangements are often referred to as polaronic distortion.
The polaron concept was first proposed by Lev Landau in 1933 to describe an
electron moving in a crystalline dielectric material where the atoms undergo local
displacements from their equilibrium positions to effectively screen the charge of
the electron. An induced polarization will follow the charge carrier when it is
moving through the medium. The carrier together with the induced polarization is
considered as one entity, which is called a polaron. Polarons are formed also when

Table 3.1 Local surface
relaxation on MgO 3L slabs
induced by adsorption of a Ag
or Au atoms

On-top of O On-top of Mg

ΔzO Å ΔzMg Å ΔzO Å ΔzMg Å

Ag MgO(100) +0.01 +0.02 −0.02 −0.01

MgO/Mo(100) −0.08 +0.09 −0.03 +0.23

Au MgO(100) −0.04 +0.03 −0.02 +0.01

MgO/Mo(100) −0.20 +0.15 −0.03 +0.36
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charge defects form in bulk crystals. The polaronic distortions are very relevant and
substantially contribute to the stabilization of charged adsorbed species on ultrathin
films. This can be easily demonstrated by a computational experiment. In fact, if the
MgO ultrathin film is not allowed to relax after Au deposition, the charge transfer is
not observed and the formation of the Au− species does not occur. Hence, the
charge transfer is a direct consequence of the structural deformation of the
two-dimensional oxide.

A very similar phenomenon has been observed for Au atoms deposited on 2 ML
NaCl films grown on Cu(111) [21]. Using a STM tip it has been possible to add or
remove a single electron to or from Au adatoms deposited on NaCl/Cu(111) films,
with formation of negatively charged Au− species near other Au atoms that retain
the original neutral state. Interestingly, DFT calculations showed that the formation
of the Au− species is accompanied by a strong relaxation of the NaCl substrate,
Fig. 3.1. In particular, the Cl− ion underneath the adatom is forced to move
downward by 0.6 Å and the surrounding Na+ ions to move upward by 0.6 Å [21],
showing that the flexibility of the NaCl thin film substrate is even larger than that of
MgO. We will return to this point below when we will compare explicitly the
reactivity of ultrathin MgO and NaCl films (see Sect. 3.5).

Formation of negatively charged species is not restricted to Au. Another
example which is relevant for our discussion is that of the formation of superoxo
species. DFT calculations predicted that O2 molecules adsorbed on MgO/Mo(100)
films will form superoxo radical anions, O2

−, by the same mechanism described
above, electron tunneling from the support [22]. The formation of O2

− species on
MgO/Mo(100) films exposed to oxygen has been confirmed by low temperature
Electron Paramagnetic Resonance (EPR) spectra [23], which show that the intensity
of the EPR signal decreases with the thickness of the MgO film. For films con-
taining 15 ML of MgO, the EPR signal disappears, in complete agreement with the

Fig. 3.1 Electronic and geometric properties of the neutral a–c and negatively charged d–f Au
adatom (from DFT calculations). Au, Cl−, and Na+ are colored gold, green, and blue, respectively.
b and e: calculated partial density of states of s-states at the Au adatom. The 6 s-derived state is
partially and fully occupied in (b) and (e), respectively. Simulated STM images are shown in the
Inset. While little relaxation occurs for the adsorption of a Au0 species, the Cl− ion underneath Au−

moves downward by 0.6 Å and the surrounding Na+ ions move upward by 0.6 Å Adapted from
[21] (Color figure online)
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model of charge transfer via electron tunneling [13, 16, 19, 24]. Very interesting for
the present discussion is the analysis of the g-tensor of the O2

− species formed on
MgO/Mo(100) films, Table 3.2. In fact, this has proven unambiguously that the
MgO film undergoes a polaronic distortion in response to the formation of the O2

−

species, providing the first experimental proof of a theoretical prediction.
The EPR experiments were performed under ultrahigh vacuum conditions

adsorbing molecular oxygen at 40 K on a 4 ML thick MgO/Mo(100) film [23]. The
value of the g-tensor components directly extracted from the experiment are
gxx = 2.002, gyy = 2.012, and gzz = 2.072. The reason why this measure is par-
ticularly interesting is that similar measurements exist for O2

− species formed on
the surface of MgO polycrystalline materials [25–27]. Here the superoxo species
forms by interaction of O2 with electron-rich sites at the surface of the material.

A comparison of the values of the g-tensor found on the thin MgO/Mo(100)
films with those obtained on bulk MgO show that the x- and y-components of the
tensor are not too different, while a significantly larger z-component is found on
powders compared to thin films, gzz = 2.091 on the (100) terrace sites of MgO
powders, gzz = 2.072 on the terrace sites of MgO/Mo(100), Table 3.2. These
differences, which are small but relevant, have been explained with the help of
theory. A calculation of the g-tensor was performed for an O2

− radical adsorbed on
a MgO cluster modeling the (100) MgO surface, Table 3.2. When comparing the
calculation to the measurement on the MgO powder samples it results that the gxx
and gyy components of the tensor are well reproduced while gzz component is
considerably underestimated as compared to the experimental values (not surpris-
ingly as detailed studies in literature show that the gzz component is systematically
underestimated in all calculations). However, what is relevant here is the trend
found when comparing the computed g tensor of O2

− radicals on terrace,
five-coordinated, and edge, four-coordinated, Mg2+ sites. This results in a reduction
of the gzz component, Δgzz, with decreasing coordination number of the Mg ion, see
Table 3.2. What is the implication of this for the discussion of the polaronic
distortion in thin films? The value of the gzz tensor measured for the MgO/Mo(100)
thin films is closer to that measured on MgO powders and assigned to edges rather
than to terraces. But on the thin films the O2

− superoxo species are clearly formed
on the flat terrace sites, and not on the edges. The solution of the problem comes
from a calculation which includes the polaronic distortion of the MgO/Mo(100) thin

Table 3.2 Measured and computed g-tensor for O2
− adsorbed on the surface of MgO/Mo(001)

films and MgO powders [23]

Method Ref. Site gxx gyy gzz Δgzz
MgO powders Exp [25] Terrace 2.002 2.008 2.091 0.000

MgO powders Exp [26] Edge 2.002 2.008 2.077 −0.014

MgO/Mo(100) Exp [23] Terrace 2.002 2.012 2.072 −0.019

MgO(100) Theory [27] Terrace 2.0022 2.0092 2.0639 0.0000

MgO(100) Theory [27] Edge 2.0021 2.0096 2.0527 −0.0112

MgO/Mo(100) Theory [23] Terrace 2.0025 2.0093 2.0560 −0.0089
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film. When this is taken into account in the model, what one finds is a reduced gzz
component as observed experimentally, with a sizable reduction of the gzz com-
ponent, Table 3.2 [23].

To understand this effect one has to consider that the shift of the gzz component

away from the free electron value is given by gzz ¼ ge þ 2 k2=ðk2 þD2Þ� �1=2
with λ

being the spin orbit coupling constant and D ¼ 2pyg � 2pxg the increase of Δ due to
the increased electric field. A more exposed cation, as on the edge sites of the MgO
powders or on the terrace sites of the MgO/Mo(100) thin films (polaronic distor-
tion) leads to a reduction in the gzz component. This is exactly what is found both in
theory and in experiment. The observed reduction of the gzz component for the
MgO thin film is thus a direct proof of the occurrence of a polaronic distortion.

Another way to proof the structural flexibility of oxide films in the ultrathin
thickness limit is based on the use of X-ray photoelectron spectroscopy (XPS) line
broadening [28]. XPS is widely applied to investigate the electronic structure of
materials. It is based on the analysis of the area and the position of photoemission

Fig. 3.2 ExperimentalMg 2pXPS
spectra of 14 and 1 ML MgO/Ag
(100). Reproduced with permission
from [28]
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peaks. The flexibility of oxide thin films is intimately connected to the phonon
structure of materials. A way of investigating vibrational properties is to look at the
broadening in photoelectron spectra. Vibrational excitations lead to broadening in
XPS. This broadening is due to the change in the equilibrium nuclear geometry
between the initial ground state of a system and the final excited or ionized state.
Changes in the initial-state polaronic distortion can significantly affect the final-state
changes in bond length. A pronounced decrease of the line widths of MgO ion-
izations has been observed when single crystals or thick MgO films are compared
with results on an ultrathin MgO/Ag(100) films, Fig. 3.2.

In Fig. 3.2 is reported the experimental Mg 2p XPS spectra of 1 and 14 ML
MgO/Ag(100). The full width at half maximum (FWHM) of the Mg 2p peak is
approximately 1.45 eV in the limit of 1 ML MgO/Ag(100) and reaches a constant
value of approximately 1.60 eV for MgO films of 10 ML and thicker. The
experimentally observed reduction in the broadening agrees qualitatively with that
predicted one based on pure Frank-Condon broadening by theoretical calculations.
The changes in the Frank-Condon broadenings for 1 ML MgO from the values of
thick MgO films (bulk-like) arise because the equilibrium Mg–O distance re is
different for bulk and monolayer MgO; this is true for both the ground state and the
2p hole potential curves. The curvature of these potential curves, as measured by
ωe, is different between bulk and monolayer, and provides a measure of the softness
of the phonon modes of films of different thickness [28].

Another example of occurrence of polaronic distortion is related to gold atoms
adsorption on ultrathin silica films. Crystalline SiO2 films on Mo(112) have been
investigated in detail by experiment and theory [29–31]. The film consists of a
single layer of SiO4 tetrahedra which share three oxygen atoms forming three Si–
O–Si bridges with the forth oxygen directly bound to the Mo substrate. This cor-
responds to an hexagonal two-dimensional film covering the entire surface. The
film is interrupted by eight-membered rings along line defects. Spontaneous
charging of deposited gold does not occur on SiO2/Mo(112) films. Both experi-
ments and calculations show that gold atoms deposited at low temperature on these
films (10 K) interact very weakly with the surface, diffuse and aggregate to form Au
nanoparticles in correspondence of the line defects [32, 33]. The SiO2 ultrathin
films are very unreactive and, being bound to the Mo(112) substrate through an

Fig. 3.3 Preferred adsorption site
and structural distortion (side view)
induced by the adsorption of a Au
atom on a Li doped SiO2/Mo(112)
film. Reproduced with permission
from [37]
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oxygen atom, generate a surface dipole which raises Φ, an effect which acts against
the possibility to transfer charge from the Mo metal to the adsorbed gold. However,
a possible way to modify the film reactivity is to deposit on the oxide film alkali
metal atoms which are easily ionized to form M+ ions stabilized above the silica
film or at the SiO2–Mo(112) interface, depending on their size. If one deposit Li
atoms on this system, the Li atoms diffuse spontaneously to the interface where they
form stable Li+ ions. In these positions the Li ions cannot interact directly with the
deposited Au atoms which, because of their size, remain above the surface, Fig. 3.3.
The presence of Li+ ions results in a substantial lowering of the work function Φ.
For a coverage corresponding to one interface Li atom per silica ring, θ = 1, the
work function change is of about 1 eV. When the Au atoms are deposited on a
Li-doped SiO2/Mo(112) film, the adsorption properties change completely, as
shown theoretically [34] and later proven experimentally [35, 36].

Three possible adsorption sites can be identified: (1) Au is adsorbed at the center
of the ring, directly above a Li atom at the interface; (2) Au is on-top of a bridging
O atom protruding outside the surface; (3) Au is on-top of a bridging O atom lying
at the same height as the Si atoms of the film, Fig. 3.3. In (1) the bonding for Au is
weak, −0.34 eV, and a partial charge transfer, as measured by the Bader charge
(−0.55 e), occurs. In (2) the atom is very weakly bound, −0.18 eV, and almost
neutral (Bader charge −0.26 e). However, when Au is in position (3) it becomes
strongly bound, Eb = −1.33 eV, and negatively charged (Bader charge −0.80 e).
With the help of STM images it has been possible to verify that the Au atoms are
effectively bound above O sites of the film [35].

It is important to analyze the reasons why the charge transfer occurs only in
some specific adsorption sites and not everywhere [37]. Also in this case, this is
connected to the strong polaronic distortion which stabilizes the charged state of the
Au− anion. In particular, in the preferred adsorption site, Fig. 3.3, the O atom of the
top layer relaxes downwards in direction of the Mo surface by about 0.85 Å, while
the two adjacent Si atoms move towards the Au anion by about 0.1 Å, Fig. 3.3. This
relaxation strongly stabilizes the 6 s level of Au, which becomes doubly occupied
with formation of Au−. As for MgO/Ag(100), in absence of the polaronic distortion,
the charge transfer does not take place, showing that the change in work function
alone is not sufficient to induce a charge transfer.

To emphasize the importance of the polaronic distortion, Au atom adsorption has
been modeled also on the non-doped SiO2/Mo(112) film. As we mentioned above,
on this system Au forms a very weak bond and remains neutral. However, if the
geometry optimization starts from a distorted silica structure as found in Li/SiO2/
Mo(112), one obtains a local minimum where the Au atom is charged. However,
this configuration is slightly less stable (by about 0.1 eV) than neutral gold on the
undistorted film. The cost to distort the silica structure is +2.95 eV; the Au atom is
bound by −2.90 eV to this “distorted” structure, and the final result is a slightly
unbound system. This clearly proofs that the lattice distortion is the key ingredient
to stabilize the charged state. Of course, this does not form if the position of the
metal Fermi level is not above the empty states of the adsorbate, but the two effects
go together and one is useless without the other.
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3.3 Electrostatic Origin of Rumpling in Supported Oxide
Thin Films

So far we have considered the film reconstruction after adsorbed species have been
deposited and an electron transfer has taken place via electron tunnelling through
the support. However, structural relaxation in supported oxide films can be sub-
stantial also without the presence of adsorbed species. Rumpling is defined as the
separation between the atomic planes of cations and anions of a monolayer. In
general, while the rumpling for unsupported monolayers is negligible [38], it can be
relevant when the film is deposited on a metal substrate. In particular, the rumpling
of a supported oxide monolayer depends on the electronic properties of the metal
substrate [39]. The electronegativity of the support determines the direction and the
extent of the charge transfer at the metal/oxide interface. This charge transfer
induces an electric field which causes the rumpling of the oxide film. If the oxide
film is deposited on a substrate with high electronegativity, the oxide layer transfers
electrons to the metal support. As the consequence, the anions in the oxide layer are
pushed outwards, Fig. 3.4a, for electrostatic reasons. Viceversa, if the substrate has
a low electronegativity electrons flow from the metal to the oxide. In this case are
the cations of the oxide layer that are displaced outwards, Fig. 3.4b. Therefore, the

Fig. 3.4 a and b: schematic representation of the coupling between dipole moments due to the
interface charge transfer (DCT) and oxide film rumpling (DR) in oxide monolayer films (black
circles cations, white circles anions) deposited on a metal substrate (large gray circles); c and d:
schematic representation of “direct” (c) and “flipped” (d) adsorption modes of an adatom (large
circle) on a supported oxide film. In direct adsorption, the polaronic-like distortion induced by the
adatom increases locally the rumpling (distance between planes of anions and cations); in flipped
adsorption mode, the distortion locally reduces or inverses the rumpling. Dipole moments due to
charging of the adatom (DCT) and to the adsorption-induced structural distortion (DR) are plotted
schematically with arrows in the two cases. Reproduced with permission from [40]
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rumpling in the supported film can be seen as the structural response to the charge
transfer at the metal/oxide interface. The dipole moment associated to the rumpling
in the oxide layer (DR) has the opposite sign and partially compensates that due to
charge transfer at the interface (DCT).

As an example, DFT calculations show that when MgO monolayers are
adsorbed on electropositive metals (Al and Mg) electrons are transferred from the
metal to the oxide inducing a negative rumpling (oxygen closer to the metal sur-
face); when MgO monlayers are deposited on transition metals (Ag, Mo and Pt),
characterized by a larger work function, electrons are transferred from the oxide to
the substrate, the rumpling is positive, and oxygen relaxes outwards, Fig. 3.4a, b.

A similar electrostatic response can be used to rationalize the surface relaxation
induced by atoms or molecules adsorbed on the film when this is accompanied by a
charge transfer (see the cases discussed above). The local relaxation which
accompanies the charge transfer induces a dipole moment (consequence of the
rumpling of the ionic layer) which partially counteracts the dipole moment due to
the charge transfer, Fig. 3.4c, d. As a consequence, on a structurally very soft oxide
monolayer the same adsorbate can exist in two opposite charge states, stabilized by
different displacements of the ions in the films, Fig. 3.4c, d [40].

An example of this behaviour is provided by Au atoms deposited on FeO(111)/
Pt(111) ultrathin films. FeO(111) films grown on Pt(111) have been the subject of
ultrahigh vacuum investigations in the past [11, 12]. The most peculiar feature of
the FeO(111)/Pt(111) system is the periodic variation of the interface structure
imposed by the lattice mismatch between FeO(111) and Pt(111), which leads to the
formation of a Moiré superlattice with three high-symmetry domains with Fe either
in on-top, hcp, or fcc stacking with respect to the interfacial Pt atoms. [13–19] An
Au atom deposited on this film becomes negatively charged if the rumpling is
reversed locally with respect to the clean surface, with an outwards displacement of
a Fe atom, Fig. 3.5a [40, 41]. The Au atom becomes positively charged on FeO
(111)/Pt(111) if the oxide rumpling is as in the clean film (oxygens relaxed out-
wards, Fe ions relaxed towards the Pt surface, Fig. 3.5b). The relative stability of

Fig. 3.5 Side view of an Au
adatom adsorbed on the FeO
(111)/Pt(111) substrate:
a flipped top-Fe configuration
(negatively charged Au);
b direct top-O configuration
(positively charged Au)
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the two charged configurations, −1 or +1, respectively, depends on the alignment of
the energy levels of the oxide film and of the adsorbate. If the singly occupied 6 s
level of the Au atom falls below the Fermi level of the metal, then an electron is
transferred from the FeO/Pt interface to the Au adsorbate that becomes negatively
charged; in this case the electron affinity of adsorbed Au is larger than the work
function of the metal/oxide interface. If, on the contrary, the singly occupied 6 s
level of Au is above the Fermi level, this means that its ionization potential is
smaller than the work function of the support and one electron is transferred from
the adsorbate to the FeO/Pt interface and a positive charge forms on the Au species.
Of the two configurations, only that corresponding the positively charged Au has
been observed experimentally [41]. The fact that the other configuration has never
been observed could be due to the presence of a kinetic barrier to reverse the local
rumpling. This barrier has been investigated theoretically. The most stable
adsorption is the Au adatom on the Fe-top site of flipped adsorption, forming an Au
anion with zero barrier. In the fcc domain, a low-lying Fe cation cannot be lifted
automatically and the barrier of the Au adatom moving from the O-top site of direct
adsorption onto the adjacent Fe-top site of flipped adsorption was estimated to be
0.39 eV. Therefore, the Au cation at the O-top site of the fcc domain is metastable
and will transform into an Au anion at the Fe-top site by overcoming a barrier of
0.39 eV [42].

A similar effect has been observed for MgO/Ag(100) 2 ML films by adsorbing
Au and K atoms, Fig. 3.6 [43]. As described above, Au becomes negatively charged
and induces an outward relaxation of the Mg ion to which is bound, Fig. 3.6a. Let’s
consider the adsorption of a K atom. On a MgO single crystal surface, K is pre-
dicted to adsorb very weakly, with a long distance from a surface O ion (2.89 Å)
and very little surface relaxation. When K is adsorbed on a MgO/Ag(100) 2 ML
film, there is a net change in the adsorption properties. The K atom donates one

Fig. 3.6 Optimal geometry of a a Au atom adsorbed on-top of a Mg cation of a MgO/Ag(100)
2 ML film; b a K atom adsorbed on-top of a O anion of a MgO/Ag(100) 2 ML film. In both cases
notice the strong relaxation of the surface ion in direct contact with the adsorbate. The Inset shows
a top view of the 3 × 3 supercell used in the calculations. Reprinted with permission from [43]
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electron to the support and becomes positively charged. The bonding on-top of
oxygen is reinforced, Eb = −0.43 eV, and the K-O distance is considerably reduced,
from 2.89 to 2.56 Å. The surface oxide anion relaxes outwards by 0.4 Å, Fig. 3.6b,
while the Mg ion below it moves by 0.3 Å towards the Ag metal. Thus, adsorption
of Au or K atoms leads to opposite structural relaxation of the MgO ultrathin film in
order to create a surface dipole that partially screens the dipole moment generated
by the charged adsorbates.

In general, the case discussed above of FeO(111)/Pt(111) films can be consid-
ered as one example of the more general theory of polarity in reduced dimen-
sionality oxides. It has been shown for instance that one microscopic mechanism of
stabilization of polar oxide orientations is based on a strong modification of the
structural phase diagram of ionic crystals with rock-salt structure in the bulk phase
[44]. At low thickness, films which are either unsupported or are deposited on metal
surfaces like the Ag(111) display a graphite-like structure rather than the expected
rocksalt one, providing strong evidence of the completely different nature of
materials at low-dimensionality [44].

A relevant question from the computational point of view is to which extent the
structural deformability of the films depends on the methods used to describe the
electronic structure. Normally DFT calculations of ultrathin oxide films on metals
are done at the GGA level of theory. In some cases, the description of layers of
transition metal oxides with magnetic insulator character is performed using the
DFT+U approach implemented by Dudarev et al. which consists in the definition of
the effective Hubbard’s parameter U [45, 46]. This allows to partly correct for the
self-interaction error in DFT. In a recent study the performance of the DFT+U
approach has been compared to the more robust hybrid functionals to describe the
FeO(111)/Pt(111) films mentioned above [47]. Notice that the problem of
describing simultaneously the metal electronic structure and that of a magnetic
insulator like FeO is far from being straightforward (for a more detailed discussion
see for instance [48]). The DFT+U approach allows one to apply the U correction
only to those atoms that are involved in spin localization problems typical of
transition metal compounds (Fe ions in this case) while the Pt metal is treated at the

Table 3.3 Structural and electronic characteristics of FeO(111)/Pt(111) as a function of interface
lattice register obtained with DFT+U and HSE06 exchange-correlation functionals: relative
stability ΔE (eV/FeO) with respect to the most stable Fe-fcc register, FeO adsorption height z(FeO)
(Å), rumpling of the oxide film Δz (Å), electron transfer towards the Pt substrate CT(e/FeO)
(positive values correspond to a negative charging of Pt), and FeO-induced change of the Pt(111)
work function ΔΦ

DFT+U HSE06

ΔE z(FeO) Δz CT ΔΦ ΔE z(FeO) Δz CT ΔΦ

eV/FeO Å Å e/FeO eV eV/FeO Å Å e/FeO eV

Fe-fcc 0.00 2.44 0.71 0.35 +0.57 0.00 2.40 0.67 0.40 +0.46

Fe-hcp 0.20 2.48 0.72 0.31 +0.37 0.24 2.49 0.68 0.68 +0.02

Fe-top 0.24 2.78 0.60 0.22 −0.30 0.21 2.72 0.58 0.58 −0.52

As a reference, the calculated Φ for the Pt(111) surface is 5.40 and 5.48 eV in DFT+U and HSE06 approaches,
respectively [47]
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standard DFT-GGA level. Hybrid functionals, on the other hand, provide a good
description of semiconducting oxides but are not particularly suited to treat metallic
systems. The HSE06 hybrid functional probably represents the best method
available today to treat a mixed metallic/insulator system with an hybrid functional
[49]. Table 3.3 reports the results of the DFT+U and HSE06 calculations on the
rumpling in the FeO(111)/Pt(111) layers. The results refer to three different ori-
entations of the FeO(111) film with respect to the Pt(111) support.

In general, Table 3.3 shows that the HSE06 approximation leads to relatively
small modifications with respect to DFT+U results. In average, the FeO adsorption
height z(FeO) and the film rumpling Δz are slightly smaller, whereas the electron
transfer towards the metal substrate, CT, is slightly larger. These results show that
the rumpling of the film is not connected to the level of computational method used.

3.4 From Structural Flexibility to Chemical Reactivity
of Two-Dimensional Oxides

The relationship between charge transfer and film relaxation can have important
consequences on the surface reactivity of ultrathin films. We have seen above that
the simple adsorption of O2 molecules can induce a significant polaronic distortion
which is essential for the formation O2

− superoxo species (see Sect. 3.2). Now we
discuss a case where the exposure of an untrathin film to an oxygen atmosphere
results in major restructuring of the film and in the complete change of its reactivity.
This is the case of O2 adsorption on the FeO(111)/Pt(111) films discussed in the
previous section. The catalytic performance of this system in CO oxidation has
important consequences for the understanding of how catalysts work under real
catalytic conditions.

In the late 70-s, the notion of the so called Strong Metal Support Interaction
(SMSI) [50] was introduced. According to this highly debated and often contro-
versial definition, thin oxide films can form under reactive conditions on the surface
of a metal particle deposited on an oxide support. Atoms from the oxide surface
migrate to the metal particle, and, as a consequence, the metal catalysts becomes
encapsulated into the oxide. Usually, this phenomenon leads to a suppression of the
reactivity of the system. Recently, an opposite behavior has been reported which is
relevant for the present discussion. In particular, it has been demonstrated that thin
oxide films on metals may exhibit greatly enhanced catalytic activity, even higher
than the metal substrate underneath under the same conditions. We are referring to
the work by Sun et al. where CO oxidation has been studied on Pt nanoparticles
deposited on the surface of magnetite, Fe3O4 [51]. It was observed that for tem-
peratures of about 850 K the Pt particle becomes covered by an ultrathin oxide
layer, Fig. 3.7. This layer has exactly the structure and composition of the FeO(111)
film grown on a Pt(111) single crystal surface [52].
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It was suggested that under reaction conditions (an oxygen partial pressure in the
mbar range), the unreactive bilayer FeO film reconstructs leading to a tri-layer
OFeO film which exhibits an enhanced chemical reactivity [51, 53]. Here we will
discuss in some detail the mechanism of this process. At low pressures (below
10−3 mbar) the FeO(111)/Pt(111) film is essentially inert towards CO and O2.
However, the film undergoes an important reconstruction at higher O2 pressure
when it approaches the formal stoichiometry FeO2. The formation of a new phase is
shown by thermal desorption spectroscopy (TDS) measurements, Fig. 3.8. The
pristine FeO films show a single O2 desorption peak at *1170 K (see Fig. 3.8).
After reconstruction, the O-rich films exhibit a desorption feature at 840 K, clearly
indicating that the O-rich film contains two types of O species.

The formation of the new structure is clearly seen in STM images of the film,
Fig. 3.9a. The profile line presented in Fig. 3.9c reveals height modulation about
0.6 Å.

Fig. 3.7 Top a A typical STM image of a Pt/Fe3O4(111) surface after annealing in vacuum at
850 K. b Representation of an encapsulated Pt particle and a cross-view of an FeO(111) monolayer
on Pt(111). Bottom HRTEM images of Pt particles supported by Fe3O4(111). a The long arrows
indicate the encapsulated layer. b Colorized image to illustrate continuous encapsulation layer on
different facets of a Pt particle as indicated. Reprinted with permission from [52]
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The STM image of a FeO film exposed to high O2 pressure at 300 K, Fig. 3.9b,
shows that a partial surface restructuring occurs under these conditions. The initial
FeO and a new phase coexist. The difference in height between the two phases,
*0.65 Å, coincides with a Fe–O interlayer distance on FeO(111)/Pt(111), con-
sistent with the formation of additional oxygen layer, see Fig. 3.9d. The process has
been studied by DFT calculations with the aim to model the transformation of the
FeO bi-layer into a FeO2 tri-layer under oxygen exposure [53]. Figure 3.10 shows
the calculated energy profile for the interaction of an O2 molecule with the FeO
(111)/Pt(111) film (entropic effects have not been considered). By overcoming a
small energy barrier O2 chemisorbs in molecular form on a Fe atom, which is pulled
out from the original position in the pristine film. The existence of a small barrier to
chemisorbed oxygen explains why the process occurs only at a given oxygen
pressure. In the chemisorbed state electrons are transferred from the oxide/metal
substrate, and O2 becomes negatively charged and activated. The elongated O–O
bond, 1.46 Å, is typical of O2�

2 peroxo species. The electron transfer is the direct
consequence of the local inversion of the rumpling in the oxide film, as discussed
above. Even more important, this is accompanied by a local reduction of work
function (ΔΦ * −1.5 eV). This is an essential point. In fact, Pt(111) has a high
work function and as such is difficult to transfer charge to an adsorbate. The local
rumpling provides the conditions to activate the O2 via charge transfer from the
support.

Fig. 3.8 (Top) Cross and top
views of a FeO(111) film on
Pt(111). Not all O atoms are
shown in the top view, for
clarity. Unit cells of FeO and
Moiré superstructure are also
indicated in the
high-resolution STM image,
(size 6 nm × 6 nm). (Bottom)
Thermal desorption spectra of
a pristine FeO(111) film
(dashed line) and an O-rich
film (solid line) produced by
exposure to 20 mbar of O2 at
450 K. The Inset shows a
LEED pattern of an O-rich
film characteristic of the
Moiré superstructure.
Adapted from [53]
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Fig. 3.9 STM images and profile lines of the FeO films exposed to 20 mbar O2 at 450 K for
10 min a, c and 2 mbar O2 at 300 K for 5 h b, d. The Insets show close-ups of the corresponding
surfaces. The Moiré superstructure of the pristine FeO film is seen in the Inset b. Image sizes are
100 nm × 100 nm (a) and 50 nm × 50 nm (b). Adapted from [53]

Fig. 3.10 (Top) Energy
profile for the oxidation of the
FeO/Pt(111) film upon
exposure to O2 at high oxygen
coverage. (Bottom) Energy
profile for CO oxidation on
FeO2/Pt(111) film at low CO
coverage. Blue (Fe), red (O),
yellow (C), gray (Pt). Adapted
from [53]
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The activation of adsorbed O2 is followed by the dissociation of the molecule.
A second small activation barrier (0.4 eV) leads to the formation of two O
ad-atoms, Fig. 3.10a and to the O–Fe–O tri-layer. This mechanism explains why at
high O2 pressure the FeO film transforms into the O–Fe–O tri-layer structure with
FeO2 stoichiometry. The overall process is accompanied by a substantial energy
gain. The process is the result of the structural flexibility of the FeO two-layer film.
Its reaction and reconstruction occurs with very low barriers and in very mild
conditions.

What remains to be explained, is why the new phase is more reactive than Pt in CO
oxidation [51]. Also in this case the answer is provided by DFT calculations [53]. The
energy profile of the reaction COþ FeO2=Pt 111ð Þ ! CO2 þ FeO2�x=Pt 111ð Þ,
Fig. 3.10b, shows that the reaction involves the extraction of an oxygen atom from the
oxide surface film with formation of a CO2 molecule leaving behind an oxygen
vacancy.

The CO molecule coming from the gas-phase is first physisorbed on the FeO2/Pt
(111) film and then, overcoming a small barrier of *0.2 eV, Fig. 3.10b, binds
strongly with the C-end to one O ion in the topmost layer, with formation of a stable
CO2 molecule and an oxygen vacancy. Here there are two important aspects to
stress: (1) the global energy barrier for CO oxidation on FeO2/Pt(111) is lower than
the computed barrier on Pt(111), thus explaining the higher reactivity of the oxide
film and the fact that the reaction occurs at lower temperatures than those observed
for Pt; (2) the key aspect of the entire process is the relatively low formation energy
of an oxygen vacancy on the FeO2/Pt(111) bilayer, 1.3 eV (computed with respect
to ½ O2). This is about one half of the cost to create a vacancy on the pristine single
layer FeO film, 2.8 eV. This is in full agreement with the TDS curves shown in
Fig. 3.8, where oxygen desorbs from FeO-rich films at much lower temperature
than from FeO. Therefore, the easy formation energy of an oxygen vacancy is the
key factor in the CO oxidation reaction over FeO films. The reaction proceeds via
the Mars-van Krevelen type mechanism and the oxygen vacancies formed by
reaction with CO are replenished by the reaction with gas-phase oxygen that
restores the original stoichiometry of the film.

The initial step in the overall reaction is the formation of an activated peroxo
species on the surface of FeO(111)/Pt(111). We have seen above that formation of
O2
- occurs spontaneously on ultrathin MgO/Ag(100) films due to the low work

function of the system. Indeed, it has been suggested theoretically that this should
lead to low-temperature CO oxidation on MgO/Ag(100) surface, a result that still
needs experimental confirmation [28]. On the contrary, FeO(111)/Pt(111) films
exhibit a very high work function, due to the initial high work function of the Pt
(111) surface. This makes the electron transfer from the metal/oxide interface to O2

impossible in absence of surface relaxation. The strong local restructuring of the
film upon exposure to oxygen has exactly the function to lower locally the
work-function, leading to the transient formation of a peroxo species. The structural
flexibility of the oxide layer is therefore the key aspect of the entire reaction.
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3.5 Spontaneous Incorporation of Adsorbed Atoms
on Ultrathin Films

As a last example of structural flexibility of two-dimensional insulators supported on
a metal we discuss the case of spontaneous incorporation of deposited metal atoms
into ultrathin film supports. Recently, it has been shown that Co and Cr atoms
adsorbed at low temperature on NaCl/Au(111) films result in spontaneous doping
and incorporation into the NaCl layer [54, 55]. STM images combined with DFT
calculations have revealed that Co and Cr atoms can replace both Na and Cl ions in
the topmost layer of the NaCl/Au(111) 2 and 3 ML film. DFT calculations also
suggest the possibility for the transition metal atoms to penetrate into the surface
layer of the NaCl film and to be stabilized in interstitial sites (interstitial doping) [56].

These results have shown once more the important role of surface reconstruction
and deformability of ultrathin films. At the same time, they have also opened
several questions. The first, obvious, one is to which extent the properties of a
two-layer film differ from those of the corresponding surface of a bulk material. We
have seen already that there is ample evidence that often these properties are quite
different due to the reduced vertical dimensionality of the films. The second
question is if beside NaCl also other materials once grown in form of ultrathin film
are in principle capable to incorporate atoms arriving with low kinetic energy on the
surface. For instance, we have seen above that Au atoms deposited on MgO/Ag
(100) films become negatively charged [16], but do not show any tendency to
penetrate into the oxide layers. The third question is related to the role of the metal
support and of the metal/insulator interface in determining the properties of
two-dimensional insulators. Assuming that these materials can be prepared as
free-standing units like graphene, are the properties of the supported or unsupported
layers the same? To answer these questions in this last Section we compare the
properties of supported and unsupported NaCl ultrathin films with those of the
corresponding MgO structures [57]. In particular, we focus on the reactivity with
adsorbed Co atoms as these are the atoms that have shown the tendency to spon-
taneously replace Na and Cl ions in NaCl/Au(111) supports [55].

NaCl is the prototype of ionic crystals and NaCl ultrathin films [58–62] have
been used to electronically decouple the metal support from adsorbed atoms (e.g.,
Ag, Au) [21, 63], molecules [64, 65] or nanostructures (e.g. C60) [66]. MgO is the
typical example of ionic oxide and, as we have seen, MgO ultrathin films have been
deposited on substrates like Ag(100) or Mo(100) [67–70].

The surface of bulk materials has been modelled by 3 ML NaCl and MgO films
where the bottom layer is fixed at the bulk positions. It has been shown in the past
that this is a good model of the real bulk surfaces. The properties of these systems
have been compared with those of free-standing, fully optimized, 2 ML films. Then,
the 2 ML NaCl and MgO films have been deposited on Au(111) and Ag(100) metal
supports, respectively. Co atoms have been adsorbed on all these systems. The
calculations were performed with the DFT-D2′ method that includes dispersion
forces by means of the pair-wise force field implemented by Grimme [71] using a
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variant of the original parametrization (DFT-D2′ approach). In DFT-D2′ the C6

parameters and van der Waals Radii R0 of Na and Mg ions have been replaced by
those of Ne since the size of this atom is closer to that of the Na+ and Mg2+ cations.
Further computational details can be found in [56, 57].

We start by discussing the adsorption properties of a single Co atom on NaCl
(100) and MgO(100) surfaces. Adsorption on anion-top, hollow and interstitial sites
has been considered, Table 3.4.

On NaCl(100) Co is bound by −0.82 eV on-top of Cl and by −0.90 eV on the
hollow site. The bonding originates from the mixing of the Co 3d levels with the Cl
3p orbitals but there is little charge transfer (neutral adsorbed Co). When Co
occupies an interstitial site between the first and the second NaCl layers, a large
geometrical distortion occurs that involves mainly the top NaCl layer; here Co is
bound by −1.18 eV, Table 3.4. Thus, the binding energy in the interstitial position
is stronger than for adsorption on the surface (this does not mean that spontaneous
incorporation of Co is expected since a barrier separates the adsorption on the
surface from that below the top NaCl layer). Also in the interstitial site Co remains
neutral.

On the MgO(100) surface (modelled by 3 ML films) Co binds on top of O with a
binding energy of −1.66 eV, Table 3.4, about twice that found on NaCl(100). The
hollow site is not a minimum. Also on MgO the bonding of Co is due to the
hybridization of the Co 3d and O 2p valence states, with little charge transfer from
MgO to Co (Bader charge −0.15 e). However, things are totally different when Co
occupies an interstitial position between the first and the second MgO layers. The
site is clearly too small and a strong reconstruction occurs with Co that replaces a
Mg lattice ion which is pushed above the surface. The resulting configuration is
unstable (about +1.4 eV higher than for Co adsorbed on-top of O). Thus, there are
two quite different situations for a Co atom adsorbed on NaCl(100) and MgO(100)

Table 3.4 Binding energies,
Eb (eV), and Bader charge, q
ð ej jÞ, for a Co atom adsorbed
or incorporated on the surface
of NaCl and MgO (100) 3 ML
films, and on unsupported and
supported NaCl and MgO
2 ML films (results obtained
at the DFT-D2′ level) [57]

Anion-top Hollow Interstitial

NaCl(100) (3 ML) Eb −0.82 −0.90 −1.18

q −0.07 −0.06 −0.02

MgO(100) (3 ML) Eb −1.66 a −0.29b

q −0.15 – 0.80b

NaCl film (2 ML) Eb −0.78 −0.93 −1.36

q −0.06 −0.04 −0.03

MgO film (2 ML) Eb −1.62 a 0.94

q −0.03 − −0.11

NaCl(2 ML)/Au(111) Eb −1.06 −2.55 −2.98

q 0.25 0.44 0.63

MgO(2 ML)/Ag(100) Eb −1.45 – −0.33

q −0.09 – 0.60
aCo goes to on top of O; bCo goes in a Mg substitutional site and
displaces the Mg atom which moves to a bridge adsorption site
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surfaces: on NaCl the interstitial site is the most stable site while on MgO is totally
unfavourable and only surface adsorption is possible. This result can be explained
with the different lattice constants of the two materials, 5.65 Å NaCl, 4.21 Å MgO
and the different size of the interstitial sites but also with the different cost required
to distort the structures (smaller in NaCl than in MgO).

We consider now Co adsorption on free-standing NaCl and MgO 2 ML films.
The order of stability for Co adsorption on NaCl 2 ML film remains interstitial >
hollow > on-top of Cl, Table 3.4 and Fig. 3.11 (the adsorption energies on-top of Cl
and on hollow sites are comparable, −0.78 and −0.93 eV). However, due to the
higher degree of freedom (the 2 ML film is free to relax in all directions) the energy
gain is larger, −1.36 eV, when Co atom is in an interstitial position.

On the MgO 2 ML unsupported film there is only one stable Co adsorption site,
i.e. on top of O, with Eb = −1.62 eV. The adsorption energy is virtually the same
computed for the MgO(100) surface (−1.66 eV for the 3 ML film, Table 3.4).
A metastable structure exist when Co is included in the interstitial position. The
structure of the 2 ML MgO film undergoes a strong distortion to accommodate the

Fig. 3.11 Side and top views of a Co atom adsorbed on-top of the anion (top), in hollow sites
(center), or in interstitial sites (bottom) of free standing NaCl (left) and MgO (right) 2 ML films
(blue Co; green Cl; violet Na; orange O; red Mg). Reproduced with permission from [57]
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Co atom, see Fig. 3.11, in order to release the strain. In this configuration the system
is unbound by 0.94 eV, indicating a strong steric repulsion. On both NaCl and MgO
2 ML films the Co atom keeps the same number of electrons it has in the gas-phase
and remains essentially neutral. This is not surprising since there are no acceptor
states in non-defective NaCl or MgO films to accommodate extra electrons coming
from the adsorbed atom. This makes the formation of a cation, Con+, energetically
unfavorable. Therefore, Co adsorption on free-standing NaCl and MgO 2 ML films
shows that adsorption sites and properties are the same as for the corresponding
bulk surfaces, see Table 3.4. In particular, Co binds on the surface of MgO and
shows no tendency to go to interstitial sites; on the contrary, on NaCl the ther-
modynamically stable structure corresponds to a Co atom adsorbed between the

Fig. 3.12 Side and top views of a Co atom adsorbed on top of the anion (top), in hollow sites
(center), or in interstitial sites (bottom) of NaCl/Au(111) (left) and MgO/Ag(100) (right) 2L films
(blue Co; green Cl; violet Na; yellow Au; orange O; red Mg; grey Ag). Reproduced with
permission from [57]
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first and the second NaCl layers. The different behaviour of NaCl and MgO can be
attributed to the stronger Madelung potential in the oxide compared to the chloride,
which leads to a softer NaCl structure.

As a last point we consider Co adsorption on NaCl and MgO 2 ML films
deposited on Au(111) and Ag(100) metals, respectively, Fig. 3.12. In this way we
will be able to identify the role of the support in determining the properties of the
ultrathin film. The structures of the NaCl/Au(111) and MgO/Ag(100) interfaces has
been fully optimized keeping only the two metal bottom layers fixed.

The adsorption properties of Co on NaCl/Au(111) 2 ML films are very different
from those of the unsupported NaCl layer. When Co is on-top of Cl, Eb goes from
−0.78 eV (unsupported) to −1.06 eV (supported), Table 3.4. The situation changes
completely on the hollow site where Co is bound by −2.55 eV, i.e. about three times
larger than on the unsupported NaCl 2 ML film, Table 3.4. For both adsorption sites
the top NaCl layer undergoes a major reconstruction (see Figs. 3.11 and 3.12). But
the reason for the much larger Co adsorption energy on NaCl/Au(111) is related to
electronic effects. On NaCl/Au(111) the position of the metal Fermi level is such that
the valence electrons of the Co adsorbate are transferred to the Au support, with
formation of a Con+ species. The occurrence of a charge transfer is shown also by the
Bader charges: on the NaCl 2 ML film the Bader charge on Co is slightly negative,
q = −0.04 e; on NaCl/Au(111) it is positive, q = +0.44 e, Table 3.4. This charge
transfer interaction results in a considerable reinforcement of the bond. The occur-
rence of the charge transfer is even more important when Co in interstitial sites of the
NaCl/Au(111) 2 ML film. While on the free-standing 2 ML film Co interstitial is
bound by −1.36 eV and is neutral (q = −0.03 e), on NaCl/Au(111) the adsorption
energy becomes almost −3 eV and the charge is positive, q = +0.63 e, Table 3.4. The
adsorption is accompanied by a major geometrical relaxation, with displacement of a
Na ion in the second NaCl layer towards the Au(111) support, Fig. 3.12. This shows
that the supported NaCl/Au(111) 2ML film is even more flexible than the unsup-
ported one, and is able to incorporate the Co atom with a large energy gain. In the
interstitial site Co donates one electron to Au forming a Co+ ion. This leads to a
reduction of the steric repulsion and an increase of the electrostatic attraction. The
conclusion is that the adsorption energies and bonding modes are totally different on
unsupported and supported NaCl/Au(111) 2 ML films. This is due in large part to the
possibility to exchange charge with the metal support, an effect which is obviously
absent in the free-standing 2 ML films. However, the supported NaCl films also
show a greater tendency to distort compared to the unsupported ones, due to the
reasons that have been discussed above in connection to the dipole response to the
creation of local perturbations, see Fig. 3.4. Once more, the large structural flexi-
bility is at the basis of the unexpected properties of NaCl ultrathin films.

Let us consider now Co on MgO/Ag(100) 2 ML films. Co adsorption on-top of
O remains the most stable configuration (Eb = −1.45 eV), and the adsorption energy
is similar to the unsupported MgO 2 ML case (Eb = −1.62 eV). This is not sur-
prising considering that the bonding mechanism does not change; Co binds via
covalent polar bonds, and the Bader charges are very close for the three cases
examined, MgO(100), MgO 2 ML film, and MgO(2 ML)/Ag(100), Table 3.4. The
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presence of the Ag support is irrelevant, and the supported or unsupported MgO
films behave essentially in the same way. This is no longer true when the interstitial
site is considered. In fact, on the unsupported MgO 2 ML film Co incorporation is
highly unfavorable (Eb = +0.94 eV), while it becomes slightly exothermic on
MgO/Ag(100) 2 ML films (Eb = −0.33 eV), Table 3.4. The presence of the Ag
support leads to an energy gain of about 1.4 eV due to the occurrence of a net
charge transfer from Co to the MgO/Ag(100) interface. Co donates 0.6 valence
electrons to the Ag metal, forms Codþ thus reducing the steric repulsion, with a
mechanism similar to that observed for NaCl/Au(111). However, while on NaCl/Au
(111) the interstitial site is the most stable one, on MgO/Ag(100) this site is
metastable and adsorption on the surface of the film remains clearly preferred
(−1.45 eV on-top of O, −0.33 eV interstitial). As mentioned previously, the dif-
ferent behaviour of MgO compared to NaCl in the ultrathin limit is due to the
stronger Madelung field in the oxide compared to the chloride.

In conclusion, a comparison of the adsorption properties of Co atoms on NaCl
(100) or MgO(100) surfaces, on free-standing 2 ML NaCl and MgO films, and on
NaCl/Au(111) and MgO/Ag(100) films provides some interesting indications on the
role of the structural flexibility of the ultrathin films and on the differences existing
between different highly ionic materials. On one side, on defect-free unsupported
films no charge transfer with the adsorbed metal atom is possible, while on the
supported films transition metal atoms can exchange charge with the metal support,
changing completely the adsorption properties. Furthermore, the supported films are
more flexible and easy to distort than the bare materials or the unsupported layers.
As a consequence, incorporation of transition metal atoms like Co in the interstitial
sites of NaCl becomes favourable. This is also at the basis of the observed
replacement of Na or Cl ions in the film, with spontaneous doping of the
two-dimensional insulator by simple exposure to a gas of atoms [54, 55].

3.6 Conclusions

In this Chapter we have discussed one particular property of oxides, and more in
general of insulating or semiconducting materials, in form of ultrathin films, their
structural flexibility. The fact that due to the reduced dimensionality these systems
can exhibit quite different properties from their bulk counterparts has been recog-
nized some time ago and has been extensively discussed in the literature [3, 13, 16,
17]. Normally, the emphasis on the peculiarities of two-dimensional insulators is
restricted to their electronic properties, like for instance the fact that they do not
behave as insulating layers when the thickness is below few nanometers, due to the
occurrence of electron tunnelling phenomena to or from the metal support.

Here we have emphasized another important property of low-dimensional oxi-
des, their easy structural deformation. This aspect has been recognized when it has
been observed that the formation of charged adsorbates on supported ultrathin films
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results in a local surface relaxation, also called polaronic distortion. This distortion
is not restricted to the surface ion where the adsorbed species is bound, but also to
other neighbouring atoms and can be up to half an angstrom, leading to pronounced
corrugation in the surface. Experimental proofs of this important surface modifi-
cation predicted by DFT calculations have become available in the last few years.
The origin of this phenomenon lies in the electrostatic response of the thin sup-
ported layer to the formation of a surface dipole induced by the charged adsorbate.
The insulating film undergoes a structural relaxation that opposes and compensates
the dipole generated by the charged adsorbed species. This effect is also at the basis
of the surface rumpling in oxide thin films, even in absence of adsorbates.

The marked flexibility of two-dimensional oxides can be at the basis of their
pronounced chemical reactivity. We have analyzed in some detail the case of the
formation of new phases in iron oxide films supported on Pt in the reaction of low
temperature oxidation of CO. Here the entire catalytic process is dominated by the
capability of the solid surface to rearrange under reactive conditions.

Finally, we have seen that adsorbed atoms can even penetrate into insulating thin
layers, either by replacing some of the lattice ions, or by becoming incorporated
into interstitial sites of the supported film. Comparing NaCl with MgO films we
have seen that the structural flexibility is a function of two main parameters: (1) the
nature of the bond within the film (stronger bonds in MgO result in a smaller
flexibility compared to NaCl which has weaker ion-ion interactions); (2) the metal
support has the role on one side to allow electron exchange with the insulating
phase and with species adsorbed on it, and on the other side to allow a larger
structural flexibility.

For all these reasons two-dimensional insulating materials supported on a metal
represent a new class of systems with very interesting properties and often unex-
pected behaviours. Playing around with the film thickness, nature of the insulator,
metal support, and adsorbed species opens a new playground for the design of new
materials with useful and unprecedented applications.
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Chapter 4
Reducible Oxides as Ultrathin Epitaxial
Films

Paola Luches and Sergio D’Addato

Abstract This chapter reviews and discusses recent work on two-dimensional films
of reducible oxides supported on metal substrates. In general, peculiar chemical and
structural phases, different from the bulk ones, can be stabilized depending on the
oxygen chemical potential, on kinetic processes and on the specific substrate used.
A peculiarity of reducible oxides is that the observed phases can often be reversibly
transformed one into the other by applying reducing and oxidizing treatments.

4.1 Introduction

An oxide is defined reducible if it can be easily and reversibly reduced depending
on the ambient conditions. Reducibility is linked to the existence of two or more
oxidation states with comparable stability for the cations. Prototypical reducible
oxides are represented by cerium and titanium oxides, although also other transition
metal and rare earth oxides can be considered reducible; among these for example
other rare earth oxides, like PrOx, SmOx, TbOx, and other 3d metal oxides, like
VOx, MnOx, FeOx, CoOx, but also HfOx, TaOx, NbOx, WOx and many more.

Indeed, reducibility is very relevant for catalysis, since materials based on redu-
cible oxides can act as oxygen buffers, which can store and release oxygen and/or
charge, promoting redox reactions with a unique regeneration ability [1].
Furthermore, reducibility is an important property also in view of the application of
oxides in otherfields, like for example energy conversion and storage, [1] biomedicine
[2] and memories [3]. Reducibility is not only linked to the material capacity of easily
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forming oxygen vacancies but also to the reversibility of the process and to oxygen
transport properties within the material.

The influence of reduced dimensionality on the reducibility of an oxide is cer-
tainly relevant in view of the optimization of the properties of the material through
the understanding of the modifications which arise with confinement. Pronounced
changes of the electronic structure of oxides at reduced dimensionality have been
widely investigated, and interesting properties have been observed on reducible
oxides in particular [4, 5]. In cerium oxide particles of nanometric size the oxygen
vacancy formation energy has been found to be greatly reduced and to reach a
minimum at a specific size [4], thereby causing a surprisingly enhanced reactivity of
catalysts made of metal nanoparticles supported on nanocrystalline cerium oxide
[6], possibly also facilitated by easy oxygen transfer to the supported metal
nanoparticles [7].

If only one of the dimensions of the considered material is confined to the
nanoscale, i.e. if the system under study is a two-dimensional film, several inter-
esting modifications are introduced and intriguing phenomena can take place. The
stabilization of metastable structural phases by epitaxy or by the mere spatial
confinement, the presence of lattice strain or rumpling, the interaction with the
substrate, in terms of charge transfer but possibly also of interfacial atom exchange,
the different stability of structural defects, are all expected to determine relevant
changes in the electronic structure, which give origin to systems with different
properties compared to the corresponding bulk phases.

The studies of two-dimensional reducible oxides are typically carried out on
model systems, i.e. on ultrathin films supported on single crystalline substrates,
prepared and analyzed in high or ultrahigh vacuum. The investigations aim at
identifying interesting aspects on simple systems, which can be analyzed by surface
science techniques and understood with the help of theoretical descriptions.
A proper modeling of the systems under investigation often represents a crucial step
for a complete atomic level understanding of the material properties and potential
performances. Only through the fundamental insight of the new properties which
arise on simple systems, the much more complex real systems, based on the same
materials, can be understood and optimized in their functionality. For example,
catalysts made of metal nanoparticles supported on reducible oxides typically
involve some degree of encapsulation of the metal within the oxide and the for-
mation of very thin oxide layers on the metal nanoparticle surface, through the so
called strong metal-support interaction (SMSI) [8]. Ultrathin oxide layers exposing
different facets, with different structures and morphologies can be prepared in the
form of model systems to identify the most active species towards the considered
reaction. The results of these studies can be used to design the catalysts with an
optimized activity and selectivity by finding suitable synthetic routes to maximize
the density of required active sites for the chosen specific functionality.

In this chapter recent studies on the properties of ultrathin films of reducible
oxides are reviewed, focusing on the aspects which influence the reducibility of the
materials at the two dimensional limit. New properties of cerium oxide
two-dimensional films are discussed in Sect. 4.2. Section 4.3 reports studies of
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titanium oxide two-dimensional films, which are interesting for comparison and for
complementing the concepts outlined on cerium oxide based systems. Selected
studies of ultrathin films of different reducible transition metal and rare earth oxides
are finally reported in Sect. 4.4.

4.2 Cerium Oxide Two-Dimensional Films

The most stable cerium oxide phase is CeO2, also known as ceria, which has a
fluorite structure with cerium ions in the 4+ oxidation state. The Ce2O3 phase, with
an orthorhombic structure (A-type phase), is relatively less stable at ambient con-
ditions. Several additional metastable phases with different stoichiometry can be
stabilized in specific conditions [9], among them the Ce2O3 bixbyite (c-type) phase
deserves a particular relevance, since it can be obtained from the most stable
fluorite-type CeO2 phase by removing 25 % of the oxygen lattice atoms in an
ordered way and allowing for a slight structural rearrangement [10].

The (111) surface of the CeO2 phase is the thermodynamically most stable one,
followed by the (100) and (110) surfaces, the latter two being polar [11]. The
repeating unit along the (111) direction is an O-Ce-O triple layer, which in the
following will be referred to as a monolayer (ML). Cerium oxide ultrathin films
exposing the (111) surface can be obtained by epitaxial growth on metallic single
crystal substrates with six-fold surface symmetry such as (111) surfaces of cubic
structures [12–18], or hcp (0001) surfaces [14, 19, 20]. The lattice mismatch
between cerium oxide and most of the metal substrates is quite large and it amounts
to approximately 30–40 %. Nevertheless, films with a (111) surface orientation and
a very good epitaxial quality have been obtained [15, 17, 21, 22]. The (100) and
(110) surface orientation can be stabilized through epitaxy using substrates with a
very small lattice mismatch with CeO2. These are typically non-metallic and
include Si [22, 23], YSZ [24] and SrTiO3 [25, 26]. However, most of the studies
performed using non metallic substrates focus on thick films of several tens of nm
thickness, possibly because of the difficulties in applying surface science tech-
niques, necessary to obtain information at the ultrathin limit, on substrates with low
conductivity.

The first and main part of this section will be dedicated to studies of cerium
oxide (111) ultrathin films, and the final part to the investigations concerning
ultrathin films exposing less stable surfaces. Important aspects connected to
reducibility at the two- dimensional limit will be reviewed and discussed, with
focus on: (i) structure, morphology and defectivity, (ii) charge transfer and inter-
mixing at the interface, (iii) modifications in structure and morphology induced by
reduction, (iv) stabilization of metastable structures induced by dimensionality
and/or epitaxial constraints.

Pioneering works studying ultrathin cerium oxide films on the Pt(111) surface
date back to the mid-nineties and they were motivated by the idea that a deep
understanding of ceria-based materials obtained from studies of single crystalline
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surfaces and films of different thickness, structure and morphology could help
improving the activity of cerium oxide supports in three way catalytic converters
[12, 13, 27, 28]. Cerium oxide films were grown either by deposition of metallic
cerium followed by post-oxidation [12, 27] or by oxidation of Ce-Pt surface alloys
[13, 28]. Already these early works pointed out that ultrathin films in the ML and
sub-ML range contain a non negligible Ce3+ concentration, while thicker films can
be fully oxidized [12, 13]. As will be clearer in the following, this aspect is rather
crucial in trying to identify a charge transfer from the metal substrate and/or a
dimensionality-induced decrease of oxygen vacancy formation energy induced by
the lower average O coordination of Ce ions at the early stages of the growth. The
structure of the films was found to be disordered unless thermal treatments at
temperatures higher than 700 K, which stabilize the fluorite (111) phase, are per-
formed [12, 13]. Thermally-induced instabilities were observed above 1000 K [12,
13]. Interestingly, films which fully cover the substrate showed a significant activity
towards CO oxidation, higher than the one of the bare Pt(111) surface [12]. An
important role of the metal-oxide interfacial sites and of non-(111) oriented surfaces
was also hypothesized, based on the high activity of films which do not fully cover
the substrate [12].

The results of the early studies provided a strong motivation for subsequent
works, using more controlled growth procedures, combined with a variety of tech-
niques for surface characterization down to the atomic level. Cerium oxide ultrathin
films with the (111) fluorite structure were grown on Pt(111) [17, 21, 28, 29], Rh
(111) [15, 16], Ru(0001) [14, 20], Ni(111) [14], Cu(111) [30, 31], Au(111) [32], Pd
(111) [33] and Re(0001) [34] substrates. On one side these studies confirmed the
enhanced reactivity of bidimensional cerium oxide films compared to the clean
substrates and the importance of metal–oxide interface sites [31, 35], on the other
they clarified important fundamental aspects linked to the reducibility of
low-dimensional supported cerium oxide systems [15, 29, 30].

In general, the studies of ultrathin supported cerium oxide films and islands were
motivated by the need to identify the active sites in real catalysts made of metallic
nanoparticles supported on cerium oxide. Several works specifically addressed the
reactivity of metal-supported cerium oxide systems and towards selected reactions
[31, 35–37]. A catalytically active role of the interface between cerium oxide and
Rh(111) in CO oxidation was suggested for example by Eck et al., who identified
preferential CO adsorption sites near the phase boundaries of the oxide islands [36].
Suchorski et al. showed that the catalytic activity towards CO oxidation of cerium
oxide nanoislands on Pt(111) is remarkably increased compared to the bare Pt(111)
surface [35]. By comparing systems with different density of step edges they
suggested the observed increase to be due to the different electronic properties at the
islands perimeter [35]. A similar role for the oxide metal interface, combined with
the low dimensionality of cerium oxide, was identified for the CO oxidation
reaction and for the water gas shift reaction on the cerium oxide/Cu(111) inverse
catalyst model system [31, 37]. Studies of this kind stimulated more accurate work
on cerium oxide bidimensional structures and a systematic investigation of the
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influence of the preparation conditions and of the substrate used on the structure,
morphology, defectivity and reducibility of the obtained systems.

On most substrates post-growth thermal treatments in O2 have been found to
improve the surface morphology, stoichiometry and structure of the cerium oxide
terraces obtained [17, 20]. The ultrathin films have relatively large coincidence cells
with the underlying metal surface, which give origin to moiré patterns in scanning
tunneling microscopy (STM) images [20, 38] or in low energy electron diffraction
(LEED) patterns [15]. The coincidence cells with the lowest strain typically involve
5 × 5 ceria surface cells and 7 × 7 substrate surface cells (hereafter termed 5:7
coincidence), however at the ultrathin limit smaller coincidence cells, implying a
larger strain, can be stabilized. This phenomenon has been observed for example on
the Pt(111) substrate, where ultrathin films have a compressed surface structure and
an interatomic distance comparable with the 3:4 coincidence cell, while thicker
films have the relaxed bulk structure [17, 21, 39]. At the ultrathin limit a contraction
of the in plane lattice parameter has been observed also using Rh(111) as a substrate
[15], and even on Cu(111) substrates [38]. The evidence for a lattice contraction
also on Cu(111), on which cerium oxide could adopt a 3:2 coincidence with the
substrate with negligible strain, demonstrates that the tendency for lattice con-
traction is probably an intrinsic property linked to reduced dimensionality [38].

The deposition of cerium oxide amounts in the ML range typically results in the
formation of large flat islands of ML or multi-layer height [15, 17, 20]. Procedures
to obtain continuous films of monolayer thickness with almost complete coverage
have been identified on the Cu(111) substrate, using low temperature (110 K)
growth in O2 followed by post-annealing in O2 at 770 K [18]. Ultrathin cerium
oxide films grown in strongly oxidizing conditions contain a non-negligible con-
centration of Ce3+ ions on the Pd(111) [33], Pt(111) [17] and Rh(111) substrate
[15]. In the latter case a preferential localization of the Ce3+ sites at the interface
was deduced by comparison of x-ray photoemission spectroscopy (XPS) and
valence band resonant photoemission spectroscopy (RESPES) results. RESPES,
having a smaller probing depth than XPS, does not show any significant Ce3+

concentration on the surface. The non-negligible Ce3+ concentration detected by
XPS is therefore ascribed to interface sites [15]. This represents a strong evidence of
possible charge transfer from the metallic substrate towards the cerium oxide films.
This effect can indeed significantly alter the properties of two-dimensional cerium
oxide films, however a definite assignment of the origin of reduced interfacial states
requires a theoretical description of the system. On the Cu(111) substrate density
functional theory (DFT) calculations showed that a very relevant charge transfer
from the metal to the oxide takes place, yielding to the reduction of a full layer of
interfacial Ce ions [40]. DFT calculations on a 1 ML cerium oxide film supported
on Pt(111), instead, evidenced electrostatic interactions between the topmost Pt
layer and the interfacial oxygen atoms in the oxide, which cause a significant
corrugation of both the film surface and of the interfacial Pt layer [41]. The charge
transfer between Pt and Ce ions is significant only in the interfacial sites where the
distance between the two atoms is short [41].
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Not only the size, but also the shape and surface defects of the terraces of
ultrathin cerium oxide films seem to depend on the preparation conditions. On Ru
(0001), using high temperature (T > 800 K) growth and post-growth annealing
(T * 1000 K) in oxygen atmosphere (P > 10−7 mbar), ultrathin films with point
defects, linear defects ascribed to grain boundaries and round terrace step edges
have been obtained [20]. The presence of grain boundaries, possibly induced by
three-dimensional growth mode at the early stages of film formation [20], is not
suppressed by room temperature growth followed by annealing of ceria films using
a Pt(111) substrate [17]. On this substrate ultrathin films present terraces with
straight edges, oriented along the substrate main symmetry directions [17]. Thicker
films instead show more rounded terrace edges [17]. This is possibly caused by the
stabilization of less stable step edges by the proximity of the metallic substrate in
ultrathin films. A detailed characterization of the film step edges for various
preparation conditions showed that depending on the heating temperature different
step types can be obtained. The different steps are rationalized in terms of stability
of the exposed facets and analyzed in terms of electronic properties [42]. One–
dimensional electronic states have been found to develop on specific step types, and
at domain boundaries as shown in Fig. 4.1, which reports STM images acquired at
different sample biases.

The step edges exposed by cerium oxide two-dimensional films show similari-
ties to those exposed by bulk ceria surfaces, although in this case depressions rather
protrusions are most frequently observed on the surface [43]. A non-negligible
density of point defects has been often detected on ultrathin film terraces [21]. The
defects are very similar to the ones formed on bulk surfaces, the most common
being surface oxygen vacancies, also imaged as trimers and as linear arrays, and
subsurface oxygen vacancies [21]. Defects can also be intentionally induced by
electron bombardment of the film surface [44]. A work by Jerratsch et al. identified
some degree of delocalization of the charge left after O vacancy formation [44]. The
delocalization of charge after O release has been highly debated also on bulk

Fig. 4.1 65 × 65 nm2 STM topographic images of a 6 ML cerium oxide film grown on Ru(0001)
with islands and holes exposing different step edge orientation. Steps indicated as I and domain
boundaries show an increased apparent height at 4.4 V sample bias, while steps indicated as II do
not change apparent contrast with bias. Reprinted with permission from Nilius et al. [42].
Copyright 2012 American Chemical Society
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surfaces [45, 46], and at reduced dimensionality some non negligible degree of
delocalization has been clearly identified [5, 47].

Cerium oxide films can be reduced by different procedures, including thermal
annealing in vacuum [15, 17, 29, 35], growth of metallic Ce in low oxygen
background pressure [14, 16, 48], ion bombardment [49] or exposure to reducing
gases [49–51]. Vacuum thermal treatments often induce also a structural and
morphological modification, pointed out to be strongly dependent on the initial film
thickness [15, 29]. In particular, the temperature at which reduction starts is lower
for thinner films, which also show an apparently higher final degree of reduction
[15, 29]. Indeed it is difficult to determine the absolute amount of Ce3+ ions formed
in the different samples by the different treatments, given the unknown shape of the
depth profile of O vacancy concentration, and the different depth sensitivity of the
techniques used to measure the Ce3+/Ce4+ ratio. However, the idea of having a
higher density of Ce3+ sites in the surface layer after reduction is generally accepted
[29]. A dependence of the onset of cerium oxide surface reduction on the growth
temperature of the film, and hence on the density of reduced coordination sites, has
been observed for films grown on the Cu(111) substrate [38]. A very interesting
effect, shown to take place on the surface of a thin ceria film on Rh(111) after
reduction, is the formation of an ordered array of surface defects, clearly visible in
the STM images (Fig. 4.2), and ascribed to triple oxygen vacancies [52]. The
smaller energy for the formation of vacancies at specific sites of the 5:7 coincidence
lattice is ascribed to the local surface stress [52].

The surface of reduced ceria films on Pt(111) instead shows a corrugated
morphology with bias-dependent features tentatively ascribed to electronic modi-
fications induced by reduction [29]. Interestingly, ultrathin reduced cerium oxide
phases show peculiar surface reconstructions (Fig. 4.3), whose origin is still under
investigation and appears to be linked to the presence of the underlying substrate
[29]. The effect of the heating time and heating rate on the final degree of reduction
of the films has been also pointed out to be very important [29]. Some
extra-periodicities have been observed also on the Cu(111) substrate after deposi-
tion of variable amounts of metallic cerium on a CeO2 buffer layer, followed by
annealing in UHV [53]. Some of them are commonly observed also on the surface
of thick films after reduction [54] and correspond to metastable bulk phases such as
the Ce7O12 phase and the c-type bixbyite phase.

The full reversibility of the reduction process was demonstrated for ceria films of
different thickness on Pt(111) [29]. We note here that this aspect is not trivial, and it
is linked to the reducibility of the films. Cerium oxide films on a Si(111) substrate
reduced by vacuum thermal treatments under conditions similar to those used in
[29], showed a non reversible reduction of Ce ions from the 4+ state to the 3+ state
[23]. This process was ascribed to the formation of interface cerium silicate phases
which are not reducible [23]. Interfacial atom exchange during growth was also
observed using Ni(111) and Cu(111) substrates, and it was shown to have a
non-negligible influence on the stoichiometry of the films at the ultrathin limit [14,
31]. On the Au(111) substrate the formation of Au/Ce alloys hinders the good
ordering of extended two-dimensional films [32].
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Substoichiometric films were also obtained by evaporation of Ce on Ru(0001)
and on Ni(111) in low oxygen pressure ðPO2 � 10�8 mbarÞ and they were found to
have the fluorite structure with a high concentration of oxygen vacancies in at least
the topmost oxygen atom layers, compatible with a bixbyite structure rather than
with a hexagonal A-type Ce2O3 structure [14].

As reported above, several works have shown some degree of reducibility of
cerium oxide ultrathin films, which is typically higher than the bulk, but they also
evidenced that fully reduced states are very difficult to be achieved [15, 29]. This
may be linked to the fact that it is easy to form oxygen vacancies in the fluorite
structure up to a certain density, or to the fast (partial) reversibility of the reduction
process when high Ce3+ concentrations are obtained. The cubic c-type bixbyite
phase, with 25 % oxygen vacancies, is in fact unstable in the bulk form and a full
cerium oxide reduction may require a transition to the most stable hexagonal A-type
phase. A metastable epitaxial cubic c-type Ce2O3 phase has been stabilized on the

Fig. 4.2 STM images of a
0.5 ML CeO2−x film grown
on the Rh(111) surface after
annealing at *900 K.
a 200 × 200 Å2; 0.93 V;
0.86 nA. b 100 × 100 Å2;
0.80 V; 1.05 nA. The grid of
black lines evidences the
superlattice of defects,
ascribed to triple oxygen
vacancies. Reprinted with
permission from
Casterllarin-Cudia et al. [52].
Copyright 2004 Elsevier
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Cu(111) surface by deposition of metallic Ce on a CeO2 buffer layer followed by
900 K annealing [55]. The film shows a well ordered surface with a (4 × 4)
reconstruction with respect to the CeO2(111) surface (Fig. 4.4). The reconstruction is
ascribed to ordered arrays of quadruple oxygen vacancy clusters and corresponds to
the bulk termination of c-Ce2O3 [55]. Although the film thickness is as high as a few
nm, the influence of the substrate is considered to be determinant for the stabilization
of the observed phase, ascribed to the effect of the tetragonal strain induced by the
Cu substrate [55]. A phase with a similar c-type bixbyite structure in the form of an
ultrathin film was also stabilized on a Cl-passivated Si(111) surface [22].

The exposed works show that ultrathin cerium oxide films offer new opportu-
nities in view of obtaining modifications of the material properties, and in particular
for the stabilization of metastable structural phases. This last issue has been
investigated also in a rather recent theoretical investigation aimed at identifying the

Fig. 4.3 LEED patterns (Ep = 80 eV) of a 2 ML cerium oxide film, a as prepared, b after
intermediate reduction by heating in UHV at 770 K for 30 min (cCe3+ *40 %, as measured by
XPS), showing the (3 × 3) and the 9/4(√3 × √3)R30° phase, c after strong reduction by heating in
UHV at 1040 K for 15 min (cCe3+*60–80 %) showing the 9/4(√3 × √3)R30° phase, d after
re-oxidation by heating in O2 at 1040 K. Luches et al. [29]. Reproduced by permission of the
PCCP Owner Societies
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most stable Ce2O3 structures at the ultrathin limit [56]. The work, using simulated
mechanical annealing searches and DFT calculations, shows that different ultrathin
film structures are stable at different values of the in plane lattice parameter and it
identifies in particular a new structure, which does not correspond to any known
bulk crystalline polymorph, which is more stable than the A-type and than the
c-type Ce2O3 structures at specific, relatively large, in-plane lattice parameters
(Fig. 4.5) [56].

As mentioned at the beginning of this section, a few studies have also been
focused on the stabilization of ultrathin cerium oxide films exposing surfaces dif-
ferent from the (111) on metal substrates. For example, the stabilization of cerium
oxide nanoislands exposing (100) facets, with thickness down to 1 ML, has been
shown to be possible using a Cu(111) surface and highly oxidizing growth con-
ditions [57]. The stabilization mechanism invoked is the formation of a copper
oxide with a rectangular unit cell at the interface, which imposes an epitaxial
constraint and shares an O layer with cerium oxide to compensate polarity (Fig. 4.6)
[57]. On the same substrate the presence of an interfacial CeO2(100) layer sup-
porting three dimensional CeO2 nanoislands with (100) surface orientation has also
been observed to coexist with the (111) CeO2 orientation [58].

Fig. 4.4 STM images
showing the different stages
of formation of c-Ce2O3 films
on Cu(111). a CeO2 buffer,
b CeO2 buffer with
subsequent metallic Ce
deposition, c ordered c-Ce2O3

layer obtained by annealing
(b) in vacuum at 900 K. Inset
high-resolution image and
surface unit cell (red
rhombus) of the c-Ce2O3

layer. Images a–c are to scale.
Image width a, b 60 nm,
c 120 nm, Inset 6 × 6 nm2.
Reprinted with permission
from Stetsovych et al. [55].
Copyright 2013, American
Chemical Society (Color
figure online)

128 P. Luches and S. D’Addato



A recent study pointed out the formation of ceria nanocrystallites exposing
(100) facets after thermal treatments in vacuum of continuous (111) cerium oxide
films grown on Ru(0001) [59]. The nanostructures, of nanometric height and
several tens of nm lateral size, compensate their polarity through surface recon-
structions similar to those hypothesized for the bulk (100) orientation [11]. Open
aspects which may contribute to a better understanding of less stable surfaces, also
in view of preparing two-dimensional films with less stable orientation, are the
understanding of the mechanisms which preferentially stabilize this phase under
highly reducing conditions compared to other phases, and the possible reasons for
the existence of the (001) orientation only at relatively large heights of a few nm.

Fig. 4.5 Results of DFT calculations for 4 ML Ce2O3 films with different structure: A-type
(circles), bixbyite (squares) NF1 (triangles), NF2–4 (diamonds). Energies (relative to that of the
optimized bixbyite film) and lattice parameters are given per Ce2O3 unit. Vertical dotted lines
indicate lattice parameters of possible supports for film growth (multiplied by 3/2 for transition
metals—highlighted by italics). Kozlov et al. [56]. Published by The Royal Society of Chemistry

Fig. 4.6 High resolution
STM images of CeO2(100)
phases prepared by Ce
deposition in 5 × 10−7 mbar
of O2 at 650 K on a copper
oxide surface, formed by
oxidizing Cu(111) with NO2

at 600 K. The large-scale
images with size 40 × 40 nm2

is shown in the derivative
mode. Reprinted with
permission from Yang et al.
[57]. Copyright 2011
American Chemical Society
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Although studies of cerium oxide films exposing less stable surfaces at the
two-dimensional limit are in general rather scarce, they have a great potential
interest in view of the expected smaller surface oxygen vacancy formation energy,
due to the lower coordination of surface O atoms. Furthermore, the possible for-
mation of new structural phases driven by the compensation of polarity at reduced
dimensionality may also open up new perspectives, in analogy with the case of
non-reducible oxides [60].

4.3 Titanium Oxide Two-Dimensional Films

Titanium oxide is another case study for reducible oxides. Unlike cerium ions
which are stable only in the 3+ and 4+ oxidation states, titanium ions can have
different oxidation states, the most common ones being Ti2+, Ti3+, Ti4, giving rise
to various oxides. The most stable oxide is TiO2, also known as titania, which can
present different structural phases, the most important ones being rutile, anatase and
brookite.

Ultrathin titanium oxide films grown on metal substrates have been the subject
of extensive research over the last twenty years, as they can give rise to novel
nanostructures and to a rich variety of phases which have been studied using surface
science techniques. Stoichiometric and non-stoichiometric phases with different
atomic structures can be obtained through the growth on single crystal metal sur-
faces, using simple experimental procedures: deposition of Ti in a vacuum chamber
in controlled pressure of residual oxygen, i.e. reactive deposition, post-oxidation of
Ti metal films, reduction in vacuum by heating the films in UHV or in controlled
residual hydrogen pressure. A selection of results reported in the literature, with
focus on peculiar properties arising at two-dimensions and in particular on
reducibility-related issues, are hereby reported and discussed.

Experiments on titanium oxide ultrathin films grown on Cu(100) were carried out
by different groups [61–63]. Maeda et al. [61] deposited metallic Ti on the Cu
surface previously exposed to O2 (P = 1 × 10−6 mbar at T = 330 K), and oxidized the
resulting film by post-growth O2 dosage (P = 1 × 10−7 mbar at T = 623 K).
A two-dimensional growth of an O2−/Ti4+/O2− trilayer with TiO2 stoichiometry was
deduced from XPS data. LEED patterns showed a hexagonal geometry with two
domains rotated by 90° with respect to each other, and an in-plane lattice constant of
0.29 nm. The study also indicates that this phase is unstable for coverages beyond a
single O2−/Ti4+/O2− trilayer. The model proposed by Maeda et al. [61] for the atomic
geometry of the trilayer is analogous to the one deduced for the quasi-hexagonal
structure formed by titanium oxide on the oxidized (110) surface of the NiTi alloy
[64]. A quasi-hexagonal phase was also observed for titanium oxide films obtained
by reactive deposition of Ti (P = 1 × 10−6 mbar, T = 573 K) on Cu(100) previously
saturated with chemisorbed oxygen [63, 65]. The chemisorption resulted in a
(√2 × 2√2) R45° LEED pattern with Cu missing-row reconstruction. At low Ti
coverage (θTi < 0.5 ML) the same group observed a LEED pattern with a centred
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rectangular unit cell indicated as c-(√2 × √2) R45°. STM data showed that the
rectangular phase is associated with flat islands of uniform thickness, embedded
within the outermost layer of the substrate. The stabilization of this phase is probably
favoured by the missing-row reconstruction of the O-Cu(100) surface used as sub-
strate [63, 65]. The quasi-hexagonal phase is observed at θTi > 0.5 ML (Fig. 4.7),
however when the whole substrate surface is covered by the film (θTi = 2.0 ML) a
regular hexagonal pattern is visible in the LEED, very similar to the one observed by
Maeda et al. [61] An in-deep X-ray photoelectron diffraction (XPD) and LEED
intensity analysis of the quasi-hexagonal phase, compared with DFT calculations,
confirmed the O-Ti-O trilayer model, allowing to identify also the specific registry of
the titanium oxide film with respect to the Cu(100) surface (Fig. 4.7) [65].
Interestingly, DFT provided also information about the electronic properties of the
film, showing that the O 2p and Cu 4 sp states overlap and that the film does not
show an insulating behaviour because of an upshift of the O 2p bands and a
downshift of the Ti 4s states, compared to the case of the ideal unsupported films.

A TiO2 lepidocrocite-like structure was instead obtained at submonolayer cov-
erage when the substrate used for the growth was Ag(100) [66]. Again, LEED, XPD
and STM experiments results were compared with the results of DFT calculations.
At coverages higher than 1 ML, islands with the rutile (110) surface begin to form
[67]. Single domain titania nano-sheets with lepidocrocite structure were also
observed when TiO2 films were grown on the (1 × 2) Pt(110) surface [68].

Rutile TiO2 (110) films were also observed to grow on W(100) [69, 70] and
O(2 × 1)-W(100) [71] in two orthogonal domains along the W[010] and [001]
directions. In the first case, the TiO2 films at coverage values between 5 and 30 ML

Fig. 4.7 a LEED pattern
observed on a TiO2 film with
the quasi-hexagonal structure
on the Cu(001) surface.
b Atomistic model of the
quasi-hexagonal phase of the
O-Ti-O trilayer, with a
rectangular p(2 × 7) unit cell,
showing the registry of the
film with the substrate.
Reprinted with permission
from Atrei et al. [65].
Copyright 2009 American
Chemical Society

4 Reducible Oxides as Ultrathin Epitaxial Films 131



reverted to the bulk structure, and a systematic splitting of the spots in the LEED
pattern was attributed to the formation of a stepped surface, probably caused by a
strain relaxation mechanism due to the compression of the long axis of the TiO2

unit cell. In the case of oxygen-reconstructed W(100) surface, STM images showed
the formation of titanium oxide islands at low coverage following the orientation of
the original missing rows induced by the O(2 × 1) reconstruction (Fig. 4.8). At
increasing coverage, the islands extend and become higher, but TiO2 does not form
a continuous film. The presence of point defects on the rutile islands, characteristic
of the native rutile TiO2(110)-(1 × 1) surface was observed in high resolution STM
images. TiO2 was also grown by reactive deposition and annealing on Mo(100) [72,
73]. At coverage values below 10 nm, LEED showed a (2√2 × √2) R45° pattern,
while STM images showed ordered atomic rows along the [010] and [001] substrate
direction. Annealing procedures allowed reduction of the film, with the Ti ions
oxidation state changing from Ti4+ only, to a mixture of Ti4+, Ti3+ and Ti2+ valence
states, as evidenced by XPS. Similar studies were carried out also on Mo(110) [74,
75], on which films of TiO2 with (100) orientation or Ti2O3(0001) were obtained,
depending on the preparation method. In particular the Ti2O3(0001) phase was
stabilized by initial deposition of a metallic Ti layer on the Mo(110) surface,
followed by reactive Ti growth in O2 in the same conditions, which lead to the
formation of the TiO2(100) phase [74]. STM images evidenced smooth surfaces
with distinct flat terraces and well-defined step edges after annealing in O2 at
T = 900–1100 K, while XPS data showed that the oxide films remained partially
reduced after the treatment. In contrast, thin films annealed in oxygen at T = 1200 K
were fully oxidized but they exhibited a three-dimensional rough surface mor-
phology [75].

Fig. 4.8 STM image of a
0.2 ML film of TiOx(110) on
W(100)-O(2 × 1). An area of
TiOx(110) and an area of the
W(100)-O(2 × 1) substrate are
indicated. White lines are
drawn over some of the W
(100)-O(2 × 1) rows then
duplicated, in black, over the
TiOx rows to highlight the
similar periodicity. The
crystal directions correspond
to those of the W(100)
substrate. Reprinted with
permission from Pang et al.
[71]. Copyright 2013
American Chemical Society
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The same group also reported formation of a well-ordered (8 × 2) TiOx film on
Mo(112), obtained by depositing Ti on SiO2(ML)/Mo(112) followed by
oxidation/annealing and a final anneal at 1400 K to completely remove residual Si
[76]. This phase shows peculiar properties, including a strong interaction with Au,
which allowed a complete wetting of its surface, at variance with other oxide
supports [71, 76].

Using a Ni(110) substrate for titanium oxide ultrathin films growth either a
quasi-hexagonal phase or (110) rutile rods on a TiO2 wetting layer could be
obtained, depending on the initial titanium coverage [78, 79]. In both cases, XPS
and x-ray absorption near edge spectroscopy (XANES) results demonstrated that Ti
was fully oxidized. Figure 4.9 gives a summary of the TiO2 phases reported in [76].
The rutile and wetting layer phases showed a similar behaviour with respect to
exposure to water at P = 10−8 mbar, which resulted in coadsorption of both
molecular water and hydroxyl groups. By dosing water at P = 10−6 mbar
hydroxylation of the thin films was observed. The process was found to be
reversible by annealing at T = 490 K. STM images on rutile rods revealed a (1 × 2)
reconstruction in some areas, ascribed to a reduced phase, very close to the one
observed on the surface of bulk rutile TiO2(110) single crystals [79]. The (1 × 2)
islands disappear completely after annealing at T = 773 K in O2 [79]. Further
reduction of the surface could be induced by annealing in UHV at T = 1110 K, with
observation of {132} and {121} families of crystallographic shear planes. In this
respect the behaviour of ultrathin films is analogous to the one of the TiO2

(110) single crystal surface [80].
The study of titanium oxide films on Pt surfaces is particular relevant, in view of

a deeper understanding of the phases formed in oxide-supported metal catalysts as a
consequence of SMSI [8]. Experiments of Pt nanoparticles grown on TiO2(110)

Fig. 4.9 Summary of the
TiO2 phases grown on Ni
(110). Reprinted with
permission from
Papageorgiou et al. [78].
Copyright 2007 American
Chemical Society
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surface revealed that the (111) oriented Pt islands were encapsulated within TiO2

regular films after annealing at T = 1100 K with a subsequent change of the
catalytic activity [81]. The encapsulation was observed and studied in detail also in
the case of Pd on (1 × 2) TiO2(110) [82]. Some of the structures obtained in these
systems were also observed on the reverse catalyst model TiOx/Pt systems.

Matsumoto et al. used a number of experimental techniques for a complete study
of titanium oxide grown on Pt(100) [77, 83]. In particular, two different routes for
film synthesis were used: in the first one a Pt3Ti surface alloy was oxidized with O3

and annealed at T = 1000 K. The result was a smooth film composed of one layer of
Ti2O3 with (3 × 5) superstructure, with flat terraces without islands, and with a
structure similar to the (1 × 2) strands formed on the reduced TiO2(110) surface.
The second route was reactive deposition of Ti in O2 (P = 6.7 × 10−7 mbar) fol-
lowed by annealing above 750 K in vacuum. In this case, a (3 × 5) structure could
be observed for coverages lower than 1 ML, while a (4 × 3√5)R60° structure was
obtained after deposition of 2 ML. The proposed model for the observed recon-
struction consists of TiO2 tetragonal nets with some O atoms in the second layer.
The (3 × 5) structure was re-obtained after annealing above 950 K in vacuum. At
increasing coverage and after annealing a T = 1000 K, TiO2 clusters were observed,
coexisting with Ti2O3 (3 × 5) and clean Pt(100) domains. Finally, after further
annealing at T = 1300 K the TiO2 clusters decomposed to form a (2√2 × 2√2)R45°
structure, proposed to be Ti5O8, and (3 × 5) domains.

Boffa et al. [84] investigated titanium oxide films grown on Pt(111) for cover-
ages ranging from 1 to 5 ML. Two different structures were obtained depending on
the sample pretreatment. In particular, annealing at temperatures between 770 and
970 K in O2 gave a (√(3 × √43)R7.6° three fold symmetric structure, with TiO2

stoichiometry and primitive cell 18.2 Å × 18.2 Å size. Annealing in vacuum (820–
1120 K) gave a second ordered overlayer with primitive cell of 18.2 Å × 13.9 Å
size and Ti4O7 stoichiometry. Partial dissolution of Ti in Pt was observed after
annealing at high temperatures, reducing the thickness of the films to approximately
1 ML [84].

A systematic work on titanium oxide films grown on Pt(111) was carried out
during the last years [85–90]. The study first concentrated in ultrathin layers, with
an amount of Ti lower than 1.2 MLE, where 1 MLE corresponds to the surface
density of Pt atoms per unit area on the Pt(111) surface. By varying the Ti dose and
the annealing conditions (temperature and oxygen pressure) six metastable phases
with different long-range order were originally found [85]. The conditions leading
to the different phases are summarized in Fig. 4.10.

The different phases are identified by the geometry of the surface structures
observed in atomically resolved STM images. Some of the observed structures
include reduced titanium ions. Upon thermal treatments the films could undergo
some structural transformations while in O2-rich and O2-poor conditions reversible
film oxidation and reduction were observed (Fig. 4.10). All the identified phases,
with the exception of the stoichiometric TiO2 phase with rectangular surface
symmetry, correspond to a film composed of a Ti-O bilayer, with interfacial Ti. The
TiOx phases wet the Pt substrate, and present long-range order with complex
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superstructures, observed in LEED patterns. The combination of LEED, XPD and
STM data with DFT calculations allowed to identify the atomic geometry of all the
studied phases [88]. For instance, the z-phase has an incommensurate unit cell with
6.8 Å × 8.6 Å size, and a Ti6O8 geometry, while the z′-phase has a commensurate
unit cell of 16.6 Å × 14.4 Å size (with Ti24O30), geometry (Fig. 4.11). Ti 2p and
O1 s core level XPS and valence band photoemission studies [86] allowed also to
separate the observed phases in two main groups: a group of three stoichiometric
films (k′, rect and rect′) and a group of sub-stoichiometric films (z, z′ and w). The
valence band photoemission data also revealed some peculiar aspects of the elec-
tronic properties, like for instance the mixing of the Ti-Pt states near the Fermi level
in the sub-stoichiometric films, a clear indication of the presence of the Pt-Ti
interface in this group.

Another interesting phase is the stoichiometric TiO2 rect phase, showing an
incommensurate rectangular unit cell of size 3.8 Å × 3.0 Å. STM revealed also that
the apparent height of the rect- TiO2 islands can be only explained by a multilayer
sequence, with oxygen atoms at the interface with Pt occupying only top and bridge
sites, an arrangement similar to the one proposed for rect -VO2 [89]. Recently, other
reduced hexagonal phases h(6 × 6) and h(9 × 9) were discovered by annealing z′
phases at high temperature [90].

Fig. 4.10 a Summary of the different ultrathin titanium oxide phases obtained on Pt(111) in
different conditions. k stands for kagomè, z for zig-zag, rect for rectangular and w for wagon-
wheels. b Summary of the structural and chemical transitions observed to occur under different
thermal treatment conditions. The prime symbol indicates a reduced phase. Reprinted with
permission from Sedona et al. [85]. Copyright 2005 American Chemical Society
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4.4 Two-Dimensional Films of Other Reducible Oxides

4.4.1 Transition Metal Oxide Two-Dimensional Films

Indeed, most transition metals, due to their specific electronic structure, can have
different oxidation states and can form oxides which are reducible. Within the wide
number of studies done in the field of two-dimensional reducible transition metal
oxide films, we will here focus on those reporting aspects strictly related to
reducibility and we will limit to the strictly two-dimensional case, i.e. to films with
thickness of the order or below 1 nm.

A very interesting example of a study of this kind is represented by the work by Li
et al. on manganese oxide two-dimensional films [91]. By STM, LEED and XPS
analyses different low dimensionality phases were identified in films of approxi-
mately 1 ML thickness as a function of the oxygen chemical potential during
preparation on a Pd(100) substrate. Figure 4.12 summarizes the obtained results.
Among the observed structures, some represent the two-dimensional limit of bulk
truncated structures, like the hexagonal structure observed under mildly oxidizing
condition, which recalls the MnO(111) structure. However, most of them do not
resemble any known manganese oxide phase and they are often found in coexistence
on the Pd surface [92].

Also vanadium cations in vanadium oxide can have different oxidation states
(from 2+ to 5+), giving a wide variety of phases. The most important ones are

Fig. 4.11 a Atomically
resolved image of the z- and
z′-TiOx phase on Pt(111).
b Simulated STM image and
structure of the z′ phase, as
obtained by DFT calculations.
Reprinted with permission
from Barcaro et al. [88].
Copyright 2009 American
Chemical Society
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V2O5, VO2, V2O3 and VO, each one having a different crystal structure and
showing a variety of physical and chemical properties [92]. Furthermore, mixed
valence oxides can also be formed, with the cations in two possible oxidation states,
like for example V5+ and V4+ in V6O13. Of peculiar interest is the crystal structure
of V2O5 (layered orthorhombic), which is essentially composed of zigzag double
chains of square VO5 pyramidal units sharing edges and running along the b
direction. The VO5 pyramid has the vanadium atom in the centre, four oxygen
atoms in the basal plane and a vanadyl-type oxygen atom at the apex (see also inset
of Fig. 4.13d). The layers of chains are stacked along the [0 0 1] (c) direction. The
resulting solid is composed of distorted tetrahedrally coordinated VO6 unit. The
VO6 unit is also present in the tetrahedral rutile and monoclinic phases of VO2

which are stable below and above T = 340 K respectively, while the V2O3 phase
has a corundum structure above 160 K. All these structures can be found in ultrathin
films grown either on oxides or on metals, but other phases can also be stabilised by
the interaction with the substrate [89, 92].

A systematic work was carried out on vanadium oxide nanostructures and films
deposited on Rh(111) by Netzer and co-workers. The experimental results were
supported by ab initio DFT calculations in order to obtain complete information the
structure and on the thermodynamics of the different phases obtained [89, 93–96].
A phase diagram of the vanadium oxide nanostructures on Rh(111) is reported in
Fig. 4.14. Concentrating on the two-dimensional phases, it was found that (√7 × √7)R
19.1° or (√13 × √13)R 13.8° structures can be formed under highly oxidative condi-
tions, with PO2 ¼ 2� 10�7 mbar and by keeping the substrate temperature at 670 K.

As obtained by careful analysis of STM images and by DFT calculations, the
(√7 × √7)R 19.1° nanolayer consists of a V3O9 oxide phase with VO5 square
pyramids as building blocks. The same holds for the (√13 × √13)R 13.8° phase,
which has a V6O18 stoichiometry.

By exposing the film to reducing conditions (i.e. to annealing in UHV or in
hydrogen atmosphere) reduced two-dimensional phases can be obtained with

Fig. 4.12 Schematic phase diagram of the two-dimensional Mn oxides, presented as a function of
the oxygen pressure p(O2) and of the oxygen chemical potential μO. The nominal coverage of Mn
on Pd(100) is 0.75 ML. © IOP Publishing. Reproduced with permission from Li et al. [91]. All
rights reserved
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V11O23, V13O21, V2O3 and VO stoichiometry. The reduction process occurs
essentially by removing the vanadyl groups.

Zero-dimensional structures could also be obtained by evaporation of small
quantities (less than 0.2 ML) of vanadium on O(2 × 1)-Rh(111) and by flashing at
250 °C in UHV. The obtained structures are identical planar star-shaped V6O12

molecules [96]. It was shown also that under high substrate temperature the clusters
can diffuse and assemble in 2-D overlayers with well determined phases, like
the (5 × 5) or the (5 × 3√3)-rect. The different phases are obtained either in oxidizing
or in reducing conditions [89].

Another interesting example is the growth of V2Oy (y ≈ 5) and V2O5 on Au(111)
reported by the Freund group [97, 98]. The films were obtained by physical vapour
deposition of vanadium, subsequent oxidation under 50 mbar of oxygen at 670 K
and annealing in UHV at 470 K. The high oxygen pressure used allowed to obtain a
high oxidation state (V5+) even for films thicker than 1 MLE (1 MLE corresponding
to the same number of V atoms as one layer of Au(111)), at variance with previous
studies, where the standard reactive deposition and post-oxidation procedures gave

Fig. 4.13 a Large scale (100 × 100 nm2) and b high resolution STM images of the (√7 × √7)R
19.1º vanadium oxide nanolayer on Rh(111). Inset simulated STM image obtained by DFT
calculations. c Top view and d side view of the structural model obtained by DFT. Inset the VO5

square pyramid constituting the building block of the film. © IOP Publishing. Reproduced with
permission from Schoiswohl et al. [89]. All rights reserved
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V2+, V3+ or V4+ states (see for example 89, 93, 99–101). At low coverage, from 0.26
to 1.04 MLE, two different coincidence monolayer structures could be observed by
STM and LEED, which are determined by the interaction with the Au(111) sub-
strate. The first structure has a rectangular unit cell, with size 3.6 Å × 15 Å, while the
second one (observed at 0.52 MLE of V/Au(111) which correspond to one full layer
of oxide film), has a 3.6 Å × 10.8 Å (α = 60º) oblique unit cell. In analogy with the
case of vanadium oxide monolayers on Rh(111) [89, 93–96], it was supposed that
the full monolayer film consists of VO5 pyramid building blocks sharing corners and
edges at their bases, and on the basis of the XPS and XANES measurements it was
also shown that the oxidation state in the V cations is close to V5+, characteristic of
V2O5. Increasing the coverage again to 1.05 MLE, a different structure was
observed, which was found to be similar to V6O13 with (001) orientation, while for
higher coverage V2O5 islands were formed, extending in size and giving rise
eventually to V2O5 (001) films containing a low number of point defects. These films
were composed of large (20 nm size) single crystal domains with some azimuthal
disorder (Fig. 4.15) [97].

4.4.2 Rare Earth Oxide Two-Dimensional Films

In analogy with cerium oxide also in other rare earth oxides (REOs), like praseody-
mium, terbium and samarium oxide the cations can have different oxidation states, and
the oxides can be defined as reducible. For samarium oxide the most stable oxidation

Fig. 4.14 Phase diagram of vanadium oxide nanostructures on Rh(111) as a function of vanadium
coverage and of substrate temperature. © IOP Publishing. Reproduced with permission from
Schoiswohl et al. [89]. All rights reserved
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state is Sm2O3, which can form different structural phases. Samarium oxide is the only
REO which can also form a monoxide, SmO, with a rock-salt structure, stable under
reducing conditions. The most stable valence state for terbium is 3+ , leading to the
Tb2O3 phase, however also the dioxide TbO2, aswell as intermediate phases like Tb4O7,
can form.. Praseodymium can be found in the 2+ , 3+ and 4+ oxidation states and the
most stable oxides are Pr2O3, PrO2 and Pr6O11. The sesquioxides are typically stable in
the c-type bixbyite structure, at variance with cerium oxide, for which the hexagonal
A-type phase is favoured in the Ce2O3 stoichiometry.

Some studies report the growth of REO in the form of ultrathin films on metallic
substrates and point out interesting aspects related to those observed in cerium
oxide ultrathin films. Temperature programmed desorption (TPD) allows to monitor
oxygen release in these REO films, while in the case of cerium oxide the release is
considered to be too fast to be monitored [102, 103].

Samarium oxide in the form of an ultrathin film has been shown to form by
controlled oxidation of surface SmRh and SmRu surface alloys, in turn obtained by
heating metallic Sm films deposited on Rh(100) and Ru(0001) surfaces respec-
tively, leading to a SmOx phase [102–104]. On both substrates specific sites for CO
absorption have been shown to form at the perimeter of the samarium oxide
ultrathin islands, due to the interaction with the underlying metal [102, 103].
A more recent study by Jhang et al. investigated samarium oxide films grown on a
Pt(111) substrate by reactive deposition at 600 K followed by annealing in O2

(P * 10−7 mbar) at 1000 K [105]. In close analogy with cerium oxide films grown

Fig. 4.15 STM images of
a 100 × 100 nm2,
b 44 × 20 nm2 of a film
formed by the oxidation of
1.56 MLE V/Au(111). The
images show the presence of
V2O5(100) islands growing
on V6O13(001) film.
Reprinted with permission
from Guimond et al. [97].
Copyright 2008 American
Chemical Society

140 P. Luches and S. D’Addato



in similar conditions, the LEED pattern for submonolayer coverage shows a
(1.37 × 1.37) structure. Interestingly, for coverages between 1 and 3 ML the LEED
pattern shows additional faint spots in the so called quasi-(3 × 3) superstructure,
very similar to the one observed in reduced ultrathin cerium oxide phases on Pt
(111) (Fig. 4.16) [17, 29]. The authors ascribe these features to a Sm2O3(111) phase
with a defective fluorite structure, in which the oxygen vacancies are randomly
distributed within the crystal, and to the formation of a 8:11 coincidence with the
underlying Pt. A similar origin may be invoked also for the LEED pattern of
reduced cerium oxide films, although in the latter case a similar coincidence may be
expected also when the films are oxidized, and the reasons for its appearance only
when the films are reduced are not clear. Reduction by thermal treatments in UHV
at 1000 K for 30 min of the Sm2O3 films lead to the coexistence of Sm2O3(111)
phase and of a SmO(100) phase, giving a superstructure rotated by 30° with respect
to the (111) spots in the LEED pattern [105]. The reversibility of the structural and
morphological modifications is observed also in this case [105].

Terbium oxide films were prepared with similar methods, i.e. using reactive
deposition and post growth annealing in O2 [106]. The LEED pattern up to 4 ML

Fig. 4.16 LEED patterns obtained after growing Sm2O3(111) films of different coverages on
Pt(111), followed by annealing in 7 × 10−7 mbar of O2 at 1000 K for 10 min: a 0.4 ML of Sm2O3

shows a hexagonal (1.37 × 1.37) superstructure in registry with the Pt(111) (1 × 1) spots,
E = 58 eV, b 1.1 ML, E = 48 eV, c 1.7 ML, E = 56 eV, d 3.0 ML, E = 52 eV exhibit a quasi-(3 × 3)
superstructure, e 4.2 ML, E = 56 eV; the quasi-(3 × 3) becomes blurry and f shows a schematic
representation of the quasi-(3 × 3) pattern that is determined from FFT analysis of a structural
model of superposed, hexagonal Sm and Pt lattices that form a hexagonal (8 × 8) coincidence
lattice with respect to the Sm lattice, i.e. (11 × 11) with respect to the Pt lattice. Reprinted with
permission from Jhang et al. [105]. Copyright 2013 American Chemical Society
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thickness shows the (1.32 × 1.32) structure, compatible with the terbium oxide
lattice parameter of the Tb2O3 phase in a fluorite structure with disordered oxygen
vacancies in close analogy with the case of samarium oxide [107]. In this case
however diffraction from possible coincidence superlattices could not be observed.
The films could not be oxidized by using thermal treatments in O2 at
P * 7 × 10−7 mbar and temperatures from 95 to 1000 K, while plasma-generated
atomic oxygen was shown to be effective in oxidizing a film at 300 K to TbO2 and
in generating weakly bound surface O species. The reduced Tb2O3 phase could be
re-obtained by annealing TbO2 in vacuum at 1000 K [106].

Praseodymium oxide has been studied only in the form of relatively thick films
on Si(111) substrates [107–109]. As for terbium oxide thin films, also in this case,
an oxidizing treatment in oxygen plasma was shown to be necessary to oxidize the
Pr2O3 phase to the PrO2 fluorite phase [107]. UHV thermal treatments to reduce the
PrO2 phase have been shown to give origin to a phase including a mixture of Pr6O11

and Pr5O9, the latter being unstable in the bulk phase [109].

4.5 Conclusions

The studies discussed in this chapter show that reducible oxides at two dimen-
sionality may show important modifications of their properties, and indeed also of
the reversible reduction and oxidation processes. Ultrathin films, typically sup-
ported on metal substrates, at different degree of reduction show new structural and
chemical phases, often unstable in the bulk, which have been deeply characterized
by surface science techniques, combined with the extremely important support of
theoretical modeling. In some cases the different phases can be reversibly trans-
formed one into the other by reducing and oxidizing treatments. The studies point
out interesting challenging aspects, on which future studies might be focused, such
as for example the stabilization of phases with less stable surface orientation, or
more complex systems such as ternary two-dimensional compounds or mixed oxide
phases. We believe that investigations following these lines may open up unex-
pectedly interesting aspects within the field of reducible oxide based materials.
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Chapter 5
Ultrathin Oxide Films on Au(111)
Substrates

Chen Wu and Martin R. Castell

Abstract The Au(111) surface is an excellent substrate for the growth of ultrathin
oxide films. Although it is chemically relatively inert, the high electronegativity of
Au tends to give rise to strong interactions between the oxide film and the substrate
via charge transfer processes. Many new surface oxide structures with unique
properties have been observed in ultrathin film form that have no analogues as bulk
crystal terminations.
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2D Two-dimensional
3D Three-dimensional
AES Auger electron spectroscopy
CVD Chemical vapor deposition
FCC Face centered cubic
HCP Hexagonal close packing
LEED Low-energy electron diffraction
MBE Molecular beam epitaxy
ML Monolayer
PVD Physical vapor deposition
RHEED Reflection high energy electron diffraction
RLAD Reactive-layer-assisted deposition
RT Room temperature
SMSI Strong metal-support interactions
STM Scanning tunneling microscopy
STS Scanning tunneling spectroscopy
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TMAA Trimethyl acetic acid
TPD Thermal programmed desorption
UHV Ultrahigh vacuum
XPS X-ray photoelectron spectroscopy

5.1 Introduction

Ultrathin oxide films consist of only a few monolayers (MLs) of oxide material with
a typical thickness ranging between 1 and 2 nm. They are of extensive interest in
the context of new technologies and fundamental research. Oxide ultrathin films can
be incorporated into various advanced technologies including plasma display
panels, microelectronic devices and metal-oxide catalysts [1–3]. For these appli-
cations, ultrathin films provide novel properties, decreased component size for
device miniaturization, and significantly increased surface-to-volume ratios for
enhanced catalytic performance.

One of the difficulties in the study of native oxide surfaces is that many of them
are electrically insulating, and therefore do not lend themselves to be characterized
with electron-based probes such as X-ray photoelectron spectroscopy (XPS),
scanning tunneling microscopy (STM), or low-energy electron diffraction (LEED).
However, this problem can be circumvented through the growth of very thin oxide
films on metal substrates. Oxide thin films also provide model surfaces, since a much
wider range of oxides can be grown in the form of thin layers than are available as
bulk crystals [4]. Ultrathin films can have novel surface structures which do not
correspond to the thermodynamically favored terminations of bulk crystals [5]. For
example, polar planes of some bulk oxides have been considered to be unstable since
the repeat unit of the stacking sequence perpendicular to the surface has a non-zero
dipole moment. Alternating cationic and anionic layers of the bulk crystal leads to an
infinite surface energy. The polarity is usually compensated by various surface
mechanisms including substoichiometry, reconstruction and molecular adsorption
[6]. However, in principle, a stoichiometric and unreconstructed polar surface can be
achieved in ultrathin films because there is no macroscopic dipole. New structures of
ultrathin films also arise due to the strong template effect of the substrate, which
opens up the opportunity for fabricating a broad variety of epitaxial oxide materials
with novel physical and chemical properties.

Noble metal crystal surfaces serve as an important type of substrate for ultrathin
oxide film growth due to their relatively simple preparation procedures, chemical
stability, and high electrical conductivity that eliminates charging effects. Oxides
grown on metal substrates can be considered as inverse models for catalytic
oxide-supported metal nanoparticles. The complexity of real-world catalyst mate-
rials tend to hinder in-depth investigations of their active sites and reaction mech-
anisms. However, inverse model catalysts with ordered oxide structures deposited
on metal substrates allow for the exploration of some fundamental steps in
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heterogeneous catalysis using a variety of surface science tools. An oxide/metal
system that has attracted much attention is that of oxide-supported Au nanoparticles
which acts as an excellent catalysts in the conversion of CO into CO2 at remarkably
low temperatures (200 K) [7, 8]. Another important area is the catalytic activity of
the Au/oxide systems towards the water-gas shift reaction (H2O + CO→ H2 + CO2)
[9, 10]. Au catalysts supported on a variety of oxides are also active for many other
reactions such as NO reduction, selective oxidation of propene to propene oxide and
the production of ethyl acetate from ethanol, etc. [11–13]. The unique catalytic
properties of oxide-supported Au catalysts have also stimulated extensive studies
into inverse model catalysts that consist of oxide thin films supported on Au single
crystal substrates, and recent research indicates that such inverse systems are cat-
alytically active themselves. Excellent performance has been reported for CeOx and
TiOx nanoparticles grown on Au(111) with respect to the water-gas shift reaction
[14, 15]. A further example is CO oxidation promoted by Fe2O3 or TiO2 nan-
oclusters grown on Au(111) [16, 17]. The catalytic activity for both Au/oxide and
oxide/Au systems has stimulated research into the Au-oxide interaction. To gain a
better understanding of this system, the growth of oxide thin films on Au(111) can
provide some valuable insights.

5.2 Preparation and Characterization Methods

5.2.1 Thin Film Growth

The growth of oxide ultrathin films on noble metal substrates usually involves
evaporation of the component materials onto the substrate. Since the oxide gen-
erally possesses a higher sublimation temperature than the corresponding metal,
thermal evaporation of the metal is often carried out either from an electron-beam
evaporator or an effusion cell. The evaporation is sometimes carried out in an
oxidizing atmosphere. An alternative method is to evaporate the metal in UHV and
then post-anneal the sample in an oxidizing gas environment using, for example O2

or NO2. This latter method tends to be the most widely-used process for the
formation of oxide thin films [18–22]. The oxidation process may vary for different
methods, e.g. in reactive-layer-assisted deposition (RLAD), Ti is evaporated onto a
Au(111) substrate pre-deposited with a layer of H2O or N2O and post-annealing
then gives rise to TiOx structures [23, 24]. RLAD has also been reported for the
CeOx/Au(111) system where a pre-deposited H2O or NO2 layer was used [25].
Oxidation of an alloy substrate such as Ti–Au has also been reported in the
preparation of TiO2 crystallites on Au(111) [26]. Recently, chemical vapor depo-
sition (CVD) has been used to sublime gaseous titanium tetrasopropoxide. The Ti
(OC3H7)4 precursor decomposes on the Au(111) substrate and forms an ultrathin
TiOx film [27]. CVD has also been used to deposit Mo clusters using Mo(CO)6 as a
precursor followed by oxidation in NO2 to form MoO3 on Au(111) [28].
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5.2.2 Thin Film Characterization

The conductive nature of the Au substrate allows various surface characterization
techniques to be used that involve electrons, enabling in-depth investigation of the
ultrathin films. Classical techniques for surface structure determination involve
electron diffraction at different energies. Both LEED and reflection high energy
electron diffraction (RHEED) provide convenient ways to determine the crys-
tallinity and periodicity of the oxide films. Atomically resolved surface structure
images can be obtained by STM. Meanwhile, scanning tunneling spectroscopy
(STS) provides information on the local electronic properties of the films. Apart
from structural investigations, determination of the chemical composition of the
film is often also necessary. Electron-based spectroscopy including XPS, Auger
electron spectroscopy (AES) and ultra-violet photoelectron spectroscopy (UPS) are
surface sensitive, and are extremely useful in understanding the chemistry of the
oxide films and the substrate-film charge transfer [29]. Theoretical analysis of
proposed atomic models and prediction of the electronic structure can be carried out
using density function theory (DFT). DFT is also used for calculation of the charge
transfer at the substrate-film interfaces and the work function of the films.

5.3 Structural Features of the Oxide Films

5.3.1 The Au(111) Substrate Reconstruction

The nature of the substrate surface plays an important role in the determination of
the film structure. The surface atoms of the clean substrate metal are not usually
located in the positions of a simple bulk termination. This is because the atoms on
the surface have a lower coordination number compared with those in the bulk [30].
The surface relaxes or reconstructs to minimize the surface free energy. Relaxation
involves a subtle adjustment of the layer spacings perpendicular to the surface, but
the periodicity or the symmetry parallel to the surface remains unchanged.
A reconstruction refers to the rearrangement of the surface atoms to form a structure
that differs from the bulk crystallographic planes.

Unreconstructed Au(111) planes consist of hexagonal lattices, as Au has a face
centered cubic (fcc) crystal structure. For the reconstructed Au(111) surface, a
complex structure consisting of paired rows is observed, as shown in the STM
images in Fig. 5.1. The bright lines are boundaries between unfaulted fcc and
faulted hexagonal close packed (hcp) stacking [31]. This faulting arises because the
surface atomic bonds undergo a uniaxial contraction by 4 % along the 1�10h i
direction and the surface therefore contains more atoms than a bulk (111) plane. For
every 22 atoms along the 1�10h i direction in the bulk there are 23 surface atoms,
resulting in a ð22� ffiffiffi

3
p Þ unit cell. This reconstruction is also sometimes erro-

neously called the ð23� ffiffiffi
3

p Þ reconstruction because of the 23 atoms in the surface
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layer, however reconstructions should always refer to the bulk crystallography, and
hence ð22� ffiffiffi

3
p Þ is the correct expression. Long-range forces on this surface fur-

ther complicate matters in which the lowest energy configuration involves a peri-
odic change in the direction of the reconstruction, and this results in a zig-zag
appearance that is called the herringbone reconstruction.

5.3.2 Structure of the Oxide Films

A variety of oxide thin films have been fabricated on the Au(111) surface including
TiOx [18, 23, 24, 27], FeOx [22, 34], VOx [35–38], CoO [39–41], MoO3 [28, 42, 43],
MgO [19, 44–46], CeOx [25], ZnO [47] and BaOx [48]. The growth of ultrathin oxide
films on the Au(111) surface usually lifts the herringbone reconstruction due to the
strong interaction between the film and the substrate. This effect has been observed in
various systems including TiOx/Au(111) and MoO3/Au(111) [18, 27, 49]. For cases
where there is less than a monolayer coverage of the oxide, the herringbone lines
wind around the oxide islands without going underneath them. This indicates that by
forming the oxide-Au interface there is no longer an energetic advantage in com-
pressing the top layer of Au atoms that results in the herringbone reconstruction and
therefore the original Au(111) hexagonal lattice forms the template for film growth.

The phases obtained for the oxide films mainly include honeycomb, pinwheel,
hexagonal, and row-like structures. The structure of the initial oxide monolayer of
the film is strongly affected by the hexagonal symmetry of the Au(111) substrate.
For the TiOx/Au(111) system, STM reveals the co-existence of a honeycomb
structure and a pinwheel structure as shown in Fig. 5.2 [18, 27]. The honeycomb

Fig. 5.1 STM images showing a large scale herringbone reconstruction of the Au(111) surface
(Image size: 80.2 × 79.5 nm2) and b atomically resolved ð22� ffiffiffi

3
p Þ unit cells on Au(111) (Image

size: 14.1 × 13.5 nm2; Vs = −0.04 V; It = 1.55 nA) [32, 33]
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structure is formed with the Ti atoms occupying the three-fold hollow sites of the
Au lattice and the O atoms located at the bridge sites of the Ti atoms, resulting in a
stoichiometry of Ti2O3. The unit cell of the honeycomb structure aligns with the
crystallographic directions of the Au substrate and corresponds to a (2 × 2)
reconstruction. The pinwheel structure consists of six interlocking triangles. The
atoms at the spokes occupy the Au bridge sites instead of the three-fold hollow sites
of the lattice underneath. Consequently they are higher and appear brighter than the
atoms within the triangles (Fig. 5.2b). The pinwheel structure originates from a
Moiré pattern formed through the superposition of a metal/O lattice over the Au
(111) surface [18]. The metal/O lattice is rotated by a certain angle with respect to
the Au(111) lattice. Depending on the angle of rotation (whether clockwise or
anticlockwise), two domains can be obtained for the pinwheel structure as shown in
Fig. 5.2b. Two types of periodicities are observed by STM for the pinwheels: the
unit cells by connecting the coincident points for the two lattices (Fig. 5.2b) and the
atomic periodicity of the overlayer (Fig. 5.2c). The formation of the Moiré patterns
may also lead to other appearances of the surface structure depending on the angle
of rotation between the film and the substrate lattice. The most commonly observed
Moiré patterns exhibit a hexagonal shape such as FeO(111) [34], CoO(111) [39, 41]
and ZnO(0001) [47, 50] films on Au(111).

A hexagonal lattice has also been found for V2O3(0001)/Au(111) (Fig. 5.3), and
for a number of years there were conflicting views concerning the detailed atomic
structure of the film [51, 52]. While XPS and STM suggested a surface terminated
with a vanadyl (V=O) group [37, 53], ion scattering investigations and ion beam
triangulation supported the reconstructed O3 model [35, 36, 38]. More recently, this
controversy on the V2O3(0001) termination has been revisited and resolved via a

Fig. 5.2 STM images showing a the (2 × 2) honeycomb Ti2O3 structure on Au(111) (Image size:
8.5 × 8.5 nm2; Vs = 0.98 V; It = 0.2 nA), b the pinwheel TiO monolayer with two domains
indicated (Image size: 31 × 14 nm2; Vs = 1.41 V; It = 0.18 nA) and c atomically resolved pinwheel
structure on Au(111) (Image size: 11 × 5 nm2; Vs = −0.12 V; It = 0.5 nA) [18]
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combination of I-V LEED, STM, fast atom scattering and DFT, indicating that the
vanadyl termination is thermodynamically more stable [54]. It has also been
reported that electron irradiation removes the O-involved termination, resulting in a
vanadium terminated surface with three-fold symmetry and higher catalytic reac-
tivity [55].

Other structures of vanadium oxide on Au(111) include V2O5(001) and
V6O13(001) which exhibit row structures with rectangular or rectangular-like unit
cells as shown in Fig. 5.4 [20, 21]. The V6O13(001) phase grows as a double-layered
film after completing the first layer of the V2O5(001) structure. Both phases do not
exist as a bulk termination and it is interesting that the second layer does not adopt
the same unit cell as the first layer, demonstrating the significant influence of the Au
(111) substrate on the structure of the first layer.

Monolayer MgO islands with both hexagonal (111) and rectangular-like
(001) lattices exist on the Au(111) substrate depending on the deposition temper-
ature and oxygen partial pressure [19, 44, 45]. The MgO(001) monolayer adopts a
(6 × 1) superlattice with a stripe pattern, while triangular islands are seen for MgO
(111) ultrathin films. Detailed total-energy calculations suggests that the MgO
islands adopt the square lattice configuration with the perimeter formed by nonpolar
[100] edges, while the MgO(111) islands are stabilized by hydroxylated polar
zigzag edges [44, 46]. Different edges of the two types of oxide islands may be
linked to molecular adsorption behavior and determine the catalytic reactivity. In
the MoO3/Au(111) system, the first monolayer of MoO3 on Au(111) exhibits a c
(4 × 2) structure [43, 49]. Increasing the Mo coverage gives rise to a bilayer MoO3

film with a 11.6 Å × 5 Å rectangular unit cell. Beyond the bilayer structure,

Fig. 5.3 STM image
showing the V2O3(0001)
surface on an Au(111)
substrate (Image size:
20 × 20 nm2; Vs = −1.5 V;
It = 0.2 nA) [52]
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MoO3(010) crystallites grow as the Mo dose is further increased, similar to the case
of V2O5(001) on Au(111) [21].

The observed structures of ultrathin oxide films grown on Au(111) can be
roughly divided into two categories. In the first category the structures possess
three-fold symmetry, which can be attributed to the strong interaction between the
film and the substrate lattice. The second category structures exhibit a stripe-pattern
with rectangular (-like) unit cells. There are multiple reasons for the formation of
these different phases, such as film stoichiometry, film thickness, and growth and
processing conditions. These factors are discussed in turn in the following sections.

5.3.3 Structural Transitions of the Oxide Films

There are a number of factors that determine the growth behavior of ultrathin films,
including the substrate-film lattice mismatch, the surface and interfacial energy of
the system, the stoichiometry and thickness of the film, and the growth conditions
of the oxide. These factors can interact with each other, making an understanding of
the growth behavior even more challenging. Here we focus on the individual factors
that can be manipulated in order to shed some light on how to influence the
structure of oxide ultrathin films on Au(111).

5.3.3.1 Stoichiometry-Driven Structural Transitions

A significant variation of the chemical composition of a film inevitably leads to a
change in its atomic structure. This is most easily achieved with metal elements that
have multiple oxidation states, in which case the stoichiometry drives the formation
of different structures of the oxide film. For example, for the first TiOx monolayer
grown on Au(111), a stoichiometry of Ti2O3 is obtained for the honeycomb

Fig. 5.4 STM images of a a V2O5 monolayer (Image size: 6.3 × 5.8 nm2; Vs = 2 V; It = 0.2 nA)
and b a V6O13 ultrathin film (Image size: 3.4 × 3.4 nm2; Vs = 2 V; It = 0.2 nA) on Au(111)
prepared by oxidation of deposited vanadium [20, 21]
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structure, whereas the pinwheel pattern corresponds to a stoichiometry of TiO
[18, 56]. Another example are the rather different stoichiometry-driven phases
observed for V2O3 (hexagonal), V2O5 (rectangular) and V6O13 (rectangular-like) on
Au(111) [20, 21, 35–38]. A change in the stoichiometry can be achieved by varying
the growth conditions including the growth temperature, oxidation species, oxygen
pressure and post-annealing process. For example, it has been found that increasing
the growth temperature from 200 to 500 °C gives rise to preferential growth of 3D
TiO2 nanocrystals with rectangular unit cells rather than the 2D (2 × 2) honeycomb
Ti2O3 lattice [27]. The oxidation method also plays an important role in the film
stoichiometry. Ce metal nanoparticles on Au have limited reactivity toward
molecular O2 and NO2 due to the formation of Ce–Au alloys, resulting in the
formation of substoichiometric 3D CeOx particles. Complete oxidation can be
achieved by Ce deposition on to the Au substrate at elevated temperatures in an O2

background pressure. This gives rise to ultrathin flat and ordered CeO2(111)
nanoislands with a hexagonal surface structure [25]. For the FeOx/Au(111) system,
oxidation of Fe deposited on Au(111) with molecular O2 at room temperature
(RT) gives rise to the growth of an FeO monolayer, while the Fe2O3 phase forms by
oxidation with NO2 at elevated temperatures [22, 34]. STM images reveal a
hexagonal Moiré pattern for the FeO(111) phase and an O-terminated α-
Fe2O3(0001) surface for the Fe2O3 phase. The oxygen pressure is also an important
factor in the control of the stoichiometry of ultrathin oxide films on Au(111). It has
been reported that Pb deposited on Au oxidizes to form PbO in an oxygen pressure
(PO2) less than 10−6 Torr. Increasing the PO2 to 10−4 Torr leads to the transition
from PbO to PbO2 [57]. Also, the ultrathin lead oxide film can be oxidized or
reduced reversibly by thermal oxidation or vacuum annealing cycles. Similar effects
of post-annealing on the stoichiometry have also been found for the CoOx/Au(111)
system [41] where the transition between the 2D CoO phase and the 3D Co3O4

phase can be tuned by oxidation and reduction annealing.

5.3.3.2 Lattice Mismatch-Driven Structural Transition

The degree of lattice mismatch between the film and substrate partially determines
whether a wetting film with an ordered surface structure can be obtained. On the
one hand, the lattice mismatch can be optimized by choosing an appropriate
combination of oxide film and substrate to allow epitaxial growth to occur. On the
other hand, a large lattice mismatch between the film and the substrate may be
overcome by the formation of completely different structures from the bulk for the
ultrathin films. For example, hexagonal Moiré patterns arise for the ZnO (0001)/Au
(111) system due to the large lattice mismatch (approx. 12 %) [47]. The lattice
mismatch may also give rise to the formation of different structures by varying the
growth conditions. For MgO on Au(111), hexagonal symmetry arises with low
temperature and O2 partial pressure. MgO(001) with a stripe pattern forms with a
higher temperature and oxygen pressure due to the symmetry mismatch of the
square overlayer and the hexagonal substrate [19].
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The influence of the lattice mismatch becomes weaker as the film grows thicker.
For the TiOx/Au(111) system, triangular islands start to grow as the second
monolayer instead of the honeycomb Ti2O3 and pinwheel TiO wetting layer [18]. It
is difficult to reveal the atomic structure of the second layer due to limited resolution
of the STM images. One can however, infer that the second ML is still affected by
the lattice of the Au(111) substrate because it nucleates as bright triangular islands
that have inherited the three-fold symmetry of the substrate. Further increased Ti
coverage results in the formation of a row structure on the triangular islands with a
rectangular unit cell [18, 27], indicating a weakened influence of the substrate.
Similarly, transitions between 2D Moiré-patterned CoO and 3D Co3O4 spinel
clusters on Au(111) have also been reported by controlling the Co coverage
[39, 41]. The strain introduced in the film by the substrate-film lattice mismatch can
be relaxed with increased film thickness due to the introduction of crystal defects
including point defects and misfit dislocations. Beyond a certain thickness the oxide
film will tend to adopt its bulk structure. For example, a bulk-like CoO layer has
been obtained for a coverage of 7 MLs on Au(111) [40]. This may even give rise to
a different crystal orientation of the thicker film compared to the substrate in order
to minimize the overall energy of the system. However, we will not discuss this
phenomenon further in this chapter as it is devoted only to ultrathin films of
thicknesses less than a few monolayers. A comprehensive understanding the
influence of the film-substrate interaction, film stoichiometry and coverage on the
stability of different oxide structures can be used to influence the oxide phase.

5.4 Interactions Between the Film and the Substrate

Apart from epitaxial effects of the substrate, interactions between the oxide ultrathin
films and the substrate mainly consist of mass transport and charge redistribution
[29]. In some instances ultrahigh vacuum (UHV) annealing of an Au substrate with a
metal (M) deposited on it may lead to the formation of an M–Au alloy [25] in which
case the oxide film can be grown by oxidation of the metal (M) extracted from the
alloy [26]. The film-substrate mass exchange is usually neglected once the oxide has
been formed due to the chemically inert nature of the Au substrate. The interfacial
structure, however, needs to be considered for the first monolayer of the film on
Au(111). Whether the oxide film starts with a densely packed layer of O or with one
of the metal (M) atoms results in the different stacking sequences of Au–O–M or
Au–M–O. The bonding energetics between Au and O or M need to be considered for
the interfacial structure. Formation of M–Au alloys, the weak adsorption of O on Au
and the fact that Au oxide easily decomposes indicate that Au prefers to bond with
the metal (M) atoms, resulting in most cases in an Au–M–O interface [18, 40, 58].

Another important factor to consider for the film-substrate interactions is the
charge transfer which is driven by the minimization of the system energy and the
continuity of the electric potential in the solid [59]. For example, interfacial charge
transfer between the oxide film and the electronegative gold surface, results in a
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decreased work function of Au(111) following deposition of a MgO(001) monolayer
[19]. A change in the work function is determined by the electronegativity of the
substrate. A large decrease in work function has been reported for MgO/Au(111)
compared with MgO/Mo(001) and MgO/Ag(001), indicating that Au substrates can
be responsible for significant charge transfer between the adsorbates and the sub-
strate [60]. For MgO/Au(111), DFT calculations indicate that the charge transfer
compensates the polarity of the film [61]. Conversely, changes of the opposite sign
can be induced in the work function of the substrate depending on the metal-oxide
interface [60]. While MgO thin films decrease the substrate work function, growth of
SiO2 and TiO2 films lead to raised work functions of the substrates. Consequently, a
change in the work function of the substrate can be tuned by an appropriate choice of
the metal-oxide interface. This can be explained by the electronegativity of the
substrate which determines the sign and extent of the charge transfer at the
metal-oxide interface [62]. These effects will be further discussed in the following
section. Charge transfer is common for oxide-Au interfaces and has been reported
for a number of systems including V2O3/Au(111) [53] and MoO3/Au(111) [49, 63].

5.5 Properties and Potential Applications

Thin oxide films have applications in energy conversion, microelectronics and
spintronics. Transition metal dopants such as Mn, Fe, Co and Ni have been pre-
dicted by DFT to induce magnetic moments in MgO films resulting in dilute
magnetic semiconductors [64]. RT ferromagnetism has also been reported for
various oxide systems including TiO2, ZnO and SnO2 [65]. The most important
application is probably related to the catalytic properties of the oxide-metal systems.
Most studies involve heterogeneous catalysts consisting of noble metal nanoparti-
cles supported on oxides. The strong metal-support interaction (SMSI) proposed by
Tauster et al. [66–68] has stimulated many investigations on the growth of oxide
ultrathin films on metal substrates as an inverse catalyst model [18, 36, 47]. These
models serve as excellent systems to allow the investigation of oxide-Au interac-
tions and their influence on the catalytic performance.

Recent research demonstrating that the so-called inverse catalysts are reactive or
catalytically active themselves has stimulated further interest in these systems.
Enhanced catalytic reactivity has been found for CeOx/Au(111) and TiOx/Au(111)
over Cu(111) and Cu(100) as the typical industrial catalysts towards the water-gas
shift reaction [14, 15]. Also, reduced V2O3(0001) and V2O5(001) films on Au(111)
enable oxidation of methanol into formaldehyde and/or methane [52, 69]. STM
allows identification of the active sites and research has been conducted into
methods for improving the catalytic activity. For example, oxygen vacancies serve
as the absorption sites for CO, propane and propene molecules on V2O3(0001) and
V2O5(001) films on Au(111), which can be created by electron irritation of the
surface to promote a variety of reactions [51, 70, 71]. CO oxidation that may take
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place at the Fe2O3/Au and titania/Au perimeter interface can be enhanced by
optimization of the coverage of Fe2O3 or TiOx [16, 17].

Thermal programmed desorption (TPD) experiments are usually employed to
examine the chemical nature of the desorbing products, providing information on
the reaction processes. Figure 5.5 shows the desorption species and their concen-
tration (inserts) after depositing 2-propanol onto the TiO2/Au(111) and the rutile
TiO2(110) surfaces [72]. The 2-propanol molecules attach to the Ti atoms on both
surfaces and desorb at around 300 K. The tail of propanol desorption extends to 560
and 450 K for the TiO2/Au(111) and the rutile TiO2(110) surfaces respectively,

Fig. 5.5 TPD spectra taken
from the TiO2/Au(111) (top)
and a rutile TiO2(110) surface
(bottom) deposited with
2-propanol molecules,
showing the traces
corresponding to the
desorption rate of propanol,
propene and acetone. The
inserts show the distribution
of the desorption products
referred to the local surface
concentration [72]
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corresponding to the recombination of surface-bound propoxy and hydrogen.
Propene is formed by removing a hydrogen atom from one of the methyl groups of
a propoxy species adsorbed on the bridge-bonded oxygen vacancies. Propene
desorption has been observed on both TiO2/Au(111) and the rutile TiO2(110)
surface whereas an additional desorption peak at 450 K appears for the former. This
may result from the under-coordinated atoms at the edges of the TiO2 overlayer in
addition to the oxygen vacancy-like defects as the adsorption sites. More impor-
tantly, acetone desorption has been observed on the TiO2/Au(111) surface which
was not detected for the rutile TiO2(110) system. The acetone arises from α-hydride
elimination, breaking the oxygen-surface bond and the formation of a double C=O
bond. The production of acetone on the TiO2/Au(111) surface suggests the exis-
tence of sites which allow interactions for the α-hydrides. The enhanced reactivity
of TiO2/Au(111) compared with the bulk rutile TiO2(110) surface may be due to
changes in its electronic properties. Despite the picture of active sites and chemical
process, many questions remain open, such as the function of Au during the
reaction, and how the film-substrate interaction affects the reactivity. Further
investigation on the electronic structure may be necessary to uncover the important
mechanisms and to provide more information to allow tailoring of the catalytic
properties of oxide-Au systems.

Ultrathin films can have crystal structures that are stabilized through the inter-
action with the substrate and where there are no bulk analogues. This opens the
door to the opportunity of fabricating a rich class of oxide surface structures that do
not exist in nature. Such novel structures are potentially of great importance in
nanoengineering as templates for the self-assembly of adsorbed metal atoms, metal
clusters, and molecules. Investigations on the adsorption behavior of metal atoms
on ultrathin oxide films include Fe, Au, Pd and Ba on monolayers of MgO, TiOx,
FeO and CeOx [62, 73–78]. The degree of charge exchange of the metal adsorbates
is determined by their electronegativity and plays an important role in the
adsorption behavior [62]. For neutral adatoms, e.g. Pd deposited on FeO/Pt(111),
random adatom distributions are observed [74]. For the cases where charge transfer
takes place, the adatoms tend to form regular arrays and can be either cationic or
anionic. For example, electrons are transferred from Au adatoms to the support
when deposited on FeO/Pt(111) [74], while conversely the Au adatoms acquire
electrons from the support in the MgO/Ag(001) and TiOx/Pt(111) systems [60, 76].
This charge transfer behavior is illustrated schematically in Fig. 5.6. The oxide film
grown on a substrate with high electronegativity donates electrons to the metal
substrate (Fig. 5.6a) while the negative charge goes in the opposite direction for the
oxide film deposited on the substrate with low electronegativity (Fig. 5.6b). Similar
effects come into play when depositing metal adatoms on the supported oxide
monolayers. Electronegativity determines the charge state of the metal adatom, its
adsorption mode, and it will either reinforce, reduce or even invert the rumpling of
the supported oxide films as shown in Figs. 5.6c, d.

The charge transfer behavior is not only determined by the adatom/support
species, but is also affected by the coverage of the adatoms. It has recently been
reported that structural and electronic characteristics can be controlled by tuning the
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Ba deposition on Ti2O3 monolayers grown on Au(111) [78]. Figure 5.7 shows the
evolution of Ba adsorption on Ti2O3/Au(111) with the Ba coverage increased from
0.07 to 0.62 ML. For low Ba doses (0.07 ML), the adatoms are randomly dis-
tributed, and have as their adsorption site the hollow location of the honeycomb
Ti2O3 lattice (Fig. 5.7, 0.07 ML). Two well-ordered surface structures are generated
at coverages of 1/3 and 2/3 ML. The 1/3 ML order arises when the Ba adatoms fill
the six second nearest neighbor hollow sites (Fig. 5.7, 0.35 ML), whereas the 2/3
ML ordering occurs when the three first nearest hollow sites are occupied (Fig. 5.7,
0.62 ML). A labyrinth-like phase is observed for Ba coverages between 1/3 and
2/3 ML (Fig. 5.7, 0.43, 0.49 ML). The structural configurations are determined by
Ba–Ba repulsion through dipole-dipole interactions induced by charge transfer. The
overall charge transfer from Ba to the Au substrate increases with raised Ba dose,
which also results in steadily increased Ti2O3 film rumpling and a decreased Au
work function. The findings that the adsorption behavior can be tuned by choosing
the combination of metal adatom species and the oxide thin film, as well as varying
the adatom coverage, open up the possibility of designing metal-oxide interfaces
with specific and novel properties.

Molecular self-assembly is another important area of nanostructure engineering
where the surface structure of the substrate has a significant influence. For trimethyl
acetic acid (TMAA) on the pinwheel reconstructions of TiO/Au(111), the mole-
cules preferentially occupy sites near the centers of the pinwheels as shown in
Fig. 5.8a [56]. With increased coverage, the adsorption pattern evolves into a triad

Fig. 5.6 a and b Sketches showing interfacial charge transfer (DCT) and the film rumpling (DR)
dipole moments for an oxide monolayer (small black circles represent cations, white circles
represent anions) grown on a metal substrate (large grey circles). Depending on the
electronegativity of the substrate, charge can transfer from (a) or into (b) the film. The adatom
can either (c) adsorb directly on the oxide surface, resulting in increased separation of the
anion-cation planes, i.e. reinforce the rumpling, or (d) locally reduce or even invert the rumpling.
Such structural changes are driven by charge transfer between the adatom and the support [62]
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with three-fold symmetry (Fig. 5.8b). Further increasing the TMAA dose gives rise
to an extended molecular network that avoids the sites at the centers of the triangles
of the pinwheels (Fig. 5.8c). Apart from the pinwheel TiO/Au(111) system, many
other ultrathin film structures may serve as templates for substrate-directed
molecular self-assembly. Potential candidates include the honeycomb Ti2O3/Au
(111) surface with hollow sites and the rectangular-like phases with gaps between
the row structures. The richness of the various oxide structures on Au(111) provides
a progressive step towards molecular engineering on the nanoscale.

Fig. 5.7 STM images showing the Ba adsorption on the honeycomb Ti2O3 monolayer grown on
Au(111). The Ba coverage is determined as 0.07, 0.29, 0.35, 0.43, 0.49 and 0.62 ML as indicated
on each image. (Image sizes: 10 × 10 nm2; Vs = 0.35–1.00 V; It = 0.18–0.28 nA) [78]

Fig. 5.8 Adsorption of TMAA on the pinwheel TiO/Au(111) surface at coverages of a 0.02 ML,
b 0.06 ML and c 0.15 ML [56]
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5.6 Conclusions and Perspectives

This chapter has explored the rich variety of structures and properties observed in
ultrathin oxide films on Au(111) surfaces. The ultrathin film structures may be
divided into two categories, namely those which follow the hexagonal symmetry of
the substrate and those that have row structures with rectangular-like surface unit
cells. Multiple factors determine the surface structure of the oxide layers among
which stoichiometry and substrate-film lattice mismatch tend to dominate. These
factors can be controlled by selecting combinations of oxide and substrate materials,
as well as optimizing the growth conditions such as the growth temperature, oxidation
environment, post-process annealing steps and film thickness. The development of a
comprehensive understanding of all the aspects that determine the film growth and
properties will enable the future fabrication of precisely controlled oxide thin films.
This is one of the critical materials challenges for nano-engineering of oxides.
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Chapter 6
Phonons in Thin Oxide Films

Luca Vattuone, Letizia Savio and Mario Rocca

Abstract Thin oxide films have physical and chemical properties which may be
significantly different from those of the corresponding bulk materials. For their
complete characterization the information on the lattice dynamics which can be
retrieved by vibrational spectroscopy is mandatory. Here we show that the number
of observed phonon modes and their frequencies can indeed provide relevant
information about stoichiometry, structure and thickness of the film.

6.1 Introduction

In recent years an increasing number of studies has been devoted to the charac-
terization of the properties of thin oxide films. A film can be considered to be “thin”
as long as the size of its single crystalline domains in the plane of the surface
strongly exceeds its thickness. The term “ultrathin” is used, on the other hand, when
the latter goes from one to just a few atomic layers. In the opposite limit, when the
extension along all three dimensions is comparable, it is more appropriate to
consider the film as an agglomeration of nanoparticles. The interest in thin and
ultrathin films is motivated by the following considerations:

(a) A thin oxide film is usually grown epitaxially on an appropriate single or
poly-crystalline substrate, chosen so that the lattice mismatch with the cor-
responding bulk oxide is minimized. One could thus expect the thin film to be
very close to what one could ideally obtain by cutting a slab from the bulk
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solid. Reality is, however, often more complex. There is inevitably a few
percent difference between the lattice spacing of the most appropriate substrate
and the one of the bulk oxide. In the ultrathin limit the film is thus either
slightly compressed or slightly strained, i.e. different from the ideal bulk-like
slab depicted above. Such a difference may cause the film to show different
electronic and chemical properties with respect to those expected for a surface
layer obtained by cutting a bulk oxide [1]. Only after reaching thicknesses of
some tens of layers, the lattice spacing attains the bulk limit value releasing the
stress and reducing it to negligible values. In this limit we expect our film to
behave in the same way as the bulk solid, except possibly for just the very first
layers at the interface with the underlying substrate, and its surface to have
properties quite similar to those of the one obtained by cutting the bulk oxide.

(b) The electronic structure of the substrate may directly affect the one of the thin
film on top of it. For the most reactive cases, the deposition of the film can also
modify the substrate by causing its reconstruction. The film itself or the atoms,
the molecules and the clusters deposited on the surface can conversely behave
differently depending on the influence of the substrate, i.e. on film thickness
[2]. In some cases, charge transfer to particles supported on the oxide films
may occur. Such charging depends on the electronic properties of the substrate
and of the film and decreases with increasing film thickness. It has been shown
that charging can affect the equilibrium shape of the nanoparticle as well as its
chemical reactivity.

(c) Thin oxide films deposited on a conductive substrate still allow to use the
powerful electron based spectroscopic tools typical of surface science, like
X-ray photoelectron spectroscopy (XPS), Ultra violet Photoelectron
Spectroscopy (UPS), High Resolution Electron Energy Loss Spectroscopy
(HREELS) and Low Energy Electron Diffraction (LEED), just to mention the
most widely employed. Since a large set of information regarding stoi-
chiometry and oxidation state can be inferred only by such techniques, thin
films represent an appealing model system for the characterization of the
surfaces of insulating bulk oxides [3].

The aim of the present review is to show and discuss the vibrational spectra of
thin films, from which a large amount of information on structure, stoichiometry
and even morphology of the oxide layer can be inferred. To this purpose, we will
not provide a comprehensive review but we will rather focus our attention on a few
paradigmatic cases taken from the recent literature in the field. Since for an oxide
film the number of observable vibrational modes, and hence the complexity of the
spectra, is determined by its stoichiometry, we will firstly address simple oxides
with only two atoms/cell such as MnO, MgO and NiO. We will then consider more
complex materials such as TiO2 and SiO2 and move eventually to Al2O3 and Fe3O4.
Whenever possible, we will present data obtained for different thicknesses of the
films and try to correlate them with structural and stoichiometric information.

We will see that some modes have a microscopic character while other ones are
macroscopic in nature. The former, addressed as Wallis modes, depend on the local
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structure and force constants and can be predicted only using methods taking into
account the real atomic structure and the actual forces between the atoms in the
film. The latter, also called Fuchs-Kliewer (FK) modes [4], correspond to the
relative motion of macroscopic cationic and anionic sub-lattices with respect to
each other, and can be described in the frame of dielectric theory.

6.2 Power and Limits of Dielectric Theory

Dielectric theory enables one to predict the energy of vibrational modes for a bulk
solid as well as for a film of given thickness [5]. For a single crystal and for a thick
enough film, i.e. in the limit of bulk oxide surfaces, the energy of the FK mode
(ωFK) reads:

�hxFK ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�0 þ 1
�1 þ 1

r
�hxTO ð6:1Þ

where ωTO is the frequency of the TO (i.e. zone centre transverse optical) phonon,
ɛ0 the static dielectric constant and �1 the high frequency limit of the dielectric
function.

For a film the energy of the FK mode depends on thickness. It is possible to
define [6] an effective dielectric constant, noðqk;x; dÞ for a two layer system of
thickness d in terms of the (frequency dependent) dielectric function of the oxide
layer ɛ(ω) and of the substrate nsðqk;xÞ, which can be written as:

noðqk;x; dÞ ¼ � cothðqkdÞ �
ð �
sinhðqkdÞÞ

2

� cothðqkdÞþ nsðqk;xÞ
ð6:2Þ

The dielectric function of the oxide layer is

�ðxÞ ¼ �1 þ ð�0 � �1Þx2
TO

x2
TO � x2 � icxxTO

ð6:3Þ

where γ is the appropriate damping constant, while the dielectric function of the
substrate can be written in a simplified Drude form (neglecting the dependence on
the wavevector)

nsðxÞ ¼
�x2

p

x2 þ icpxxp
ð6:4Þ

where ωp is the surface plasmon energy of the substrate and γp the damping factor.
Using dielectric theory it is possible to compute also the loss function. Peaks are
expected whenever ξ = −1 as shown in Fig. 6.1 [7, 8].
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As pointed out already in 1991 [8], dielectric theory becomes inadequate for thin
films since the contribution of microscopic phonons is then no longer negligible and
a microscopic theory becomes mandatory in order to reproduce the experimental
results. In this limit also the distinction between macroscopic modes (predicted by
dielectric theory) and microscopic ones may become fuzzy.

6.3 Brief Resume of Selection Rules for Vibrational
Spectroscopy

Before showing selected results for a few systems of increasing complexity it is
worth to briefly summarize the selection rules which are operative for HREELS and
Infra-Red Absorption Spectroscopy (IRAS) on a metal substrate. The reader is
referred to more specialized books [9] or reviews (see e.g. [10]) for a more com-
prehensive treatment [9].

According to quantum mechanics the vibrational transition probability is pro-
portional to the square of the transition dipole moment:

hli ¼
Z

W�
f ðQkÞlWiðQkÞdQk ð6:5Þ

where μ is the dipole moment operator of the molecule, WI and Ψf are the initial and
final vibrational wave functions for the given normal mode with wavevector k and
Qk is the corresponding normal mode coordinate [10]. By expressing the dipole
moment μ into its x, y and z coordinates we can easily conclude that at least one of
these components must be non-vanishing for this mode to be IR active. We could

Fig. 6.1 Left Calculated HREEL spectra for polycrystalline Al2O3 films grown on Al for different
thicknesses. Right Dependence of frequency on film thickness for the higher energy phonon.
Taken with permission from [7]. Copyright by APS
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otherwise state that only vibrational transitions with a change in the dipole moment

are IR active. The intensity Ik of band k will thus be proportional to dl
dQk

� �2
. Using

the general language of group theory it is necessary that the product Cf � Cl � Ci

of the representations of Wf , μ and Wi contains the totally symmetric representation.
For transitions from fundamental to first excited vibrational state (the most

common case), since the initial state belongs to the totally symmetric representation
[11], it is necessary that the final state belongs at least to the same representation of
one of the components of μ. In less formal words, only vibrational modes which
transform as one of the coordinates x, y or z can be excited by IR light.

If the substrate is a metal and if z is the coordinate normal to the surface, the
selection rule is more restrictive and only dipole moments which transform as z can
be active. This is the so-called metal selection rule which is usually shortly stated
saying that only vibrational modes with a component of the dynamical dipole
moment perpendicular to the metal surface will contribute to the IR absorbance.
This rule can be understood qualitatively since the electric field parallel to the metal
surface must vanish at least for frequencies lower than the plasma frequency of the
metal, i.e. whenever a dipole parallel to the surface can be screened by the image
dipole created by the conducting electrons in the metal.

In general, for any given space group it is possible to infer by inspection of the
character table which modes are totally symmetric and then to know the number of
expected IR active modes. Conversely, if the structure is not known or if there are
alternative possibilities, the number of observed modes at least restricts the possible
choices.

The situation is more complicated for HREELS. Under dipole scattering con-
ditions, i.e. when the excitation of the surface vibration is caused by the electric
field of the incoming electron, the same selection rules as for RAIRS apply. This is
the usual case when inspecting spectra recorded in-specular, i.e. when the angle of
incidence and of reflection of the electron beam are identical, so that the parallel
momentum transfer is small compared to that of the incoming electrons. However
for HREELS other scattering mechanisms are possible, namely impact and reso-
nance scattering: such mechanisms are not affected by the dipole selection rule and
allow to observe also vibrations which are not IR active. When these mechanisms
dominate, the intensity may change with scattering angle non-monotonically and be
significant for off-specular geometries. The use of impact and resonant scattering in
the study of thin oxide films is limited since detailed theoretical calculations are
needed to account for the angle and energy dependence of the scattering cross
section. For this reason we will not discuss them further in this review [12, 13].

Finally, vibrational information can be obtained also by Surface Enhanced
Raman Scattering, SERS. Similarly to RAIRS (and contrary to HREELS!) SERS
does not require UHV conditions and can thus be employed also at atmospheric
pressure and in reactive environments. At variance with RAIRS, the inelastic
scattering of light has an inherently low cross section which severely limits its
sensitivity except under special conditions associated to surface roughness. The
selection rules for SERS are quite different from the ones of RAIRS and dipolar
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HREELS: in order to be Raman active a vibrational transition must indeed cause a
change in the polarizability (rather than a change in the dipole moment as for
IRAS). Using the same formalism introduced above, for a transition from the
fundamental to the first excited state to be Raman active it is necessary that the
vibrational mode transforms as the product of two coordinates (e.g. xx, xy, xz, etc).
The operator in (6.5) is now the polarizability tensor, while it was the dipole
moment in the case of RAIRS. For this reason and with the only exception of
crystals without center of inversion, a Raman active mode is inactive in RAIRS and
viceversa [11].

Finally, we mention that the most common unit when dealing with IRAS and RS
is the cm−1, while for HREEL spectra are often expressed in meV. Since using a
uniform notation would require to modify some of the original data, we recall here
that the conversion factor between the two units is 1 meV = 8.065 cm−1. We will
report in the following the converted value in parenthesis next to the original value
every time we feel it is necessary for an easier comparison between different
experiments.

6.4 MeO Oxides Thin Films

6.4.1 MnO

Bulk MnO has a rock-salt structure with a lattice constant of 0.444 nm. MnO is an
insulator with band gap between 3.6 and 4.3 eV and with antiferromagnetic
behaviour below the Néel temperature of 118 K. Vibrational spectra for the bulk
material show a transverse optical phonon (TO) at the �C point having an energy of
265 cm−1 [14], which splits below 118 K due to the occurrence of magnetic
ordering [15].

MnO films have been grown on different substrates (see [6] and references
therein). In Fig. 6.2 we show the HREEL spectrum for MnO grown on Pt(111) by
deposition of Mn in O2 atmosphere at 375 K, parametric in film thickness (ex-
pressed in oxide monolayers, ML). Below the completion of the first ML, only one
peak at 367 cm−1 (46 meV) is present. It shifts to higher energy with increasing
thickness saturating at 382 cm−1 (47 meV). It is assigned to the Wallis mode, in
which the first layer O atoms vibrate against the Mn lattice along the surface
normal. The small change of the mode frequency with film thickness indicates its
local character. A second peak at an energy of 547 cm−1 (68 meV) shows up only
after completion of the first monolayer. Its intensity increases linearly with coverage
and does not seem to saturate. This loss has been identified with the FK mode, a
surface phonon polariton responsible for the dielectric response of MnO. The
negatively charged oxygen lattice and the positively charged Mn lattice vibrate
thereby with respect to each other in counter-phase. The FK mode frequency shows
a slight decrease with increasing thickness, as predicted by dielectric theory.
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It is remarkable that the frequency of the FK mode depends not only on the MnO
film thickness (i.e. number of layers, otherwise addressed as coverage) but also on
its morphology. This result is evident from inspection of Fig. 6.3 showing the
change in the HREEL spectra after annealing a 17 ML thick film of MnO/Pt(111).
Up to 850 K, no qualitative changes occur in the HREEL spectra except for the
decrease of the FK peak width, indicating a reordering of the film. On the contrary,

Fig. 6.2 Left HREEL spectra for MnO films on Pt(111). The inset shows the dependence of the
peak intensities on thickness. The dashed lines are guide for the eye. Right Dependence of the
frequency of the FK (black squares) and Wallis (red triangles) modes on the thickness of the oxide
layer. Taken with permission from [6]. Copyright by APS

Fig. 6.3 Left HREEL spectra recorded after annealing a 17 ML thick film of MnO grown on Pt
(111) at different temperatures. The inset shows the width of the FK peak while in the right part of
the picture a schematic of the restructuring of films is shown. Taken with permission from [6].
Copyright by APS
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annealing at higher temperature causes an increase in the width and a relatively
large redshift (from 547 to 521 cm−1, i.e. from 68 to 64 meV) of the FK mode,
indicating a substantial restructuring of the MnO layer.

We note that the Wallis mode is not visible in the spectra of films thicker than
10 ML (see Figs. 6.2 and 6.3). In such conditions the mode is still there but its loss
is embedded in the tail of the FK peak. It reappears only after annealing, when the
intensity of the FK loss has decreased significantly. This behaviour is indicative of a
restructuring of the surface (schematized in Fig. 6.3b). A large part of it is now
covered by one monolayer thick MnO islands and, since the total amount of MnO
cannot decrease, the remaining oxide must have reorganized in relatively thick
clusters of 40–50 ML height. The authors estimate that, under the investigated
experimental conditions, 2/3 of the surface is covered by monolayer MnO and 1/3
by thick clusters.

The oxidation of Mn can lead to the formation of oxides having a higher oxygen
content than MnO.We will present vibrational data relative to them in paragraph 1.6.

6.4.2 MgO

In the case of MgO/Ag(100) the correlation between the vibrational frequencies and
the morphology of the film is preserved and even amplified in the low coverage
limit [16, 17]. We present the growth of MgO films of different thicknesses at the
growth temperature Tg = 453 K in Fig. 6.4.

Fig. 6.4 Left HREEL spectra recorded after growing MgO films of different thicknesses on Ag
(100) at 453 K. Right Dependence of observed vibrational frequencies on film thickness and
comparison with the value predicted by theory for the FK mode. The open circles refer to the
theoretical values for FK calculated using a microscopic approach (see [16] for details) while the
crossed circles refer to the forecasts of dielectric continuum theory. Taken with permission from
[16]. Copyright by APS
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The spectra show a mode at 427 cm−1 (53 meV), which disappears upon the
completion of the first layer, a mode around 524 cm−1 (64 meV), present for all
films at the same frequency, and a mode around 670 cm−1 (83 meV), appearing
only after completion of the monolayer and increasing in intensity with film
thickness.

The low energy loss is assigned to a vibration at MgO sites at the edges of the
islands in contact with Ag, since it disappears above 1 ML. Indeed STM inspection
will show that, under the growth conditions applied in this experiment,
sub-monolayer films consist of single layer islands of MgO with a quite irregular
shape and thus a high density of borders. The loss at 524 cm−1 (64 meV) is
identified with the Wallis mode, which is indeed expected to be little affected by
thickness due to its microscopic nature. Finally, the mode at the highest frequency
is assigned to the FK mode. In the thickness range between 0.7 and 1.4 ML,
intensity is also present in the frequency range between 572 cm−1 (71 meV) and
605 cm−1 (75 meV).

Several growth procedures for monolayer MgO films on Ag(100) were tested,
monitoring the film morphology by low temperature STM. It was found that both
the usual growth parameters (Tg, oxygen pressure, Mg flux) and after growth
treatments are important in determining the film structure [17], as evidenced in
Fig. 6.5. When the film is grown at Tg = 450 K and the sample rapidly cooled down
below room temperature (fast cooling procedure, FC), single layer MgO islands of
irregular shape form (see line scans in Fig. 6.5e). If the growth temperature is
increased to 773 K and the sample is again cooled down rapidly after growth,
multilayer (mainly bilayer) islands with nice straight borders along the 〈001〉
direction are observed. Finally, if the film is grown at 773 K and subsequently
cooled down slowly (slow cooling protocol, SC), flat terraces limited in size only
by substrate steps are formed. This result can be explained by thermodynamic
arguments: the surface energy of MgO and Ag(100) are respectively 1.15 and
1.20 J/m2 so that entropy determines the favoured growth mode. At the lowest
temperature a layer by layer growth is expected and in the low coverage limit
islands of single layer thickness form to minimize the area of the uncovered Ag
surface. At Tg = 773 K, due to entropy, a multilayer island growth mode is pre-
ferred: when the sample is rapidly cooled down, the morphology which is ener-
getically favoured at this Tg is quenched and double or multilayer islands are
observed. On the contrary, if the system is slowly cooled down, thus allowing it to
attain its thermodynamically favoured morphology, nearly perfect single layer
terraces are obtained.

It is interesting to see how the morphological information provided by STM
correlates with the vibrational information obtained by HREELS (see Fig. 6.5f).
The Wallis mode is always present, as expected. The mode at 53 meV (427 cm−1) is
best visible for Tg = 450 K and FC. In accord to its assignment to an MgO localised
at the edges of the islands in contact with the substrate [16], it has a lower intensity
when the film grown at 450 K is slowly cooled down, thus allowing the islands to
attain a more regular shape and minimize the edge length. The mode at 75 meV
(605 cm−1), the intensity of which is largest for FC, i.e. when irregular edges are
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present, has been assigned to microscopic modes different from the Wallis one and
involving the motion of oxygen at the border of the islands. Indeed its width is
indicative for the presence of several different contributions in the range of fre-
quencies between 71 and 75 meV (572–605 cm−1), whose weight depends on the
details of the local environment.

More importantly, the FK mode, expected around 82 meV (661 cm−1), is not
observed here since it can only exist in areas covered by at least one layer. This
mode is, indeed, well evident for the only case in which bilayer islands formation
occurs, i.e. Tg = 773 K and FC.

Fig. 6.5 Top (a–c) STM images recorded for different growth temperatures (450 and 773 K) and
for different post growth treatments (FC fast cooling; SC slow cooling). Image size: 21 × 21 nm2,
I = 0.2 nA. We note that images are recorded at a bias voltage V ≥ 3.0 V, i.e. under topographical
conditions. They are thus fully representative of the MgO layer geometry. d Atomically resolved
image of clean Ag(100), used for calibration. High symmetry directions are marked by arrows.
Image size 2.4×2.4 nm2, V = 0.1 V, I = 0.2 nA. Bottom e Line scans along the directions marked in
panels a, b and c. f HREEL spectra recorded for the different growth conditions. Taken with
permission from [17]. Copyright by APS
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There remains to explain why for Tg = 773 K and SC, when STM inspection
shows only extended and nearly perfect single layer terraces, the FK mode persists,
although with a slightly red shifted frequency (81 meV, 653 cm−1). The reason is
that in these conditions the film is over-stoichiometric in oxygen, as demonstrated
by XPS [18]. The excess oxygen atoms accumulate at the interface and allow to
release the stress present at the interface, definitely favouring the formation of the
large single layer terraces observed by STM images. The 81 meV mode can thus be
assigned to the counter-phase vibration of the Mg sub-lattice against the O atoms of
the oxide film plus those of the incomplete interface oxygen layer, resulting in a
FK-like motion.

MgO is usually grown on Ag(100) or Mo(100) but growth on TiC(100) has been
tried, too [19]. For a two layer film, frequencies of 65 meV (524 cm−1) and 86 meV
(694 cm−1) have been observed for the Wallis and FK modes, respectively. The
Wallis mode has thus the same frequency observed for the other substrates, while
the frequency of the FK mode is slightly higher than for MgO double layers on Ag
(100). The better agreement with dielectric theory indicates a very good quality of
the film structure.

6.4.3 NiO

Similar experiments have been performed for NiO thin films grown on Pd((100) or
on Ni(111) [20, 21]. On Pd(100) the first layer consists thereby of a slightly
distorted NiO(100) sheet with Ni vacancies arranged in an ordered c(4 × 2) array
resulting in a Ni3O4 stoichiometry. Oxygen sits on-top of the Pd atoms, while Ni
occupies the FFH sites. In such conditions only a single loss at 46 meV is observed
in-specular with HREELS, see Fig. 6.6 bottom spectrum. When increasing the
coverage, a peak at 64 meV (shifting to 68 meV with film thickness) appears as
soon as the second layer forms, corresponding to the FK mode of NiO (to be
compared with 69.5 meV for the bulk crystal) [22]. The loss at 46 meV redshifts to
42 meV and becomes hardly visible. Another (weak) peak is present at 52 meV, the
origin of which is still unclear [20, 21]. The decrease in the FK frequency with film
thickness predicted by dielectric theory becomes evident only at higher coverage.

NiO has been grown also on Ni(111) [21]. In such case the FK mode appears at
510 cm−1 (63 meV) in the low thickness limit.

6.5 MeO2 and Me2O3 Thin Films

When considering oxides with more atoms per unit cell, the picture becomes more
complex since the number of normal modes increases. We will consider here two
examples: TiO2 and SiO2.
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6.5.1 TiO2 and Ti2O3

The interest for titania films has been boosted by the relevance of this material in
several applications because of its biocompatibility. Titanium oxide exists in dif-
ferent stoichiometries and structures:

(a) TiO, having NaCl structure and lattice constant of 0.423 nm;
(b) TiO2, which can have three different structures:

1. brookite: orthorombic with lattice constants of 0.916 and 0.513 nm;
2. rutile: tetragonal with lattice constants of 0.459 and 0.296 nm;
3. anatase: tetragonal as well, but with lattice constants of 0.378 and

0.952 nm.

(c) Ti2O3, which has corundum structure with lattice constant 0.515 nm.

Fig. 6.6 HREEL spectra of
Ni oxide grown on Pd(100)
versus thickness. Taken with
permission from [20].
Copyright by Elsevier
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The right panel of Fig. 6.7 shows HREEL spectra recorded during the oxidation
of a Pt3Ti(111) surface [23]. Four different phases are observed (see also phase
diagram in Fig. 6.7 left panel): the ð6� 3

ffiffiffi
3

p Þ phase (also addressed as z0 because of
its zig zag shape) and the (7 × 7)R21.8° phase (indicated as w0, where w stands for
wagon wheel), obtained upon oxidation at 1000 K, are the most stable ones; the two
incommensurate rectangular phases obtained at lower temperature and higher
oxygen doses are, on the contrary, metastable.

Notably the commensurate z0 and w0 phases exhibit a similar phonon spectrum
characterised by a single prominent loss at 525 cm−1 (65 meV). The presence of one
single loss is indicative that both of them have a TiO stoichiometry. A single loss
with close values of vibrational frequency is indeed observed for MnO (572 cm−1,
71 meV [24]), NiO (569 cm−1, 71 meV [25]) and CoO (560 cm−1, 69 meV, [26]).

The incommensurate phases exhibit more complex spectra with losses at
510 cm−1 (63 meV), 595 cm−1 (74 meV), 764 cm−1 (95 meV) and 1066 cm−1

(132 meV) (rectangular phase) and at 595 cm−1 (74 meV), 713 cm−1 (88 meV) and
818 cm−1 (101 meV) (rotated rectangular phase), respectively. The vibrational
spectrum rules out a TiO stoichiometry for these phases. The observed frequencies,
however, cannot be assigned (or assimilated) to any of the existing bulk structures,
since they are different from those reported for bulk Ti2O3 (379 cm−1 and 709 cm−1

(47 and 88 meV), [27]) and for both phases of TiO2 (rutile: 365, 445 and 755 cm−1

(45, 55 and 93 meV), respectively [28]; anatase: 355 and 790 cm−1 (44 and
98 meV), respectively [29]). This result supports the widely accepted idea that new
phases having no direct bulk equivalent do form at surfaces and that vibrational
spectroscopy provides a nearly unique tool to identify such novel oxides with
potentially unexpected and useful properties.

Fig. 6.7 Left Experimental phase diagram of the system O2/Pt3Ti(111). Note that the abscissa is
not linear. Right HREEL spectra recorded for different oxygen exposures: a 5 L O2 at 1000 K,
b 55 L O2 at 1000 K, c 200 L O2 at 1000 K, d 900 L O2 at 900 K and e 4500 L O2 at 800 K. The
spectra a and b correspond to the ð6� 3

ffiffiffi
3

p Þ phase, spectrum c to the (7 × 7)R21.8° layer, spectra
d and e to the incommensurate rectangular and rotated rectangular structures, respectively. Taken
with permission from [23]. DOI: http://dx.doi.org/10.1088/0953-8984/25/4/045013 © IOP
Publishing. Reproduced with permission. All rights reserved
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Titanium oxide films can also be grown on Mo(110) [27]. Films with different
stoichiometry are obtained depending on the growth protocol. TiO2 is obtained by
evaporation of Ti under O2 pressure (2.6 × 10−7 mbar) while keeping the substrate
at 600–700 K and subsequent annealing to 800 K first in oxygen atmosphere and
then in vacuum (protocol I). If, alternatively, some Ti (less than 1 ML) is deposited
on the substrate in vacuum, continuing thereafter to grow the film following pro-
tocol I, an oxide layer with Ti2O3 stoichiometry forms (protocol II). The assign-
ments of the structures was based on LEED, XPS and Auger Electron
Spectroscopy, but valuable information is also provided by vibrational spec-
troscopy. Figure 6.8 shows HREEL spectra for films obtained with protocols I and
II. Using protocol I, the HREEL spectrum is dominated by phonons at 54 and
95 meV and by their overtones. Such values are close to those measured [28] for
rutile, which are reported for comparison. For protocol II the spectrum is dominated
by losses at 47 and 88 meV and by one of their overtones. Such values are different
both from those of films grown with protocol I and from those of bulk rutile [28]
and anatase [29] samples; they are, however, similar to the peaks found for an
ordered V2O3 film having corundum structure (see [27], main loss at 78 meV at
100 K and at 82 meV at 300 K). The frequencies obtained for Ti2O3 are thereby
lower than for V2O3 because of the lower mass of Ti.

6.5.2 SiO2

SiO2 has also been widely investigated because of its technological importance.
Single crystal SiO2 films have been grown succesfully on Mo(112) [30–32].
Vibrational spectra, recorded both by HREELS and IRAS, show a main peak at
1048 cm−1 (130 meV), for which controversial assignments have been given. Chen

Fig. 6.8 HREEL spectra of titanium oxide films grown on Mo(110). Left panel Growth procedure
with protocol I (30 ML thickness, recorded at RT, upper trace). The spectrum is compared to the
one of a TiO2(110) single crystal recorded at the same primary beam energy of 4.7 eV (lower
trace). Right panel Film grown with protocol II (40 ML thickness, annealed to 1100 K, recorded at
100 K with primary energy of 5 eV). Taken with permission from [27]. Copyright by Elsevier
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et al. [30] attributed it to the Si-O-Mo stretching vibration and, due to the absence of
the Si–O–Si peak expected at 1176 cm−1 (146 meV), they concluded that the film
consisted mainly of SiO4 clusters. Kaya et al. [32] used the dipole selection rules to
demonstrate that, for a 2D network of SiO2, the Si–O–Si stretching vibration is not
dipole active and thus cannot be detected by IRAS. Therefore, the absence of such
mode in IRAS does not imply automatically the absence of Si–O–Si bonds. By
using the same selection rules they could conclude that a 2D network can account
for all the observed modes: indeed there are only three vibrations observable under
dipole scattering conditions, namely the in-phase Si–O–Mo asymmetric mode
(1061 cm−1, 132 meV), and the out of phase and in phase couplings of symmetric
Si–O–Si stretching modes (at 779 and 672 cm−1, 97 and 83 meV respectively) as
shown in Fig. 6.9. This result stems from the elegant application of the concepts of
group theory described above.

Joining the vibrational information with STM and photoemission data, Kaya
et al. further concluded that ultrathin silica film on Mo(112) consists of a two
dimensional network of SiO4 tetrahedra sharing the corner with one oxygen atom
bonded with the substrate. For oxygen rich films a further oxygen moiety bonded
directly to the substrate may be also present (see Fig. 6.10).

Fig. 6.9 Left Schematics of the eigenvectors of the three IR active modes of SiO2/Mo discussed in
the text (frequency in cm−1). Right Table showing the symmetry properties of each mode with
respect to the elements of the cmm group. Only totally symmetric vibrations (having thus “1” for
all the columns of the same row) are IR active. Taken with permission from [32]. Copyright by
Elsevier
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The evolution of the vibrational spectra during growth and the subsequent
annealing are shown in Fig. 6.11 [33]. We note that the modes expected according
to the previous analysis definitely show up only after annealing the film (spectrum
8), i.e. when an ordered film has formed. The spectra recorded during growth are
more complex. The mode at 675 cm−1 (84 meV) has been assigned to a Mo–O
vibration involving oxygen atoms at the metal-oxide interface. The small band
around 850 cm−1 (105 meV) corresponds to the symmetric Si–O stretch, while the
asymmetric stretch modes in the region between 950 and 1250 cm−1 (i.e. between
118 and 155 meV) are intense and dominate the spectrum. The sharp peak at
987 cm−1 (122 meV) is assigned to the bending of Si–OH groups, as testified by the
presence of the OH stretch mode at 3748 cm−1 (465 meV) (lower panel). The mode
at 1022 cm−1 is assigned to a pseudomorphic SiO2 layer at the interface. During
growth the intensity of the high frequency shoulder at 1190 cm−1 increases and
blue-shifts to 1218 cm−1 (151 meV). This effect was attributed to a decreased
coupling of the film with the substrate due to the increased thickness. Another not
identified shoulder shows up at 1155 cm−1 (143 meV). The richness of asymmetric

Fig. 6.10 Schematic of the 2D network model for the monolayer silica film grown on Mo(112).
a O poor film and b O rich film. The additional O atoms (in blue) end up at the interface. Taken
with permission from [32]. Copyright by Elsevier
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Si–O modes is strongly indicative of the presence of different sites and thus of an
increased corrugation of the film.

Upon annealing, the bands at 1155 cm−1 and at 1218 cm−1 disappear (see right
panel, spectrum 8), leaving only an intense feature at 1048 cm−1 (130 meV) and
small features in the low frequency region of the spectrum. Inspection of vibration
spectra provides important hints about the growth mode, which are confirmed by
LEED and Spot Profile Analysis-LEED investigations in the same multi-technique
study [33].

The potential of vibrational spectroscopy is nicely demonstrated in Fig. 6.12
where the vibrational spectrum recorded for the 2D silica film is compared to the
one of 1D stripes [34]. The mode at 1059 cm−1 (131 meV) is slightly red-shifted for
the latter system, in agreement with the theoretical prediction (see bars in the
highest part of Fig. 6.12). More important for the present context, the mode at
770 cm−1 (95 meV) blue-shifts to 875 cm−1 (108 meV) while the mode at 675 cm−1

(84 meV) remains almost unaffected. This result can be explained by the fact that in
1D stripes the Si–O–Si mode at 875 cm−1 is essentially a symmetric stretch
vibration and has thus a higher frequency than the mode observed at 770 cm−1 for
the 2D film, in which bending of the Si–O bond occurs. On the contrary, the Mo–O
stretch vibration at 675 cm−1 does not change appreciably when changing the
dimensionality of the layer.

Fig. 6.11 Left IRA spectra recorded during growth of a silica film (1–4) and during annealing (5–
8). The bottom spectra correspond to the frequency range of OH vibrations which indicate some
OH contamination before annealing. Right Schematic of the suggested evolution of the layer
during deposition and annealing. Taken with permission from [33]. Copyright by APS
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6.5.3 Al2O3

Together with titanium oxide, Al2O3 (alumina) is one of the most widely studied
oxides because of its use as a support in catalysis. As already noted by Frank et al.
[35], by monitoring frequency and intensity of the transverse optical (TO) and
longitudinal optical (LO) phonons with IRAS it is possible to gather information on
thickness and stoichiometry of such films. The ultimate reason for this is the
so-called ‘Berreman effect’: in bulk dielectrics infrared adsorption occurs only at
the frequencies corresponding to the TO phonon modes because of the transverse
nature of electromagnetic waves. For films, on the contrary, also features close to
the LO phonon modes are excited, provided that spectra are recorded using p po-
larized light at an oblique angle of incidence [36], thanks to the coupling to the
component of the electric field normal to the surface.

For a dielectric slab on a metallic substrate it is therefore expected to observe
IRAS features close to the LO frequencies of the related bulk solid. Transverse
modes cannot be excited for a very thin film on a metal substrate since at a metal
surface the electric field in the direction parallel to the interface vanishes. When
measuring a vibrational spectrum by HREELS under dipole scattering conditions
we expect to observe the same modes as in IRAS.

Al2O3 films can be grown on NiAl surfaces as shown first by Franchy [37]. The
main information about FK modes and film structure are reported in Table 6.1.
Depending on the phase formed, three to four FK modes are present.

Fig. 6.12 a IRA spectra comparing 1D and 2D silica films. 1D stripes are obtained at
submonolayer Si coverage [32]. When the silica stripes coalesce, particularly at increasing Si
coverage, islands exhibiting a honeycomb-like structure are formed [34]. b STM image showing
both stripes and island of silica film with atomic resolution (12.5 × 10.5 nm2, −0.4 V, 0.4 nA).
Taken with permission from [34]. Copyright by Elsevier
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In Fig. 6.13 IRA and HREEL spectra are compared for an alumina film grown
on NiAl(110) [35]. A main feature at 860–870 cm−1 (107−108 meV) is observed in
IRAS together with lower intensity features at 622 cm−1 (77 meV) and 660 cm−1

(82 meV). The HREEL spectrum is richer. Another intense mode is present at
419 cm−1 (52 meV), while additional fainter losses corresponding to microscopic
modes are apparent, too. Such modes, not predicted by macroscopic dielectric
theory, are expected to become more and more important with decreasing film
thickness. Their assignment is, however, still controversial [38, 39].

In general, different phases can be obtained by oxidising a given substrate using
different protocols. Vibrational spectroscopy can be used to distinguish among them.
As summarized in Table 6.1, the γ phase is evidenced by the presence of three losses.
It forms on NiAl(110) (frequencies at 410, 620 and 850 cm−1 (51, 77, 105 meV,

Table 6.1 Vibrational frequencies of Fuchs-Kliewer modes and structure for alumina films on
different NiAl surfaces. Data taken from [37].

Oxide and substrate Fuchs Kliewer modes cm−1 Structure

Al2O3/NiAl(100) 420, 603, 718, 896 θ-Al2O3

Al2O3/NiAl(110) 410, 620, 850 γ-Al2O3

Al2O3/NiAl(111) 427, 637, 887 γ-Al2O3 for T < 1000 K

α-Al2O3 for T > 1100 K

Fig. 6.13 IRA and HREEL spectra recorded at 90 K for alumina films grown on NiAl(110).
Taken with permission from [35]. Copyright by Elsevier
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respectively)) and on on NiAl(111) below 1000 K [frequencies at 427, 637 and
887 cm−1 (53, 79, 110 meV, respectively)]. The θ phase is, on the contrary, char-
acterised by four losses. It forms on NiAl(100) where peaks at 420, 603, 718 and
896 cm−1 (52, 75, 89 and 111meV, respectively) are observed. Annealing the γ phase
grown on NiAl(111) above 1100 K the α-phase is obtained, characterised by losses at
78 and 113 meV [40]. Such phase forms also by oxidising NiAl(100) at 1400 K [41].
Losses at 638 and 913 cm−1 (79 and 113 meV, respectively) are then observed.

6.5.4 V2O3

Moving to vanadia,V2O3 thin films have been grown both on Rh(111) [42] and on
TiO2(110) (1 × 1) and (1 × 2) surfaces [43, 44]. Surface terminations for the (0001)
surface of V2O3 with corundum structure have also been investigated by DFT [45],
finding that three ideal bulk terminations are possible for the (0001) surface:
(a) oxygen termination by an O3 layer, (b) vanadium termination by a V2 bilayer
and (c) vanadium termination by a single V layer. According to DFT, termination
(a) is favoured under oxygen rich conditions, termination (b) is highly unstable and
(c) can occur only under highly reducing conditions. The thermodynamically stable

Fig. 6.14 Left Schematics showing the ideal V2O3 termination (a) and the energetically most
stable termination (b) obtained by moving a vanadium atom from the second V2 layer (S − 1) to
the surface V2 layer. Right Surface energy per primitive surface cell versus chemical potential μ0 of
oxygen for the (0001) surface of rhombohedral V2O3. Thin lines correspond to calculations for the
primitive unit surface cell, thick shorter lines correspond to reconstructed cells with a periodicity
of (

ffiffiffi
3

p � ffiffiffi
3

p ÞR30�. The thick lines between V2O3V and V2O3VO indicate mixed
V2O3Vx(VO)1-x1 phases. The stability range of the bulk oxides are indicated at the bottom of
the graph. Taken with permission from [45]. Copyright by Elsevier
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O3 termination is, however, not simply a continuation of the bulk corundum
structure and a complex relaxation resulting into a—V2O3–V–O3V3O3 stacking
sequence occurs at the surface (see Fig. 6.14).

Over a wide range of oxygen chemical potentials the most favoured structure is,
however, a surface terminated with vanadyl V=O groups. Such termination consists
of a (1 × 1) unit cell with respect to the bulk structure with a further oxygen atom
bonded to the outermost vanadia atom. Experiments confirm this theoretical pre-
diction [42]. Figure 6.15 shows vibrational spectra of different vanadia films
deposited on Rh(111). Spectrum (a) is recorded for a film exhibiting the (1 × 1)
structure: it is characterised by features at 47, 78, and 129 meV, a weak shoulder at
92 meV and a weak structure at 156 meV. The losses at energies lower than
100 meV are associated to the phonons of V2O3. Theory predicts modes of relevant
intensity under dipole scattering conditions at 46.2 and 63.3 meV (motion
orthogonal to the hexagonal planes), a mode at 82 meV (originating from three
oxygen atoms below the V=O group, vibrating nearly normally to the surface) and a
mode at 135 meV (due to the vanadyl stretching mode, as suggested also by its high
energy). The presence of the 129 meV vibration, close to the value predicted for the
vanadyl stretch, provides a strong evidence for the presence of V=O groups. The
spectrum is analogous to the one observed for a 5 ML thick film of vanadium oxide
grown on Pd(111) [46].

Exposing the vanadyl terminated (1 × 1) surface to oxygen (5 × 106 mbar) at
500 °C leads to the formation of a well ordered ð ffiffiffi

3
p � ffiffiffi

3
p ÞR30� surface (see model

Fig. 6.15 Left HREEL spectra of the: a V2O3 (0001)(1 × 1) and b ð ffiffiffi
3

p � ffiffiffi
3

p ÞR30� surfaces
recorded at 300 K. Center Model of the (1 × 1) surface: dark spheres indicate vanadium atoms
while bright ones represent oxygen atoms. Right Model of the ð ffiffiffi

3
p � ffiffiffi

3
p ÞR30� structure with unit

cells containing one (dashed) or two (solid) missing vanadyl groups. Taken with permission from
[42]. DOI: 10.1088/0953-8984/17/26/004 © IOP Publishing. Reproduced with permission. All
rights reserved
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in the right part of Fig. 6.15). Due to the removal of V=O groups the surface layer is
now oxygen richer. The corresponding vibrational spectrum is not very different
from the one proper of the (1 × 1) structure, except for the overall lower intensity
and for an additional loss at 110 meV which is not assigned. The similarity is
explained by the close values of the vibrational modes of the O3 terminated surface
and to the residual presence of V=O groups [45].

Vanadium oxide films were grown also on TiO2 [44]. In this case the vibrational
spectra are complicated by the presence of the phonon modes of titania. The data
analysis is therefore based on difference spectra, which confirm the assignments
given above (see Fig. 6.16). The major difference is the observation of a peak at
111 meV rather than at 129 meV. The smaller frequency indicates the formation of
a reactive oxygen species (VOr bond rather than V=O), which is present on VOx

strands as well as on nanoislands.

Fig. 6.16 VOx (0.35.0 ML)/TiO2(110) thin films. a HREELS data (recorded in specular) and
b HREELS difference spectra calculated by subtracting the clean TiO2(110) spectrum. Taken with
permission from [44]. Copyright by ACS
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6.5.5 Ga2O3

In Fig. 6.17 we show HREEL spectra recorded for a 15 Å thick film of Gallium
oxide (β-Ga2O3) grown on CoGa(100) (an intermetallic alloy, similar to NiAl) [47].
Losses at 220 cm−1 (27 meV) (extremely faint), 305 cm−1 (38 meV, ν1), 455 cm−1

(56 meV, ν2), 645 cm−1 (80 meV, ν3) and 785 cm−1 (97 meV, ν4) are observed
together with the corresponding gain peaks and losses due to multiple excitation.
Such losses correspond to the FK modes and are in good agreement with the values
estimated theoretically on the base of dielectric theory.

The parameters used in this calculation are close to those of bulk Ga2O3 with the
only exception of ωTO,3 (620 cm−1 (77 meV) in the model used in [47] to be
compared with 450 cm−1 (56 meV) for the bulk oxide). The discrepancy may be
due do the low thickness of the film, in which the top and bottom layers are slightly
distorted with respect to their bulk counterpart.

6.5.6 CeO2

Vibrational spectroscopy has also been used to assess the stoichiometry of cerium
and chromium oxide films. Three cerium oxide bulk structures of defined stoi-
chiometry are known: CeO2, hexagonal h-Ce2O3 and cubic c-Ce2O3 [48].

CeO2, which is the most common phase also known as ceria, crystallizes in a
fluorite type structure with a lattice constant of 5.41 Å. The left panel of Fig. 6.18
shows the HREEL spectrum recorded after oxidising at 1000 K a PtxCe-Pt(111)

Fig. 6.17 HREEL spectra of β-Ga2O3 grown on CoGa(100). Taken with permission from [47].
Copyright by AIP
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surface alloy, obtained evaporating Ce on a Pt(111) single crystal. Films of
thickness between 1 and 5 layers were obtained. Two modes are evident: at
400 cm−1 (50 meV) and 575 cm−1 (72 meV). The former loss is due to an interface
phonon while the latter is a phonon of the overlayer. This assignment is supported
by the fact that the intensity of the high frequency mode increases with increasing
thickness.

The comparison with vibrational data recorded for Cr2O3 grown on Cr(110) [49]
(right panel of the same figure) allows to exclude the formation of h-Ce2O3 : in this
case similar spectra should be obtained, contrary to experimental evidence.The film
has thus a fluorite type CeO2(111) structure.

6.5.7 Cr2O3

For Cr2O3 the main modes are observed at 417 cm−1 (51.7 meV), 634 cm−1

(78.6 meV) and 714 cm−1 (88.5 meV) and correspond to three of the six expected
dipole active modes [50] of the bulk oxide surface. They are thus identified with FK
modes. The shoulder of the peak at 88.5 meV was tentatively ascribed to a further
FK mode. The mode at 21.4 meV was assigned to a vertical in-phase vibration of
the outermost O layer and the two Cr layers below while the higher frequency
modes are due to combination losses.

Fig. 6.18 Left HREEL spectra recorded for a ceria film (see text for details). Right HREEL spectra
recorded for a Cr2O3 film of thckness ≈40 Å grown on Cr(110). Taken with permission from [48,
49]. Copyright by Elsevier
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6.6 Me3O4 and More Complex Oxides

6.6.1 Fe3O4

Fe3O4 films grown on alumina have been investigated by Raman Spectroscopy
[51]. Iron oxides exist in different stoichiometry and structures: magnetite, hematite
(α-Fe2O3), maghemite (γ-Fe2O3) and würstite (Fe1−xO). Distinguishing among
them is not straightforward: e.g. magnetite and maghemite have a similar crystal
structure and close lattice constants.

Although the selection rules for RS and IR spectroscopy are quite different,
vibrational information obtained from RS can also be used to distinguish between
such crystallographic phases. By using group theory, it is indeed possible to predict

Fig. 6.19 Left Raman shift for Fe3O4 film grown on α-Al2O3. Taken with permission from [51].
Copyright by Elsevier. Right Raman image (a) and Raman shift (b) distinguishing bright areas
(blue line, hematite) from dark ones (red line, magnetite). Taken with permission from [52].
Copyright by Elsevier
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the number and symmetry of Raman active modes while the comparison with liter-
ature provides the frequency of the modes observed for magnetite and hematite [52].

Figure 6.19 shows the evolution of Raman spectra obtained growing the Fe3O4

film on the same substrate at different temperatures. In the film grown at 100 °C the
vibrational features of both magnetite and hematite are present while at higher
temperatures (300 and 500 °C) the intensities of the modes due to hematite decrease
in favour of those due to magnetite. Only at 700 °C the features associated to
hematite appear again.

At the lowest temperature adatom migration is slow and then crystals of poor
quality are obtained. Increasing the temperature the quality improves. The negative
effect of a further increase in the substrate temperature was explained as due to
re-evaporation of the adatoms of the substrate.

6.6.2 Mn3O4

Mn3O4 thin films have been grown on Rh(111) [53]. Mn is thereby first evaporated
on the Rh(111) substrate at RT and then oxidised at different temperatures. The
corresponding HREEL spectra, shown in Fig. 6.20, should be compared with those
of MnO reported in Figs. 6.2 and 6.3. Independently of the thickness of the film,
peaks at ≈47 and 80 meV (379 and 645 cm−1, respectively) appear already at the
lowest temperature and slightly upshift in energy with increasing oxidation tem-
perature. Such peaks are indicative of a trilayer O–Mn–O structure. For thicknesses
of 2 and 3 ML, new loss peaks show up at 13, 39, 68 and 83 meV (105, 315, 548
and 669 cm−1, respectively), such peaks being better resolved when oxidising Mn at
700 K or at 800 K. Since these peaks are indicative of a Mn3O4 structure, we can
conclude that the latter forms only for films thicker than 1 ML.

Fig. 6.20 HREEL spectra recorded for manganese oxide films of different thicknesses (0.75, 1, 2
and 3 ML) obtained by oxidising at the indicated temperature a Mn film deposited at RT. Taken
with permission from [53]. Copyright by Elsevier
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6.6.3 Niobium Oxide

As an example of more complex oxides, we show in Fig. 6.21 the HREEL spectra
recorded for films of niobia with different stoichiometry, obtained by depositing Nb
on Pt(111) and oxidising it [54]. Niobia may indeed grow in at least three possible
stoichiometries: NbO, NbO2 and Nb2O5.

NbOx is obtained after an exposure of 500 L oxygen per 0.1 monolayer of Nb.
Nb2O5 forms for an exposure of 1200 L O2 at the same Nb coverage. The spectra
for these films exhibit similar frequencies suggesting the presence of a common
building block. The comparison of HREELS data for the film with data for the bulk
crystal surface lead Xie et al. to conclude that the crystal structure(s) of the film do
not correlate with the structures of bulk terminated oxides of niobium. The peak at
928 cm−1 (115 meV) was assigned to terminal Nb=O surface sites of highly dis-
torted NbO6 octahedra.

After Ar bombardment the film is characterized by the appearance of a new loss
feature at 536 cm−1 (66 meV), which indicates the presence of a still different
phase, explained by the formation of oxygen vacancies with the reduced niobium
atoms.

6.6.4 Ternary Oxides

Little work is present in literature on thin films of ternary oxides. Tungstates
(MeWO4) have been recently studied because of their high potential in optics,
optoeletronics and photochemistry. Denk et al. [55] succeeded recently to grow

Fig. 6.21 HREEL spectra
recorded for a a NbO thin film
(3 ML), b a Nb205 thin film
(3 ML) and c after
bombarding Nb205 film with
Ar ions to remove one layer.
Taken with permission from
[54]. Copyright by Elsevier
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films of such compound with atomic control by depositing (WO3)3 clusters on Cu
(110) − (2 × 1)O at cryogenic crystal temperatures. A morphologically flat and well
ordered W oxide overlayer is then obtained upon annealing a full monolayer of
such molecules at 600 K. As shown in Fig. 6.22 HREELS losses are apparent at
≈860 and 960 cm−1. In bulk WO3 the W–O–W groups cause bands at 711 and
806 cm−1 (88 and 100 meV, respectively) while a band at 987 cm−1, (122 meV) is
indicative of the presence of W=O (tungstyls). DFT calculations indicate, however,
that for the oxide film the highest observed frequency may correspond to the W–O
stretching of WO4 tetrahedra (found theoretically at 935 cm−1, 116 meV) rather
than to tungstyl. The eigenvectors of this vibration are reported in Fig. 6.22b.

Fig. 6.22 a HREEL spectrum of the 2-D CuWO4 system (Cu–W–O, in red), compared to the
Cu - (2 × 1)O bare substrate (in blue) and to a thick film of (WO3)3 clusters (in green). b Top and
side views of the high-frequency vibrational mode at 935 cm−1 as predicted by DFT. The green
arrows indicate the direction of atomic displacements. Taken with permission from [55].
Copyright by ACS
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Ultrathin films of BaTiO3(001) were recently grown on Pt(001) by the group of
Widdra [56, 57], who also performed HREELS investigations which are, however,
still unpublished.

6.7 Conclusions

We have presented selected examples showing how vibrational spectroscopy has
been used to determine the nature (stoichiometry and symmetry) and in some cases
even the morphology of thin oxide films. The assignment of the observed vibra-
tional signatures is non trivial and is ultimately based on symmetry arguments and
on the selection rules operative for the probe particles (electrons or photons), for the
particular substrate (metallic or not) and for the given scattering geometry.

While for thick enough thin films the predictions of macroscopic dielectric
theory are generally confirmed by experiments, in the ultrathin limit microscopic
modes are also observed and for their assignment a theory is usually required.

Once the more general properties of the film have been established, comparison
of the frequencies and of the intensities of the modes for different growth conditions
can provide information about the morphology of the film and about the different
phases which may form. Vibrational analysis can highlight, moreover, the growth
mode (layer by layer vs. 3D), thus complementing the information provided by
microscopy.
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Chapter 7
Electrostatics and Polarity in 2D Oxides

Claudine Noguera and Jacek Goniakowski

Abstract We review the manifestations of electrostatic interactions, and in par-
ticular polarity effects, in oxide ultra-thin films and two-dimensional nano-objects.
We discuss the efficiency of various compensation mechanisms such as overall
structural transformations, strong lattice relaxations, inhomogeneous charge redis-
tributions, support effects, and/or the formation of 2D or 1D electron/hole gases.

7.1 Introduction

Due to its relevance in mineralogy, geochemistry, catalysis, electrochemistry,
electronics, magnetic recording, etc., in the past 25 years the field of oxide surfaces
has enormously evolved. While the characteristics and properties of most binary
oxide surfaces are now well-established, in the last decade, the main focus has been
on ultra-thin oxide films. Usually grown on metallic supports, these systems may
represent oxygen reservoirs, inverse catalysts, patterned supports for the formation
of catalytically active size-selected clusters, or device constituents in the emerging
field of all-oxide electronics. When the film thickness is no more than one or two
atomic layers, depending upon preparation conditions, these two-dimensional (2D)
oxides may display structures, stoichiometries and properties that are not seen in
bulk crystals [1–6]. The same is expected in 2D small objects, such as nano-ribbons
or nano-islands, whose controlled fabrication and growth nowadays remain a dif-
ficult challenge.
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The present chapter focuses on the manifestations of electrostatic interactions in
oxide ultra-thin films and 2D nano-objects, and in particular on polarity effects.
Indeed, numerous oxide properties cannot be understood without taking into
account the strong Coulomb interactions which result from their ionic character.
Along certain crystallographic directions, a macroscopic polarization induces a
surface instability. These polar orientations have been thoroughly studied at
semi-infinite surfaces [7, 8]. But in polar ultra-thin films, especially when their
thickness reaches the monolayer (ML) limit, new questions arise, which are related
to the role of electrostatic interactions and dimensionality. Compared to
semi-infinite surfaces, new mechanisms of polarity compensation exist at the
nanoscale, involving, among others, complete changes of structures, strong lattice
relaxations, inhomogeneous charge redistributions. The interplay between polarity
and substrate effects, interfacial charge transfers, and lattice mismatch, have also to
be considered since most 2D-objects are grown on (metallic or insulating) sub-
strates. Finally, the possibility to stabilize 2D or 1D electron or hole gases (2DEG,
2DHG, 1DEG, 1DHG) at polar interfaces or at polar island edges in new layered
materials has recently generated excitement in the physics community.

The aim here is to present an overview of the consequences of the strong
Coulomb interactions and polarity effects which exist in low dimensional oxide
structures. We will outline how polarity concepts, which have been developed for
surfaces and which are recalled in Sect. 7.2, apply or have to be modified at the
nanoscale. For this purpose, they will be successively reviewed in the cases of
ultra-thin films (Sect. 7.3), interfaces (Sect. 7.4), and 2D ribbons or islands
(Sect. 7.5).

7.2 Polarity Concepts

In Tasker’s classification [9], compound surfaces are differentiated according to
whether or not the structural repeat unit starting from vacuum bears a non-vanishing
dipole moment. The presence of a dipole moment is characteristic of polar surfaces.

In the simplest capacitor-type representation of a crystal cut along a polar orien-
tation (Fig. 7.1), with alternating positively and negatively charged plates (charge
densities�r, successive inter-plate distances R1 andR2), an electrostatic instability—
sometimes called polar catastrophe—develops due to the existence of a macroscopic
electric field perpendicular to the surface. According to Gauss law, this instability can
be healed by an excess charge density �dr on the external plates, such that:

dr ¼ rR ð7:1Þ

withR ¼ R1=ðR1 þR2Þ [7–9]. rR represents the dipole moment per unit volume of
the repeat unit. The electrostatic field due to dr precisely cancels the average
macroscopic electric field in the bulk of the material.
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Beyond this simplistic picture, in realistic compounds, the charge density r of
the atomic layers is delocalized and differs from the value R obtained by assigning
formal charges to the atoms. It involves an electronic contribution rel due to co-
valent effects, so that r ¼ Rþ rel. Whatever the partitioning scheme adopted to
define r and rel, the electrostatic criterion, (7.1), defines the modification of surface
charge density dr required for surface stability, which is then the sum of two
contributions dr ¼ drel þ drcomp. The first one, drel, comes from the modification
of covalent effects at surfaces, due to the change in local environment of the atoms,
associated, for example, to bond breaking. It exists whatever the surface orientation
and is not specific to polarity. The second contribution, drcomp, represents the
compensating charge which has to be provided by processes other than covalency
effects, for example partial filling of surface bands, surface adsorbates, vacancies,
non-stoichiometric reconstructions, or non-isoelectronic substitutions, in order to
stabilize the surface. It is specific to polarity and, using (7.1), its value has to be
equal to:

drcomp ¼ RRþðRrel � drelÞ ð7:2Þ

It consists of an ionic term RR plus an electronic one Rrel � drel.
The Modern Theory of Polarization [10–12] provides a formal derivation of this

result. It relates the compensating charge, drcomp to the bulk polarization Pbulk of the
system, i.e. its dipole density, and writes the latter as:

drcomp ¼ Pbulk; Pbulk ¼ RRþPel ð7:3Þ

The electronic contribution Pel, which depends on the center-of-gravity positions of
the valence band (VB) Wannier functions, corresponds to the terms Rrel � drel

(a) (b)

σ− σ σ− σ σ− σ

R 1 2R R 1 2R

V V

−σ σ −σσδ+σ− σ σ−δσ

Fig. 7.1 a Capacitor model of a polar surface with alternating layers of charge densities �r and
spatial variation of its electrostatic potential V. b Same but with excess charges �dr ¼
rR1=ðR1 þR2Þ on the outer layers which suppress the monotonic variation of V
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written in (7.2). Pel is non-zero in non-centro-symmetric structures in which the
electronic density presents an asymmetry [10, 12–14].

Some qualitative insight into Pel is given by a simple tight-binding approach
which accounts for electron delocalization through inter-layer transfers T1 and T2 per
2D unit cell (T1 and T2 positive), as shown in Fig. 7.2. In this particular partitioning
of space, the electronic contribution to r is thus rel ¼ �T1 � T2. At the surface T2 is
missing, which yields drel ¼ �T2. Local charge redistributions modifying the
mixed ionic and covalent character of the bonding in the surface region, and thus T1
and T2, are irrelevant, since they induce no global charge variation. In this simple
scheme, drcomp and the electronic contribution to P thus read:

Pel ¼ rel R� T2
T1 þ T2

� �
ð7:4Þ

This expression, not intended to be used for quantitative evaluation, shows that
symmetry considerations alone can tell whether or not Pel ¼ 0. Indeed, the key
issue for its cancellation is in the difference between T2=ðT1 þ T2Þ and R. It van-
ishes, for example, in rock salt (111) or zinc blende (100) compounds where layers
are equidistant (R1 ¼ R2 and R ¼ 1=2) and T1 ¼ T2 by symmetry. Similarly, it
vanishes in zinc blende (111) compounds where R2 ¼ 3R1 and, by symmetry
T1 ¼ 3T2.

In wurtzite compounds, whether or not their structure is ideal, a spontaneous
polarization of electronic origin exists, due to the absence of inversion symmetry in
their lattice. Whenever RR 6¼ 0, the electronic contribution Pel is often negligible,
so that relying on a formal charge analysis most of the time allows a correct
assignment of polarity. However, when RR ¼ 0, either because R ¼ 0 or because
RR is exactly canceled out by external charges, Pel remains the sole factor which
drives polarity effects. An illustration of the case R ¼ 0 is given in Fig. 7.3, which
displays the value of Pel and its consequences on surface polarity, in an hypothetical
distorted (R1 6¼ R2) perovskite bulk. In thin films or nano-objects, interfacial strain
and global symmetry lowering may also induce non-vanishing and non-negligible
Pel, so that a formal charge analysis may not always be sufficient to assess the polar
character of these nanoscale objects.

R1 R2

T1 T2

Σ Σ−Σ Σ− Σ −Σ

vacuum

Σ Σ−

bulk .....

Fig. 7.2 Succession of layers along a direction perpendicular to a polar surface. T1 and T2
represent the interlayer electron transfers associated to R1 and R2 interlayer distances, respectively.
�R are the layer formal charge densities. Due to bond breaking, T2 is missing at the surface
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One can remark that polar semi-infinite surfaces are characterized by a polar-
ization discontinuity dP between a polar compound (Pbulk 6¼ 0) and vacuum, which
is a medium with zero polarization (P ¼ 0). The same is true for polar surfaces in
contact with any non-polar medium [15], to which all previous considerations
apply.

In order to provide the compensating charge densities drcomp ¼ Pbulk required
for surface stabilization, several mechanisms may be at work, whose relative effi-
ciency is strongly dependent on the oxide, the surface atomic structure, the
chemical environment or the thermodynamic conditions (temperature, oxygen or
water partial pressures). As reviewed in [7, 8], a modification of the surface region
composition by an adequate density of charged vacancies, or the adsorption of an
adequate density of charged foreign species, in particular protons or hydroxyl
groups resulting from the dissociation of water molecules, are the most commonly
met. Whenever Pel 6¼ 0, it should be kept in mind that these required densities are
close to, but not equal toR. This is for example the case at wurtzite (0001) surfaces,
whether ideal or not. There are also examples of surface configurations consistent
with a metallization mechanism, sometimes called electronic reconstruction, in
which a modification of the surface band filling (Zener breakdown) induces the
presence of 2DEG/2DHG at the surface.

7.3 Polarity Scenarios in Thin Films

As reviewed in [8, 16], the physics of polar thin films is very rich in new electronic
and structural features, due to finite size effects, structural flexibility, softening of
the electrostatic interactions and interaction with the substrate. In particular, at
variance with semi-infinite surfaces, the stability of polar film does not necessarily
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Fig. 7.3 Left polarization in an hypothetical distorted SrTiO3 bulk with flat, formally-neutral
(001) layers, for various values of R. Only when R ¼ 0:5 does the polarization vanish. When
R 6¼ 0:5, since R ¼ 0, its non-zero value solely comes from its electronic contribution Pel. Right
electrostatic potential profile across a distorted SrTiO3(001) slab for R = 0.48, 0.5 and 0.51. The
non-zero slope when R 6¼ 0:5 is the signature of polarity
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require drcomp ¼ Pbulk. We will successively describe several scenarios that may
take place.

7.3.1 Electronic Reconstruction in Polar Films

As evidenced for example in MgO(111) [17, 18], CoO(111) [19] or ZnO(0001)
[20, 21] films, two qualitatively different thickness regimes may be differentiated.
At large thicknesses, the polarity stabilization mechanisms are qualitatively similar
to those occurring at semi-infinite surfaces. However, the electronic reconstruction
scenario displays finite size characteristics, that are specified below.

Simulations of the electronic structure of thick polar films evidence metallization
and spin polarization at their surfaces (Fig. 7.4a). The local VB on one side of the
film and the local conduction band (CB) on the other side intersect the Fermi level.
This allows a reduction of charge density �dr on both terminations, through
electron exchange between them (Zener breakdown) . More precisely, the local
densities of states (LDOS) are monotonically shifted across the film, due to a
residual polarization coming from the opposing effect of the film polarization P and
dr (Fig. 7.4b). The associated total band shift DV , no longer proportional to the film
thickness, remains of the order of the surface gap (G) to allow band overlap and
electron transfer.

The self-consistent relationship between DV and dr constrains the latter to vary
with the film thickness NðR1 þR2Þ (N the number of repeat units), according to the
asymptotic law [22, 23] (e1 the film dielectric constant):
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Fig. 7.4 a Spin resolved LDOS on the magnesium (top) and oxygen (bottom) terminations of a
MgO(111) film, highlighting the metallization of both surfaces and the magnetic moment on the
oxygen termination. b Sketch of the electronic structure across a polar thick film. c Thickness
dependence of dr=r, deduced from a Bader analysis, in thick MgO(111) films, evidencing its 1=N
asymptotic behavior
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drcompðNÞ � Pbulk � DVe1

4pNðR1 þR2Þ ð7:5Þ

An example of the 1=N dependence of dr, found in MgO(111) films, is shown in
Fig. 7.4c. Thus, in these finite size systems, drcomp differs from the bulk polar-
ization Pbulk:

drcompðNÞ 6¼ Pbulk ð7:6Þ

whenever G is non-zero. Only in the N ! 1 limit is the equality recovered.

7.3.2 Uncompensated Polarity

Under specific conditions, the total shift of electrostatic potential DV may be
insufficient to induce band overlap. This happens, either at extremely low thickness
without much structural distortion (P � Pbulk), or at low thickness if the film
structure is flexible enough to strongly reduce its polarization with respect to the
bulk value (P�Pbulk). Whatever the case, drcomp 6¼ P since

drcomp ¼ 0 ð7:7Þ

For this reason, this regime has been called “uncompensated polarity” [18]. In
another context, it is referred to as the subcritical regime [24]. The associated
electronic structure is sketched in Fig. 7.5a.
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This scenario was discovered in a theoretical study of stoichiometric MgO(111),
ZnO(0001) and NaCl(111) ultra-thin films, which display a metastable zinc blende
phase at low thickness with strongly size-dependent properties [18]. As shown in
Fig. 7.5b, R is extremely reduced thanks to a drastic decrease of the inter-layer
distance R1. The total dipole moment grows linearly with N and simultaneously,
G decreases. The electronic structure remains insulating but only up to a critical
thickness Nc. At Nc, a metal-insulator transition takes place with a strong discon-
tinuity in R and dr. Above Nc, all film properties follow the general trends of
compensation by metallization described in the previous section.

Kaolinite films have also been predicted to display the same scenario, although
the uncompensated mechanism was not referred to [25]. Kaolinite Al2Si2O5(OH)4
is a layered silicate compound, whose (0001) layers are composed of two sublat-
tices, made of a silica and a gibbsite sheet, respectively. Due to this asymmetry, the
repeat unit along the (0001) orientation bears a finite dipole moment, making this
orientation polar. According to the simulation, kaolinite (0001) films display a
metal insulator transition when the thickness reaches about three repeat units.

A nearly identical scenario has been invoked in LaAlO3(100) and KTaO3(100)
films grown on a SrTiO3 substrate to rationalize experimental results [26–30]. It
gave rise to an intense debate on whether the 2DEG originates from polarity or/and
from the presence of oxygen vacancies [31, 32]. Indeed, these oxides are insulating,
but the LaAlO3(100) and KTaO3(100) orientations are polar. For example, in
LaAlO3, a metal-insulator transition occurs at a critical thickness of four repeat units
[24, 26]. This transition was assigned to the shift of the LaAlO3 bands, which,
beyond Nc, allows its top of VB to overlap the SrTiO3 CB minimum.

7.3.3 Structural Transformation

The literature review on polar ultra-thin films [8, 16] evidences another scenario at
low thickness, in which a global structural transformation takes place in order to
make the film orientation non-polar. In that case, the equality drcomp ¼ P is ful-
filled, but in the specific limit where:

P ¼ 0 ¼ drcomp ð7:8Þ

Such transformation results from a competition between surface and bulk energy
terms, in which the surface term wins. The new structure being different from the
bulk ground state, there is a cost of energy for each additional repeat unit when the
thickness N increases. However, as long as N remains small, the gain in surface
energy in having a non-polar orientation is able to overcome this cost. Thus, up to a
critical thickness, ultra-thin polar films may sustain a structure which is not their
bulk ground state but allows a non-polar termination.

This generic scenario was first proposed in [17], accompanying simulations of
MgO(111) films (Fig. 7.6a). It rationalizes theoretical or experimental findings
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made in many polar binary oxide films, such as MgO [33], FeO [34, 35], CoO [36,
37], ZnO [38, 39], BeO [40, 41], other wurtzite type compounds [42], and AlOx

[43], which evidence nearly flat repeat units and expanded in-plane lattice
parameters compared to bulk. Among the reported results, a frequently-met feature
is the existence of flat layers with a graphene-like honeycomb structure made of
six-member rings with equal number of cations and oxygens (Fig. 7.6b). When
such layers are stacked together, a non-polar (0001) film of an hexagonal boron
nitride structure (h-BN) is produced. This scenario is relevant for binary compounds
which, in the bulk, crystallize in the rock salt, zinc blende or wurtzite structures.
More generally, the stabilization of polar films by a strong transformation of the
bulk equilibrium structure appears to be a quite general scenario at extremely low
thickness, due to the structural flexibility of ultra-thin films.

7.3.4 Support Effects

While previous scenarios are intrinsic to (unsupported) polar thin films, the inter-
action with a support can significantly modify the film structure, their stability and
their electronic characteristics, depending on their thickness.

At the interface between a thick polar film and a metal substrate, the cost of
polarity is strongly reduced by a transfer of the compensating charge from the oxide
to the metal [44, 45]. The interfacial oxide bands recover their normal filling, and it
is the filling of the metal bands in contact with the oxide which changes with
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Fig. 7.6 a Structural phase diagram of MgO(111) unsupported films as a function of thickness,
indicating the relative stability of the rock salt (RS), zinc blende (ZB) and h-BN phases. b Top
view of the honeycomb structure of the h-BN ML
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respect to that of the clean metal surface. This transfer avoids electron excitations
across the oxide gap and replaces them by low-energy excitations in the vicinity of
the metal Fermi level. The associated gain of energy is reflected in a strong
interfacial adhesion. This process was invoked to support the experimental evidence
of a structurally and chemically abrupt Cu/MgO(111) interface [46, 47].

When the oxide film is thin and especially when polarity effects are weak or
absent (case of uncompensated polarity or structural transformation), an interfacial
charge transfer of a different origin takes place between the film and the metal
substrate, which is no longer driven by the requirement of polarity compensation.
Due to interfacial hybridization and/or penetration of the MIGS (Metal Induced Gap
States), its amount and sign depend on the relative position of the metal Fermi level
and the oxide point of zero charge. The associated dipole moment contributes to the
Schottky barrier height [48–50]. For example, deposition of a MgO(111) film on a
simple metal (Mg, Al) of low electronegativity results in an electron transfer from
the substrate to the film, while on transition metal substrates (Ag, Mo, Pt) an
opposite transfer occurs. Such charge transfer is unrelated to polarity as it may also
occur at the interface between a metal and a non-polar surface.

As a response to the electrostatic field produced by the interfacial charge transfer,
thin films undergo a structural distortion as schematized in Fig. 7.7 in the case of an
oxide ML of honeycomb structure deposited on a metal substrate. While perfectly
flat when unsupported, the ML gets rumpled upon deposition, in such a way that the
dipoles associated to charge transfer and rumpling have opposite sign and thus
partially compensate each other [51]. This argument based on a generic electrostatic
coupling between charge transfer and structural distortion rationalizes the small and
large rumpling values in MgO/Ag(111) and FeO/Pt(111) ML films, respectively.

A similar electrostatic coupling between charge transfer and structural distortion
applies to adsorbates on thin oxide films supported on a metal support. Upon
deposition, the adsorbates become charged, in a way which is mainly determined by
the electronic characteristics (e.g. the work function) of the oxide-on-metal support
[52–62]. In response to this charge transfer, especially at low film thickness, a
polaronic distortion of the oxide film takes place around the charged adsorbates,

+
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{+ {−
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Fig. 7.7 Schematic representation of the two dipoles associated to the charge transfer between an
oxide film and its metal support and to the rumpling inside the oxide film (shown by arrows), for
the two cases of a negative (a) and a positive (b) metal charging. In the first case, oxygen atoms of
the oxide film are repelled by the negative charge of the metal and pushed outwards. In the second
case, they are attracted by the substrate. Cations, oxygens, and metal atoms are represented as blue,
red and large brown balls, respectively

210 C. Noguera and J. Goniakowski



which significantly stabilizes them [63] and has implications on the growth,
chemical, optical, and magnetic properties of adsorbed metal particles, their
self-organization [3, 64] and their wetting on the oxide film [54, 58].

It has furthermore been demonstrated that this mechanism allows to incorporate
oxygen atoms into ultra-thin oxide films supported on a metal, producing
oxygen-rich oxide phases, with no bulk equivalent, which may serve as oxygen
reservoirs in low temperature oxidation reactions [65, 66]. A prototypical example
is the FeO ML on Pt(111) which, upon interaction with an oxygen atmosphere,
transforms into O-Fe-O trilayer islands stabilized by a strong interfacial charge
transfer [67, 68]. A similar mechanism is also likely active for other O–M–O
trilayers, such as IrO2 [69], PdO2 [70], RhO2 [71], RuO2 [72] and MnO2 [73, 74].

7.4 Interface Polarity

Oxide/oxide interfaces have recently focused the attention of the research com-
munity, due to the entirely new properties they display compared to their parent
materials, and to their much wider variety of behaviors compared to traditional
semiconductor/semiconductor interfaces [75, 76]. The possibility of producing a
confined 2DEG/2DHG, subject of enhanced correlation effects, and magnetic or
even superconducting instabilities, represents a particularly exciting issue. This
section focuses on the compensation scenarios which may take place at polar/polar
interfaces.We will not consider polar/non-polar interfaces for which, as stated in
Sect. 7.2, the absence of polarization in one of the compounds makes their polarity
characteristics similar to those described at the interface between polar films and
vacuum.

7.4.1 Criterion of Compensation

A straightforward extension of (7.1) and (7.3) to polar/polar interfaces in the large
thickness limit (Fig. 7.8), yields the following electrostatic criterion for the stability
of the interface:

dr ¼ Rr; dr0 ¼ R0r0 ð7:9Þ

The excess charge densities dr and dr0 are required at the polar terminations of
each medium, leading to an excess interface charge density:

drI ¼ dr� dr0 ð7:10Þ
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Aside from those provided by covalent contributions, the remaining compensating
charges leading to the cancellation of the polarizations P and P0 present in the core
of each subsystem read:

drcomp ¼ P ¼ RRþPel; dr0comp ¼ P0 ¼ R0R0 þP0
el ð7:11Þ

The interfacial compensating charge densities �drIcomp are equal to the polarization
discontinuity dP ¼ P� P0 between the two media:

drIcomp ¼ drcomp � dr0comp ¼ dP ð7:12Þ

At a polar/polar interface, both polarizations P and P0 are different from zero.
Using (7.11), the polarization discontinuity can be written under the following
form [77]:

dP ¼ P� P0 ¼ RðR� R0Þ þR0ðR�R0Þ þ dPel ð7:13Þ

which highlights its three contributions:

• the term RðR� R0) depends on the difference of formal charge densities R� R0

between the two parts of the system. It represents the contribution from valence
discontinuity.

• the term R0ðR�R0Þ represents the contribution from structural discontinuity.
• the term dPel depends on the difference of the electronic contributions to P and

P0. It thus represents the electronic discontinuity. It is non-zero when one or both
compounds are non-centro-symmetric.

Polarity compensation mechanisms at polar/polar interfaces may be extrapolated
from those already mentioned at polar surfaces. They may involve interface

R1
’R1 R2

σ’ σ’σ’−σ’ −σ’ −σ’
δσ’

R2
’

−δσ δσ − δσ ’
σ− σσσ−σ −σ

d

Fig. 7.8 Capacitor model of a polar/polar interface, assuming contact between two layers of
opposite character. In an heterostructure, the two outer layers (extreme left and right layers) are
free surfaces in contact with vacuum. In superlattices, they are in contact with each other, via the
application of periodic boundary conditions. In that case, the outer interface charge density is equal
and opposite to that in the central interface
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non-stoichiometry (including charged vacancies or interfacial mixing [78]), struc-
tural reconstructions [79] or electronic reconstruction. In the field of oxide/oxide
interfaces, the latter mechanism has been experimentally evidenced at the
polar/polar ZnO 0001ð Þ=Znx Mg1�x O 0001ð Þ interface [80].

7.4.2 Electronic Reconstruction at Polar/Polar Interfaces

In this section, we specify the conditions under which a 2DEG may exist at the
interface between two stoichiometric polar compounds [77].

A first situation arises when dP ¼ 0. Although, in that case, drIcomp = 0,
non-negligible charge modifications may take place at the interface, which reveal
the electronic contribution to drI . There is no need of electronic or structural
reconstruction at the interface, which remains insulating. The profile of the elec-
trostatic potential across the system is flat and there is no residual electric field on
both sides of the interface. The interface is thus non polar, although each
sub-system on its own is polar. For this condition to be fulfilled, there needs to be no
structural discontinuity, no valence discontinuity and no electronic contribution to
polarization on both sides of the interface. dP ¼ 0 occurs at ideal zinc blende/zinc
blende interfaces when the two compounds have the same valency, at ideal rock
salt/rock salt (RS) interfaces (as exemplified in Fig. 7.9 in the particular case of
MgO(111)/CaO(111) interface [77]), at ideal perovskite/perovskite interface such as
KSbO3(001)/KNbO3(001) [81]. The SrTiO3(110)/LaAlO3(110) interface studied in
[82, 83] between two perovskites aligned along the polar (110) direction represents
a special case. If stoichiometric, this interface is non-polar, since no polarization
discontinuity exists between the two materials. However, in the experiment, a
metal-insulator transition was evidenced and assigned to polarity effects induced by
an interfacial mixing.

A second type of polar/polar interfaces is characterized by dP 6¼ 0, when one or
several of its three contributions (structural, valence, or electronic discontinuity) are
non zero. Such interfaces are polar, with a strong voltage across the system, which has
to be canceled out, either by interface non-stoichiometry, as in the ZnO/FeO interface
[84], or by the formation of a 2DEG, depending upon experimental preparation
conditions. For the latter to exist, an overlap between the top of the VB of one
compound and the bottom of the CB of the other compound has to take place, as
illustrated in Fig. 7.9 in the case of wurtzite ZnO(0001)/rock salt MgO(111)interface
[77] and recently recognized in [15]. The ZnO 0001ð Þ=ZnxMg1�xO 0001ð Þ interface,
in which Shubnikov-de Haas oscillations and the quantum Hall effect have been
observed [80], also belongs to the family of polar compensated interfaces.
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7.4.3 Finite Size Effects

Similarly to what occurs in polar ultra-thin films, polar/polar heterostructures or
superlattices involving compounds of finite thickness may display properties
modified by finite size effects. The latter may lead to the existence of a subcritical
regime or to a structural transformation to avoid polarity.

An uncompensated polarity regime may take place at low thickness, either
without much structural distortion (case of a small polarization discontinuity
between the two bulk compounds dPbulk), or when the film structure is flexible
enough to strongly reduce the polarization discontinuity (dP�dPbulk). Under these
circumstances, the voltage DV due to dP is too small to induce an overlap of the VB
of one compound with the CB of the other one at the interface and drIcomp ¼ 0.

Equation (7.12) is thus not fulfilled in this regime (drIcomp 6¼ dP). The interface

remains insulating up to a critical thickness dc of the order of DV=drIcomp and
displays a metal-insulator transition at dc [77].

If dP results from a valence discontinuity or a strong structural discontinuity, the
critical thickness will be extremely small and the pre-critical regime will likely not
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be observable. If, however, the polarization discontinuity and thus drIcomp are small
enough, dc may involve up to several tens of repeat units. This may happen at the
interface between e.g. two wurtzite compounds with R ¼ R0. As an example,
Fig. 7.10 displays the interfacial characteristics of an AlN(0001)/GaN(0001)
superlattice [77]. Both compounds crystallize in a non-ideal wurzite structures with
slightly different R. dP thus results from a weak structural discontinuity and from
an electronic contribution dPel due to the non-centro-symmetric wurtzite structure.

The average potential V profile presents a small slope, which yields small band

shifts. Below a critical thickness of about twenty repeat units, DV is insufficient to
induce a band overlap and the interfaces remain insulating. A similar behavior has
been found in a simulation of the polar/polar ZnO(0001)/MgO(0001) interface at
low thickness, assuming wurtzite structure for MgO [85]. Above dc, VB and CB
overlap, which provides the compensating interfacial charges, and an interfacial
2DEG occurs, as found experimentally in ZnO(0001)/ZnMgO(0001) superlattices
in the regime of low Mg doping [80, 86].

Aside from the existence of a subcritical regime, other finite size effects may
occur. At small thickness, atomic layers are flexible and may depart from the bulk
geometry, either intrinsically or in order to accommodate the interfacial strain. As
described in the thin film section, a layer flattening towards a honeycomb structure
may allow to avoid polarity at low thickness in thin rock salt or wurtzite films.
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These remarks stress that, in superlattices or heterostructures made of thin layers,
predicting polarity character from the bulk properties of the two materials may lead
to erroneous results. In the case of interfaces with large polarization discontinuity,
finite size effects are not likely to alter the polar character of the interface, except if
a structural transformation towards non-polar orientations takes place. In other
systems, they may modify the structural and the electronic contributions to the
polarization discontinuity, and thus the critical thickness of the metal-insulator
transition. They may also induce a finite polarization discontinuity in systems in
which bulk considerations predict dP ¼ 0.

7.5 Polarity in 2D Nano-ribbons and Nano-Islands

While polarity concepts in ultra-thin films are rather well-established, the same is
not true in 2D nano-ribbons and nano-islands [16]. A surge of interest in this field
has taken place after the discovery of edge states at the Fermi level of graphene
zigzag (ZZ) nano-ribbons [87, 88], although, as it will appear clearly, their physical
origin is different. It is not often well-recognized that, depending upon the orien-
tation of their edges, 2D objects may have a non-vanishing in-plane polarization.
Experimentally, the difficulty in producing them in a well-characterized and
reproducible way explains why most information that we have come from atomistic
simulations.

7.5.1 Electrostatic Characteristics

Nano-ribbons with infinite edges are the 2D equivalents of thin films. When their
2D repeat unit bears a dipole moment perpendicular to their edges, the latter are
polar. The polarity characteristics then depend on the charge density per unit length
of the atomic rows �k, the geometric factor associated to inter-row distances
R ¼ R1=ðR1 þR2Þ and the ribbon width H ¼ NðR1 þR2Þ (N the number of repeat
units perpendicular to the edge).

Nano-ribbons may be produced from (001) ML of rock salt structure. Edges
along the [110] direction (R ¼ 1=2) are polar, while those along [100] directions
are non-polar. Alternatively, starting from the honeycomb-like (0001) ML of the
h-BN structure, ribbons with ZZ or armchair (AC) edges can be obtained. The
former are polar (R ¼ 1=3) and the latter non-polar. Ribbons cut out of a 1H (0001)
trilayer of transition metal dichalcogenides (TMD) may also have ZZ or AC edges.
Figure 7.11a, b display top views of polar [110] and ZZ ribbons.

The main electrostatic difference between polar thin films and polar ribbons lies
in the logarithmic variation of the electrostatic potential VðzÞ across a ribbon and
the logarithmic dependence of the potential jump DV as a function of its width H
(Fig. 7.11c) [89]. Contrary to thin films in which DV and the total dipole moment
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scale linearly with N, in polar ribbons in the absence of compensating charges, DV
grows as lnN while the total dipole moment diverges linearly with N. Such log-
arithmic asymptotic behavior of DV and the absence of proportionality between DV
and the total dipole moment are characteristic of electrostatic fields in 2D.

In the large width limit, the stability of polar ribbons requires edge excess charge
densities dk (per unit length), whose expression is formally similar to that for dr in
polar films:

dk ¼ Rk ð7:14Þ

and the expression of the compensating charges dkcomp, as a function of the 2D
polarization PML (now referred to the full ML) and the formal charge densities K
borne by the rows, reads:

dkcomp ¼ PML ¼ KRþPel: ð7:15Þ

7.5.2 Unsupported Polar Ribbons

Considering the similarities of the electrostatic properties between polar thin films
and polar ribbons, it is not surprising that the range of possible behaviors displayed
by the latter largely overlaps those described in Sect. 7.3. In the following, we will
nevertheless highlight some distinctive features of polar ribbons.

In the electronic reconstruction mechanism, due to the increase of DV with N,
eventually an overlap of the outermost row VB and CB takes place, yielding the
compensating charges dkcomp and edge metallization(1DEG). The LDOS narrowing
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Fig. 7.11 Top view of polar nano-ribbons cut out of a a rock salt (001) ML with [110] edges or
b an h-BN(0001) ML with ZZ edges. c Variations of the electrostatic potential across polar ribbons
of increasing width H = 6, 14, 22, 30, and 38 Å. The inset highlights the logarithmic dependence
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on edge atoms, due to their reduced coordination number, which is particularly
strong on the anion terminations, favors the stabilization of spin polarization
together with the edge metallization, as at thin film polar surfaces. DV does not
vanish but stabilizes at a value of the order of the ribbon gap. This finite value
constrains dkcomp to depart from PML:

dkcompðNÞ 6¼ PML ð7:16Þ

and to vary with the ribbon width N according to the following asymptotic law [90]:

dkcompðNÞ � PML � DVe1

4 lnN
ð7:17Þ

This expression bears a close resemblance to the corresponding expression for thin
films, (7.5), except for the logarithmic function of size in the denominator which
replaces the linear function in films.

Such scenario has been found in polar ribbons of various oxides, such as MgO
[90, 91], ZnO [92–95], BeO [41], V2O5 [96], as well as in non-oxide compounds
MoS2 [90, 97–103], ZnS [104], BN [105–107], AlN, GaN and SiC [108, 109]. In
most cases, the authors did not make reference to polarity. In MgO ZZ ribbons,
however, the LDOS and the size variation of the excess charges, displayed in
Fig. 7.12, clearly exemplify the electronic reconstruction scenario and the validity
of (7.17) [90]. By a detailed comparison between ZZ ribbons of MgO and MoS2, it
was also shown that polar signatures depend only marginally on the degree of
ionicity of the compound [90]. It is important to stress that edge metallicity in these
polar ribbons results from polarity compensation and is associated to an effective
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charge transfer between the two opposite edges. This is not the case in graphene ZZ
nano ribbons, which are non-polar and in which states at the Fermi level are
non-bonding p states localized at low coordinated edge atoms, with no correlation
to charge transfer processes across the ribbon.

Compensating charges may also be provided by non-stoichiometry in the
outermost rows, or adsorption of charged species such as protons or hydroxyl
groups issued from water dissociation. As in polar thin films, these mechanisms are
generally more efficient than electronic reconstruction. In Fig. 7.13, the stability
diagrams of MgO(111) polar surfaces [110, 111] and MgO ZZ polar ribbons [91]
highlight their similar behavior, despite the difference in dimensionality.

Edge energies of infinite ribbons enable the determination of large island shapes
on the basis of the Wulff construction. Results for unsupported MgO islands
(Fig. 7.13) at increasing values of water chemical potential show a progressive
transition from dry non-polar [100] to hydroxylated polar [110] edges [91]. This
trend is the 2D equivalent of the transition from cubic shapes with dry (100) facets
to octahedral shapes with hydroxylated (111) facets found in 3D MgO particles
[110, 111].

Interestingly, according to simulations of ZnO ZZ ribbons [92], the metallic
character of their edges disappears at 2ML-thickness. Due to the h-BN(0001)
stacking sequence in which oxygen atoms are located on-top cations and vice versa,
there is a cancellation of polarity effects between the two layers, the potential
difference induced by the top layer being equal and opposite to that of the bottom
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layer. No compensating charges are then needed and the ribbons keep their insu-
lating or semi-conducting character. This reasoning may be extended to other
compounds displaying the h-BN structure and to thicker ribbons in which an
odd-even alternation of the electronic structure takes place as a function of thick-
ness. It has no equivalent in the case of polar thin films.

7.5.3 Finite Size Effects

Polarity compensation cannot be avoided in large width polar ribbons. However,
similarly to ultra-thin films, different scenarios may be expected at small width, in
which charge compensation dkcomp may substantially differ from the actual polar-
ization P and/or P may differ from PML.

A spontaneous transformation towards a structure with non-polar edges pertains
to the case where dkcomp ¼ P ¼ 0 and thus P 6¼ PML. It may occur in small width
ribbons due to their important edge-to-central atom ratio. The new structure being
different from the ML ground state, there is a cost of energy for each additional 2D
repeat unit when the width N increases. However, as long as N remains small, the
gain in edge energy in having a non-polar orientation is able to overcome this cost.
Thus, up to a critical width, ultra-thin polar ribbons may sustain a structure which is
not their ML ground state but allows non-polar edges.

This scenario has been invoked in ZZ ribbons of MoS2, WS2 and MoSe2 [112].
In the infinite trilayer, their structural ground state, labeled 1H, is such that each TM
has a trigonal prismatic coordination with the nearby S/Se atoms. Higher in energy,
is a metastable 1T phase, in which each TM is octahedrally coordinated to its
neighbors. ZZ edges of 1T ribbons are non-polar, while ZZ edges of 1H ribbons are
polar (Fig. 7.14). The 1T phase is thus stabilized in narrow ZZ ribbons up to a
critical width Nc of the order of a few repeat units. Such structural transformation
does not take place in ZrS2 ZZ ribbons since the ML ground state is already 1T. An
interesting outcome of the 1H-to-1T transformation, which is expected to drastically
change the ribbon transport as well as optical properties, is the existence of a sound
modification in their electronic properties at Nc, due to the different electronic
character of the 1T and 1H MLs: metallic in the 1T phase and semiconducting in
the 1H phase.

To our knowledge, there is presently no example of uncompensated polarity
(in which dkcomp ¼ 0 and dkcomp 6¼ P), in polar nano-ribbons. The flexibility of
these nano-structures, much stronger than thin films, may give hints for the absence
of this regime. For example, in our study of ZZ MgO ribbons [91], we found that
below N ¼ 6, there is a spontaneous transformation of ZZ ribbons towards a
non-polar [100] configuration, preventing the occurrence of uncompensated
polarity.
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7.5.4 Interfaces Between Polar Ribbons

In line with the similarities of behaviors between polar films and polar ribbons, the
interface characteristics between two polar ribbons are driven by the strength of the
polarization discontinuitys dP, which, in 2D, reads:

dP ¼ P� P0 ¼ RðK� K0Þ þK0ðR�R0Þ þ dPel ð7:18Þ

In the absence of polarization discontinuity (dP ¼ 0), the interface will remain
insulating, while a finite discontinuity (dP 6¼ 0) will lead either to electronic re-
construction at large width or to uncompensated polarity below a critical width.

Such polar/polar interfaces between 2D ribbons have been predicted to
accommodate fully spin-polarized 1DEG or 1DHG in the case of AlN/SiC and
ZnO/SiC ZZ ribbons [113]. Indeed these interfaces exemplify cases in which the
polarization discontinuity is driven by the valence discontinuity with K� K0 ¼ 1 in
the former and 2 in the latter, per unit cell length. Consistently, the interfacial
compensating charge density is nearly twice larger in ZnO/SiC than in AlN/SiC, the
small discrepancy with respect to the ratio 2 being due to the electronic contribution
to dP in these non-centro-symmetric honeycomb lattices. Considering the fact that
these compounds have not been isolated as ML, the authors of [114] have suggested
several pathways to engineer polar discontinuities, involving selective functional-
ization of a BN ML or total functionalization of graphene/BN interfaces.
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ribbons as a function of their width N

7 Electrostatics and Polarity in 2D Oxides 221



7.5.5 Support Effects

The scenarios described previously apply to (unsupported) polar ribbons. Although
interesting because they allow to point out the intrinsic effect of polarity, they can
only represent a preliminary step towards a full understanding of the behavior of
supported polar ribbons.

Similarly to what happens at the interface between a polar thin film and its
metallic support (Sect. 7.3.4), compensation of polarity in supported ribbons
involves screening effects by the support. A large part of the compensating charges
is transferred from the oxide edges to the metal support, thus allowing the oxide
ions to recover charges closer to their ML values. In that way, the polar instability is
healed and the interfacial electron transfer leads to strong adhesion along the ribbon
edges. The efficiency of the metal screening is even stronger for polar ribbons than
for polar films, since both ribbon edges interact with the support, while screening
occurs at a single film termination, the one in contact with the support.

The few theoretical works which have considered metal-supported polar ribbons
[90, 91, 115, 116] support this picture. For example, Fig. 7.15 compares the charge
distribution in unsupported and Au-supported MgO ZZ ribbons [91]. It evidences
an electron excess in the metal below the ribbon cation edge and an electron
depletion under its oxygen edge.

The relative efficiency of electronic reconstruction, non-stoichiometry and
hydroxylation in compensating polarity may be strongly influenced by the support.
In particular, since the stabilization due to the screening of the compensating charges
by the metal on both sides of supported polar ribbons is very efficient, electronic
reconstruction becomes competitive with respect to non-stoichiometry and
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hydroxylation, allowing polar ribbons to remain dry and unreconstructed in a large
range of water chemical potentials. These general features are exemplified in the case
of Au-supported MgO ZZ ribbons (Fig. 7.16) [91]. It turns out that, at variance with
unsupported ribbons, supported dry and unreconstructed ZZ ribbons are more stable
than AC ones. At intermediate water chemical potential, where differences between
[100, 110], ZZ, and AC edge energies are tiny, islands of different symmetries may
coexist. This is consistent with the recent experimental findings of shape transitions
in MgO islands grown on the Au(111) surface [117–119].

To our knowledge, there are no experimental results on infinitely long polar
ribbons. There are however hints of edge polarity in polar 2D islands in non-oxide
compounds such as MoS2 [120, 121], or BN [105–107, 122], although no relation
to polarity was invoked. For example, STM experiments [120, 121] have evidenced
the growth of MoS2 (0001) islands of triangular shape on Au(111), with edges
displaying a pronounced contrast which was interpreted as due to the presence of
metallic states [97, 123]. The observation of MgO and NiO mono- or bi-layer
islands with [110] polar edges, grown on Ag(001) [124–126] as well as simulations
[115, 116] have suggested that these islands might be embedded in the substrate
grooves. Let us note that an excess of oxygen in 2D islands stabilized under specific
preparation conditions, such as observed in MgO/Ag(100) [127, 128] or FeOx/Pt
(111) [65, 66], may alter the relative stability of the various island edges.

This discussion proves that a metallic support may drastically change the
properties of polar ribbons—atomic structure, electronic properties and stability—
compared to those expected when the ribbons are unsupported. In particular, in the
electronic reconstruction scenario, the exciting electronic and magnetic properties
of the 1DEG disappear, since the compensating charge, mainly localized in the
support, becomes mixed with its metallic states.
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Fig. 7.16 Formation energies (eV/Å) of unsupported and Au-supported polar and non-polar MgO
ribbons as a function of water chemical potential lH2O. Bare or fully hydroxylated states of the
ribbons are represented with full and dashed lines, respectively [91]
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7.5.6 Polar Nano-Islands

The previous analysis has mainly focused on (infinitely long) ribbons, but also
applies to 2D large islands with polar edges, as long as their shape may be predicted
from edge formation energies by the Wulff theorem. However, electrostatic con-
siderations predict some specific finite size effects, driven by the finite length L of
the island edges.

Across an island, such as the one represented in Fig. 7.17, the voltage DV
depends on both the island width H and the edge length L in the following way
(a an atomic length) [89]:

DV ¼ 2dk ln
LH

aðLþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 þ 4H2

p Þ

 !
ð7:19Þ

When L�H, the behavior of infinite ribbons is recovered, with DV increasing as
lnH. In the opposite limit L�H, relevant for nano-islands, DV grows as the log-
arithm of the lateral size L of the polar termination:

DV ¼ 2dk ln
L
2a

� �
ð7:20Þ

It is thus the smallest of the two shape parameters, the width H of the polar island or
the length L of its polar edge, which drives the electrostatic behavior. Ultimately,
when the size of the polar edge is reduced to a single atom (1D wire), DV ¼ 2k ln 2
remains finite and independent of H.

Another finite size effect affects the potential profile along polar edges. In infinite
ribbons, the average potential VðxÞ along an edge is flat. This is no longer true in
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Fig. 7.17 Left panel a 2D (001) island with two [110] polar edges. Middle panel potential profile
VðxÞ along a polar edge in the limit L�H, for different values of L (L = 8, 34 40, 55, and 71 Å).
Right panel potential difference DV between the center of the objects and the center of gravity of
their polar termination (black symbols), and maximal potential variation DV 0 within their polar
terminations (open symbols)
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finite size islands in the limit L�H (Fig. 7.17). VðxÞ presents large variations DV 0

between the corners and the center of the edge, which scale as ln L.
From these considerations, one could anticipate that polarity effects are less

crucial in islands with small polar edges, and that the compensating charge density
dkcomp in the regime L�H might not be homogeneously distributed. As a conse-
quence, vacancy formation energies might drastically depend on the edge length
and on the location of the vacancy on the edge. Similarly, adsorption energies of
charged species might depend on the precise adsorption site on the edge. However,
these arguments remain speculative and need further confirmation whether by
experiment or by simulation.

7.6 Conclusion

As reviewed in this chapter, electrostatic interactions and polarity effects are key
driving forces behind many new compositions, structures and morphologies that
oxides may display in the 2D limit. Most of the time, these new oxides have
nothing to do with bulk oxides. While an intense activity has been devoted to polar
thin films during the last decade, the synthesis of 2D polar nano-objects, such as
ribbons or islands, is not as well-controlled and their properties not as
well-understood. Several major challenges have to be taken up, such as defining
preparation protocols, mastering the kinetics of the first steps of their formation,
characterizing their composition and simulating their properties. The importance of
the field has long been recognized in chemistry, due to the novel reactivity and
selectivity properties displayed by these 2D oxides. Physical properties are nowa-
days also scrutinized, with a specific interest towards the consequences of con-
finement on the electronic degrees of freedom: edge/interface metallization,
magnetism, and, in some cases, superconductivity. No doubt that a convergent
effort of interdisciplinary nature will allow a deeper understanding and mastering of
these objects in a near future.
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Chapter 8
CeOx(111)/Cu(111) Thin Films as Model
Catalyst Supports

Iva Matolínová, Josef Mysliveček and Vladimír Matolín

Abstract An important part of fundamental research in catalysis is based on the-
oretical and modelling foundations which are closely connected with studies of
single-crystalline model catalyst surfaces. These so-called model catalysts are often
prepared in the form of epitaxial thin films, and characterized using advanced
material characterization techniques. This concept is providing the fundamental
understanding and the knowledge base needed to tailor the design of new hetero-
geneous catalysts with improved catalytic properties. The present contribution is
devoted to development of a model catalyst system of CeO2 on a Cu(111) substrate.

8.1 Introduction

Complex model catalysts are developed using a rigorous surface-science approach
in ultrahigh vacuum (UHV). Starting from metal single crystals as reference sys-
tems, novel oxide-based model systems were explored using epitaxial oxide thin
films grown on suitable, mostly metallic substrates. Preparation of such model
systems permitted to develop new preparation strategies for metal-doped and
metal-loaded model systems at nanometre scale mimicking a large spectrum of
industrially relevant catalysts. In-depth studies of reaction mechanisms and
microscopic kinetics on model systems are mostly performed in ideal UHV con-
ditions; however recent development of state of the art operando techniques per-
mitted to extend the model studies closer to realistic reaction conditions, providing
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an atomic scale understanding when aiming for improved activity, selectivity, and
stability of the catalysts.

The present contribution is devoted to development of a model catalyst system
of CeO2 (ceria) on a Cu(111) substrate [1–7]. We propose ways how to experi-
mentally characterize and control important parameters of the model catalyst—the
coverage of the ceria layer, the influence of the Cu substrate, and the density of
surface defects on ceria, particularly the density of step edges and the density and
the ordering of the oxygen vacancies. The large spectrum of controlled parameters
makes ceria on Cu(111) an interesting alternative to a more common model system
ceria on Ru(0001) [8–10] that has served numerous catalysis studies, mainly as
support for metal clusters.

Cerium oxide is well known for its ability to catalyse a number of chemical
reactions. Interaction of ceria with various metals further promotes the catalytic
activity. As an example, copper-ceria catalysts are highly active in CO oxidation
[11–14], NO reduction [15, 16] and water-gas-shift (WGS) reaction [17]. It has
been observed that small amounts of Cu can significantly increase catalytic prop-
erties of ceria [12, 14–16].

Adjustable morphology and degree of reduction represent desirable properties of
model oxide substrates for heterogeneous catalysis [4]. The chemical reactivity of
ceria on Cu(111) has been investigated for discontinuous layers (inverse model
catalysts) [18–21], continuous layers [22, 23], and continuous layers activated with
adsorbed metal clusters [24–27]. Many of the above cited works invoke the mor-
phology of the ceria layers as an important factor determining the catalytic beha-
viour of the studied systems. The coverage of the metal substrate by ceria
determines the presence or absence of activity of the model systems toward reac-
tions like water-gas shift [18, 19] or oxidation of CO [21]. The density of atomic
steps in the ceria layer determines the dispersion and the electron structure of
ceria-supported metal clusters [28] because the atomic steps on ceria serve as
preferential nucleation sites for many metals [28–31]. The catalytic behaviour of
ceria layers is further determined by degree of reduction of ceria in the layer. Ceria
reduction influences reaction pathways for most adsorbates [32, 33] and the
accompanying surface oxygen vacancies may also serve as nucleation sites for
metal clusters [28–31, 34].

As a very important parameter of a reducible oxide, the degree of reduction of
ceria can be measured by the X-ray Photoelectron Spectroscopy (XPS), and, with a
considerably higher sensitivity, by Resonant Photoelectron Spectroscopy (RPES)
involving synchrotron activated photoemission of the ceria valence band [2]. Both
techniques rely on the fact that while Ce4+ ions present in oxidized ceria feature an
empty 4f state (configuration 4f 0), in Ce3+ ions present in the reduced ceria the
4f band is occupied by one electron (configuration 4f 1) [35, 36].

Partial reduction of ceria at the Cu/ceria interface was reported in [37–39].
Combined XPS and DFT (Density Functional Theory) studies presented in [39]
showed that ultrathin Cu films (0.01–0.4 ML) deposited on a stoichiometric
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CeO2(111) film grown on the Ru(0001) substrate exhibit ceria reduction at the
Cu/ceria interface. The Cu/ceria interaction was studied using the concept of so
called inverse catalyst, i.e. ultrathin ceria islands on the Cu(111) substrate [1, 2, 18,
19]. By investigating the inverse catalysts prepared by depositing CeO2 thin films
on the Cu(111) single crystal surface it was found that after depositing more than
0.6 nm thick cerium oxide film Low Energy Electron Diffraction (LEED) indicated
epitaxial growth of continuous CeO2(111) on Cu(111) [2].

8.2 Stoichiometry of Cerium Oxide Measured
by XPS and RPES

The main property of ceria in chemical reactions is the release and the uptake of
lattice oxygen to/from the reaction atmosphere. Upon leaving the ceria lattice, the
neutral O atom leaves behind two electrons that localize on two Ce atoms occu-
pying the 4f state of Ce [37]. The changes in the occupation of the 4f state result in
changes in both valence band spectra and XPS spectra of Ce 3d and Ce 4d core
level states due to different final state effects. The stoichiometry of cerium oxide is
usually determined by analyzing the Ce 3d XPS spectra. The spectra consist of
three 3d3/2–3d5/2 spin-orbit-split doublets (f 0, f 1 and f 2) representing different
4f configurations in the photoemission final state and arising from 4f hybridization
in both the initial and the final states [3]. The appearance of the high f 0 signal at
binding energy (BE) of 917 eV, together with the f 1 peak (889 eV) which is less
intense than the f 2 peak (882.5 eV), is evidence of the formation of CeO2 oxide [40,
41]. Two spectral components that appear at binding energies BE = 880 and 885 eV
correspond to the Ce3+ state. In order to estimate the Ce3+ state concentration the
spectra must be decomposed to elementary doublets. However this is not a simple
task because of the ambiguity of background subtraction (the energy interval of the
Ce 3d spectrum is too large for correct Shirley background use), choice of elemental
peak shape including asymmetry and insufficient spectrometer resolution in general
[42]. A typical Ce 3d spectrum of cerium oxide, and the corresponding decom-
position of the spectrum into the elementary doublets and the background are
shown in Fig. 8.1. The spectra in Fig. 8.1 were obtained for 1.5 nm thick CeO2(111)
thin film grown epitaxially on the Cu(111) substrate [2, 4] at 523 K. The spectra
were acquired at 300 K after preparation (upper curve) and annealing at 800 K
(bottom curve). Vacuum annealing should lead to partial reduction of the film
surface, however, by comparing both Ce 3d spectra any noticeable difference
cannot be seen. The bottom spectrum is decomposed and one weak Ce3+ doublet at
885 eV is tentatively fitted. Detailed analysis reveals that fitting this type of spectra
with Ce3+ features is not relevant because similarly good fit can be obtained for
different Ce3+ intensities, even for zero intensity, showing that the Ce 3d spectrum
analysis cannot be used in the case of weakly reduced ceria.
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Employing tuneable soft X-ray synchrotron radiation, resonance effects in the Ce
4d–4f photoabsorption region can be used to distinguish between Ce3+ and Ce4+

contributions with very high sensitivity using so called Resonance Photoelectron
Spectroscopy (RPES) [11, 43, 44], see Fig. 8.2. High sensitivity of RPES can be
demonstrated by comparing Figs. 8.1 and 8.2 showing the Ce 3d spectra (Fig. 8.1)
and the Ce 4d–4f resonance spectra (Fig. 8.2) of the same samples. An appearance
of the Ce3+ resonance at 1.4 eV for the annealed sample, which is distinguishably
higher than that of the as prepared sample, shows that RPES exhibits high sensi-
tivity. It permits to detect very low Ce3+ concentrations which cannot be determined
from the Ce 3d level analysis.
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3d spectrum of as deposited
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thin film obtained using Al
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In RPES at the Ce 4d–4f absorption edge the photon energy is tuned in the
proximity of the so called resonant energy corresponding to the energetic difference
between the empty Ce 4f and filled Ce 4d levels. Photoelectrons from the Ce
4f level can be emitted by means of two mechanisms: (i) direct photoemission from
the Ce 4f level, (ii) photoexcitation of a 4d electron to the 4f level and subsequent
decay of the intermediate state followed by transfer of energy to a 4f electron. In
consequence at the resonant energy we observe a resonant enhancement D of the Ce
4f photoemission [45]. The process of the resonant emission from 4f1 systems, i.e.
from Ce3+, can be described as

4d104f 1 þ hm ! 4d94f 2 ! 4d104f 0 þ e�

where hν and e− stand for an incident photon and ejected photoelectron. In case of
cerium oxide the maximum resonant emission from Ce3+ states is observed for
photon energy between 121 and 122 eV as a photoemission peak rising at
BE = 1.4 eV, see Fig. 8.2.

An example of series of valence band photoelectron spectra of CeOx in the Ce
4d–4f photoabsorption region for photon energies tuned from 115 to 130 eV is
shown in Fig. 8.3 where variation of the Ce3+ resonance intensity with photon
energy is highlighted.

The resonance process of the indirect emission from 4f 0 (Ce4+) systems is

4d104f 0 þ hm ! 4d94f 1 ! 4d104f 0Lþ e�;

where L denotes a hole in the valence band. Variation of the Ce4+ resonance
intensity with photon energy is highlighted in Fig. 8.3.

The density of 4f states can be obtained by subtracting the off-resonance spec-
trum (hν = 115 eV) from the on-resonance spectrum, i.e. by obtaining so called
resonance enhancements DCe3+, DCe4+, see Fig. 8.2. Consequently the resonant
enhancement ratio (RER) DCe3+/DCe4+ can be used as a parameter sensitively
indicating the degree of reduction of cerium oxide surface [2].

Fig. 8.3 Resonance
Photoelectron Spectroscopy
of the cerium 4f level: Ce3+

and Ce4+ resonant profiles
were obtained for the photon
energy interval 115–130 eV
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8.3 Morphology of Cerium Oxide Measured by STM

Scanning Tunnelling Microscopy (STM) reveals terraces, atomic steps, surface
atoms, and surface vacancies on a model catalyst surface which makes it an
important characterisation tool. Local information of the morphology of the model
catalysts combines favourably with the information on their chemical state obtained
by photoelectron spectroscopy. Roughness and step structure of ceria on Cu(111)
have been characterized in a study devoted to preparing thin continuous layers of
ceria on Cu(111) [3, 4, 46]. STM images of a discontinuous ceria layer [18] and a
continuous ceria layer on Cu(111) with adsorbed Pt clusters [25] have appeared in
recently published reactivity studies. Figure 8.4 shows examples of STM obser-
vations: the Cu(111) single-crystal coated with the CeO2(111) film exhibiting ceria
islands composed of CeO2(111) terraces separated by 1 ML (O–Ce–O trilayer)-high
steps (0.315 nm high) (a), isolated ceria islands of a discontinuous film (b) and
corresponding ball model of ceria on Cu(111) (c).

8.4 Growth of CeO2(111) Continuous Films
on the Cu(111) Substrate

A basic approach to prepare the epitaxial ultra-thin CeO2(111) films on the Cu(111)
substrate is deposition of Ce metal on clean Cu(111) substrate kept at the tem-
perature of 523 K in a background pressure of 5 × 10−5 Pa of O2 [2]. This approach
yields continuous films of ceria as evidenced by the LEED diffraction patterns

CeO2 film/Cu(111)

(a) (b)

(c)

Fig. 8.4 3D rendered images of topography of CeO2 thin films on Cu(111) obtained by Scanning
Tunneling Microscopy. a 5 ML ceria on a vicinal Cu(111) surface. Apparent are ceria
(111) terraces separated by monolayer-high step edges. b 2 ML ceria on the Cu(111) surface. The
corrugation on the (111) terraces of ceria corresponds to the periodicity of the ceria crystal lattice.
c Ball model of the epitaxy of CeO2(111) on Cu(111)
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showing no contribution of Cu(111) spots for the films with equivalent thickness
above 2.5 ML as can be seen in Fig. 8.5b, c. RPES measurements at the Ce
4d → 4f resonance confirm a good CeO2 stoichiometry with 5 ML continuous film
having predominantly a Ce4+ character indicating a negligible concentration of Ce3+

surface defects (see Fig. 8.2, upper spectrum). Discontinuous CeO2(111) layers as
on Fig. 8.5 a exhibit a higher concentration of Ce3+ (RPES spectra not shown) and
defects than continuous layers grown at the same conditions.

The LEED diffraction pattern presented in Fig. 8.5 can be interpreted as indi-
cating formation of a CeO2(111)/Cu(111) epitaxial overlayer with the morpho-
logical relationship

2aCeO2 ¼ 3aCu;CeO2ð111ÞjjCuð111Þ;CeO2½0 1�jjCu[0 1�

where a is the surface lattice parameter. The bulk lattice parameter of copper is
0.360 nm, determining the length of the [10-1] lattice vector in the Cu(111) plane
aCu = 0.255 nm. The bulk lattice parameter of cubic cerium dioxide is 0.54 nm
which corresponds to a [10-1] lattice vector length in the CeO2(111) plane of
aCeO2 = 0.382 nm. Thus the expected aCeO2/aCu ratio is 1.50 indicating very good
lattice matching with negligible strain (<0.6 %) for the observed (1.5 × 1.5)
commensurate superstructure. Epitaxial growth and practically negligible lattice
mismatch made the preparation of very thin continuous CeO2 film using reactive
vapour deposition feasible and it opened a new promising field of model studies of
cerium oxide surfaces. The reactive evaporation of Ce on Cu(111) provides films of
superior quality compared to other approaches as e.g. proposed in [20] where
cerium oxide on Cu(111) was grown by depositing 10 ML of Ce at room tem-
perature. Freshly deposited cerium was oxidized at room temperature by oxygen
exposure resulting in Ce2O3, cerium trioxide. Annealing in oxygen to 930 K led to
the formation of discontinuous Ce4+ oxide layers, however Ce 3d X-ray photo-
electron spectrum still showed a significant contribution of the Ce3+ species.

Fig. 8.5 LEED patterns taken at the electron energy of 98 eV for various coverage of CeO2 on Cu
(111): a discontinuous film; b 2.5 ML; c 5 ML. Weak Cu(111) (1 × 1) spots are marked by the
arrows [2]
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Suitability of the CeO2(111)/Cu(111) very thin films for mimicking the cerium
oxide single-crystal surface depends on the substrate—oxide interaction that can
strongly influence the chemical properties of the ceria/Cu systems as demonstrated
in many studies of Cu—ceria inverse catalysts. DFT + U calculations of systems
consisting of Cu atoms supported by stoichiometric and reduced CeO2(111) sur-
faces show that Ce3+ species are always present underneath the Cu particles sup-
ported by stoichiometric and reduced ceria (111) surfaces [47]. The calculations
predict a substantial charge transfer across the coherent Cu(111)/CeO2 interface
leading to the full reduction of the first ceria monolayer underneath the supported
Cu particles. Therefore the emerging question concerning the physicochemical
properties of the CeO2(111)/Cu(111) thin films was related to the ceria—copper
interaction and the extent to which this interaction determines the properties of
ceria/Cu(111). Scanning Tunnelling Microscopy and ab initio calculations allowed
to determine the unusual properties of the first ceria monolayer in contact with the
Cu(111) substrate showing finite size effects when the limiting thickness of the
oxide monolayer and the proximity of the metal substrate cause significant rear-
rangement of charges and oxygen vacancies compared to thicker and/or bulk ceria
[3], see Fig. 8.6.

The finite size effects in the 1st ML of ceria on Cu(111) cause a compressive
strain with respect to bulk ceria and (2 × 2) surface reconstruction indicating the
presence of oxygen vacancies in the ceria—copper interface (Fig. 8.6) which is
confirmed by evaluating the stability of the vacancies and simulating STM images
in the calculation. The extraordinary behaviour of oxygen vacancies is a conse-
quence of proximity of the metal substrate when all Ce atoms in 1st ML ceria are
Ce3+. Electrons left after creation of oxygen vacancies must then localize in the Cu
substrate. Both Ce3+ and oxygen vacancies relieve the intrinsic compressive strain
in ultrathin ceria. Metal—oxide interactions determining the properties of oxygen
vacancies in ultrathin ceria influence not more than 1 ML in the oxide. Indeed,

Fig. 8.6 STM image
showing (2 × 2) atom pattern
in the 1st ML ceria on Cu
(111). (2 × 2) reconstruction
on ceria surface is indicative
of subsurface oxygen
vacancies a. Unreconstructed
2nd ML ceria surface b. The
(1 × 1) and (2 × 2) unit cells
are highlighted white. Image
width is 2 nm. Sample bias
and tunnelling current: a 1 V,
0.3 nA; b 2.3 V, 0.15 nA
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already 2nd ML ceria shows a bulk like termination in experiment and a standard
behaviour of oxygen vacancies in the calculation. The distinct physicochemical
properties of the first ceria monolayer likely play a significant role in the enhanced
reactivity of inverse model ceria/Cu catalysts where 1st ML ceria represents the
most extended surface phase.

8.5 Adjusting the Morphology of CeO2(111)
Films on Cu(111)

For obtaining control over the morphological parameters of the ceria layers on Cu
(111), mainly the coverage of the Cu(111) substrate by the oxide, and the density of
monolayer-high steps on the surface of the oxide, a knowledge of the growth
mechanisms of ceria layers on Cu(111) becomes necessary. Growth mechanisms of
ceria on Cu(111) have been identified in [4]. Ceria forms an incomplete oxide
interfacial layer. On top of the interfacial layer, ceria growth proceeds by growing
three-dimensional ceria pyramids composed of stacks of monolayer-high islands. It
was shown that the coverage, the number of open monolayers, the step density and
degree of reduction of ceria thin films on Cu(111) can be controlled by changing
parameters of the deposition and by annealing of the deposited films.

The shape and the density of the interfacial layer islands are temperature-
dependent, indicating that both are determined by the diffusion rate of cerium and/or
oxygen species on the oxidized Cu surface. At lower temperature of 573 K, the
interfacial layer islands have open dendrite-like shapes and nucleate with higher
density than the interfacial layer islands at 723 K that are compact with step edges
oriented in high-symmetry substrate directions [4]. This corresponds to a classical
picture of the diffusion-limited nucleation [48]. Figure 8.7 shows STM images of
5 ML thick CeO2(111)/Cu(111) prepared by reactive evaporation of Ce in 5 × 10−5

Pa oxygen at 423, 523, 723, and 850 K.
5 ML thick ceria films grown at substrate temperatures of 423 and 523 K cover

the whole substrate; however at 423 K the layer is composed of very small ceria
islands with diameters below 10 nm. At 523 K larger islands with diameters
10–15 nm are formed. The height profile of the layer shows that 3–4 ceria
monolayers are open. After deposition at 723 K, ceria does not cover the whole
substrate. As a practical, well defined and easy to prepare continuous ceria layer, the
5 ML ceria deposited at 523 K on Cu(111) has since publication in [2] served as
a model ceria substrate in a number of model catalytic studies [3, 4, 22–27].

At higher substrate temperature, ceria layers on Cu(111) tend to be discontin-
uous and maximize the number of open ceria monolayers. However, with
decreasing the substrate temperature, the amount of ceria needed to prepare a
continuous film decreases, together with the number of open ceria monolayers in
the film. This fact has been used in recipes for continuous ceria films on Cu(111)
[46] and Ru(0001) [29] which proposed starting ceria deposition at low substrate
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temperature (100 K) and increasing the substrate temperature in later stages of
growth. Adopting a less stringent condition for the growth of ceria at gradient
substrate temperature starting the deposition at room temperature (RT) and
increasing the substrate temperature from room temperature to 723 K after
depositing 1 ML ceria, the growth resulted in the morphology of ceria films shown
in Fig. 8.7. The obtained high degree of surface ordering and 2–3 open ceria
monolayers represent a morphology that is resembling ideal layer-by-layer growth.
A further improvement of the ordering of the ceria layer can be obtained by
growing the ceria layer at gradient temperature from RT to 850 K (Fig. 8.7). Ceria
growth at gradient substrate temperature thus represents a way to gain control over
the coverage of the ceria films on Cu(111).

Different substrate temperatures during growth of ceria layers result in different
density of monolayer-high surface steps on ceria. Quantification of the coverage of
the step sites on the ceria surface reveals that using the above mentioned approach
the step density of stoichiometric and fully oxidized ceria layers can be adjusted
between approximately 4 and 18 %, representing a significant change by the factor
of 4 between preparations at substrate temperatures 423 and 850 K (Fig. 8.7) [4].

Control of degree of ceria reduction is, beside adjustment of the film
morphology, an attractive possibility of tailoring model catalyst properties because

Fig. 8.7 STM micrographs, LEED diffraction pattern, and density of surface steps for
stoichiometric 5 ML thick ceria layers on the Cu(111) surface. Change of the substrate
temperature during preparation allows changing the step density ρsteps on the surface from 4 to
18 %. Growth at constant temperature at 423 and 523 K, growth at gradient temperature from RT
at 723 and 850 K
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Ce3+ ions are considered catalytically active sites in ceria. Most commonly,
Ce3+ ions are referred to as accompanying bulk [35, 38] and surface [49, 50]
oxygen vacancies. Reduction of ceria surface can be obtained by vacuum anneal-
ing, and therefore by measuring an increase of amount of surface Ce3+ ions the
temperature stability of layers can be determined. In Fig. 8.8 an evaluation of
thermal stability of the samples shown in Fig. 8.7 is presented as a variation of
resonance enhancement ratio (cf. Fig. 8.2) as a function of the annealing temper-
ature. It can be clearly seen that changes in ceria stoichiometry are most pronounced
with layers prepared at lower temperatures. The layer grown at variable temperature
up to 723 K (Fig. 8.7) exhibits the highest stability which can be correlated with the
highest layer ordering and absolutely the lowest concentration of defects [4]. For
oriented and stoichiometric thin films of ceria on Cu(111) prepared at temperatures
of 423 and 523 K both the morphology and the surface reduction of these layers
readily change with increasing temperature. This must be accounted for in con-
sidering temperature-programmed experiments with ceria on Cu(111).

8.6 Adjusting the Stoichiometry of CeO2(111)
Films on Cu(111)

For obtaining a broader range of reduction of ceria layers on Cu(111) than can be
obtained by annealing in vacuum, an alternative method to prepare well-defined
reduced ceria has been proposed [5–7]. The method is based on physical vapour
deposition of metallic Ce onto a stoichiometric CeO2(111) film, i.e. on using
metallic Ce as a reducing species. We demonstrated that upon reactive interaction
of the two components according to

Fig. 8.8 Degree of reduction
of the ceria layers prepared at
423 K (square), 523 K
(rhombus), and 723 K (circle)
during subsequent annealing
in vacuum to higher
temperatures. The onset of
reduction of the layers is
marked with arrows and
coincides with the maximum
temperature reached during
the preparation of the layers
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3CeO2 þCe ! ð900KÞ2Ce2O3

it is possible to obtain highly ordered films of Ce2O3 on Cu(111) [5, 6] as well as on
the Ru(0001) [7] substrate.

The morphology of the ceria film undergoing reaction with metallic Ce is shown
in Fig. 8.9. As a starting point, an ordered 4 ML thick CeO2 buffer layer (a
continuous layer of CeO2(111) on Cu(111)) was prepared at 523 K. Upon depo-
sition of metallic Ce, the surface becomes disordered (see Fig. 8.9b). A much
improved ordering, however, is re-established after annealing of the buffer with the
Ce deposit to 900 K for 30 min in vacuum. In Fig. 8.9c the resulting morphology of
a flat film with an average terrace width of 30 nm is shown.

On the newly formed surface, STM reveals a characteristic surface reconstruc-
tion shown in the inset of Fig. 8.9c. The unit cell of the reconstruction is 1.5 nm,
i.e., about 4 times the size of the unit cell of the unreconstructed CeO2(111) (1 × 1)
surface. The (4 × 4) reconstruction of ceria after reaction with metallic Ce at 900 K
is confirmed by Low Energy Electron Diffraction in Fig. 8.9d. For comparison, a
LEED pattern of the ordered CeO2 buffer layer is shown in Fig. 8.9d, too.

The stoichiometry of the films was analysed by XPS before and after the
reaction. The Ce 3d spectra of the ordered CeO2(111) buffer reveal pure Ce4+

spectrum (as in CeO2), while the film after reaction with Ce (Fig. 8.10) reveals pure
Ce3+ spectrum (as in Ce2O3). Measuring the XPS at different emission angles 20°
and 60° off normal reveals no change in the stoichiometry of the layers with the
emission angle, which indicates that both before and after reaction the films are
bulk-terminated CeO2 and Ce2O3, respectively. Transformation of CeO2 into Ce2O3

is accompanied by a shift of O 1s level from 529.25 eV to higher binding energy
530.20 eV. Also the extremely sensitive RPES reveals no Ce3+ contribution in the

Fig. 8.9 STM images of the interfacial reaction between Ce and the CeO2 buffer layer: a the
ordered CeO2 buffer, b the disordered surface upon Ce deposition, c the ordered layer upon
annealing in vacuum at 900 K. Inset a high-resolution image and surface unit cell (red rhombus) of
the reacted layer. Images a–c are in scale: image width (a, b) 60 nm, c 120 nm, (Inset) 6 nm.
d LEED patterns of the reaction between Ce and the CeO2 buffer layer: (upper half of the image)
reacted layer, (bottom half of the image) starting CeO2 buffer. Electron energy 55 eV
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CeO2 buffer layer and no Ce4+ contribution (at 3.56 eV) in the Ce2O3 layer after
reaction [5].

Reduction of ceria by metallic Ce yields highly ordered layer of cubic bixbyite
c-Ce2O3(111) [5] with the surface structure corresponding to bulk-terminated
c-Ce2O3(111), see Fig. 8.9c, d. Ce2O3 contains ordered O vacancies in the con-
centration of 25 % compared to CeO2. The vacancies occupy O positions of the
fluorite lattice of CeO2 and group together in objects that can be considered as
vacancy clusters, each consisting of four oxygen vacancies [5]. Within vacancy
clusters the O vacancies are next-neighbour coordinated in an arrangement not
observed in less reduced ceria. The c-Ce2O3(111) film represents a unique model
experimental system for highly reduced ceria surfaces. It provides an atomically
well-defined surface exposing exclusively Ce3+ ions and a high density of oxygen
vacancies with a precisely defined environment.

Upon partial reduction of CeO2(111) by metallic Ce, LEED investigations reveal
intermediate surface reconstructions which can be characterised as (√7 × √7) R19.1°
and (3 × 3) [6]. The observed reconstructions represent ordered phases of reduced
ceria with stoichiometry between CeO2 and Ce2O3. The morphology and the
structural characteristics of these phases, together with CeO2 and Ce2O3 are shown
in Fig. 8.11. RPES analysis showing degree of surface reduction is presented in
Fig. 8.12. Extremely sensitive RPES reveals no Ce3+ contribution in the CeO2

buffer and no Ce4+ contribution in the c-Ce2O3 layer after the interfacial reaction.
Photoemission data analysis of the Ce 3d core-level spectra gives relative con-
centration of Ce3+ of 0, 0.35, 0.55 and 1 for all reconstructions shown in Fig. 8.11
(values 0 and 1 correspond to limiting stoichiometry of CeO2 and Ce2O3). The
(√7 × √7) R19.1° and (3 × 3) reconstructions are identified as surface terminations of
ordered bulk phases of reduced ceria, the t-Ce7O12 or CeO1.71 phase for the
(√7 × √7) R19.1° reconstruction, and the CeO1.67 phase for the (3 × 3) recon-
struction. These bulk reduced phases representing distinct regular arrangements of
oxygen vacancies in cubic ceria are established in the three or more topmost
monolayers of the ceria films reduced by Ce.

Fig. 8.10 Photoelectron spectroscopy of cerium oxide (Ce 3d) and lattice oxygen ions (O 1s) after
the interfacial reaction between Ce and the CeO2 buffer layer (black lines) and the starting CeO2

buffer (grey lines)
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By combining ceria reduction by Ce and oxidation by annealing in oxygen it was
shown that both processes are fully reversible [6]. Annealing of the reduced ceria
layers in oxygen preserves the morphology of the reduced ceria layer; in particular,
the low step density of the Ce2O3 thin films shown in Fig. 8.13a is preserved upon
oxidation to CeO2 (Fig. 8.13b). CeO2 layers obtained by oxidation of Ce2O3 exhibit
the smallest step density and the highest degree of oxidation from the above
described model systems of CeO2/Cu(111). However, the contraction of the lattice
constant of ceria upon oxidation causes cracking of the ceria layer revealing up to
2 % of the Cu substrate on reoxidized Ce2O3/Cu(111) samples (Fig. 8.13c). Still,
the highly ordered ceria surface represents a suitable substrate for STM experiments
that can be further modified e.g. by homoepitaxy and high-temperature annealing of

(a) (b) (c) (d)

Fig. 8.11 STM micrographs, LEED patterns and corresponding models illustrating the structure
and morphology of cerium oxide films during reduction via interfacial reaction of metallic Ce with
CeO2 buffer layer: a as-prepared fully oxidized buffer layer of CeO2. b ceria layer with (√7 × √7)
R19.1° surface reconstruction, c ceria layer with (3 × 3) surface reconstruction, d c-Ce2O3 layer
with (4 × 4) surface reconstruction. Reduction of ceria with metallic Ce allows to adjust the
concentration of oxygen vacancies ρvac between 0 and 25 %
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Fig. 8.12 RPES spectra of the valence band of stoichiometric ceria (bottom curves) and the
ordered phases of reduced ceria grown on Cu(111). The spectra are measured off-resonance
(photon energy 115 eV, dotted lines), in the Ce4+ resonance (124.8 eV, dashed lines), and in the
Ce3+ resonance (121.4 eV, full lines). The resonance enhancements DCe3+ and DCe4+ are
indicated by arrows

Fig. 8.13 STM micrographs of oxidation of Ce2O3 layer on Cu(111): a the starting Ce2O3 layer.
b, c The morphology upon reoxidation. c Reoxidation causes cracking of the ceria layer revealing
up to 2 % of the Cu substrate. d Upon homoepitaxy of 0.3 ML ceria on sample (b) at RT and
annealing in oxygen at 800 K. Unlike the procedures in Figs. 8.8 and 8.9 resulting surface in
(d) exhibits both the high density of surface steps and high temperature stability. Image width
(a, b, d) 45 nm, (c) 90 nm
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CeO2 for increasing the step density on the ceria surface without destabilizing the
surface thermally (Figs. 8.7, 8.8, 8.13d, cf.).

Practically, ceria layers reduced by the interfacial reaction with metallic Ce
represent a realization of the ideal scenario of reduction and reoxidation of ceria by
removing/adding oxygen from/to the fluorite CeO2 lattice without largely modi-
fying the structure of the Ce sub-lattice [35]. This, accompanied by the preference
of oxygen vacancies to arrange in regular structures, makes the ceria layers reduced
by the interfacial reaction with metallic Ce a unique experimental playground for
studying the influence of the oxygen vacancy concentration and coordination on the
chemical properties of ceria.
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Chapter 9
Catalytic Chemistry on Oxide
Nanostructures

Aravind Asthagiri, David A. Dixon, Zdenek Dohnálek, Bruce D. Kay,
José A. Rodriguez, Roger Rousseau, Darío J. Stacchiola
and Jason F. Weaver

Abstract In this chapter we review distinct well-defined planar models to illustrate
the unique chemical properties that can be realized by oxide nanostructuring in the
form of continuous ultra-thin films, extended islands and/or supported nanoclusters.
The highlighted systems include metastable PdO films for C–H bond activation,
multifunctional catalytic sites at copper/cerium-oxide island interfaces for water-gas
shift reactions, and (WO3)3 and (MoO3)3 nanoclusters with active dioxo, O=M=O,
moieties for dehydration and partial oxidation of alcohols.
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9.1 Introduction

Metal oxides represent one of the most important and widely employed materials in
catalysis. Extreme variability of their surface chemistry provides a unique oppor-
tunity to tune their properties and utilize them for the design of highly active and
selective catalysts. For bulk oxides, this can be achieved by varying their stoi-
chiometry, crystallographic structure, exposed surface facets, defects, dopant den-
sities and numerous other ways. Further, distinct properties from those of bulk
oxides can be attained by restricting the oxide dimensionality and preparing them in
the form of ultrathin films and nanoclusters as discussed throughout this book. In
this chapter we focus on demonstrating such unique catalytic properties brought
about by oxide nanoscaling. In the highlighted studies planar models are carefully
designed to achieve minimal dispersion of structural motifs and attain detailed
mechanistic understanding of targeted chemical transformations. The detailed level
of morphological and structural characterization necessary to achieve this goal is
accomplished by employing both high-resolution imaging via scanning probe
methods and ensemble-averaged surface sensitive spectroscopic methods. Three
prototypical examples illustrating different properties of nanoscaled oxides in dif-
ferent classes of reactions are selected.

In the first example we show how in oxidation catalysis the surfaces of late
transition metals can oxidize to form metal oxide films with catalytic properties that
are distinct from the parent metals. Advances in preparing crystalline oxide films of
the late transition-metals have enabled researchers to apply state-of-the-art exper-
imental and computational methods to gain new insights into the surface chemistry
of this class of oxides. Of particular significance is the finding that late
transition-metal oxide surfaces with undercoordinated metal and oxygen atoms can
readily promote the C–H bond activation and complete oxidation of alkanes, with
reactivity that exceeds that of many metal surfaces. We discuss investigations of
alkane adsorption and activation on the PdO(101) surface, focusing on the for-
mation of adsorbed alkane σ-complexes and the critical role of these species in
serving as precursors for alkane C–H bond cleavage on late transition-metal oxides.

In the second example we demonstrate the importance of multifunctional active
sites at metal/oxide interfaces. While their role has long been recognized, the
molecular level understanding of their function based on concrete experimental
evidence has only recently started to emerge. In a metal-oxide interface, one can
have adsorption/reaction sites with complementary chemical properties, truly
bifunctional sites which would be very difficult to generate on the surface of pure
metal or alloy systems. We show how model systems can be prepared to highlight
and study the activity of metal-oxide interfaces in relation to the water-gas shift
reaction by combining in situ studies with theoretical calculations.

In the third example we focus on the properties of early transition metal oxide
clusters prepared in a monodispersed form. Their metal center (W, Mo) dependent
acid/base and redox properties are compared and contrasted while keeping the
cluster structure the same. Their catalytic activity is assessed by quantitatively
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following the conversion of small aliphatic alcohols in dehydration reactions to
alkenes and ethers and dehydrogenation reactions to aldehydes and ketones. High
level correlated electronic structure coupled clusters theory methods are employed
to uncover complex details of the underlying reaction mechanisms. The structure–
activity relationships are subsequently explored by comparing the activity of
unsupported clusters with that of clusters supported on surfaces of other oxides and
with that of nanoporous thin films. The catalytic activity of a range of studied
cluster motifs further sheds light onto the role that structure and binding of clusters
with the support play in determining their catalytic properties.

9.2 Alkane Adsorption and Activation on PdO(101)

Alkane activation on metal oxide surfaces is a critical step in the catalytic pro-
cessing of alkanes in applications such as the catalytic combustion of natural gas,
exhaust gas remediation and the selective oxidation of alkanes to value-added
products. Advances in alkane catalysis are important for realizing technologies that
more effectively utilize hydrocarbon resources and would indeed have significant
economic and environmental benefits. Relatively few studies of alkane activation
on well-defined oxide surfaces have been reported, mainly because alkanes interact
weakly with many oxides and thus investigating alkane activation on such surfaces
is challenging in typical experiments conducted under ultrahigh vacuum
(UHV) conditions. Palladium oxide (PdO) appears to be an exceptional case as
recent studies demonstrate that PdO(101) thin films are highly active toward
alkanes and readily promote the activation and oxidation of propane and higher n-
alkanes under UHV conditions [1–5]. These observations are consistent with
reports that PdO formation is responsible for the exceptional activity of high
surface-area Pd catalysts in applications of the catalytic combustion of methane
under oxygen-rich conditions [6]. Recent in situ investigations have also shown that
the PdO(101) facet develops preferentially during the oxidation of Pd(100) [7, 8],
and that PdO(101) formation coincides with increased rates of methane oxidation
during reaction at millibar pressures [9, 10].

Experimental and computational investigations with well-defined PdO(101)
surfaces have provided new understanding about alkane activation on oxide sur-
faces that may have broad implications for alkane catalysis. These studies show that
alkane C–H bond activation occurs on PdO(101) by a precursor-mediated mecha-
nism wherein a molecularly-adsorbed state serves as the precursor to initial dis-
sociation. A particularly significant finding is that the molecular precursor to
dissociation corresponds to adsorbed alkane σ-complexes that form through dative
bonding interactions between alkane molecules and coordinatively unsaturated
(cus) Pd atoms at the PdO(101) surface. Alkane σ-complexes represent a type of
coordination compound that is well known in organometallic chemistry and thought
to serve as a key intermediate in alkane activation by various transition metal
compounds [11–14]; however, experimental evidence for the formation of adsorbed
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alkane σ-complexes has only been reported for the PdO(101) surface. Notably,
recent density functional theory (DFT) studies predict that the formation and facile
C-H bond activation of alkane σ-complexes occurs on late transition-metal oxide
surfaces other than PdO(101) [15]. The prediction that alkane activation is facile on
several late transition-metal oxides is quite interesting because it suggests the
possibility of generating oxide surfaces that exhibit both high activity and selec-
tivity for transforming alkanes to value-added products.

9.2.1 Structure of the PdO(101) Surface

Experimentally, PdO(101) surfaces have been generated as thin films by oxidizing
Pd(111) using O-atom beams in UHV under conditions discussed previously [16–
19]. The PdO(101) thin films are stoichiometrically-terminated, contain between 3
and 4 monolayers (ML, 1 ML is equal to the surface atom density of Pd(111)) of
oxygen atoms and are 10 to 15 Å thick. A model representation of the stoichio-
metric PdO(101) surface is shown in Fig. 9.1. Bulk crystalline PdO has a tetragonal
unit cell and consists of square planar units of Pd atoms fourfold coordinated with
oxygen atoms [20]. The bulk-terminated PdO(101) surface is defined by a rectan-
gular unit cell, where the a and b lattice vectors coincide with the [010] and ½�101�
directions of the PdO crystal, respectively. The stoichiometric PdO(101) surface
consists of alternating rows of threefold or fourfold coordinated Pd or O atoms that
run parallel to the a direction shown in Fig. 9.1. Thus, half of the surface O and Pd
atoms are coordinatively unsaturated (cus). The side view of PdO(101) shows that

Fig. 9.1 Model representation of the stoichiometric PdO(101) surface identifying coordinatively
saturated (4f) and coordinatively unsaturated (cus) Pd and O atoms. The a and b directions
correspond to the [010] and ½�101� crystallographic directions of PdO. Reprinted from [15]
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the coordinative environment associated with each cus-Pd atom resembles a square
planar Pd complex with a coordination vacancy directed away from the surface and
three oxygen ligands, one of which is a cus-O atom. The areal density of each type
of coordinatively-distinct atom of the PdO(101) surface is equal to 35 % of the
atomic density of the Pd(111) surface. Hence, the coverage of cus-Pd atoms is equal
to 0.35 ML, and each PdO(101) layer contains 0.7 ML of Pd atoms and 0.7 ML of
O atoms. The presence of cus-Pd/O pairs is responsible for the high reactivity of the
PdO(101) surface toward alkanes [5].

9.2.2 Facile C–H Bond Activation of Propane on PdO(101)

The original discovery of strongly-bound molecular precursors and facile alkane
dissociation on PdO(101) was made through experiments of the adsorption and
oxidation of propane on a PdO(101) thin film that is grown on Pd(111) in UHV [1].
Figure 9.2 shows the results of temperature programmed desorption (TPD)
experiments performed after saturating the PdO(101) surface with propane at 85 K.
The data reveals that a fraction of the molecularly adsorbed propane desorbs
without reacting, generating two main TPD features centered at 120 and 190 K. The
remaining propane is completely oxidized by the surface during heating to produce
H2O and CO2 which desorb simultaneously in reaction-limited peaks at *465 K.
A small fraction of H2O also evolves in a desorption-limited peak near 350 K
during the TPD measurement.
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Fig. 9.2 TPD spectra of m/z
ratios equal to 29 (propane),
28 (propane + CO), 44
(propane + CO2), 18 (H2O)
and 2 (H2) obtained after
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The behavior observed during TPD is consistent with a facile pathway for the
precursor-mediated dissociation of propane on PdO(101). In particular, the data
shows that a significant fraction of the molecularly adsorbed propane dissociates
rather than desorbing during TPD, and that the initial dissociation occurs before the
molecularly-adsorbed propane desorbs from the surface at temperatures below
about 200 K. The data further suggests that initial dissociation occurs by cleavage
of a single C–H bond and that the resulting propyl fragments remain stable on the
surface up to about 400 K. Support for this interpretation comes from the relative
yields of the desorption and reaction-limited H2O TPD features. Analysis of the
data shows that about seven times as much water desorbs in the reaction-limited
peak compared with the desorption-limited peak, which implies that C3H8 disso-
ciates below 200 K to liberate a H-atom which reacts with the surface to generate
the H2O peak at 350 K, and that the resulting C3H7 species undergoes negligible
dehydrogenation until about 400 K, at which point this species is rapidly oxidized
by the surface to generate the reaction-limited H2O and CO2 peaks at 465 K. The
high reactivity of propane on PdO(101) represents the first example in which an
alkane molecule was found to undergo facile dissociation on an oxide surface under
UHV conditions. This observation suggests that the PdO(101) surface engages in a
strong interaction with propane, the likes of which had not been identified for other
oxides.

To test the idea that propane dissociates on PdO(101) from a
molecularly-adsorbed state, Weaver et al. [1] performed measurements to estimate
the initial dissociation probability So of propane on PdO(101) as a function of the
surface temperature Ts, where So is defined as the dissociation probability in the
limit of zero surface coverage of propane. These measurements show that the initial
dissociation probability of propane on PdO(101) decreases with increasing surface
temperature from 250 to 300 K, and thus that the apparent activation energy for
propane dissociation is negative on the oxide surface. The authors showed that a
simple kinetic model for precursor-mediated C–H bond cleavage accurately
reproduces the measured dependence of So on Ts. The model assumes that a
molecularly-adsorbed state of propane serves as the precursor for dissociation and
that a kinetic competition between dissociation and desorption of the precursor
determines the net dissociation probability. From the model, the initial dissociation
probability is given by the equation So = αkr/(kr + kd) where α is the probability for
molecular adsorption, and is close to unity for the conditions studied, and kr and kd
represent rate coefficients for dissociation (“r = reaction”) and desorption
(“d = desorption”), respectively. Analysis of the data using the precursor-mediated
model gives values of Er − Ed = −16.2 kJ/mol and νr/νd = 3.9 × 10−4 for the
so-called apparent activation energy and the apparent pre-factor for propane dis-
sociation on PdO(101), respectively, where the quantities Er and Ed represent the
activation energies for dissociation and desorption of the molecularly-adsorbed
precursor. The results of the kinetic analysis support the conclusion that propane
dissociation on PdO(101) occurs by a facile, precursor-mediated mechanism.
Additional studies have provided insights into the nature of the molecular precursor
and the reasons that this species readily dissociates on PdO(101) [3, 5, 15, 21, 22].
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9.2.3 Molecular Precursor for Propane Dissociation
on PdO(101)

A comparison of propane TPD spectra obtained from PdO(101) versus Pd(111)
indeed demonstrates that propane molecules bind strongly on the oxide surface.
Figure 9.3 shows propane TPD spectra obtained from PdO(101) and Pd(111) as a
function of the initial propane coverage generated at 85 K. Propane physically
adsorbs on Pd(111) and desorbs in a single TPD peak centered at 155 K, with a small
amount of second layer propane desorbing in a shoulder at 120 K. Propane disso-
ciates on Pd(111) to an immeasurable extent during the TPD experiments, in contrast
to the significant reactivity that propane exhibits on the PdO(101) surface. The
propane TPD spectra obtained from PdO(101) exhibit a broad desorption feature that
consists of two distinct maxima centered at*120 and 190 K, and denoted as the α2
and α1 states, respectively. Assuming that the propane which reacts, and desorbs as
CO2 and H2O, originates from the α1 state, one estimates that propane adsorbs in
equal quantities in the α1 and α2 states when the propane monolayer on PdO(101) is
saturated at 85 K. A likely interpretation is that the α1 and α2 states correspond to
propane molecules adsorbed on the cus versus 4f Pd sites, respectively, since these
sites are also present in equal concentrations on the PdO(101) surface.

Significantly, the propane TPD data reveals that propane adsorbed in the α1 state
on PdO(101) has a higher binding energy than propane which is physically
adsorbed on Pd(111). This result was rather surprising because one generally
expects higher binding energies when alkanes are physically adsorbed on a metal
versus a metal oxide. The high binding energy associated with the α1 state caused
the authors to speculate that propane molecules experience a chemical bonding
interaction in the α1 state on PdO(101) that occurs negligibly on Pd(111) and
enhances the α1 propane binding energies on PdO(101) beyond that of physically
adsorbed propane on Pd(111) [1].
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Fig. 9.3 Propane TPD spectra obtained from a PdO(101) and b Pd(111) as a function of the initial
propane coverage prepared at 85 K. Reprinted with permission from [1]
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Experiments have established that the α1 state of adsorbed propane and higher n-
alkanes serves as the precursor for alkane C–H bond cleavage on the PdO(101)
surface. For example, the yield of dissociated propane correlates with the amount of
propane which desorbs in the α1 state, but is independent of the coverage of
propane in the more weakly-bound α2 state [1]. Site blocking experiments, in which
compounds such as O2 and H2O are adsorbed on the Pdcus sites prior to alkane
adsorption, provide particularly convincing evidence that the α1 state serves as the
precursor for alkane dissociation on PdO(101) and that the precursor binds to the
Pdcus sites of the surface [3, 20].

9.2.4 Adsorbed Alkane σ-Complexes on PdO(101)

The binding of n-alkanes adsorbed in the strongly-bound α1 state on PdO(101) has
been investigated extensively both experimentally and computationally. Figure 9.4
shows a plot of molecular binding energies as a function of the chain length for n-
alkanes (C1 to C5) adsorbed on both Pd(111) and in the α1 state on PdO(101), where
the binding energies were determined from an analysis of experimental TPD data
[3, 21]. It is important to mention that neither methane nor ethane measurably
dissociate on PdO(101) during TPD experiments in UHV, but that the C3 to C5 n-
alkanes dissociate readily during TPD. Dispersion-corrected DFT calculations
reproduce these trends in n-alkane reactivity on PdO(101) [22]. The plot in Fig. 9.4
shows that the binding energies are enhanced by a nearly constant amount for n-
alkanes adsorbed on PdO(101) versus Pd(111), and that the Ed versus N relation for
PdO(101) is linear but exhibits an intercept on the y-axis that is significantly larger
than zero (*25 kJ/mol). Indeed, this comparison demonstrates that the enhanced
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binding on PdO(101) relative to Pd(111) is a common feature in the binding of n-
alkanes on the oxide surface.

The authors suggested that two main energetic contributions can explain the
nature of the Ed versus N relation for n-alkanes adsorbed on PdO(101). The linear
increase was attributed to a chain-length dependent contribution that arises from
molecule-surface dispersion interactions, which is analogous to the explanation
given previously of the linear Ed versus N relations for n-alkanes that are physically
adsorbed on close-packed surfaces [23]. The non-zero intercept was attributed to
dative bonding interactions between the alkanes and the cus-Pd atoms of the PdO
(101) surface, which enhance the alkane-surface binding on PdO(101) beyond that
afforded by only dispersion interactions. The constant enhancement suggests that
the molecule-surface dative bonding produces a similar contribution to the total
binding energy for the n-alkanes studied (C1 to C5).

DFT calculations support the interpretation that n-alkanes datively bond with the
cus-Pd atoms of PdO(101), resulting in adsorbed alkane σ-complexes [3, 5, 9, 21,
22, 24–26]. A dative (or coordinate) bond is a covalent bond in which the shared
electrons originate from only one species that is involved in the bonding. In an
alkane σ-complex, one or more C–H bonds of the alkane donate electrons into
empty d-states of the transition metal atom [13]. Back-donation of charge from
filled d-states into unoccupied molecular orbitals of the alkane can also contribute
to the bonding in an alkane σ-complex. According to DFT predictions, CH4 adopts
an η2 configuration on PdO(101) in which the CH4 molecule straddles a cus-Pd
atom and places the two Pd-coordinated C–H bonds in a plane that is parallel to the
cus-Pd row [3, 21, 22, 25]. DFT calculations also predict that CH4 binds more
strongly on PdO(101) than Pd(111) by about 15 kJ/mol [21], which can be asso-
ciated with additional covalent bonding due to σ-complex formation.

(e/Å
3
)

Fig. 9.5 Difference charge
density plot determined by
DFT for the CH4 η

2(H, H)
complex adsorbed on a Pdcus
site of PdO(101). Reprinted
with permission from [21]
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DFT-derived changes in the charge distribution and electronic structure that are
induced by CH4 adsorption on PdO(101) demonstrate that the methane molecule
experiences a donor-acceptor interaction with the cus-Pd atom. Figure 9.5 shows a
charge-density difference plot that is obtained by subtracting the charge distribution
of the isolated CH4 molecule plus the clean PdO(101) surface from that predicted
for the η2 CH4 complex on PdO(101) [21]. The plot reveals that electrons accu-
mulate between the CH4 molecule and the cus-Pd atom and that the electron density
is depleted near the cus-Pd atom. The latter feature is characteristic of back-bonding
in which electrons from filled d-states of the cus-Pd atom occupy anti-bonding
orbitals of the CH4 molecule that are empty when the molecule is isolated from the
surface. Such back-donation of charge is expected to strengthen the
molecule-surface binding while weakening intramolecular bonds of the adsorbed
species. Consistent with this idea, normal mode analysis predicts that vibrational
modes which involve motions of the Pd-coordinated C–H bonds are redshifted by
as much as 200 cm−1 from their gas-phase values, thus confirming that the dative
bonding interaction with the surface softens C–H bonds [3].

To investigate the role of alkane-surface dative bonding in promoting C–H bond
cleavage on PdO(101), Weaver et al. [3] calculated energy barriers for the cleavage
of a Pd-coordinated C–H bond versus a “non-activated” C–H bond of the CH4 η

2

complex, where the latter bond corresponds to one of the C–H bonds that is directed
away from the surface and is not directly involved in the dative interaction. These
calculations predict that the energy barrier for breaking one of the Pd-coordinated
C–H bonds is lower by more than 100 kJ/mol than the barrier for breaking a
non-activated C–H bond of the CH4 complex on PdO(101), demonstrating that the
dative bonding interaction significantly weakens alkane C–H bonds. Using DFT,
Hellman et al. [9] have further shown that the population of filled 5s states is low on
the cus-Pd atoms of PdO(101) and consequently promotes a bonding interaction
with the CH4 molecule in addition to reducing the C–H bond cleavage barrier.

Overall, prior studies demonstrate that the formation of adsorbed alkane σ-
complexes is critical to achieving facile C–H bond cleavage on the PdO(101)
surface. The formation of an adsorbed σ-complex enhances alkane binding to the
surface relative to that achieved by physisorption alone, and thereby increases the
desorption activation energy Ed. In addition, σ-complex formation weakens the
Pd-coordinated C–H bonds and thus acts to lower the intrinsic activation energy for
reaction Er. Both of these effects serve to lower the apparent energy barrier
(Er − Ed) for alkane C–H bond cleavage on PdO(101), making PdO(101) highly
reactive toward alkane dissociation. DFT calculations also predict the formation and
facile C–H bond activation of alkane σ-complexes on RuO2 and IrO2 surfaces [15].
An implication is that a high activity toward alkane dissociation is not limited to the
PdO(101) surface, but is a property of other late transition-metal oxide surfaces as
well, provided that under-coordinated metal and oxygen atoms are available.
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9.3 Reaction Pathway for the Water-Gas Shift Reaction
on Copper-Based Catalysts

In this section we present results highlighting how different model assemblies can be
used to emphasize the importance or effect of various components or local envi-
ronments in a complex heterogeneous catalyst involved in the water-gas shift
(WGS) reaction. The WGS reaction (CO + H2O → CO2 + H2) is an industrial
chemical process used to remove carbon monoxide from hydrogen streams. It has
been extensively debated if the most active sites on the industrial catalyst used for the
low temperature WGS reaction (Cu/ZnO/Al2O3) are either Cu or Cu+ sites. There is
consensus in the fact that the rate limiting step on top of copper particles is the
dissociation of water. The studies described here show that an alternative reaction
pathway involving multifunctional active sites present at the metal-oxide interface of
catalysts containing a more reducible oxide could yield more efficient catalysts.

Extensive experimental and theoretical studies relating to the WGS reaction have
led to hotly debated competing reaction mechanisms and intermediates [27–33].
From these studies, mainly two mechanisms (redox and associative) have been
considered as most probable for the WGS reaction over Cu based catalysts.

Redox mechanism

H2OðgasÞþ � ! H2OðadsÞ�
H2OðadsÞ� þ � ! OHðadsÞ� þHðadsÞ�
OHðadsÞ� þOHðadsÞ� ! OðadsÞ� þH2OðadsÞ�
COþ � ! COðadsÞ�
COðadsÞ� þOðadsÞ� ! CO2ðgasÞþ 2�

HðadsÞ� þHðadsÞ� ! H2ðgasÞþ 2�

Associative mechanism

H2Oðgas)þ � ! H2OðadsÞ�
H2Oðads)� þ � ! OHðadsÞ� þHðads)�
COþ � ! COðads)�
CO(ads)� þOHðads)� ! HOCOðadsÞ� þ �

HOCOðadsÞ� ! CO2ðgasÞþH(ads)�

Hðads)� þH(ads)� ! H2ðgasÞþ 2�

In the redox mechanism water fully dissociates and the resulting adsorbed atomic
oxygen reacts with CO to form CO2. The dissociation of molecular H2O also leads to
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the production of H2 by the recombination of adsorbed H. In the associative process
a stable COyHx intermediate species, produced by the reaction of CO with OH
groups derived from the dissociation of water, must precede the formation of H2 and
CO2. It has been proposed with some controversy that the predominant intermediate
species for this associative reaction pathway is either a surface bound formate
(HCOO−) or a carbonate (CO3

2−) species. In addition, electronic structure calcula-
tions also suggest the possibility of a weakly bound carboxyl (HOCO) [31, 33]
intermediate as the most efficient pathway for the WGS reaction, but this species
remains experimentally elusive and difficult to detect. Open questions still remain
about the reaction mechanism, key intermediates and oxidation state of the metal
centers, which hinders the design and optimization of catalysts. One method to seek
answers to these questions is to combine the in situ characterization of the active
state of the catalyst and adsorbed surface species under catalytic WGS reaction
conditions with theoretical modeling of alternative reaction pathways.

9.3.1 WGS Activity Measurements for Cu-Based Catalysts

Figure 9.6 compares the activities for the WGS reaction among different
copper-based model catalysts, including representative scanning tunneling micro-
copy (STM) images for each system [34]. The testing of catalytic activity was
carried out in an ultrahigh vacuum (UHV) chamber that has attached a
high-pressure cell or batch reactor. The sample could be transferred between the

Fig. 9.6 Arrhenius plot for the WGS reaction rate on different Cu-based catalysts.
Representative STM images of the corresponding model catalysts are included at each side of
the Arrhenius plot. Reprinted with permission from [34]
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reactor and vacuum chamber without exposure to air. Bare Cu(111) can be used as a
benchmark for fundamental studies on the WGS, presenting the lowest activity of
all of the model catalysts. Single crystals with more open surfaces such as Cu(100)
or Cu(110) slightly increase the catalytic efficiency with respect to Cu(111).
A significant improvement is observed when nanoparticles of copper are deposited
on an oxide substrate. For comparison, results obtained under the same reaction
conditions for 0.5 ML of Cu deposited on ZnO(000ī), the system modeling the
industrial catalyst, and on a more reactive reducible oxide such as CeO2(111) are
also included. Control measurements on both oxide support model systems, ZnO
(000ī) and CeO2(111), indicate that they present no activity on their own for the
WGS reaction, showing the critical importance of the presence of a metallic
component in the catalyst. A model system with a 20 % coverage of CeOx

nanoparticles deposited on Cu(111) generated a better model catalyst, being 8 (at
650 K) to 23 times (at 575 K) more active than the clean Cu(111) substrate. A fully
covered oxide film CeOx/Cu(111) surface displayed negligible WGS activity.

The data in Fig. 9.6 were collected at temperatures between 575 and 650 K.
Arrhenius plots for all the model catalysts were constructed. The WGS on Cu(111)
has the highest apparent activation energy (0.78 eV) among all systems studied,
which is 0.1–0.2 eV larger than that found on Cu(100) and Cu(110). In contrast, the
apparent activation energy for the WGS on CeOx/Cu(111) is only 0.31 eV. This
value is considerably smaller than the corresponding value found for Cu
nanoparticles supported on the industrial model ZnO(000ī) of 0.54 eV. In order to
gain insight into the catalytic reaction mechanism associated with our best model
system, the CeOx/Cu(111) surface, we will present in the next section results from
in situ studies of the WGSR.

9.3.2 In Situ Studies of the WGS Reaction on CeOx/Cu(111)

Figure 9.7 presents spectra obtained during ambient pressure X-ray photoelectron
spectroscopy (AP-XPS) experiments on the CeOx/Cu(111) catalyst under WGS
reaction conditions (CO: 90 mTorr, H2O: 30 mTorr). The O 1s spectra include
features due to gas-phase CO and H2O [35]. For comparison, the corresponding
data for bare Cu(111) is also included. On Cu(111), a broad peak at 533.4 eV in the
O 1s spectrum and the main peak in the C 1s spectrum at 286.2 eV are assigned to
chemisorbed molecular CO. Features at 285 eV or lower energies in the C 1s
spectra can be associated with carbonaceous CxHy species (referred as C0) formed
from residual gases, a common occurrence in ambient pressure studies. No other
features are observed at higher temperatures in the presence of CO and H2O.
Therefore, the absence of carbonaceous species other than the original reactant
molecule on the surface of the pure metallic catalyst does not support an associative
mechanism for the WGS on Cu(111), being consistent with a redox process.

On the other hand, a very different picture emerges on the CeOx/Cu(111) model
system. When CeOx nanoparticles are deposited on Cu(111), changes in the O and
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C 1s regions are observed under WGS conditions. The O 1s peak at 530.0 eV in
Fig. 9.7b corresponds to lattice oxygen in the CeOx nanoparticles. The broad peak
at 531.8 eV is associated with OH groups which could be bonded to the ceria
nanoparticles or the copper substrate, and a shoulder at a higher binding energy
corresponds to adsorbed CO. As the sample temperature was increased, several
changes were observed. In the O 1s spectrum (Fig. 9.7c), the shoulder due to
chemisorbed CO and the peak at 531.8 eV decreased in intensity, and a peak at
532.3 eV became dominant. The peak at 532.3 eV results from the potential con-
tribution from numerous adsorbed species, including CO3

2−, HCOO−, CO2
δ−, and

OH on CeOx.
The C 1s spectrum presented in Fig. 9.7b shows a peak at 288.5 eV and a C0

peak at approximately 285 eV. The assignment of the peak at 288.5 eV is very
challenging. Formate (HCOO) is ruled out based on control experiments, since its C
1s binding energies on CeOx/Cu(111) are 289.2 and 287.5 eV on CeOx and Cu
(111), respectively. Carbonate (CO3) species, which have a C 1s binding energy of
about 289.5 eV can be also ruled out. Carbonate species are detected when ceria
films are exposed to similar WGS reaction conditions, without production of
hydrogen as described above. Therefore the peak at 288.5 eV has been tentatively
assigned to a CO2

δ− or HOCO species. The presence of a CO2
δ− species is consistent

with additional complimentary studies using ambient pressure infrared reflection
absorption spectroscopy (AP–IRRAS) and DFT calculations presented below. In
the case of the AP-IRRAS data, the detection of both symmetric and asymmetric
stretches in the spectra points to the breaking of the symmetry in the CO2

δ− adsorbed
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Fig. 9.7 AP-XPS from Cu(111) and CeOx/Cu(111) under WGS reaction. Reprinted with
permission from [35]
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molecule, based on surface selection rules, indicating its presence in a heteroge-
neous environment such as the interface between the metal substrate and the oxide
nanoparticle.

9.3.3 DFT Results for the WGS Reaction on CeOx/Cu(111)

Figure 9.8 presents results from DFT calculations for the energy profile of the WGS
reaction on a simulated model of the CeOx/Cu(111) catalyst [35]. While the acti-
vation energy for water dissociation on Cu(111) is very high (more than 1 eV),
water can be easily dissociated on the reduced ceria nanoparticles. The adsorption
of CO on Cu sites near the interface with the ceria nanoparticles is favored with
respect to sites on the flat Cu(111) terraces. A carboxyl (HOCO) intermediate can
be generated by the reaction of CO with OH species at the metal-oxide interface.
The electronic structure calculations indicate that the CO2

δ− detected experimentally
is a consequence of the decomposition of a HOCO intermediate. The interaction of
molecular CO2 with a ceria film leads to the formation of strongly adsorbed car-
bonate species, while it only weakly physisorbs on a Cu(111) surface. Since the
CO2

δ− species are not observed on either fully oxidized or reduced CeO2(111) films
or clean Cu(111) surfaces, the interfacial sites formed on the CeOx/Cu(111) system
appear to be critical for the formation and stabilization of activated CO2

δ−.
The most abundant surface species on bare Cu(111) under WGSR conditions is

adsorbed CO, suggesting that the prevailing reaction path is not related to an
associative mechanism. Under the mild WGSR conditions investigated during the
AP-XPS experiments, trapped CO2

δ− species are identified over both CeOx/Cu
(111) and CeOx/Au(111) systems and reduction of Ce4+ to Ce3+ is observed.
AP-XPS and DFT calculations show that CO2

δ− species derived from a carboxyl
intermediate are stabilized at the interfaces of CeOx/Cu(111) and CeOx/Au(111).

Fig. 9.8 Proposed pathway
for the WGS reaction on
CeOx/Cu(111) including
intermediate species and
transition state structures and
energies. Reprinted with
permission from [35]
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Even though the WGSR over CeOx/Cu catalysts can occur via both redox and
associative mechanisms, the study presented here shows that the presence of the
oxide/metal interface activates the more efficient associative mechanism pathway
and leads to a more than one order of magnitude increase in the activity of the
CeOx/Cu(111) system compared with Cu(111). The synthesis and catalytic testing
of a model system that incorporates both components, the oxide and metal phases,
in the form of nanoparticles are discussed in the next section.

9.3.4 WGS Reaction on a Cu/CeOx/TiO2(110) Surface

The combination of two reactive metals in a common oxide matrix can produce
materials with novel structural and/or electronic properties [36]. It has been found
that when ceria nanoparticles are deposited on a reducible oxide such as TiO2(110),
the titania substrate imposes on the ceria nanoparticles non-typical coordination
modes leading to a subsequent change in the relative stability of the Ce3+/Ce4+

oxidation states that translates into a significant enhancement in chemical activity.
An STM image of ceria nanoparticles stabilized on TiO2(110) is shown in Fig. 9.9.
The image was taken with a bias of +1.2 V, and the angle of the diagonal array is
close to 42° with respect to the ½1�10� direction. When this feature was imaged at
+0.4 V, the individual bright features appeared as dimers. Each ceria dimer is
located between two rows of oxygen atoms protruding from the surface. Ce 3d XPS
spectra indicated that the oxidation state of the Ce atoms in the dimers was +3. On
the other hand, in the Ti 2p XPS region mainly Ti4+ is observed, with a small
amount (<5 %) of Ti3+, comparable to that found on clean TiO2(110). The presence
of O2 in the background during the deposition of Ce for the synthesis of the ceria
nanoparticles prevented the reduction of the titania support by Ce.

Fig. 9.9 STM image for the
ordering of Ce2O3 dimers on a
TiO2(110) surface
(7 nm × 7 nm image size).
Reprinted with permission
from [36]
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When metals such as Au, Pt or Cu are deposited on top of the Ce2O3/TiO2(110)
surface, they form three-dimensional nanoparticles [37]. The ceria nanoparticles act
as nucleation centers and favor the dispersion of both Au and Cu. In the case of the
latter metal, a substantial number of Cu particles remain on the terraces of Cu/CeOx/
TiO2(110) even after annealing to 625 K, where they easily sinter when adsorbed
on bare TiO2(110). For low coverages of both Cu and CeOx nanoparticles, the
Cu/CeOx/TiO2(110) system is *10 times more active than the model for the
Cu/ZnO industrial catalysts.

In the Cu/CeOx/TiO2(110) system, there is a strong coupling of the chemical
properties of the admetal and the mixed-metal oxide: The adsorption and dissoci-
ation of water can easily take place on the reducible oxide nanoparticles, CO
adsorbs on the admetal nanoparticles, and all subsequent reaction steps occur at the
oxide-admetal interface. Powder catalysts of ceria-modified titania can be prepared
for practical applications. The high catalytic activity of the Cu/CeOx/TiO2(110)
surfaces reflects the unique properties of the mixed–metal oxide at the nanometer
level. The titania substrate imposes on the ceria nanoparticles non-typical coordi-
nation modes enhancing their chemical reactivity. This phenomenon leads to a
larger dispersion of supported metal nanoparticles and at the same time makes
possible the direct participation of the oxide in the rate limiting step in the catalytic
WGS reaction, the dissociation of water.

In summary, synergistic effects between metal and oxide sites have being dis-
cussed in the catalysis literature since the middle of the 20th century, in particular
the formation of special multifunctional sites at metal/oxide interfaces [38–40]. But
interrogating these special interfacial sites experimentally is challenging. Our study
illustrates the power of combining DFT electronic structure calculations with in situ
mechanistic studies on well-defined catalysts and the important role that
metal-oxide interfaces can play in catalysis. The simultaneous participation of
atoms present in the metal and oxide make possible the formation and stabilization
of weakly adsorbed carboxyl (HOCO) species, favoring a reaction mechanism for
hydrogen production that is more effective than on either pure copper or ceria sites.
Thus, when optimizing this type of catalysts one should pay special attention to the
properties of metal-oxide interfaces.

9.4 Conversion of Alcohols on Model Systems Based
on (WO3)3 and (MoO3)3 Clusters

Clusters of early transition metal oxides (e.g. WOx, MoOx and VOx), supported on
high surface area oxide scaffolds (i.e. ZrO2, Al2O3, SiO2, and TiO2) are an
important class of catalytic materials with applications in a broad range of chemical
transformations. Dehydration and partial oxidation of alcohols, isomerization of
alkanes and alkenes, dehydration and metathesis of alkenes, and selective reduction
of nitric oxide, are just few examples illustrating their broad applicability [41, 42].
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As a result of the complexity of these materials our mechanistic understanding of
such reactions on their various structural motifs is far from complete. As such, the
design, preparation and characterization of well-defined structural models are
critical tasks for advancing our fundamental understanding of structure-function
relationships on complex oxide catalysts.

Unfortunately, the preparation of well-defined oxide clusters is a rather chal-
lenging task. Traditional simple methods generally employ deposition of metal
and/or volatile organometallic precursor followed by their oxidation. While fairly
simple, these procedures generally result in a range of poorly defined cluster sizes
with a broad distribution of sites. The deposition of mass-selected oxide clusters, on
the other hand, offers an extreme level of control over cluster sizes and composi-
tion, but the applications have been rather limited due to the complexity of cluster
sources and low yields [44, 45]. Below we discuss an alternative simple method
which is based on a sublimation of oxide powders yielding nearly monodispersed
oxide clusters of a specific but not variable size. The simplicity of this approach
allows for extensive detailed studies of the structure and catalytic activity of a
number of model catalytic systems [46]. Conversion of alcohols to alkenes, alde-
hydes, ketones, and ethers is used as a model set of reactions to probe both the
acid/base (Lewis and Brønsted) and redox properties of different structural motifs
prepared using this technique.

9.4.1 Preparation of (WO3)3 and (MoO3)3 Clusters

While sublimation of oxides has been used extensively in matrix isolation exper-
iments, surprisingly it has not been widely employed in the preparation of sup-
ported oxide clusters in the surface science studies of planar model catalysts. The
studies illustrated here focus on the preparation, characterization and reactivity of
(WO3)3 and (MoO3)3 clusters [46]. The main limitation of this approach is that for
most oxides only monomer-like units such as MgO, TiO, SiO, Al2O3 are expected
to be the dominant gas phase species that result from the sublimation. Sublimation
of WO3 and MoO3 powders, which leads primarily to cyclic (WO3)3 and (MoO3)3
trimers (schematically shown in Fig. 9.10, left) is rather an exception to this rule.
This is demonstrated by the IRRAS experiments of the isolated clusters deposited
into a krypton matrix that are shown in Fig. 9.10 [43]. Theoretical studies further
reveal that in gas phase both (WO3)3 and (MoO3)3 trimers are structurally similar
and have D3h symmetry [47]. Each metal (M) atom is tetrahedrally coordinated with
two bridging oxygen atoms (M–Ob–M) and two terminal oxygen atoms (M=Ot).

Before we focus on the catalytic activity of such clusters, we summarize their
most relevant thermodynamic properties that determine their reactivity with organic
species, namely, the Lewis and Brønsted acid/base and redox properties of different
sites. These properties have been calculated with high accuracy using high level
correlated electronic structure methods such as coupled clusters theory (CCSD(T))
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with correlation-consistent basis sets [48, 49]. Both (WO3)3 and (MoO3)3 clusters
possess strongly Lewis acidic metal sites. It has been predicted that (WO3)3 has a
Lewis acidity of 117.9 kcal/mol (computed in terms of its fluoride affinity) which is
comparable to that of SbF5. The Lewis acidity of (MoO3)3 of 105.3 kcal/mol is only
slightly smaller. On the opposite end, both Ob and Ot atoms are only weakly basic,
with proton affinities of 146.4 and 175.1 kcal/mol for (WO3)3 and 160.8 and
176.3 kcal/mol for (MoO3)3, respectively, not much higher than that of H2O.
Consequently, the expected site for Lewis acid attack is the metal and for Brønsted
acid attack is the Ot for both Mo and W clusters with W being the stronger Lewis
acid of the two. Further, the reducibility of the metal centers is also of fundamental
importance as it affects redox reactions. It can be quantified in terms of the adiabatic
electron detachment energy (equivalent to the electron affinity of the neutral) for
cyclic (MO3)3

− anions. For the cyclic (MO3)3
− species, values of 3.29 and 3.03 eV

were obtained for Mo and W, respectively, indicating easier reducibility of the
(MO3)3. The implications are that Mo is not only a mildly weaker Lewis acid but
that it can be reduced easier (i.e. stronger oxidizing agent) than W to a lower
oxidation state.

Fig. 9.10 IRRAS spectra for a (MoO3)n and b (WO3)n suspended in a Kr matrix on an inert
graphene substrate supported on Pt(111). Predicted vibrational frequencies for different types of
clusters are shown as ‘‘stick’’ spectra under the experimental peaks. The ‘‘stick’’ spectra for MoO3

clusters were red-shifted by 29 cm−1 in order to match the experimental spectra. The insets show
the population as a function of cluster sizes, n, as determined from the area of the M–Ob–M
stretching mode peaks for various cluster sizes assuming identical oscillator strengths. Adapted
with permission from [43]
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9.4.2 Alcohol Chemistry on Unsupported (WO3)3
and (MoO3)3

With these general properties in mind one can now compare the inherent catalytic
activity of both (WO3)3 and (MoO3)3 towards small C1-C4 aliphatic alcohols in the
absence of support effects [43, 50]. This can be accomplished by direct sublimation
of (MoO3)3 and (WO3)3 into the reactive matrices of alcohols at low temperatures.
Several competing reaction pathways, dehydration to alkanes, dehydrogenation to
aldehydes/ketones and condensation to ethers are available and allow to probe
different acid/base and redox properties as summarized above. Product formation
can be followed as a function of increasing temperature using temperature pro-
grammed desorption (TPD) in concert with in situ spectroscopic studies and con-
comitant electronic structure calculations can provide detailed quantification of the
reaction energetics.

The TPD spectra in Fig. 9.11 illustrate the observed desorption products from
OD-labeled ethanol (C2H5OD) adsorbed on both (WO3)3 (upper black traces) and
(MoO3)3 (lower gray/red traces) clusters. The desorbing species are divided into
three categories, (A) excess unreacted ethanol between 135 and 200 K, (B) water as
the only observed carbon-free product and (C) carbon containing products. The
quantified yields of the products for all C1–C4 aliphatic alcohols are further
summarized in Fig. 9.12 [50].
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Fig. 9.11 Desorption rates of
a CH3CH2OD, b D2O and
H2O, and c CH3CH2OH,
CH2CH2, CH3CHO, and
(CH3CH2)2O as a function of
linearly increasing
temperature (2 K/s) obtained
during the TPD experiment
following co-adsorption of
2.0 × 1015 WO3/cm
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red traces) with 20 × 1015 of
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2 on
graphene/Pt(111) at 24 K.
Adapted with permission
from [43]
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The evolution of D2O at low temperatures (170–300 K) demonstrate that a
fraction of C2H5OD dissociated and since this is the only observed D-containing
product that deuterium was utilized to solely form D2O. Electronic structure cal-
culations at the CCSD(T) level further reveal that water formation is a result of the
deprotonation of ethanol molecules on the dioxo moieties as illustrated in (9.1)
below.

M

O O

+ 2C2H5OD(a) M
ODDO

C2H5
O

H5C2
O

M
O OC2H5

C2H5
O

+ D2O(a)

ð9:1Þ

A detailed quantitative analysis of product yields showed that on average 0.56
D2O molecules formed per W6+ center. On (MoO3)3, a significantly reduced yield
of 0.21 D2O/Mo6+ was observed. The factor of two reduction in the D2O yields on
(MoO3)3 is common to all C1–C4 alcohols that were studied (Fig. 9.12). The more
considerable shift in (9.1) towards the products for W6+, is a consequence of its
higher Lewis acidity which stabilizes the initial alcohol/cluster complex, lowers the
alcohol dissociation barrier on the dioxo species and increases the thermodynamic
stability of the products. The absence of H2O further indicates that C–H bonds are
not being cleaved in this temperature range.

This initial desorption of low temperature water has been found to be a critical
step kinetically driving forward the formation of other organic products which are
endothermic in the overall reaction energy scheme. As such, the amount of deu-
terium in D2O directly corresponds to the sum of the carbon containing products as
evident from (9.1). The electronic structure calculations at the CCSD(T) level have
further shown that if only a single alcohol is dissociated on each dioxo, O=M=O
center, the alcohol recombination is favored over the formation of reaction
products.
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Fig. 9.12 Quantified yields of D2O (measure of the total alcohol–OD conversion) and major
carbon-containing products (alcohols, alkenes, aldehydes/ketones) following coadsorption of
20 × 1015 alcohol/cm2 with a 2.0 × 1015 WO3/cm

2 and b MoO3/cm
2 on graphene/Pt(111) at 25 K.

Reprinted with permission from [50]
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As the temperature is further increased in the TPD experiments, the diethoxy
coordinated clusters yield five products that can be seen in Fig. 9.11 at 400–500 K,
namely water, ethylene, acetaldehyde, non-deuterated ethanol, and diethyl ether.
These products arise from ethoxy dehydration to CH2=CH2 and H2O, dehydro-
genation to CH3CHO, recombination to CH3CH2OH, and condensation to
(CH3CH2)2O. It should be noted that the H atom bound to the hydroxyl group must
have initially arisen from a C–H bond breaking process. The similar temperature
range at which all of these reactions are observed implies that all three reaction
channels are in competition and it is notable that the branching ratios show a
pronounced difference for W versus Mo. For the former, dehydration is the pre-
ferred channel whereas dehydrogenation is preferred for the latter.

Reaction energetics calculated at the CCSD(T) level for dehydration shows
similar reaction energy barrier of 35–36 kcal/mol on both W and Mo as expected
based on similar desorption temperatures observed in the TPD of Fig. 9.11. The
transition state for the ethoxy (and alkoxy in general) dehydration has been pos-
tulated to involve the concerted breaking of the Cα–O and Cβ–H bond and involves
a carbo-cationic character in the C2H5 fragment as illustrated in (9.2) below
[51, 52].

M
O OC2H5

O

C
H

CH2

M
O OC2H5

C2H5
O

M
HO OC2H5

O

+ C2H4(g)

H
H

ð9:2Þ

Several reaction pathways are subsequently available for the hydroxyl and
ethoxy coordinated clusters: (1) the dehydration of the second ethoxy (over similar
energy barrier) followed by H2O evolution and/or (2) recombination of the
hydroxyl and ethoxy yielding protonated ethanol. Both water and protonated
ethanol, C2H5OH, are observed in the TPD experiments (Figs. 9.11 and 9.3).

In contrast with dehydration, dehydrogenation shows an appreciably lower net
reaction barrier of 34 kcal/mol for Mo6+ relative to 43 kcal/mol for W6+ as predicted
at the CCSD(T) level. This is a direct consequence of easier reducibility of Mo6+ as
compared to W6+. Interestingly, the difference in Mo6+ and W6+ reducibility lead to
differences in the calculated reaction mechanisms. Reaction proceeds via heterolytic
breaking of a Cα–H bond on both types of clusters. For W6+, the H transfer leads to
the formation of a transient hydride species as shown in (9.3):
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This hydride formation avoids the energetically costly reduction of W6+ centers.
In contrast, on more reducible Mo6+, transient reduction represents the lowest
energy paths. While the reduction can involve one or two neighboring Mo6+ centers
on the cluster, for simplicity only the single site example is illustrated in (9.4).
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As a result of the lower reaction energy for dehydrogenation on Mo than W,
dehydrogenation thus becomes the dominant channel on (MoO3)3 clusters as
opposed to the dehydration route observed on (WO3)3 clusters. Ethers are also
found but under the employed reaction conditions have been shown to be only
minor products. The calculated reaction mechanism [50] shows that three alcohol
molecules are required for the low energy ether formation pathway with one being
sacrificed to generate a highly basic Brønsted OH group, which is unlikely under
the employed reaction conditions.

The observed alcohol-dependent trends further show that the formation tem-
perature of C-containing products on both (WO3)3 and (MoO3)3 decreases with
increasing alkyl chain length (e.g. from methanol to 1-butanol) and chain number
(e.g. from 1-butanol to 2- and t-butanol). This effect has been attributed to the
increased inductive effect of the alkyl chains [51, 53] that lead to stabilization of
carbo-cationic transition state and barrier lowering of the β-hydrogen elimination in
the course of the dehydration reaction. The comparison of the overall alcohol
conversion and relative yields of different reaction products for all alcohols is
shown in Fig. 9.12. As already stated, the D2O yields (gray bars) directly represent
the total conversion yield on a per MO3 basis. The obtained D2O yield should be
therefore identical with the sum of yields of all carbon-containing products
(green + red + blue bars) and generally a good agreement is indeed seen.
Dehydration is the major channel for all alcohols (except methanol) on (WO3)3. In
contrast, on (MoO3)3, all channels (dehydration, dehydrogenation, and recombi-
nation) remain competitive for all primary alcohols. For secondary and tertiary
alcohols, dehydration is dominant on both (WO3)3 and (MoO3)3.

9.4.3 Model Supported Catalytic Systems Based on (WO3)3
Clusters

The straightforward accessibility of such monodispersed clusters affords an
excellent opportunity to utilize them as building blocks in the synthesis of
well-defined supported model catalytic systems. These systems can in turn be used
in model reactivity studies and yield valuable information about how the binding of

9 Catalytic Chemistry on Oxide Nanostructures 273



such identical building blocks on different substrates influence their activity. This
approach is illustrated by a series of thermally robust models for (WO3)3 deposited
in dispersed form on rutile TiO2(110) [54, 55] and FeO(111)/Pt(111) [56] and as a
nanoporous WO3 film on graphene/Pt(111) [57, 58]. The micrographs of these
model systems are depicted in Fig. 9.13.

Figure 9.13a shows the appearance of (WO3)3 clusters on rutile TiO2(110)
surface as revealed by high-resolution scanning tunneling microscopy (STM) [54,
55]. The supported clusters are prepared by room temperature deposition of (WO3)3
followed by annealing to 450-600 K. The images are dominated by very bright
isolated (WO3)3 features that have a crescent-like appearance. The alternating bright
and dark rows of low-and high-lying titanium and bridging oxygen rows, respec-
tively, of the underlying corrugated TiO2(110) surface can be also recognized. The
number of observed features were directly correlated with the total deposited mass
of WO3 as determined by a quartz crystal microbalance demonstrating that each
bright feature indeed contains three WO3 units as expected for cyclic (WO3)3. The
atomistic structure of the (WO3)3 on TiO2(110) system was subsequently explored
in theoretical studies using DFT based ab initio molecular dynamics (AIMD) [59,
60]. The calculations have shown a number of structures that were very close in
energy with all structures forming multiple bonds that can be described in terms of
Lewis acid–base interactions with electrons being donated from basic Ot to acidic
surface titanium and from acidic W6+ to basic surface bridging oxygen sites.

Fig. 9.13 a Empty-state scanning tunneling micrograph (STM) of isolated (WO3)3 nanoclusters
following the (WO3)3 deposition on rutile TiO2(110) at 300 K and annealing to 600 K. The
underlying rows (running vertically) of Ti and O ions that form troughs and ridges are imaged
bright and dark, respectively. b Empty state STM image of dissociated (WO3)3 clusters deposited
on FeO(111)/Pt(111) at 300 K. The underling honeycomb like structure is a moiré due to
difference in the surface lattice constants of the FeO(111) bilayer and the underlying Pt(111)
substrate. c Scanning (SEM) and transmission (TEM) electron micrographs of a *1 μm thick
nanoporous WO3 film deposited at an incident angle of 85° and a substrate temperature of 20 K on
a graphene monolayer on Pt(111). a, b, and c adapted with permission from [54, 56, 58],
respectively
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The catalytic studies of 2-propanol on (WO3)3 on TiO2(110) have shown that the
dehydration to propene is the primary reaction channel, similar to that observed for
2-propanol on unsupported (WO3)3 clusters (Fig. 9.12). In the TPD experiments,
the propene yield dropped by a factor of three for clusters deposited at 100 K
(relative to unsupported (WO3)3 clusters) and another factor of four following the
cluster preannealing to 600 K. While the yield decreased significantly, the propene
evolution temperature remained the same. The yield decrease was interpreted in
terms of decreasing number of available dioxo, O=W=O, species as the temperature
is increased and the clusters bound more strongly/reacted with the underlying
TiO2(110). Sustained catalytic activity and propene yield was observed in
isothermal reactive scattering experiments [46] demonstrating a true catalytic nature
of this system.

Strong interactions of the (WO3)3 clusters with the substrate are observed on
polar, oxygen terminated FeO(111) bilayer on Pt(111) which has been employed in
numerous studies both as active catalysts and as supports for metal clusters [61, 62].
Due to the lattice mismatch between FeO(111) and Pt(111), a periodic hexagonal
Moiré pattern (bright and dark areas) is formed as clearly visible in the high
resolution STM image shown in Fig. 9.13b [56]. The combined STM, IRRAS, XPS
and DFT-AIMD studies have shown that the (WO3)3 clusters dissociate already at
300 K to their monomeric WO3 units. The theoretical studies further reveal that the
highly oxophilic Fe2+ ions of the FeO interact strongly with electron rich W=O
bonds of the clusters and that each W6+ site possesses only a single terminal
monoxo, W=O, moiety.

The 2-propanol conversion studies on this system have yielded only negligible
amount of propene showing very low activity of the monoxo, W=O, species [56].
The propene desorption temperature was practically identical with that observed for
(WO3)3 on TiO2(110) further indicating that the cluster binding to different sub-
strates does not significantly influence the energetics of the dehydration reaction.

Further evidence for high activity of dioxo, O=W=O, relative to monoxo,
W = O, moieties was obtained from alcohol reactivity studies on nanoporous WO3

films that were prepared by ballistic deposition of (WO3)3 [57, 58]. This method is
based on a deposition at low substrate temperatures under limited surface diffusion
conditions. Under such conditions the species impinging from the vapor phase are
incorporated at and/or very near the site where they initially land (hit and stick)
which results in the formation of nanoporous films [63, 64]. Surface area of the
films further increases with increased incident angle of the deposited material (here
(WO3)3) due to shadowing and leads to the formation of columnar film structure
such as the one shown for WO3 in Fig. 9.13c.

The dehydration of 1-propanol was studied on such nanoporous films as a
function of annealing temperature. The propane yield was compared with the
surface area (from physisorbed amount of krypton) and the integrated intensity of
W=O stretch (from IRRAS) as a function of annealing which induced densification
[57]. Interestingly, the integrated W=O stretching band in IRRAS which here
represents the sum of both monooxo and dioxo species decreased in the same
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fashion as the film surface area. In contrast, the propene yield decreased signifi-
cantly faster than the sum of the monooxo and dioxo species. The faster decrease in
the reactivity as compared with the surface area or the intensity of the W=O stretch
was interpreted to be a result of thermal conversion of the dioxo species (dehy-
dration active) to monooxo species (dehydration inactive), as schematically shown
in (9.5) below.

W

O O

W

O
T

W
T ð9:5Þ

The studies have shown that the propene yield correlates well with the coverage
of dioxo, O=W=O species obtained from a simple model assuming random anni-
hilation of W=O bonds independent of whether they are in dioxo and/or monoxo
species. The interpretation was further supported by DFT-AIMD calculations of the
reaction mechanisms on both types of species [57].

In summary, in this section we have illustrated how studies of (MO3)3 in reactive
matrices and on planar model supports can provide a wealth of insight on the details
of the structure, reactivity and energetics of these catalysts. In general, reactivity of
these species towards organic molecules is found to be governed by the terminal
M=O oxo groups with dioxo species shown to be necessary for catalytic reactions
such as alcohol hydration and dehydrogenation. The stronger Lewis acidity of the
W6+ sites relative to the Mo6+ analogue enhances the overall reactivity of these
centers but the more easily reducible Mo6+ leads to a higher selectivity towards
oxidation reactions (e.g. ethanol to acetaldehyde). Interestingly, the reaction yields
on different substrates have been found to vary dramatically, primarily due the
annihilation of dioxo groups as a result of differences in cluster binding.
Surprisingly, no substrate induced changes have been observed in the overall
energetics of observed reactions.

9.5 Summary

In summary, in this chapter we illustrated the unique chemical properties that can be
realized by oxide nanostructuring in the form of continuous ultra-thin films,
extended islands and/or supported nanoclusters. Such structures allow for stabi-
lization of distinct structural motifs that can be exploited in desired catalytic
transformations. Properties of such complex systems are challenging to understand
and predict. As such, they require the use of model systems that allow us to unravel
the key descriptors defining the structure-activity relationships. Planar models
employed in the studies highlighted here are ideally suited to address such fun-
damental questions. We have demonstrated their importance on (a) metastable PdO
films that promote facile C–H bond activation and oxidation of alkanes, (b) multi-
functional catalytic sites at copper/cerium-oxide island interfaces that are highly
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active in water-gas shift reactions, and (c) (WO3)3 and (MoO3)3 nanoclusters with
active dioxo, O=M=O, moieties that efficiently catalyze dehydration and partial
oxidation of alcohols. Despite the unparalleled level of structural and chemical
characterization provided by detailed imaging and spectroscopic studies of such
model systems, close coupling with theoretical studies is critical if one strives to
achieve detailed understanding of underlying reaction mechanisms.
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Chapter 10
Charge Transfer Processes on Ultrathin
Oxide Films

Thomas Risse

Abstract This chapter is concerned with charge transfer processes on ultrathin
oxide films. The discussion is centered around Au deposited on ultrathin single
crystalline oxide films as model systems to illustrate the different effects associated
with charge transfer processes. Apart from Au atoms and 1- or 2-dimensional Au
particles the behavior of oxygen (O2) as an example for a molecule with high
electron affinity will be discussed.

10.1 Introduction

Charge transfer is ubiquitously found in nature and is, hence, very important to all
natural sciences, which may be illustrated by the fact that every oxidation or
reduction reaction involves charge transfer. Consequently, it is at the heart of many
important technological as well as natural systems. There is a countless number of
examples such as electrochemical electrodes, photovoltaic devices, or complex
natural processes such as photosynthesis to name only few. Photosystem II is a
beautiful example to illustrate the complex interplay between geometric and elec-
tronic structure that is required to enable the transfer of four electrons needed for the
reduction of water to molecular oxygen. Tremendous advances have been achieved
over the years to understand charge transfer processes in various branches of sci-
ence including surfaces in general and oxide surfaces in particular [1–4]. These
processes may be classified into transient charge transfer states as created e.g. after
photo excitation and processes, which create metastable charge transfer products
such as molecular radicals. One of the first observations proving the charge transfer
from an oxide surface to an adsorbate goes back to work by Lunsford, who
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employed electron paramagnetic resonance (EPR) spectroscopy showing that defect
sites on MgO can serve as electron donor sites for electron transfer. This was
exemplified by the spontaneous formation CO2

� radicals upon adsorption onto
so-called color center at the surface of MgO [5]. Within this chapter we will restrict
the discussion to spontaneous charge transfer processes only and will not discuss
induced charge transfer processes any further.

Conceptually charge transfer involves a donor and an acceptor of the charge. The
nature of these species at solid surfaces and interfaces depend crucially on the
properties of the system under investigation. The theoretical framework used to
describe such processes has been reviewed in detail in various articles and will not
be presented here in detail again [6, 7]. In brief, if an electron is transferred from a
donor state D into an acceptor state A the appropriate description of the system
depends on the strength of the electron-nuclear coupling. If the coupling is strong,
electron transfer is controlled by nuclear motion. The rate of electron transfer in
such a strongly coupled system may be conveniently described by classical Marcus
theory in which the nuclear motion is described by harmonic oscillators for both the
reactant as well as the product states. On the contrary, if electron-nuclear coupling
is weak a nonadiabatic description in the potential energy surfaces of the initial and
the final state may be used and the transition rate can be approximated within a
perturbative treatment to depend to first-order on the matrix element describing the
electronic coupling between the initial and the final state and the overlap of the
nuclear wave functions, so-called Franck-Condon factors, of educts and products
corresponding to the same electronic energy.

From this discussion it is readily clear that a proper description of charge transfer
processes at surfaces requires detailed knowledge about the potential energy
hypersurfaces. Such information can only be gathered for systems characterized at
the atomic level. Epitaxial, single crystalline oxide films grown on metal surfaces
allow for such an atomic level characterization employing modern surface science
tools [8, 9]. These films may serve as suitable models for bulk oxides, which might
be intended if such systems are considered as supports for heterogeneous model
catalysts. In case ultrathin films of a few monolayer thickness are used the coupling
of the oxide surface to the metal support may alter the properties of the surface
significantly, however, it depends crucially on the system under consideration
whether or not significant changes occur. Hence, detailed investigations are required
to elucidate this aspect. Charge transfer processes being the central topic of this
chapter can serve as an example for such a change of surface properties if comparing
thin films with bulk single crystals. It should be noted in passing that charge transfer
processes on wide band gap semiconductor surfaces are not limited to ultrathin films,
but may also be found for bulk systems if these have been appropriately modified
e.g. by doping with appropriate transition metal ions [10, 11].

Within this chapter we will not try to give an exhaustive review on the topic of
charge transfer on ultrathin oxide films but rather focus on few examples that can be
used to illustrate the different effects to be considered. In particular we will use Au
deposited onto oxide surfaces as a prototype system, which will be complemented
by discussing the adsorption of oxygen molecules onto ultrathin MgO film to
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illustrate that several of the concepts are not restricted to metals. This chapter is
focusing on experimental results, however, it needs to be stressed that the micro-
scopic understanding of the processes are largely driven by the intimate interplay
between experiment and theory and particular care has been taken to highlight the
important contributions of theory throughout the discussion. The interested reader
may, however, be referred to recent, more theory oriented reviews on this topic for a
more detailed discussion of theses aspects [12, 13].

10.2 Adsorption of Atoms and Molecules

Atoms and simple molecules are a good starting point for the discussion of charge
transfer processes at ultrathin oxide films as they already show many of the effects
that are important to understand these processes. We will start the discussion with
molecular oxygen as an example for a molecular adsorbate with high electron
affinity and then turn to Au atoms, which will be the first step towards the
understanding of more complex Au particles being discussed in the following.

10.2.1 O2 on Ultrathin MgO

Molecular oxygen adsorbes weakly on the stoichiometric (001)-surface of bulk
MgO. This is in line with expectations based on the ionic nature of MgO with a
band gap of more than 7 eV. The band gap of MgO converges to the bulk value
already for a very thin film, however, the Fermi level of the metal support is located
within the band gap of the oxide [14]. Electron transfer will be possible if the film is
thin enough to allow for a tunneling of an electron provided that the total energy of
the system decreases. Charge transfer onto an adsorbate is expected in a simple
band structure model if the affinity level of the adsorbate is located below the Fermi
level of the support, which will occur to first approximation if the electron affinity
of the adsorbate exceeds the work function of the support. Therefore charge transfer
was predicted for molecules with high electron affinities such as NO2 or O2

adsorbed on ultrathin MgO(001) films grown on Ag(001) or Mo(001), which show
a reduction of the work function as compared to the clean metal surfaces [15–17].

As compared to the weak adsorption on the (001) surface of bulk MgO, theory
predicts a strongly enhanced adsorption energy of −0.82 and −1.5 eV on thin MgO
(001) films grown on Ag(001) or Mo(001), respectively [16, 17]. The chemisorbed
molecules are negatively charged and adopt a flat adsorption geometry on the MgO
surface with the oxygen molecule bridging between two Mg cations. A detailed
analysis of the adsorption complex shows, that a so-called polaronic distortion of the
MgO lattice contributes significantly the adsorption energy of the molecule. In
particular the Mg cations are lifted out of the surface plane (Fig. 10.1c). From an
experimental point of view the characterization of the superoxide anion can be
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approached using EPR spectroscopy as the superoxide anion is a radical with a
doublet ground state. EPR spectroscopy is a powerful tool to characterize param-
agnetic systems and was shown to have the required sensitivity to detect radicals on
planar single crystal surfaces with less than a per mill of a monolayer [18]. On the
one hand it has to be kept in mind that the method requires paramagnetic species and
as such will be blind for all other species on the surface. In addition spin physics may
hamper the detection of paramagnetic species. A well-known example is the
so-called Korringa exchange between a paramagnetic center and the conduction
band electrons of a metal, which leads to very broad lines and renders the detection

Fig. 10.1 a EPR spectrum of 20 L O2 adsorbed at 40 K on a 4 ML thick MgO(001) film on Mo
(001) with the magnetic field in the surface plane along a [110] equivalent direction. b sketch of
oxygen molecules adsorbed on 2 ML MgO films as predicted by theory. The transparent plane
indicates the plane in which the magnetic field was lying in (a). The orientation of the three
principal components of the g-matrix of the two symmetry equivalent molecules are shown as
color coded arrows. As an EPR experiment probes the g-value oriented along the static magnetic
field it readily clear that both molecules are not identical for the magnetic field lying in the surface
plane. c result of a DFT calculation of O2 on a 2 ML thin MgO(001) film on Mo(001) showing the
polaronic distortion of the MgO lattice. d EPR spectra taken for 20 ML O2 adsorbed at 30 K on a
4 ML MgO(001) grown on Mo(001) as a function of the polar angle θ. The magnetic field was
oriented in a plane spanned by a [100] equivalent direction in the surface and the surface normal
([001] direction). Adapted from [20]
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of EPR signals impossible on planar metal surfaces [19]. On the other hand EPR has
a very high energetic resolution as compared to other spectroscopies used in surface
science, which allows to discriminate centers with very similar properties. On single
crystal surfaces it is even more important that the magnetic interactions such as the
Zeeman interaction (electron spin with magnetic field) or the hyperfine interaction
(electron spin with nuclear spins) are anisotropic. Symmetric interaction matrices
having a principal axis system, which is uniquely defined for each system, describe
these anisotropic interactions. Angular dependent measurements allow determining
the orientation of theses interaction matrices and by that provides direct access to
geometric properties of the systems. Concomitantly, these measurements provide the
values of the principal components of the matrices, which encode information on the
electronic properties as well as the local chemical environment of the paramagnetic
species. To illustrate this strategy we will now return to the discussion of the
superoxide anion radical. The spectrum of the 16O2

− radical is determined by an
anisotropic Zeeman interaction. For systems with sufficiently high symmetry such as
the O2

− radical the principal axis system of the g-matrix is linked to the high
symmetry directions of the system. In case of the theoretically predicted adsorption
geometry of the superoxide radical on ultrathin MgO(001) films, one of the principle
axis is aligned with molecular axis, one is the surface normal and the third one is
mutual perpendicular on the two others as shown in Fig. 10.1b. An EPR spectrum
obtained after adsorbing 20 L molecular oxygen at 40 K on a 4 ML thick MgO(001)
film grown on Mo(001) is shown in Fig. 10.1a [20]. The magnetic field was oriented
in the surface plane collinear with a [110] equivalent direction (see Fig. 10.1b). The
spectrum consists of a doublet of lines at g-values of 2.072 and 2.002, respectively.
The signal positions are well in line with the expectations for O2

− species as found
on chemically modified MgO powder for which two g-matrix (gxx, gyy) components
were found between 2.0023 and 2.007 while the third one (gzz) varies between 2.062
and 2.091 depending on the adsorption site of the O2

− radical [21–23]. It is important
to note that the signal is only observed for thin films and vanishes for film thickness
above 15 ML. In line with the theoretical predictions the radicals are bound strongly
to the support showing a desorption temperature of approximately 350 K.

As mentioned above a detailed analysis of the properties of the O2
− radical

requires the determination of the principal components of the g-matrix as well as its
orientation with respect to the surface. To determine the orientation of the tensor as
well as its principal values angular dependent measurements are required, both in as
well as out of the surface plane. The lowest trace in Fig. 10.1d shows the spectrum
taken after rotating the crystal 45° in the surface plane, hence, with the magnetic
field along a [100] equivalent direction. A single line at g = 2.0037 is observed.
This is in perfect agreement with the expectation based on the theoretically pre-
dicted adsorption geometry. Spectra taken with the magnetic field oriented out the
surface plane (Fig. 10.1d) show a cos2 dependence of the resonance position as a
function of the out-of-plane angle θ with the extreme values found at 90° and 0°,
respectively. Thus, two tensor components are oriented in the surface plane and the
third component is oriented perpendicular to the surface. The two orthogonal
components in plane are aligned to [110] equivalent directions as inferred from the
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collapse of the splitting if the magnetic field is aligned along a [100] equivalent
direction, which renders the two symmetry equivalent adsorption sites on the
fourfold symmetric (001) surface also magnetically equivalent. Therefore, the EPR
results prove on the one hand the formation of O2

− radicals on ultrathin MgO films
and on the other hand confirm the adsorption geometry as predicted by theory.

Additional insight into the adsorption properties can be obtained from a com-
parison of the g-tensor components with those found on bulk MgO powder, which
are given in Table 10.1. Please note that the assignment on the powders is based on a
detailed comparison between theory and experiment [24]. On powders the gzz
component is found to vary strongly for different adsorption sites. Theory shows that
the value of the gzz component reduces with decreasing coordination number. From
a comparison between the experimental results on bulk MgO powder and the
ultrathin film it is readily clear that the gzz component observed on the film are much
closer to the one observed for O2

− adsorbed at edges of MgO powder, while the
adsorption at terrace sites, which would correspond to the adsorption site of on the
thin film, shows a significantly larger gzz component on the powder. How is this
apparent discrepancy reconciled? It is the polaronic distortion of the MgO lattice in
case of the ultrathin film (see Fig. 10.1c) that is the origin of this effect and which
have been elucidated in detail by quantum chemical calculations [20]. The essence of
the effect may be described by a simple physical picture: the polaronic distortion
increases the local electric field at the O2

− radical as compared to an unperturbed flat
terrace with little buckling of the ions. The same effect is found when moving the
radical from the terrace to a low coordinated site such as an edge site. The increase of
the electric field is also reflected in the adsorption geometry as extracted from the
theoretical calculations. According to expectations the O2

−
–Mg distances shrinks, if

comparing the adsorption on the terrace of a thin film with the terrace of a bulk oxide
(Table 10.1). The resulting increased electric field, gives rise to an increase of the
energy splitting between the two π* orbitals of the oxygen radical being degenerate
in the gas phase. In a simple crystal field picture the shift of gzz component away

from the free electron value is given by gzz ¼ ge þ 2 k2=ðk2 þD2Þ� �1=2
[25], with λ

being the spin orbit coupling constant and D ¼ 2pyg � 2pxg: The increase of Δ due to

Table 10.1 Measured and computed g-matrix components as well as computed distances for O2
−

adsorbed on the surface of MgO(001)/Mo(001) films and MgO powders

gxx gyy gzz d(O–Mg) d(O–O)

MgO/Mo(001) exp. [20] Terrace 2.002 2.012 2.072 – –

MgO powders exp. [22] Terrace 2.002 2.008 2.091 – –

MgO powders exp. [21] Edge 2.002 2.008 2.077 – –

MgO(001) theory [24]a Terrace 2.0022 2.0092 2.0639 2.329 1.345

MgO(001) theory [24]a Edge 2.0021 2.0096 2.0527 2.158 1.353

MgO(001) with polaronic
distortion theory [20]

Terrace 2.0025 2.0093 2.0560 2.075 1.345

aPlease note that the labelling of the axis is different in [24]
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the increased electric field will lead to the expected reduction in the gzz component.
Consequently, the observed reduction of the gzz component for the ultrathin film
results can be taken as direct experimental evidence for the polaronic distortion of
the MgO-film, which is an effect that plays an important role for the stabilization of
the charge transfer states found on ultrathin ionic oxides as illustrated further below.

10.2.2 An Ultrathin FeO2−X Film on Pt(111)

The observed charge transfer onto the oxygen molecule is the initial step to activate
the molecule and it is an obvious extension to look for the possibility to use this
system as a catalyst for oxidation reactions. The ability to catalyze CO oxidation on
ultrathin MgO films grown on Ag(001) was predicted theoretically [16], however,
an experimental verification of this prediction is still lacking. The problem is that
the Ag support is even more active towards CO oxidation, which renders it difficult
to provide univocal evidence for the catalytic oxidation on the ultrathin MgO
surface. There is, however, an ultrathin oxide film that exhibits surprising catalytic
activity towards CO oxidation namely an ultrathin iron oxide film on Pt(111) [26].
As shown in Fig. 10.2 the pristine FeO(111)-film, which consists of a single layer
of Fe and oxygen, forms a well-ordered film exhibiting a pronounced Moire
structure due to the lattice mismatch between FeO and the Pt support [27–32]. This
film is not reactive towards CO oxidation under ultrahigh vacuum conditions [27].
However, in case the film is exposed to a stoichiometric mixture of CO and oxygen
at elevated pressures (40 and 20 mbar, respectively, filled to 1 bar with helium)
significant CO oxidation activity is observed for temperatures above 430 K
(Fig. 10.2b) [26, 33]. At this temperature the FeO/Pt(111) system is about an order
of magnitude more reactive than clean platinum.

The microscopic origin of the catalytic activity for this particular iron oxide film
has been elucidated combining experiments and density functional calculations
[26]. Figure 10.2c summarizes the scenario. At elevated pressures molecular oxy-
gen interacts with the pristine double layer FeO film on Pt(111) by pulling an iron
atom to the surface of the film. The rearrangement causes a local reduction of the
work function at the interface, which allows to transfer an electron onto the oxygen
molecule. In contrast to MgO the O2

− radical is only a transition state, which further
reacts by accepting another electron to from a peroxide and finally dissociates to
form more strongly oxidized Fe layer. For high enough oxygen partial pressure this
process transforms the entire FeO film into an O–Fe–O trilayer system, whose STM
image is shown in the center of Fig. 10.1c. The theoretical calculations reveal that
the trilayer system if exposed to carbon monoxide can transform incoming CO to
CO2 via an Eley Rideal mechanism leaving behind an oxygen vacancy in the film.
If oxygen pressure is sufficiently high the oxygen vacancies are filled again and the
trilayer is sustained, which renders this trilayer film a heterogeneous catalyst.
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Fig. 10.2 a STM image of a pristine FeO(111) on Pt(111). The inset shows an atomically
resolved image showing the Moire pattern between the film and the Pt support. b CO oxidation on
FeO(111)/Pt(111) as a function of time and temperatures (1 K/min). The dotted line indicates the
time when the temperature was held constant. c STM images of the FeO2−x-phase. Inset higher
resolution image of one of the islands. Sketches depict some of the steps as revealed by DFT
calculations to from the trilayer (1–3) and its reaction with CO to form CO2 (4,5). Adapted from
[26, 94]
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With respect to the central topic of this chapter it is important to stress that it is
the initial electron transfer onto molecular oxygen the allows to transform the
unreactive FeO(111) film into a catalyst for CO oxidation. Electron transfer to
molecular adsorbates on ultrathin oxide films has to be considered a general concept
provided that the system obeys the general requirements outlined above.

10.2.3 Single Gold Atoms Supported on Oxide Films

The interaction of individual Au atoms with stoichiometric oxide surfaces is typi-
cally weak as compared to the bond between Au atoms. Hence, Au atoms tend to
aggregate on the surface and investigations on individual supported Au atoms
require low temperature as well as low coverage. Deposition of Au atoms on
ultrathin oxide films may alter this behavior, however, significant differences are
observed depending on the nature of the oxide film. In the following we exemplify
the changes that can occur discussing the adsorption of gold atoms on MgO(001)-
films being a good starting point as these films have a simple geometric as well as
electronic structure.

The preparation of single crystalline MgO(001) films on Mo(001) [34–36] and
Ag(001) [37, 38] is well established and leads to well-defined, long-ranged ordered
films. Prior to a discussion of the properties of Au atoms on ultrathin films it is
instructive to discuss theses species on thicker, 15–20 monolayer (ML) MgO(001)-
films on Mo(001). Au atoms were deposited on the pristine films at 35 K by
physical vapor deposition (PVD). A singly occupied 6s orbital and correspondingly
a 2S ground state characterize Au atoms in the gas phase. Therefore, EPR spec-
troscopy is a suitable technique to investigate such species. The EPR spectrum of
0.01 ML equivalent Au is characterized by a quartet of lines (Fig. 10.3a) [39]. The

(a) (b) (c)

Fig. 10.3 a Experimental and simulated EPR spectra of 0.01 ML Au atoms adsorbed on a 20 ML
thick MgO(001)film on Mo(001). Positions of the four expected 197Au (I = 3/2) hyperfine lines are
indicated above the spectrum. Please note that the splitting is not symmetric due to the fact that the
hyperfine interaction is not small as compared to the Zeeman interaction. EPR spectrum of Au
atoms on an 17O enriched MgO film is shown in blue. b STM image (30 × 25 nm2) of Au atoms
(0.035 ML) deposited at 8 K on *8 ML thick MgO(001)/Ag(001) film. c IR-spectrum of CO
adsorbed on Au atoms and clusters on a MgO(001) film. Adapted from [39, 44]
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single line that is expected from transitions between the two spin states of the 2S
ground state is split by hyperfine interaction of the electron spin with the nuclear
spin of the associated gold atom. As Au is an isotopically pure element (I
(197Au) = 3/2; 100 % natural abundance) each of the two energy levels of the
electron spin state is split into four states due to hyperfine interaction, resulting in
four resonance lines as the nuclear spin state is preserved in an EPR experiment.
Along the lines discussed above for the superoxide radicals the orientation and the
principal components of the g- and hyperfine-matrices can be determined from an
analysis of angular dependent EPR spectra, which allows to conclude that Au atoms
are located on terrace sites of the MgO(001) islands. This is in perfect agreement
with low temperature STM results (Fig. 10.3b) [39]. The adsorption site of the Au
atoms can be determined from EPR spectroscopy taking spectra of Au atoms
deposited on 17O enriched (about 90 %) MgO films (Fig. 10.3a, blue trace). As
illustrated the most intense of the hyperfine lines of the Au atoms splits into six
resonances due to the hyperfine interaction with 17O. This is in line with expec-
tations for the interaction of Au atoms with a single oxygen ion (I(17O) = 5/2) and
allows to conclude that the Au atom adsorb on-top of oxygen ions in agreement
with theoretical predictions [40–42]. Apart from this qualitative analysis interesting
information on the electronic properties is encoded in the values of the hyperfine
tensor components. As compared to Au atoms in the gas phase the isotropic part of
the gold hyperfine interaction, which is associated with the spin density at the
nucleus due to so-called Fermi contact interaction, is reduced by about 50 %. There
are two possibilities how such a reduction can come about. One is a charge transfer
into or from the Au atom, which reduces the spin density. Alternatively, there might
by a redistribution of the electron density upon binding to the surface.
A discrimination of the two scenarios is not possible based on the experimental
results only. However, it is possible to differentiate between them using theory.
DFT calculations showed that the reduction of the isotropic hyperfine interaction is
due to a polarization of the singly occupied 6s orbital of neutral Au atoms away
from the MgO surface. In a simple orbital picture the polarization can be
rationalized as an admixture of contributions with higher angular momentum to the
wave function leading to a reduction of the spin density at the nucleus [39].

Another technique often used to investigate the properties of adsorbed species is
infrared (IR) spectroscopy. For deposited metal atoms usually the stretching fre-
quency of simple probe molecules such as CO are used to elucidate the properties
of the system. Gold catalysts were extensively investigated using this approach
([43] and references therein). The adsorption of CO onto these systems results in
two IR bands centered at 2120 and 1852 cm−1 (Fig. 10.3c) [44]. The signal at
2120 cm−1 is due to CO adsorbed on small Au clusters. If larger amounts of Au are
deposited, hence, larger Au clusters are produced this band shifts towards lower
frequencies to be found around 2100 cm−1. The line at 1852 cm−1 is associated with
single Au atoms. It is red-shifted by 291 cm−1 as compared to the value found for
gas-phase CO and by 180 cm−1 as compared to the Au–CO complex in the
gas-phase [45], respectively. The large red-shift, indicating a significant charge
transfer into the π*-orbital of the CO, is usually thought to be indicative of charge
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transfer, namely the formation of negatively charged Au atoms, which would,
however, be inconsistent with the results from EPR spectroscopy discussed above.
Again a theoretical analysis of this system allows reconciling these observations.
Form the theoretical analysis it is concluded that the large polarization of Au 6s
valence electron renders a partial transfer of electron density to the adsorbed CO
molecule possible leading to a Auδ+COδ− complex on the surface. This shows that
particularly for atoms or very small clusters probe molecules such as CO may fail to
properly report on the properties of the underlying metal [44].

From these investigations on relatively thick MgO(001) films it is concluded that
Au atoms are neutral entities, however, it became already clear that the deposited
Au atoms are strongly polarized and allow for charge transfer if appropriate
acceptors such as CO adsorb. The question arises if it is possible to manipulate the
interaction between the oxide surface and gold atoms by changing the properties of
the oxide. There are various ways of doing so. One possibility is to create reactive
centers on the surface. To this end point defects are particularly interesting and in
can be shown that is oxygen vacancies also known as color centers are suitable
centers to induce a charge transfer between these centers and deposited Au atoms.
Using a combination of STM/STS and EPR spectroscopy it is possible to show that
oxygen vacancies intentionally created by electron bombardment are located on
edges and corners of the MgO islands [46, 47]. If Au atoms are nucleating to these
color centers they become negatively charged, as verified by a combination of IR
spectroscopy and theoretical calculations [46].

In this section we will focus on the effect of ultrathin films of only a few
monolayer in thickness. Theory had proposed that Au deposited onto ultrathin MgO
films get negatively charged due to a charge transfer from the metal substrate onto
gold [48]. Qualitatively this can be understood by the fact that the unoccupied part
of the Au 6s level found in the band gap on thick films is located below the
Fermi-energy of the support for the thin film system. As discussed above there are
different contributions to this effect. First, the deposition of MgO onto the metal
substrate reduces the work function of the system, which has been confirmed both
theoretically as well as experimentally [14, 49, 50]. Second, charged Au atoms
adsorbed on the surface of the ultrathin MgO film are stabilized by polaronic
distortions of the oxide lattice [15, 51].

Experimental evidence for the charging of Au atoms on ultrathin MgO(001)
films comes from low-temperature scanning tunneling microscopy (STM) experi-
ments. As seen from the STM images shown in Fig. 10.4a, b Au atoms deposited 3
ML and 8 ML thin MgO films (T = 5–10 K) form an ordered structure indicating
significant repulsion between the Au atoms [52]. In contrast to that adsorption of Pd
atoms under the same condition on a 3 ML MgO film (Fig. 10.4c) reveals no
evidence for the formation of an ordered structure. The observation for Pd is in
perfect agreement with expectations based on a statistical distribution of the atoms
as shown by the radial distance distribution (Fig. 10.4e), while the same quantity for
the Au atoms exemplarily shown for Au atoms on 3 ML MgO reveal maxima
indicative for an ordered arrangement of the atoms (Fig. 10.4d) [53]. The formation
of the ordered structure observed for Au atoms requires lateral mobility of the
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adatoms subsequent to the adsorption even at low temperature being consistent with
the low diffusion barrier (Ed = 0.08 eV) [54]. The effect can be characterized in
more detail by looking into the nearest-neighbor distance distribution of Au ada-
toms as a function of coverage as shown in Fig. 10.4f. The maximum as well as the
width of the nearest-neighbor distance distribution decreases with increasing cov-
erage, which is in line with a repulsive interaction between the Au atoms. Charge
transfer from the substrate to the Au atoms is an obvious possibility suggested by
theory to be efficient for ultrathin films [51, 55].

The electron affinity of Pd is much lower compared to Au, thus, it is expected that
Pd will not get charged as evidenced by DFT calculations showing that the Pd 5s
level to remain above the Fermi energy [48]. In turn, Pd does not show an ordered
arrangement on the surface. Further evidence for the difference in charge state can be
found from the STM experiments. To this end it is interesting to compare the
experimental STM signatures of single Au and Pd atoms with simulated ones
applying the Tersoff-Hamann approximation [56] (Fig. 10.5). The appearance of the
Au atoms showing a protrusion surrounded by a depression is different from that of
the Pd atoms imaged as protrusions only (Fig. 10.5a–e) [53]. The theoretically
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Fig. 10.4 STM images (30 nm × 30 nm) of a Au atoms adsorbed on a 3 ML thin MgO film; b Au
atoms adsorbed on an 8 ML thin MgO film; c Pd atoms adsorbed on a 3 ML thin MgO film;
d radial pair distribution of Au atoms on a 3 ML MgO film; e radial pair distribution of Pd atoms
on a 3 ML MgO film; f nearest neighbor distance distribution of Au atoms on a 8 ML MgO film.
Red dots mark the distance expected for a perfect hexagonal lattice for the corresponding coverage.
Red lines are Gaussian fits to the data. Adapted from [52, 53]
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calculated images reflect this behavior very nicely and it is important to stress that
the “sombrerolike” appearance of charged Au atoms disappears if images of neutral
gold atoms are calculated. Such depressions around charged Au atoms are found for
other systems such as Au on ultrathin NaCl films as well [57].

It should be kept in mind that Au atoms on thick films (20 ML) or bulk single
crystals are highly polarized but essentially neutral [39]. Hence it is not clear that
the order observed on 3 and 8 ML thick films has the same origin. To elucidate this
question in more detail it is interesting to note that on bulk MgO or thick films Au
atoms nucleate on top of oxygen ions [39, 48]. In contrast to that charged Au atoms
on thin films adsorb preferably on Mg sites or hollow sites in combination with an
increased absolute binding energy [48, 51, 58]. STM can provide evidence for the
change in the distribution of the adsorption sites as shown in Fig. 10.6. To this end
the lattice of the MgO film determined on a clean film (Fig. 10.6a) is superimposed
on the STM images of Au atoms deposited onto 3 ML (Fig. 10.6b) and 8 ML thick
films. While in case of the 8 ML film more than 80 % of the atoms occupy one
adsorption site, this changes for the 3 ML film where at least two different
adsorption sites are populated with almost equal probability. A unique assignment
to specific adsorption sites is, however, difficult. A direct comparison of the
observed distribution with expectations based on the calculated binding energies for
different adsorption sites is hampered by the fact that the metal deposits are not in
thermodynamic equilibrium. Hence, the occupancy of the adsorption sites depends
on the details of the dynamics of the adsorption process, which renders a quanti-
tative comparison difficult. Based on the abovementioned knowledge that Au atoms
nucleate on top of oxygen on the surface of thick MgO films or bulk MgO single
crystals, it is inferred that the majority of Au atoms adsorbed on the 8 ML thin MgO
film nucleate on oxygen ions. In addition, it is straightforward to deduce that the

Fig. 10.5 Experimental STM image (a, d), line profile (b, e) and calculated STM image
(c, f) shown from left to right. Top row Au atoms on 3 ML MgO/Ag(001), bottom row Pd atoms
on 3 ML MgO/Ag(111). (With permission from [53]. Copyright 2007 American Physical Society)
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adsorption sites are changing for the 3 ML film, which indicates that the adsorption
behavior of Au atoms is significantly altered for film thicknesses between 3 and
8 ML. Therefore, it is concluded that the ordered arrangement of the Au atoms
observed on the 3 ML thick film is due to the repulsion between the charged metal
atoms. On the other hand Au atoms on 8 ML films resemble at least the adsorption
site of those on thick MgO films. In turn, the observed order is expected to be
induced by the dipole-dipole interaction of the strongly polarized atoms [52].

The strongly polarized adsorption of Au atoms on top of oxygen anions of a bulk
MgO surface can be understood in a straightforward manner keeping in mind the
large polarizability and the high electronegativity of Au atoms. The question arises
whether these effects can be used to probe the properties of ultrathin oxide films. An
interesting class of systems, where this concept might be used, is polar oxide sur-
faces characterized by a divergence of the Madelung potential in case of thick film.
The Madelung instability occurs if charged planes of ions alternate perpendicular to
the surface [59, 60]. One of the main questions is the mechanism by which the film
reduces its electrostatic potential. There are various examples for polar oxide films.
Here we want to focus the ultrathin FeO(111) film grown on Pt(111), which has
already been discussed above concerning its activity towards CO oxidation at ele-
vated pressures. This film, which consists of one Fe and one oxygen layer, forms a
Moire pattern with a periodicity of*25 Å due to the lattice mismatch between FeO
(111) and Pt(111). Deposition of Au atoms onto this surface at low temperature (5 K)
results in the formation of a well-ordered superstructure of Au atoms, which maps
the Moire pattern of the underlying surface [61]. The registry analysis of the single
Au atoms within the Moire unit cell (Fig. 10.7a) revealed that Au adsorbs prefer-
entially on the so-called hcp domain, which exhibits the largest dipole moment. The
latter is determined by the distance between the Feδ+ and Oδ− layers being governed
by the registry with the underlying Pt substrate [62]. The adsorption of gold atoms on
the sites with the largest dipole moment results in the largest polarization of the
adatoms in the dipole field of the oxide and therefore strengthens the Au-oxide bond.

Fig. 10.6 a Atomically resolved STM image (5 nm × 5 nm) of 3 ML MgO/Ag(001); please note
that only one ionic sublattice is resolved. b STM image (5 nm × 5 nm) of Au atoms on 3 ML
MgO/Ag(001); the grey lattice is the ionic sublattice extracted from (a). Adapted from [52]
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The Au adatoms appear in the STM images as large protrusions (Fig. 10.7a) [61].
The size of the protrusion is of electronic origin and is basically determined by the
extension of the Au 6s wave function above the surface. The electronic properties of
the Au atoms can be further elucidated using tunneling spectroscopy. The spectra of
Au atoms located on the most stable adsorption sites so-called hcp sites exhibit a
state*0.5 eV above the Fermi level, while atoms bound at fcc sites lack this feature
(Fig. 10.7b) [61]. The unoccupied state observed for Au atoms on the hcp sites is
attributed to a Au 6s derived state. Together with the lack of states in the occupied
region of the electronic structure this observation suggests positive charging of the
adatom in agreement with theoretical predictions [63]. Such unusual charge state of
Au adatoms is explained by the high work function of Pt(111), which is further
increased by the polar FeO(111) film and inverts the direction of the charge transfer
as compared to the ultrathin MgO film [64].

The situation is considerably different for Au atoms on a thin alumina film
grown on NiAl(110) [65]. The film consists of two O–Al layers (Os–Als–Oi–Ali–
NiAl…) with a rather complex structure, which exhibits an overall Al10O13 stoi-
chiometry [66]. Figure 10.7c shows low temperature STM images of single Au
atoms deposited on Al10O13/NiAl(110) [67, 68]. In contrast to FeO, the tunneling
spectra of the Au atoms lack an unoccupied state of Au 6s character. Also the
appearance of Au adatoms as faint protrusions in STM images, taken at positive
bias, indicates the absence of unoccupied states below the alumina conduction band
and therefore suggests a completely filled Au 6s orbital located below the Fermi
level of the system. DFT calculations further corroborate the presence of a negative
excess charge. In addition, these calculations provide a detailed picture for the
binding characteristics [68]. The Au atoms adsorb on top of so-called Alsurf sites of
the oxide, which are located above an Al atom in the topmost layer of the NiAl(110)
substrate. Au adsorption induces the rupture of an Alsurf-Oint bond within the
alumina film. The Au 6s hybridizes with the 3s orbital of the Alsurf and abstracts an
electron to form a negatively charged Au atom. The coordinatively unsaturated
interface oxygen (Oint) restores its preferred valence by a new bond to an Al atom of
the NiAl substrate. Chemically speaking the Au atoms oxidize the NiAl surface.

Fig. 10.7 a STM image (15 × 15 nm2) of single Au atoms deposited on FeO(111)/Pt(111) at 5–
10 K; romb indicated the Moiré unit cell with lattice constant of *25 Å. b conductance spectra of
bare FeO (black trace) and on top of Au atoms on FeO (orange hcp site; blue fcc site). c STM
image (30 × 30 nm2) of single Au atoms on Al10O13/NiAl(110) at 5–10 K. Adapted from [61, 67]
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For more covalent oxides the interaction with Au due to polarization will
decrease and Au is expected to bind only weakly as long as the oxide-film is
chemically inert. However, as seen from the discussion above, additional effects
may complicate such a simple picture. A system that follows this expectation
almost perfectly is an ultrathin single crystalline silica film grown on Mo(112) [69].
The film consists of a monolayer network of corner sharing [SiO4] tetrahedra with
one oxygen atom bonded to the Mo substrate [70]. The interaction of Au with this
silica surface is found to be very weak. Even at 10 K, Au atoms diffuse to the
antiphase domain boundaries present in the film, where stronger binding sites are
available. The adsorption properties of metal atoms on this silica surface as well as
a double layer silica film grown e.g. on Ru(0001) [71] vary significantly and are
controlled by the possibility that some atoms can penetrate the silica-rings of the
film, however, a detailed discussion goes beyond the scope of this contribution.

10.3 1-D Au Chains on Ultrathin Oxide Films

The charge transfer through a thin oxide spacer is not limited to Au atoms but is
also found for larger Au aggregates. We will start the discussion by looking into Au
chains on ultrathin MgO(001)-films [72, 73]. The two low-temperature STM
images (T = 5 K) taken after deposition of *0.03 ML Au atoms onto a 3 ML
MgO/Ag(001)-film (Fig. 10.8a, b) show bright protrusions related to Au species on
the terraces of the MgO film [73]. About 90 % of these protrusions can be assigned

Fig. 10.8 a and b STM images (6 nm × 6 nm) of Au on 3 ML MgO/Ag(001); protrusions as
marked (M) for single Au atoms and “D→” and “D↑” for Au dimers; c corresponding line profiles.
d STM image with Au atom “M” and Au dimer “D↑”. e same area as in d after applying a voltage
pulse. f–h series of STM images of the same area starting from two monomers f showing the
transformation into a flat dimer “D→” and subsequently into an upright dimer “D↑”. i Structure of
an upright Au2 (singlet ground state) adsorbed on an O site of 2ML MgO/Ag(001). j Structure of
flat Au2

− on 2ML MgO/Ag(001) (doublet ground state); Au atoms are nearly on-top of Mg
cations. The contour plot depicts the spin density. k and l STM images overlaid with a grid of one
ionic sublattice showing the relative position of an upright and a flat lying isomer with respect to
Au monomers. Adapted from [73]
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to Au atoms (monomers “M”) according to their height and lateral dimensions. The
properties of the latter have been discussed above. Apart from single Au atoms,
circular features with increased height (20 %) as compared to the atoms indicated
by “D↑” and elongated protrusions named “D→” were observed. A typical line
profile of the species called “D→” is shown in Fig. 10.8c. The Au features called
“D↑” can be dissociation into two single Au atoms (assigned by the line profile) by
a voltage pulse (Fig. 10.8d, e) and were, hence, assigned to dimers. Conversely,
Fig. 10.8f–g show the formation of an elongated dimer (“D→”) out of two atoms,
which was subsequently manipulated into a circularly shaped dimer (“D↑”) as
shown in Fig. 10.8h. DFT calculations reveal the most stable configuration of Au
dimers on 2 ML MgO/Ag(001) to be standing upright, while flat lying dimers have
about 0.4 eV higher energy (Fig. 10.8i, j). The most stable adsorption site of the
upright configuration was found on-top of oxygen anions, while the flat lying
dimers exhibits a very flat potential energy surface with many almost isoenergetic
isomers [73]. Information on the experimental registry of the Au dimers can be
obtained using the same approach already discussed for Au atoms using an
experimentally determined grid of one sublattice (Fig. 10.8k, l). The upright dimer
is centered on the same ionic sublattice as the Au atoms, while the particular flat
lying dimer shown in Fig. 10.8l was found to be oriented along the [100] direction
of the MgO lattice. However, flat lying clusters were also observed with orientation
along the [110] directions. The centers of gravity of these species are located in
hollow as well as on ionic lattice sites in line with the theoretical prediction. The
theoretical analysis of the different isomers reveal that the flat lying ones on the
ultrathin film have an increased bond length (0.12 Å) as compared to the upright
dimer, an elongation also found with respect to the flat-lying counterpart on bulk
MgO [41, 42]. The elongation was found to be due to a charge transfer of an
electron into the antibonding σ* orbital of the Au dimer resulting in a doublet
ground state as illustrated in Fig. 10.8j showing the corresponding spin density. In
contrast to that, the upright isomer on the ultrathin film is found to be neutral and
characterized by a singlet ground state as found on bulk MgO(001) surfaces.

Larger Au oligomers containing with up to 7 atoms are found to adopt linear
configurations on ultrathin MgO/Ag(001) films, as well [72]. While oligomers of up
to 7 atoms were observed trimers and tetramers were the most frequently found
species, which is not only due to statistical reasons, but was also suggested by the
lower energy of formation theoretically predicted for the longer oligomers. It may be
noted in passing that these oligomers have no counterpart to Au clusters in the
gas-phase, where non-linear isomers are preferred due to the gain in energy achieved
by forming additional Au–Au bonds. The reason for the tendency to form linear
chains on the ultrathin film is due to charge transfer onto the Au oligomers.
Experimentally, it is not simple to find prove for the charging as the oligomers are
minority species and fragile in nature. The latter hampers in particular the investi-
gation of the clusters by means of scanning tunneling spectroscopy (STS), which is a
very powerful technique to unravel the electronic structure of individual metal
cluster. For the small linear Au oligomers on ultrathin MgO/Ag(001)-films STS is
only possible in a window of ±1 V around the Fermi energy. Within this window no
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additional peaks were found in the dI/dV spectra taken on top of the different oli-
gomers. Figure 10.9 shows the topographic as well as the corresponding conductance
map for two tetramers, which indicates states, which enhance the tunneling proba-
bility at the end of theses clusters in the occupied part of the electronic structure [72].
The formation of linear chains is in line with DFT investigations on ultrathinMgO/Ag
(001). Theory predicts a charge transfer from the support onto the Au chains, which
stabilizes the linear adsorption configuration as compared to the more compact
structures on bulk MgO. It may be noted that other configuration such as a Y-shaped
configuration of Au4 were found to be more stable on ultrathin MgO/Mo(001) [74].
The amount of charge transferred onto the cluster increases with increasing chain
length. For the trimer a single electron is transferred leading to a closed shell ground
state, while two electrons are found on chains with 4–6 Au atoms [72]. While linear
Au6 and Au7 chains were observed, these oligomers already coexist with 2D clusters.
This transition between 1D and 2D growths is also found for Au aggregates on
alumina/NiAl(110). The similarity between the two systems suggests that crossover,
which is driven by the balance between the surplus of energy gained by delocalizing
the excess charge and the formation of additional Au–Au bonds in more compact
aggregates, is rather independent of the details of the bonding to the surface.

In contrast to the Au oligomers on ultrathin MgO/Ag(001), which were found to
be sensitive to electron induced modifications e.g. by STM investigations, corre-
sponding species on the ultrathin alumina film on NiAl(110) are much more stable
and allow a detailed characterization of the species by STS [68]. Figure 10.10
shows the topographic STM images together with the shape of the highest occupied
state for Au3–Au7 except for the hexamer. The highest occupied states for chains
larger than three show nodal planes, which are purely electronic in origin as
exemplified by the topographic images taken at different bias voltages. The nodal
planes can be readily understood within a particle in the box model, however, a
direct assignment of the observed structures to Au oligomers is hampered by charge
transfer, which renders the number of electrons present in the cluster unknown. The
latter information is extracted from theoretical calculations. While dimers to tetramers

Fig. 10.9 a topographic STM image (6.5 × 6.5 nm2) of two Au4 chains on 3 ML MgO/Ag(001).
b Corresponding differential conductance dI/dV image both taken at −0.4 V. Adapted from [72]

298 T. Risse



were found to have two extra charges, the larger oligomers up to a length of seven
atoms have three extra electrons. With this information it is possible to compare the
nodal structure of the highest occupied state to the expectations for the different
oligomers, which allows to assign the images to Au clusters as given in Fig. 10.10.
The experimentally observed images fit very nicely the theoretical counterparts,
which corroborates the assignment further. The different stability of the Au chains on
the alumina surface can be understood along the lines already discussed for the Au
atoms above. In particular, it is found that the number of electrons transferred to the
Au oligomers corresponds to the number of Alsur–Oint bonds disrupted upon binding
of the Au chains of the alumina surface. Correspondingly, the Au atoms have to have
well defined adsorption sites to facilitate this bond cleavage, which explains the
observed registry of the Au chains on the alumina surface [68].

Fig. 10.10 Experimental and calculated shapes of the HOMO (column 1 and 3) and the
corresponding topography (column 2 and 4) are shown together with the calculated structure
model for Au3, Au4, Au5 and Au7 chains on alumina/NiAl(110). Images are 5 × 5 nm2 in size. For
Au7 the HOMO-1 is additionally shown. With permission from [68]. Copyright 2008 American
Physical Society
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10.4 2-D Au Particles on Ultrathin MgO Films

As discussed in the preceding chapter the stability window for linear Au chains on
ultrathin MgO films is limited to about 6 atoms and the question arises how do larger
clusters behave. Apart from the structure of the clusters on the ultrathin films it is also
interesting to determine if the crossover between the expected 3-dimensional growth
found on most bulk oxides as well as oxide films and the regime of charge transfer is
the same as found for the single Au atoms. The electrons are transferred onto the
particles by tunneling from the Fermi level of the metal substrate through the oxide
layer. The tunneling probability depends exponentially on the oxide thickness, and to
a smaller extent on the gap size, as discussed earlier by Cabrera and Mott [75, 76].
Consequently, it could be naively expected that simply increasing the film thickness
to the point where tunneling transport becomes impossible will alter the growth of Au
on thin oxide films. Theory provided the first insight into the effects expected for
larger clusters showing that clusters of 8–20 atoms will form 2-dimensional islands
on ultrathin MgO films in contrast to expectations on bulk MgO, where
3-dimensional particles are expected [75, 77, 78]. The planar Au8 cluster on a 2 ML
MgO-film turned 3D on an eight layer film in order to increase the number of Au–Au
bonds and to counterbalance the loss in interfacial adhesion by the reduced charge
transfer. Please note that the theoretical picture does not involve the tunneling process
itself as it assumes it to be fast enough to form the charged final state even for
experiments in which neutral Au atoms are deposited. Consequently, the crossover is
not dictated by tunneling probability. The reduced stability goes back to a reduction
of the stabilizing effect due to the image charge as well as the increased cost for the
polaronic distortion. The latter is caused by a stiffening of the MgO lattice due to the
long-range nature of the Coulomb interaction, which renders the Madelung potential
to be not yet converged for ultrathin films. Some account of this effect can be found in
the development of the phonon spectrum of MgO films as a function of thickness
[79]. A low temperature STM study provided experimental evidence for the pre-
dicted crossover in growth mode. For an 8 ML MgO/Ag(001)-film 3-dimensional
particles are observed after annealing to room temperature, whereas the Au-particles
on 3 ML MgO/Ag(001) stay 2-dimensional after the corresponding annealing step
(Fig. 10.11) [52]. An increase of the contact area between metal and oxide film allows
to optimize the charge transfer. For a close-packed Au layer on an ultrathin MgO
(001)/Ag(001) an average charge transfer of about −0.2|e| per adatom has been
calculated [80]. As discussed for Au chains it is not expected that the charge dis-
tribution within Au islands is homogeneous. Experimentally, this distribution can be
interrogated using the STM as a local probe [81]. From a naive point of view it would
be expected that the negative charges on the island repel each other, which would
imply that an accumulation of charges should be found at the perimeter of the
particles along the lines found for the linear chains (see above). Conduction maps
already provide evidence for this effect as shown in Fig. 10.12 [81]. Around the
Fermi level enhanced dI/dV contrast is observed at the island edges, which indicates a
higher density of states at these sites. Semi-empirical tight-binding DFT calculations,
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which allows to account for the structure of such large islands shown in Fig. 10.12
explicitly, including the structure of the perimeter, reveals an increase of charges at
the perimeter of the particles as well (Fig. 10.12c) [81].

A more detailed picture on the electronic structure of the adsorbed Au particles
can be obtained if the particles exhibit well-defined, so-called quantum well states
(QWS). The analysis of such states is, however, more complex for 2-dimensional
particles as compared to linear chains, because the potential confining the valence
electrons is sensitive to the shape and in particular to structural irregularities. In
turn, the analysis of the QWS of large, arbitrarily shaped particles is challenging.
Figure 10.13a shows three STM images providing information on topography as
well as electronic structure of occupied as well as unoccupied states of a small Au
cluster with *10 Å diameter grown on a 2 ML MgO/Ag(001) film [80]. The image
taken around the Fermi energy reveals mainly cluster morphology as no states are
available in that energy range probed by the STM experiment. At higher bias both
in the occupied as well as in the unoccupied region the appearance of the clusters

Fig. 10.11 STM images of
Au deposits on 3 ML
(a, c) and 8 ML (b, d) MgO
(001)/Ag(001) (30 × 30 nm2)
after annealing of Au deposits
to 210 and 300 K,
respectively. e line profiles of
characteristic clusters found in
a–d [52]
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Fig. 10.12 a, b STM topographic image and dI/dV maps of a planar Au island on 2 ML MgO/Ag
(001) taken at the indicated bias voltage (25 × 25 nm2). c Corresponding charge distribution
derived from a Mulliken analysis of the DFTB calculation. Adapted from [81]

Fig. 10.13 a Top STM images of a symmetric Au cluster on 2 ML MgO/Ag(001) taken at the
given sample bias. Bottom dI/dV spectra of top (blue) and left (cyan) part of the cluster.
b Calculated images of the HOMO and LUMO as well as structure model of an Au18 cluster on
MgO/Ag(001). Adapted from [80]
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change to flowerlike protrusions. The bias-dependent contrast is clear evidence for
tunneling governed by the electronic and not the topographic properties of the
island. Both observed QWS probed by STM resemble the eigenstates of a
free-electron gas in a 2-dimensional parabolic potential [82]. The states within such
a potential can be characterized by the angular momentum quantum number m. The
latter is a direct measure of the number of nodes in the 2-dimensional electron
density probability [83]. Both states shown in Fig. 10.13a exhibit four nodal planes
(m = 4), which corresponds to a state of G-symmetry. The simplifying discussion
above, and hence the ability to deduce the symmetry of the QWS directly from the
STM image, holds as the QWS of the Au clusters are derived from 6s orbitals of the
Au atoms, which does not mix with states of the oxide or with orbitals of higher
angular momentum of the Au atom (5d, 6p) [84].

Combining the images with spectroscopic information as shown in Fig. 10.13a
the energetic position of the highest occupied as well as lowest unoccupied state
could be derived to be −0.4 and +0.8 V, respectively. The next two lower lying
occupied states are found at −0.8 and −1.2 V, which both exhibit of P-symmetry
with orthogonal nodal planes (data not shown) with respect to each other.
A detailed analysis of the electronic structure of this Au cluster including its charge
state was achieved by comparing the experimental results to DFT calculations [80].
However, an extensive search of the parameter space is required to determine the
number of atoms, the geometric structure as well as the charge state of the cluster.
The degree to which theory is able to reproduce the experimental results is nicely
shown in Fig. 10.13b assuming a planar Au18 cluster lacking one corner atom of a
Au19 cluster, the latter being a so-called magic-size. In agreement with the exper-
iment, the highest occupied as well as the lowest unoccupied state are of G sym-
metry being located in the 5th shell of the harmonic potential, whereas the highest
states of 4th shell of this potential are of P symmetry in line with the experimental
results. The charge state is readily determined by counting the filled states in the
potential. There are 11 doubly occupied orbitals, hence, 22 electrons. The 18 Au
atoms contribute 18 electrons, which leads to a 4-fold negatively charged cluster
being provided by charge transfer from the support within this model. A Bader
analysis of the DFT calculation yields a value of −3.54|e| for the Au18 cluster.
Please note that this amounts to an average transfer of almost 0.2|e| per atom as
calculated for closed-packed Au layers on the MgO thin film [80].

Along the same lines many other Au aggregates on the MgO/Ag(001) system
have been evaluated [80]. In all cases, a negative charging of the particles was
found, which corroborates the charge-mediated binding concept for Au islands on
ultrathin MgO films [13, 85, 86]. The number of transferred electrons was found to
be proportional to the number of atoms in the 2D cluster. Please note that the
accumulated charge per Au atom is found to be lower in 2D aggregates as com-
pared to 1D chains. The observation may be rationalized by the reduced Coulomb
repulsion due to the possibility to increase the average distance between the charges
in case of chains [72]. It may be noted in passing that the HOMO-LUMO gap is
strongly dependent on the atom number per cluster, as well. For Au clusters con-
taining 10–15 atoms experimental gap sizes of around 1.5 eV were measured,
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which is inversely proportional to the cluster area as expected assuming a
2-dimensional harmonic potential [82, 83]. For clusters containing more than
100 atoms a closing of the gap is observed, in line with earlier results for Au
clusters on TiO2 [87].

10.5 Molecules on Charged Au Particles

The importance of the charge state of metal nano particles for the catalytic prop-
erties of the system is discussed in the heterogeneous catalysis literature for a long
time. IR spectroscopy using appropriate probe molecules such as CO were used to
elucidate the charge state e.g. of Au nano particles [43]. On MgO(001) it could be
shown that Au particles nucleating at color centers located at the edges of MgO
(001) islands are negatively charged [46, 47]. In case of ultrathin oxide films
scanning probe microscopy and spectroscopy allows to go a step further and elu-
cidate the role of the anisotropic charge distribution on the adsorption properties. It
is tempting to predict that the excess charge available at the perimeter of the Au
islands will modify the adsorption properties of molecules in particular Lewis acids,
which in turn will also change their chemical properties [88]. Using appropriate
tunneling conditions it is possible to visualize CO adsorbed on Au islands, which
have been saturated with CO (Fig. 10.14a) [89]. As seen from the STM image the
CO-induced features are exclusively localized at the perimeter of the islands, while

Fig. 10.14 a STM image of a CO-saturated Au island on 2 ML MgO/Ag(001) taken with a
CO-covered tip (4 × 4 nm2, 100 mV, 3 pA). CO-induced contrast is only revealed at the perimeter
of the Au Island. b STM topographic image of a planar Au island saturated with CO
(5.5 × 5.5 nm2, 10 pA). Due to the metallic tip state, the CO molecules are not resolved. c,
d second-derivative maps of b (6.2 × 5.5 nm2); e bare and f a CO-saturated Au island
(7.0 × 5.5 nm2, 150 mV). Adapted from [89]
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the inner part of the islands remain empty. It would, however, be important to find
additional evidence for the adsorption of the molecules at the perimeter of the
islands. This can be achieved by inelastic-electron-tunneling spectroscopy (IETS),
which probes inelastic transport channels [90, 91]. Vibrational modes of CO are
possible inelastic channels and the one with the highest excitation cross section in
STM-IETS is the frustrated rotation [90]. Figure 10.14c, d show the conductance
images of a Au particle at −45 and −55 mV, respectively. The former value is
chosen, because it is located on the peak of the inelastic tunneling spectrum of Au
mono-carbonyls on MgO/Ag(001). As nicely seen additional contrast is seen at
−45 mV which is missing at −55 mV. Please note that a corresponding feature is
also seen at +45 mV (data not shown). It has been shown above that the clean Au
particles exhibit a bright rim reflecting electronic states at the perimeter of the
particles available to accommodate the extra charges (Fig. 10.14e). The question
arises whether the binding strength of CO at the perimeter is enhanced by the
presence of extra charges. According to calculations that is not the case [92]. The
calculation reveal that the coordination of the Au atoms is the important factor that
determines the bonding strength and hence favor binding to the perimeter of the
particles. The binding of CO on 3-fold coordinated sites is much stronger than the
one on 5-fold coordinated sites in the center of the islands. However, the binding
energy is reduced if CO is bound to a negatively charged cluster as compared to a
neutral one, which is due to the reduced ability of the CO molecule to form a bond
through σ-donation [92]. The Au particles adopts to the perturbation by reducing
the charge at the perimeter, which leads to a reduction of the Pauli-repulsion with
the CO and hence a stronger bond at the expense of the charge distribution within
the cluster. That is to say the CO molecules bind to the perimeter of the particles not
because of the extra charge but despite the extra charge. Experimental evidence for
this picture is found in the STM images observed after CO adsorption (Fig. 10.14f).
The bright contrast at the rim of the particle disappears and standing wave pattern
appears in the interior of the particle, which is in line with the picture that electrons
are pushed out of localized states at the perimeter into delocalized states in the
interior of the particle. Very recently the effect of the adsorbates onto the QWS of
the particles have been elucidated in more detail comparing chemisorbed and
physisorbed adsorbates, which show that the confinement of the QWS is reduced
for strongly bound ligands, while the opposite is found for weakly interaction
adsorbates [93].

10.6 Conclusions

In this chapter we have discussed charge transfer effects on ultrathin oxide films
focusing on Au deposited on ultrathin oxide films. Using MgO films as a prototype
example of an ionic crystal it was shown that Au atoms as well as clusters get
charged if adsorbed to films thinner than 8 ML. This is due to low work function of
the oxide film and the large electron affinity of Au. Consequently, an increasing
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work function of the film for a given electron affinity of the ad-metal renders charge
transfer to the ad-metal more difficult and may result in charge transfer from the
ad-metal to the support. Hence, the question whether ultrathin film alter the
adsorption properties of metal particle or not depends on the details of the system.
For small oligomeric Au clusters charging leads to the stabilization of linear chains.
However, this stabilization, which is driven by electrostatic repulsion, will be
overcompensated by additional Au–Au bonds in case the particles are larger than
about 6 Au atoms. The larger particles remain 2-dimensional even close to
monolayer coverage showing the effect of the enhanced adhesion energy for the
charged Au atoms. For larger clusters it could be shown that the charge is accu-
mulated at the perimeter of the particle. These are also the sites were molecules
adsorb preferentially, however, the detailed analysis of CO adsorption revealed that
the preference in case of Au is due to the lower coordination of the atoms at the
perimeter and not because of the charge transfer. Charge transfer is not restricted to
metal atoms or clusters. It was shown that molecules with sufficiently high electron
affinity such as molecular oxygen are subject to charging on ultrathin MgO films, as
well. Here, clear experimental evidence for a polaronic distortion of the MgO lattice
could be derived from the g-tensor components deduced from the EPR results.

Finally it should be stressed that the understanding of the microscopic details
associated to the charge transfer processes on ultrathin oxide films goes beyond the
ability to interpret a series of experimental evidences on the system at hand. The
tools and concepts that have been established to arrive at this point provide a basis,
which can be transferred to wider class of oxide systems.
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Chapter 11
Characterizing Defects Responsible
for Charge Transport Characteristics
at Interfaces of Nano-Thick Materials
Stacks

Gennadi Bersuker, Matthew B. Watkins and Alexander L. Shluger

Abstract Major functioning blocks in modern devices employed in a variety of
applications (electronics, energy harvesting, sensors, etc.) comprise of stacks of
nm-thin layers of dielectric materials in contact with conductive electrodes (semi-
conductors, metals). The performance and reliability of these devices are affected
by charge transfer characteristics of these multilayer stacks. We discuss collabo-
ration between electrical measurements and computational modeling leading to
identification of defects responsible for degradation phenomena in nm-thin
dielectric films employed as gate dielectrics in metal oxide field effect transistors.

11.1 Introduction

Ultrathin dielectric films employed in various device structures as isolation layers in
transistors, capacitors and memory cells, electroluminescent and spintronic devices,
gas sensors, etc. represent one of the most critical components of these devices. The
primary role of the gate dielectric, in particular, in transistors is to enable modu-
lating the carrier concentration in the semiconductor channel, by applying a voltage
to the control gate electrode. Such dielectric films need to satisfy a strict set of
requirements to ensure the performance and reliability of devices, while not com-
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promising their fabrication process. The density of carriers in the semiconductor
channel in metal oxide field effect transistors (MOSFETs) depends on the capaci-
tance of the electrode/dielectric/substrate gate stack, that is, proportional to k/t,
where t is the dielectric thickness and k is its dielectric constant. Achieving higher
performance, thus, requires employing very thin dielectric films comprised of
high-dielectric-constant materials (high-k dielectrics) [1, 2]. On the other hand, the
dielectric has to form an effective electrically insulating barrier in order to keep
parasitic leakage current between the electrodes/substrate as low as possible. These
requirements set restrictions on the thickness of a dielectric film and its conductivity
band offsets value (with respect to electrodes) [1, 2]. Furthermore, while operating
under relatively high bias (under electric fields of up to 15 MV cm−1 and above)
and temperatures (up to 100 °C for conventional applications or higher) the elec-
trical characteristics, in particular threshold voltage and gate leakage current, must
remain stable to meet reliability criteria.

Analysis of a charge transport through the dielectric film in a stack is therefore
crucial for developing and evaluating such devices. Such analysis should achieve
two major objectives: determine the time dependency of electrical parameters and
identify the “weak links” and their origins in the dielectric film structures in order to
provide directions to materials stack modification and define a range of electrical
use-conditions meeting performance/reliability requirements. Reaching this goal
relies on establishing a relation between the material’s structure and electrical
characteristics of a stack. This requires employing atomistic models explicitly
considering the physical processes responsible for electrical properties. The criti-
cally important demand to the physics-based models is their predictive capability—
knowing which specific material features affect each given electrical parameter
allows for targeted efforts to reach the performance goals and a quicker turnaround.

Specific features of advanced dielectric stacks:

(a) Multi-layers structure: stacks may be comprised of metals, various oxides,
crystalline silicon, etc: interactions between these materials can be expected to
result in inter-diffusion and atoms incorporation into adjacent layers.

(b) Ultra-thin layers: stack properties are dominated by the materials interfaces.
(c) Characterization complexity: Traditional experimental techniques for defect

characterization in bulk materials are limited due to low defect concentration
(optical absorption), shielding by metal electrodes (EPR), and other factors.
Defects can be more effectively probed by certain electrical measurements,
such as Deep-level transient spectroscopy (DLTS), charge pumping electri-
cally detected magnetic resonance to mane a few.

Features (a) and (b) may result in high density of (as-grown) structural defects in
the dielectric stacks [3]. Some of these defects are shown to be capable of trapping
charge carriers injected into the dielectrics under operation conditions. This leads to
a instability of dielectric characteristics caused by the charge trapping/de-trapping at
these pre-existing defects [4–6]. Characteristic times of the carrier trapping processes
can be expected to be much shorter than those associated with the generation of new
defects, which requires a rather significant energy in order to break chemical bonds.
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Therefore, as-fabricated (time-zero) dielectric properties may determine both short-
and long- term reliability characteristics of modern stacks [7].

The electron transport can proceed via intermediate steps—bandgap electronic
states where the carrier can (temporarily) localize (so-called trap assisted tunneling
mechanism, TAT, Fig. 11.1). Such electronic states are usually associated with
defects in the dielectric structure, such as vacancies and impurities. It has been
demonstrated that oxygen vacancies in specific charge states are representatives of
the typical intrinsic charge transporting defects in a variety of oxides. The “ele-
mentary act” of such transport consists of the carrier tunneling to (from) and its
localization (de-localization) at the defect site, Fig. 11.1.

The charge carrier localization (trapping) at the defect site generally requires
overcoming an activation barrier that is associated with often significant displace-
ments of the atoms surrounding the defect into thier new equilibrium positions (see
Fig. 11.1). The magnitude of the activation barrier, which determines the charac-
teristic time of the carrier trapping by the defect, depends on the defect ionization and
relaxation energies and, therefore, serves as an identifier of the defect atomic con-
figuration [5–7]. The trapping time, along with the time of the carrier tunneling
between the substrate/gate and defect controls the rate of the carrier transport through
the dielectric. By matching the measured and calculated carrier transfer rates one can
extract the tunneling distance and activation barrier, thus determining the defect
structure and its distance from the injecting electrode (substrate).

Fig. 11.1 Schematics of the charge carrier transport process via dielectric defects (non-elastic trap
assisted tunneling) and structural re-arrangements in the dielectric associated with each
trapping/de-trapping event (in the case of an electron transport). The right-hand panel shows
schematically the displacements (red arrows) of atoms (blue dots) surrounding the defect site
(green dot) caused by electron trapping/de-trapping. The left-hand panel illustrates schematically
an electron (blue sphere) tunneling from the electrode Fermi level into a defect state in the band
gap of an oxide and then tunneling into an appropriately located available defect state and finally
into an unoccupied state in the electrode (Color figure online)
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Below we present an example of linking electric measurements and computa-
tional modelling data that allowed to identify plausible defects responsible for
degradation phenomena in nm-thin dielectric films employed as gate dielectrics in
metal oxide field effect transistors. First, we briefly describe the charge
trapping/de-trapping mechanisms and electrical techniques used for defect probing.
Then we focus on a particular example of charging/discharging in HfO2/SiO2

nano-layers stacks illustrating the application of electrical measurements to char-
acterizing defects in this complex system and describing the results of ab initio
modelling of defect candidates at the HfO2/SiO2 interface. We discuss the state of
the art multi-phonon statistical carrier transport simulations of the temperature
dependent leakage current and their relation with in electrical measurements and
atomistic simulations that determine possible atomic structures of the electrically
active defects in dielectric stacks.

11.2 Charge Transport Through Metal Oxide/Silicon
Dioxide Stacks

We focus on the dielectric stacks fabricated by growing high-k metal oxide films
(HfO2, ZrO2, HfSiOx, etc.) over a semiconductor substrate (Si, III–V). As discussed
below, these oxide films tend to contain various types of defects and the gate stacks
may include a thin SiO2 layer at the metal oxide/substrate interface. The structure
and electronic properties of high-k metal oxide materials are influenced by d-
electrons of Zr(Hf), that differs significantly high-k films from a conventional SiO2

gate dielectric [2]. One of the consequences of the d-electron bonding in these
dielectrics is a relatively high density of as-grown defects, specifically oxygen
vacancies [3, 4]. As shown by ab initio calculations [8, 9], oxygen vacancies in
monoclinic HfO2, may exist in five charge states, from −2 to +2, and may function
as both transient electron/hole traps and fixed charges. Thus, the contribution to
electrical instability from charge trapping/de-trapping at pre-existing structural
defects in metal oxide devices may be significant and even dominate the
stress-induced defect generation traditionally considered as the major cause of
instability in SiO2 gate dielectrics.

Understanding the fundamental charge trapping/de-trapping mechanisms is
complicated by the fact that high-k metal oxide stacks formed using Hf and Zr oxide
(or their silicates) thin films are usually multilayer structures that include a SiO2-
layer either spontaneously or intentionally formed at the interface with the substrate
[3]. This interfacial layer (IL) exhibits a rather non-uniform elemental composition
due to its interaction with the overlaying high-k film, the gate electrode, and the
substrate. While SiO2 is known to form an oxygen-deficient transitional layer near
the interface with the Si substrate to accommodate the lattice constant mismatch
between these materials, data from high resolution chemical and spectroscopic
analyses suggest that the SiO2 film adjacent to a high-k dielectric is also
oxygen-deficient [7, 10, 11]. This deficiency is driven by the energetically
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advantageous diffusion of oxygen vacancies out of the metal oxide into the silicon
dioxide [12]. Therefore the IL in the high-k gate stack can be expected to contain a
high density of electrically active defects and defect precursors.

A high density of as-grown process-related electrically active defects in the
dielectric stacks induce electrical properties linked to charge trapping/de-trapping at
these defects. The effect of trapping process on device parameters is determined by
its characteristic time with respect to that of test measurements and stress-induced
defect generation. When the characteristic time of the charge trapping at
pre-existing defects is much shorter than that of the test measurement, the effect of
this fast trapping manifests itself in intrinsic (rather than time-dependent) device
characteristics. In other words, the contribution of the fast process is included in the
time-zero value of a parameter. However, under certain actual use conditions, for
instance, when employed as a high frequency switch, the device may experience
much shorter bias pulses than those used in the test measurements (in particular, in
DC measurements), which would lead to not only different time-zero values of
device parameters but also to a drift of these values with the total actual time of
device operation.

On the other hand, slower charge trapping/de-trapping at the pre-existing defects
may add to the overall as-tested time-dependent dielectric stack instability. When
the characteristic time of these slow processes is shorter than that of new defect
generation, the contribution from the charge trapping at pre-existing defects may
dominate device instability, resulting in a time dependency of the electrical
parameters. This is traditionally interpreted as, and thus could erroneously be
assigned to, a dielectric degradation caused by the generation of new defects.
Importantly, the presence of a large fast instability component may affect the
evaluation of slower, long-term instability processes that are responsible for
time-dependent degradation. Separating contributions of the fast and slow processes
to total device instability is thus critically important to obtain correct reliability
estimations.

The above considerations indicate that characterization of such complex multi-
layer, multi-component, ultra-thin dielectric stacks raises new issues that were not
significant for conventional silicon dioxide-based gate stacks:

– Where are the defects contributing to instability located: in the metal oxide film
or silicon dioxide layer

– Are these pre-existing (process-related) defects? Or are they stress-generated?
– How can device lifetime projection be affected by the contributions of fast

charging/discharging processes to the total instability?

These issues, in turn, define requirements for electrical measurements, which
should provide both high time and spatial resolutions to address fast charge
transport processes and differentiate signals from different regions through the depth
of the dielectric stack.

11 Characterizing Defects Responsible for Charge Transport Characteristics … 315



11.3 Electrical Techniques for Defect Probing

11.3.1 Requirements for Electrical Measurements
and Analysis

The above mentioned features necessitate quite stringent requirements for the
electrical measurements and data analysis. The measurements should be able to
resolve fast processes involving carrier exchange between the substrate/electrode
and dielectric [10], while the analysis of electrical data should determine defect
spatial and energy distributions and help to identify the defect atomic structure [5,
6, 11]. Achieving this goal requires employing an electron transfer model that
explicitly considers the electron-phonon coupling between a charge carrier and the
lattice atoms constituting the defect, since this process was shown to primarily
control the characteristic times of the charge transport via the defects.

Electrical measurements on the materials stacks reflect the transport of injected
charge carriers (electrons and/or holes) through the dielectrics. In particular, in the
case of transistor gate stacks, the oxide defects charging by the injected channel
carriers and subsequently discharging back into the transistor channel exhibit a wide
range of time constants; the system remains, however, in dynamic equilibrium.
These charge trapping/de-trapping processes are controlled by multi-phonon emis-
sion rates. Application of extra positive or negative bias results in the trapping of
excess charge (electrons or holes) on oxide defects. After switching off the extra bias,
the system returns to dynamic equilibrium via a process of charge de-trapping where
individual defects can be characterized by their charge capture and emission rates.

Defect probing can be done using a variety of electrical techniques measuring
different aspects of charge trapping/de-trapping at defect states: Charge Pumping
(CP) [3, 4], Low Frequency Noise (LFN) [5], pulse current-voltage (IV) [6], pulse
capacitance-voltage (CV) [7], and Stress Induced Leakage Current (SILC) [10]
measurements. Each technique has its limitations in sensitivity and energy/spatial
ranges it can probe, and therefore comprehensive defect evaluation requires
applying a combination of these techniques.

Defect identification is done using the trap energy characteristics extracted by
matching the experimental data to the modeling results based on the physical
processes involved in each particular measurement method. The underlying phys-
ical mechanism describing the carrier exchange between the traps and substrate
involves the phonon-assisted structural relaxation of the lattice surrounding the
defect [5, 7, 10, 11], which is the trap type specific. The trap capture rates α(xT, ET)
can be expressed as follows [7, 13]:

aðxT ;ETÞ ¼ r0nvt exp � xT
k

� �
exp �ðEC � ET � e � xTFþErelÞ2

4Erel � kBT

 !
: ð11:1Þ
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Here σ0 is the trap electronic capture cross-section (see, for instance, [7]), n and
vt are the carrier density and thermal velocity in the semiconductor substrate,
respectively, λ is the characteristic electron (hole) tunneling distance in the oxide.
EC is the conduction band edge energy, ET is the trap ionization energy, Erel is the
trap relaxation energy, xT is the trap position in the oxide with respect to
the interface with the substrate, F is the magnitude of the electric field in the oxide,
kBT is the thermal energy. Due to a strong dependency of the calculated σ0 value on
the employed approximations, σ0 is often considered as a fitting parameter. In this
expression, the first and second exponent describe the electron tunneling and the
lattice relaxation associated with the electron capture, respectively. Erel character-
izes the amount of energy dissipated into phonons as a result of electron tunneling.

As charges are trapped in the gate dielectric, the threshold voltage of the tran-
sistor increases due to the built-in voltage in the gate capacitor; therefore, the drain
current decreases. It appears that charge trapping and de-trapping times strongly
depend on the composition of the gate stacks, i.e., physical thickness of the
interfacial SiO2 layer and high-k film, as well as on film processing techniques [13].
The time scale varies from several microseconds to tens of milliseconds. The
de-trapping of the charges is also strongly gate voltage and polarity dependent.
A wide dynamic range of charge trapping and the voltage dependent trapping and
de-trapping, makes it ineffective applying only a single characterization technique
to analyze the processes inside the stacked gate dielectric.

Traditionally, discharging from the dielectric layer is assessed by the shift in
conventional C–V measurements [14] on capacitors and transfer characteristics in
transistors. These measurements generally take from several seconds to tens of
seconds and are too slow for probing traps in thin dielectric layers. To gain a better
understanding of these traps, several charge pumping methods (CP) are used to
probe the traps in metal oxide (high-κ) layers [7, 15, 16]. However, charge pumping
can usually reach the traps within a distance of about 1 nm into the high-κ (counting
from its substrate side) layer when the thickness of interfacial SiO2 layer (located in
between the metal oxide and substrate) is around 1 nm [16]. while the thickness of
metal oxide films in transistors is generally within 1.5–5 nm. The CP current is
directly proportional to the number of oxide traps, which can contribute to the
carrier exchange with the transistor channel under the given CP pulse frequency and
amplitudes [7]. The trapping/de-trapping times depend exponentially on the tun-
neling distance (11.1). This requires lower frequency in order to be able to probe
traps situated farther from the Si substrate.

On the other hand, the pulsed C–V technique [17, 18] is used to measure the
flatband voltage, VFB. Flatband voltage separates the accumulation regime from the
depletion regime. It is the voltage at which there is no charge on the plates of the
capacitor and hence there is no electric field across the oxide. Its numerical value
depends on the doping of the semiconductor and on any residual interface charge
that may exist at the interface between the semiconductor and the insulator. Similar
to the conventional C–V measurements, the rising and falling slopes of a pulse
signal applied to the gate will give rise to a displacement current proportional to the
capacitance and the pulse ramp rate. Since there is a minimum 4-s delay between
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each measurement due to equipment initialization, single-pulse C–V cannot be
used to accurately measure the discharging-induced VFB shift. A two-pulse
C–V technique was therefore developed to measure the flatband voltage shift caused
by charging and discharging the traps in dielectric. A two-pulse signal is generated
by the pulse generator so that the delay between two pulses can be accurately
controlled down to milliseconds [18].

Below we demonstrate by comparing the pulse C–V and LFN analysis results of
the data collected on HfO2-based stacks with different SiO2 interfacial layer thick-
nesses within the frame of phonon assisted trapping/de-trapping kinetics, the way to
correlate the data obtained by different techniques.

11.3.2 Pulse C–V Technique

By applying a voltage pulse, the device can be switched from depletion into
accumulation for the duration of time determined by the pulse width, during which
period carriers are injected into the oxide. This changes the capacitance of the
device, C. A pulse base of an opposite polarity is used to discharge the traps prior to
the charging pulse. Charging and discharging transient currents associated with the
rising and falling portions of the pulse are utilized to calculate the C-V dependency
before and after the pulse (Fig. 11.2).

If there is no charge present in the oxide or at the oxide-semiconductor interface,
the flat band voltage, VFB, equals the workfunction difference between the gate
metal and the semiconductor. By monitoring the relative VFB shift at the trailing
edge caused by the charging of the dielectric traps, one obtains the trapped charge
versus pulse duration dependency. The modeling (using phonon-assisted trap
kinetics) yields the trap density profile in the gate stack by tracing the charge
trapped in the portion of the dielectric located in between the depth fronts corre-
sponding to pulses of different durations (and/or amplitudes), in Fig. 11.3.

The trap profiling can be done separately for the holes and electrons depending
on the substrate type (p- or n-) used. In the case of the p-capacitors, the pulse
C–V probing range is within of *1 nm interfacial layer of the stack and is com-
parable to that accessible by the multi frequency CP measurements where the
probing depth is also limited by the hole tunneling [3, 4].

11.3.3 Extraction of Trap Profile

Figure 11.3 shows the experimentally observed VFB shifts in the MOS with a thin
(1 nm) IL versus the pulse duration for the n-type substrate and the theoretical fit.
Trap parameters previously extracted by modeling CP [3, 4], SILC [10] data, and
pulsed IV analysis [6] were used for the theoretical fitting of the measured
dependencies. Using pulses of 1.5 µs < T < 1 ms duration and gate biases of
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0.6–1.0 V, the relative VFB shift for the n-type samples was found to be caused
primarily by the trap band in the high-k dielectric: its energy is centered above the
Si conduction band edge, with the width ΔE * 0.4 eV and a uniform spatial trap
distribution with the density NT * 7 × 1019 cm−3. In the p-type samples, the traps
in the IL layer (primarily a midgap centered trap band with the trap density
exponentially increasing toward the IL/high-k interface [4]) can be probed. In the
n-type samples, the ΔVFB was found to increase monotonically with temperature.
A significantly weaker temperature dependency was observed in the p-type sam-
ples. This points to a larger energy barrier for phonon-assisted trapping in high-
k materials, as well as a larger relaxation energy. The relaxation energies used in our
simulations correlate with the CP [3, 4] and SILC [10] modeling results, where the
traps in the high-k layer were identified as neutral oxygen vacancies having
relaxation energy, Erel * 1.2 eV, while the traps in the SiO2 IL were characterized
by Erel * 0.36 eV. It has been also observed that the additional, post-stress VFB

shift in the n-type devices was very small, which indicates a low rate of trap
generation in the high-k dielectric.
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Fig. 11.2 a An example of the voltage pulse (black) and displacement current, I = C·dV/dt, trace
(red) measured on the n-capacitor. Inset shows an equivalent circuit for the pulse CV setup;
b extracted CV at the pulse leading edge, and c trailing edge for different pulse durations (Color
figure online)
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The calculated energy characteristics and extracted spatial distributions of the
oxygen vacancies in the HfO2 dielectric and SiO2 interfacial layer allow repro-
ducing the current-voltage dependency in the entire temperature range, Fig. 11.4.

A proposed methodology combines the pulsed C–V profiling technique (which is
shown to be effective for evaluation of the charge trapping defects in the multilevel
dielectrics stacks using a simple capacitor structure) and LFN technique. The
described analysis allows extracting the defects’ characteristics and their spatial
distribution throughout the dielectric. Combination of different characterization
techniques enables calibrating the extracted metal oxide and IL trap parameters,
which are shown to correlate with those obtained by modeling the SILC [10] and
CP [3] measurement data.

The procedure described above for extracting defect characteristics is imple-
mented in a software, which provides, for a selected gate stack and measurement
conditions, full Monte Carlo multi-phonon calculations for all possible carrier paths
via the pre-existing defects, Fig. 11.4, presumed to be distributed either randomly or
in accord with the collected physical characterization data [21]. The program
accounts for the properties of the gate stack materials and defect characteristics as
obtained by ab initio calculations; the defect density is used as a fitting parameter for
each considered type of defects. Uniqueness of the defect characteristics extraction is
ensured by employing a wide range of measurement conditions (reproducing entire
I-V curves at different voltages and temperatures) and cross-correlating results for a

Fig. 11.3 a The VFB shifts
measured (symbols) and
simulated (lines) on the
n-substrate capacitors, at
different pulse amplitudes, Vg.
b The simulated trap filling
front profile for two pulse
durations Tpulse = 0.3 and
0.5 ms. The red rectangles
illustrate the spatial range of
the trap distribution affected
by the difference in the pulse
duration (Color figure online)
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variety of measurement techniques (e.g., the same set of defect parameters fits
leakage current in the entire voltage range at several temperatures, flatband voltage
shift, VFB, CP current, etc.). The program was demonstrated to successfully repro-
duce, using a predefined set of defect parameters, electrical data collected by a
variety of measurement techniques on a wide range of transistor, capacitor, charge
trapping and resistive memory stacks.

11.4 Charging/Discharging of HfO2/SiO2 Nano-Layers
Stacks

As follows from the above discussion, under applied voltages, metal/dielectric
stacks may experience gradual changes of their electrical characteristics. Below we
consider in detail the case of defect activation by electron trapping in dielectric
stacks grown over semiconductor substrates. The measured samples in this study
are nMOSFETs with TiN (top gate electrode)/3 nm HfO2/1.1 nm SiO2 (dielectrics
films)/Si (bottom substrate) stack. The SiO2 interlayer is thermally grown on the
200 mm Si-substrate and etched back to the desired thickness, followed by the O3-
based ALD of HfO2 layer and TiN electrode [7, 22].

Figure 11.5 shows variations of the threshold voltage (minimum applied voltage
required to form a layer of charge carriers in the transistor channel, VT) and leakage
current (current through the dielectric stack, Ig) during the application of a voltage
to the gate electrode of this stack (Vgs = 2.3 V at 100 °C for 2 ks), and after the
recovery phase at Vgs = −0.8 V bias for 5 ks. The stress-induced changes in Ig, VT

correlate.

Fig. 11.4 Measured data (symbols) and simulations (lines) of the leakage current in the 1 nm
SiO2/3 nm HfO2 NMOS/TiN gate dielectric stack in inversion at different temperatures [5]. The
simulations are performed employing the multiphonon trap-assisted tunneling model and defect
characteristics of the oxygen vacancies in SiO2 and HfO2 as calculated by the ab initio methods [8,
9, 19, 20]
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The time dependencies of Ig and VT in Fig. 11.5 have two timescales. At a short
timescale, during the first 10 s of stress/recovery, these two parameters exhibit
characteristic large increase. Such a fast component was previously attributed to
rapid electron trapping/de-trapping in the HfO2 layer [23]. The long-timescale
variation of these parameters is monotonic and smooth. The latter is near-identical
in two sequential stress/recovery cycles, indicating that no additional defect gen-
eration, which would lead to an accumulation of parameter changes with each stress
cycles, occurred. A similar repeatable variation of electrical parameters during
repeated cycles of charging/discharging of this dielectric stack is observed by other
electrical measurement techniques. In particular, interrupting stress to perform
multi-frequency charge pumping (CP) measurements on these transistors demon-
strated the increase (with the stress duration) and reduction (during recovery—
de-trapping phase) of the cumulative trap density in the SiO2 interlayer [7].
Measurements and modeling data for this dielectric stack were interpreted as
controlled by accumulation of the charges trapped by the defects.

The critical question is whether new structural defects were generated by the
electrons injected under the applied voltage conditions or whether the pre-existing
defects were electrically activated by trapping injected electrons, which enables
subsequent electron transport via the newly activated defects?

Creation of new defects in SiO2 films is associated with structural changes in the
oxide involving Si–O bond breaking, which requires significant energy [24] and is
unlikely at the stress voltage used here. On the other hand, partial reversibility of
degradation, points to a possibility that the stress-induced instability might be, at
least partially, caused by the activation of electrically “silent” pre-existed defects
rather than by bond breaking. These defects should become activated when they
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capture injected charge carriers. Upon activation, such a defect can contribute to the
further transport of charge carriers, which contributes to a variety of electrical
measurements. Trap activation may be associated with a large multi-phonon assisted
structural relaxation of the lattice in the proximity of the defect. Accordingly, a large
energy barrier can cause the activation and de-activation of a defect to be slow
processes. The following capture and emission of a subsequent charge carrier by an
activated trap, which contributes to electrical measurements, may, however, be a
relatively fast process, associated with a significantly smaller structural relaxation.
Further analysis of electrical measurements suggests that traps responsible for these
processes are most likely located in the SiO2 IL layer at the interface with HfO2 [7].

The feasibility of such a trap activation process was explored by informing the
activation concept with the defect parameters obtained by ab initio calculations
described below [22].

11.5 Modeling Defect Activation in HfO2/SiO2

Nano-Layers Stacks

To produce a model of a defect responsible for electrical behaviour described above
we need to construct a model of a Si/SiO2/HfO2 stack and consider a number of
plausible candidates. To narrow down our search, we consider that prior to acti-
vation, the precursor defects should be “silent”, i.e. not able to participate in a
sufficiently fast electron exchange with the electrode and substrate observed by the
chosen measurement technique(s). A relatively slow activation under the applied
bias points to low rates of the electron capture by the precursor defects in the
interlayer. This suggests that the electron trapping should be associated with a large
structural change of the defect lattice surroundings, which defines the energy barrier
of the trapping process [11, 25]. After activation, on the other hand, the defect
should be in the energy range allowing fast exchange of injected carriers with the
substrate and gate electrode (in order to contribute to the above mentioned electrical
measurements). The defect deactivates by losing trapped electron under the
recovery conditions (that is under an applied negative gate bias) and reactivate
(upon the reapplied stress bias). To satisfy these requirements, we may consider the
following scenario for the defect activation process:

(i) Prior to capturing an electron, the precursor defect has two possible stable
configurations of different energies. We will refer to this pre-activation state as
the initial state.

(ii) Upon capturing an electron, the energy ordering between the two configura-
tions reverses: the energy of the configuration with the localized electron rises
prompting the system to transition into the second (deeper) energy minimum,
which corresponds to a new lattice configuration (see also Fig. 11.10). When
the stress bias is applied, the energy of this configuration falls below the gate
Fermi-level.
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(iii) Based on the estimated activation rates, the energy barrier between the two
defect configurations after electron trapping is of the order *1.5 eV

(iv) When the stress is removed, the defect energy level is above the Fermi level,
enabling electron emission and the defect reverting to its initial configuration.

To identify the candidate defects meeting the above requirements, we employed
ab initio simulations using the CP2K program suite [26]. The Quickstep DFT
module was used to carry out hybrid density functional calculations using the
PBE0-TC-LRC-ADMM hybrid density functional [27, 28], containing 25 % exact
exchange. The primary basis sets were the DZVP-MOLOPT-SR-GTH basis dis-
tributed with the code along with the corresponding GTH pseudo-potentials (with
12, 4, 6, and 1 electrons treated as valence for Hf, Si, O and H) [29–31]. The
auxiliary Gaussian basis for the ADMM method was pFIT3, as detailed in [19], and
a FIT3 basis for Hf was optimized using a variant of the procedure outlined in the
same paper. Wave-function optimizations are performed using the orbital trans-
formation method [32].

The procedure used for constructing an HfO2/SiO2/Si stack has been described
in detail in [33]. In this work, the number of Si layers has been increased with
respect to the original structure to converge the band gap of the Si substrate (to
1.2 eV). The geometric structure of the whole stack has been optimized using the
hybrid density functional and basis sets described above. The electronic structure of
the stack was analysed using a real-space projection of the density of states with
energy resolution of 0.1 eV (Fig. 11.6). The stack has no obvious defect energy
levels within the energy ranges of interest. The respective band gaps and offsets of
the components of the model stack are in reasonable agreement with available
experimental data, allowing ready interpretation of the location of defect energy
levels without additional adjustments.

The defect candidates include oxygen vacancies in different positions in the gate
stack and various charge states. Oxygen vacancies in amorphous SiO2 are known to
have several configurations connected via potential barriers [19, 34]. However, an
interface defect satisfying the criteria outlined above cannot be based on the double
well puckering model of a positively charged O vacancy, the so called E′ center,
because the barrier for the transformation between the two configurations is too
small and non-existent after the electron trapping [34]. The only oxygen deficient
center in bulk a-SiO2 having two configurations, stable in two charge states, and
having a large barrier between these states is a so-called back-projected configu-
ration of neutral or negatively charged oxygen vacancies [19]. Therefore, we
considered three plausible families of defects that could address all the above listed
requirements, all based around the oxygen vacancy, but extended to consider its
proximity of the HfO2/SiO2 interface:

(a) Oxygen vacancies located directly at the HfO2/SiO2 interface (Fig. 11.7a).
These defects could have a back-projected configuration with a Si ion
neighboring the vacancy moving back into the silica, leaving space near HfO2

that could accept additional electrons.
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(b) Oxygen vacancies separated from the HfO2/SiO2 interface by one Si–O bond,
i.e. just inside the SiO2 (Fig. 11.7b). These defects could have back-projected
configuration where the more highly charged Hf ions at the interface (com-
pared to Si) could help stabilize additional electrons on the Si that is displaced
away from the vacancy.

(c) A hybrid of the first two, where upon electron addition, the vacancy site could
migrate towards the interface forming a more HfO2-like vacancy that would
stabilize the added electron (Fig. 11.7c).

In each of these cases the barriers between the configurations would be expected
to be of the correct order (1–1.6 eV) due to the motion of an O or Si ion by around
2 Ǻ and we can suggest mechanisms that stabilize the rearranged electron attached
state [22]. The transitions between these configurations showing the activation and
regeneration states are also schematically illustrated in Fig. 11.7.

To locate possible defects that satisfy our criteria, we first calculated the for-
mation energies of a sample of O vacancy defects at sites throughout the SiO2 part
of our model interface. The results are shown in Fig. 11.8. It can be seen that there
is considerable spread in the formation energies of oxygen vacancies at different
sites within the stack. A similarly large distribution of energies is expected for the
negatively charged vacancies and the electron affinities of the different vacancy
sites do not necessarily correlate strongly with the formation energies of the neutral
defect (this is the rationale behind the 3rd suggested family of defects, Fig. 11.7c).

Si

SiO2

HfO2

Fig. 11.6 Electronic denisty of state of the HfO2/SiO2/Si stack. The maximum energy of the Si
valence band is arbitrarily set zero as the reference. The y-axis is the direction perpendicular to the
interfaces. The color scale shows the density of electron states/Ǻ3. Arrow bars show the band gaps
of corresponding materials
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Fig. 11.7 Schematics of the
configuration transitions
associated with the activation
of the defect for 3 different
defect types: a Oxygen
vacancy directly at the
interface between the HfO2

and SiO2 with the vacancy
moving into SiO2 after the
transition; b Oxygen vacancy
is one Si–O bond distant from
the HfO2/SiO2 interface; c An
oxygen vacancy in SiO2

moving into the HfO2/SiO2

interface. In each case we also
show the activated trap state
of the defect that would occur
after electron trapping, and
atomic rearrangment. The
dots in the atomic diagrams
schematically show the
number and possible locations
of localized electrons related
to the defect
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An example of the possible configurations of the system is shown in Fig. 11.9.
Starting from a neutral vacancy separated from the HfO2/SiO2 interface by one Si–
O bond, we move clockwise round in Fig. 11.9. The Si atom nearest to the HfO2

film can relax away from the vacancy towards the Hafnia, forming a back-projected
oxygen vacancy. This state is found to be high in energy and a shallow local
minimum on the potential energy surface. It would however, rapidly relax back to
the original vacancy configuration.

When an electron is added to form a negatively charged oxygen vacancy, the
back-projected configuration is strongly stabilized compared to the neutral
back-projected one. The stabilization of this defect configuration is caused by the
presence of the HfO2 layer through a combination of electrostatics and covalent
bonding, as can be seen in the simulated adiabatic potential energy surfaces
(Fig. 11.10). This confirms the suggestion that the interface can act to stabilize
otherwise unlikely [22] configurations of negatively charged vacancies in a-SiO2.

Figure 11.10 shows the adiabatic potential energy surfaces corresponding to the
configurations 1–4 in Fig. 11.9. Red curves represents negatively charged config-
urations (configurations 2 and 3) with (solid red curve) and without (dotted red
curve) the inclusion of the correction for the stress voltage bias.

As can be seen, for the particular defect in Fig. 11.7b, the negative charge in the
back projected vacancy state is closer to the HfO2/SiO2 interface than the charge in

Si SiO2 HfO2

0  0.2 0.4   0.6  0.8 1

Fig. 11.8 Formation energies
of 43 neutral oxygen
vacancies at various positions
between the Si and HfO2 parts
of the stack (i.e. nominally
within SiO2). The right-most
defects are directly at the
HfO2/SiO2 interface and the
left-most directly at the
SiO2/Si interface
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the negative state of the unreconstructed vacancy by *2 Ǻ. The latter assists the
stabilization of the back projected defect configuration by the potential gradient
across the interface, making it closer in energy (within about 0.2 eV) to that of the
undistorted charged configuration. When stress bias is applied, the energy of the
charged back-bonded configuration becomes equal to the energy of the undistorted
configuration of a negatively charged oxygen vacancy.

The charged back-projected configuration is seen to be stable against emitting an
electron to the electrode—the vertical transition energy to the neutral state at
configuration 3 of Fig. 11.10 is calculated to be 5.2 eV when the bias at the gate
electrode during stress is kept at 2.3 V. Thus, the configuration 3 can only relax
back to the ground state (to the configuration 1 in Figs. 11.7 and 11.10) by first
overcoming the barrier required to switch back to configuration 2.

While attempting to find defects that fit the experimental data quantitatively, we
have confirmed that the sequences of defect transformations suggested in Fig. 11.7
are locally stable within state-of-the-art DFT and that they can support varying
charge states within the Si band-gap. This also indicates that oxygen vacancies near
the interface may have complex potential energy surfaces capable of having several
local minima in each charge state. This picture emerges from the known flexibility
of a-SiO2 and its ability to host a range of defects combining with the new

HfO2

Si

SiO2

Fig. 11.9 Configurations of a
vacancy at/near the HfO2/
SiO2 interfaces corresponding
to the scheme in Fig. 11.7b.
The black dotted line
indicates the two silicon ions
flanking the removed oxygen
ion, the number indicates their
seperation in Å. Silicon,
oxygen ions and hafnium
atoms are shown as yellow,
red, and grey, respectively
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environment in close proximity to the HfO2 material. The large spread of relative
vacancy formation energies in Fig. 11.8 suggests that, allowing for a similar
variation in the energies of the other configurations, a subset of vacancies may have
the charged back-projected state stabilized more strongly than is shown for this
particular case.

These results confirm that changes of electrical characteristics of the nFETs high-
k gate stacks under low voltage stresses of practical interest can be induced by a
reversible electron capture at the pre-existing defects rather than generation of new
structural defects. By utilizing the multi-phonon assisted charge transport descrip-
tion it is demonstrated that the trap activation concept allows reproducing a variety
of experimental results including stress time dependency of the threshold voltage,
leakage current, CP current, and low frequency noise [7, 22]. Continuous, long-term
degradation (e.g., described by the power law time dependency in the case of VT) is
shown to be caused by the activation of defects located in the interfacial SiO2 layer
of the high-k gate stacks. Ab initio calculations suggest a plausible candidate—an
oxygen vacancy in the SiO2 region adjacent to the high-k film, which can reversibly
change their atomic configuration upon capturing/emitting an electron. These
electron trapping properties are directly related to the proximity of the oxygen
vacancy to the HfO2, which stabilizes its negatively charged back-projected atomic
configuration. The characteristic time of the vacancy transformation into this con-
figuration determines the defect activation rates controlling the rates of degradation
of device electrical characteristics.

Fig. 11.10 Potential energy diagram for the defect shown in Fig. 11.9. The black curve shows the
adiabatic energy for the neutral configurations of the defect. The red dashed curve shows potential
energy profile for the system with an added electron at zero applied bias. The solid red curve
includes the approximate effect of the applied stress bias of 2.3 V. For comparison to Fig. 11.7b
cartoons are shown for the four atomic configurations of the system. Relative energies of the
different configurations come from simulation, the distance between configurations and the energy
barriers are only schematic. Energies are compared to electrons occupying the bottom of the
silicon conduction band
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These results also serve to illustrate the process of collaboration between
electrical measurements on fabricated devices and ab initio modelling of defect
candidates through the model extraction procedure. They highlight several chal-
lenges: (i) limited data provided by electrical measurements to inform defect
modelling; (ii) statistical nature of both the experimental data and theoretical results
related to disorders in amorphous structure and interfaces of the oxide stacks;
(iii) complexity of identifying which defects are involved—in most cases they
remain ‘most plausible candidates’ until new experimental data emerge.

11.6 Summary and Outlook

In this chapter we briefly discussed the charge transfer phenomena, which deter-
mine the performance and reliability of electronic device stacks of nm-thin layers of
dielectric materials in contact with the conductive electrodes (semiconductors,
metals). By employing multi-phonon statistical carrier transport simulations of the
temperature dependent leakage currents we linked electrical measurements to
possible atomic structures of the electrically active defects in dielectric stacks.
Comparing modeling results with the measurement data allows one to extract the
critical defect characteristics, specifically their ionization and relaxation energies,
which were combined with the ab initio modelling data to identify contributing
defects. Knowing the defect structures enables considering specific physical pro-
cesses responsible for the defects generation and activation. We also discussed a
possibility that the stress-induced instability might be primarily caused by the
activation of electrically “silent” pre-existed defects rather than by bond breaking
leading to generation of new defects. These pre-existing defects become activated
after capturing injected charge carriers, and upon activation they can contribute to
trap assisted transport of charge carriers affecting a variety of electrical character-
istics. Although the activation and deactivation of a pre-existing defect might
proceed rather slowly, the subsequent capture and emission of a charge carrier by an
activated trap can be a relatively fast process associated with a significantly smaller
structural relaxation.

Future work will need to take into account that the current through the dielectric
accompanied by the carrier trapping/de-trapping events may substantially increase
the probability of generating new defects which we did not consider in this dis-
cussion. Indeed, carrier localization can weaken chemical bonds [35] while the
excess of the carrier energy (the energy difference between the Fermi level and
defect ground state) dissipated into the surrounding lattice tends to rise the local
temperature. This excitation of atomic vibrations increases the possibility that the
participating atoms (oxygens) overcome the binding energy barrier and displace out
of their regular lattice positions, thus creating new defects, which are also capable
of contributing to the carrier transport (TAT) process. The widely accepted statis-
tical description, which has successfully reproduced many aspects of the electrical
degradation phenomenon resulting in the formation of a permanent highly
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conductive path [aka dielectric breakdown (BD)], is based on the premises that the
defects are randomly generated in the dielectric subjected to electrical stress, and
the BD occurs as soon as the defects form a percolation path connecting the
electrodes through the dielectric film. This description, while being attractive due to
its intuitive simplicity, does not necessarily accurately reflect physical processes
governing the BD mechanism. Treating defects as unspecified black boxes hampers
addressing a number of critical issues, for instance, whether an accelerated (high)
voltage stress is an adequate approach for estimating device life time under
use-conditions or how fabrication-related changes in the gate stack composition
might affect device reliability.
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Chapter 12
Two-Dimensional Electron Gas at Oxide
Interfaces

Alexander A. Demkov, Kristy J. Kormondy and Kurt D. Fredrickson

Abstract In this chapter, we provide an overview of the growing field of the
two-dimensional electron gas in oxide heterostructures. The discovery of the high
mobility electron gas at the oxide-oxide interface has spurred subsequent investi-
gations which draw from the large body of work on polar oxide surfaces and thin
films. We discuss the three main mechanisms of electronic reconstruction, oxygen
vacancy formation, and cation exchange in order to address the question, “How can
the interface between two insulators be conducting?” Throughout the chapter, in
addition to the model LaAlO3/SrTiO3 system, we provide the reader with a sam-
pling of what has been learned from other oxide heterostructures through both
experiment and theory.

12.1 Introduction

A recently discovered revolutionary class of polar oxide heterostructures [67] holds
tremendous promise for exploiting the physical properties of the novel quasi
two-dimensional electron gas (2DEG) formed at the oxide/oxide interface. The
polar catastrophe mechanism has a historic relation to a problem of polar oxide
surfaces. The subject has been in the spotlight of the intense investigation for years,
and there are several excellent reviews summarizing the main results [66]. To give
the reader a flavor of that field we now briefly sketch the main ideas. In general,
oxide surfaces are more complicated than those of semiconductors, where the
problem has been recognized for almost 40 years [32]. Three different types of
insulating surfaces can be identified. The type 1 surface has neither charge or dipole
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moment, the type 2 surface has charge but does not possess the dipole, and the type
3 surface has both, the unbalanced charge in the surface layer and a non-zero dipole
in the repeated unit in the direction normal to the surface.

Polarity of the oxide surface can be cancelled in different ways depending on
how severe it is. In ultra-thin films ionic screening may be enough [81]. However,
for fully polar surface the surface states must be created and filled, to provide the
compensating field. This in turn can be achieved either though electronic recon-
struction or by removal of atoms from the surface layers.

Similarly, in the case of oxide heterostructures, the fundamental scientific
understanding is of significant fundamental importance. The origin of the 2DEG is
still widely investigated and can be attributed to at least three interfacial phe-
nomena, as illustrated in Fig. 12.1: (i) electronic reconstruction, as suggested for the
original LaAlO3/SrTiO3 (LAO/STO) structure [67]; (ii) electrically active defects
[44, 76, 84]; or (iii) stoichiometry deviations [61, 76].

Many exciting results reported to date have been discovered in heterostructures
based on oxides of transition metals with perovskite crystal structure [15, 35, 38,
41, 72, 92, 99]. Owing to the exquisite, atomic level control of layer design,
afforded by new developments in oxide epitaxy, these systems are expected to
enable militarily significant and commercially valuable products. The unprece-
dented richness of physical phenomena observed in these materials systems, stems
from the delicate balance of multiple interactions that control the quantum behavior
of d- and sometimes f-electrons in the unfilled shells of the transition metal ion. In
bulk materials, this is the origin of magnetism, superconductivity, ferroelectricity
and several other related effects [57]. On the other hand, the properties of epitaxial
interfaces are controlled by strain, band alignment, and crystal imperfections that
may affect the long-range as well as the short-range order. Symmetry lowering at
the interface creates entirely new environments for the electrons of the “active”
atomic species that are not realizable in the bulk environments.

Although the 2DEG is usually thought of as localized at the interface, the spatial
extent of the gas has been found to vary from a depth of a few nanometers to
hundreds of micrometers. [5] The varying spread of the 2DEG is due to many
factors, including oxygen vacancy concentration, [5] temperature of the system,

Fig. 12.1 Highly conductive interfaces can be formed between two insulating oxides due to
a electronic reconstruction, b Oxygen vacancies (Modified from [48]), and c Stoichiometry
deviations
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[84] charge density of the gas, [46] amount of cationic exchange, [89] and ionic
relaxation at the interface [68, 69, 73].

Experiment and theory show that the 2DEG at the oxide/oxide interface has
many exotic features. It can be paramagnetic, ferromagnetic or even supercon-
ducting, [12, 50, 62, 63, 74, 79] with strong Rashba splitting leading to a con-
trollable magnetic moment. [11, 45, 58]. It has been demonstrated that various
modifications of the LAO/STO heterostructure also lead to a variety of interesting
effects. Arras et al. used density functional theory (DFT) to calculate the effect of
metallic layers on LAO/STO heterostructures. For a thin STO substrate (2.5 unit
cells (UC)), 1 monolayer (ML) of Ti deposited on LAO lead to the vanishing of the
electric field in LAO; even given this, the LAO/STO interface is still conducting,
due to the migration of charge to the lowest unoccupied states that exist at the
bottom of the STO conduction band; moreover, the Ti metallic layer and the
interface are both magnetic. For thicker STO (6.5 UC), the system is the same,
except that the interface is nonmagnetic; the authors ascribe the magnetization of
the interface for thinner STO to quantum confinement effects. Upon the addition of
more MLs of Ti metal on the LAO surface, the conducting states do not change
appreciably, but the magnetization of the Ti metal is reduced; by 3 ML of Ti, the
surface metal (and thus the entire system) is nonmagnetic. The authors also tried
different metallic contacts (single ML of Na, Al, Fe, Co, Cu, Ag, Pt and Au). The
field in LAO was not always reduced to zero; in fact, for the Au contact, the electric
field was enhanced! This is due to the large work function of Au, which places the
Fermi energy mid-gap in STO; therefore, no charge is transferred to the STO/LAO
surface and the field in LAO is not destroyed [3].

Although most of the experiments were done on LAO grown on bulk STO, there
have also been reports of the 2DEG found in LAO/STO heterostructures deposited
on Si, paving the way for semiconducting devices utilizing the properties of the
oxide 2DEG. [71] Levy and co-authors used atomic force microscope lithography
to induce a reversible metal/insulator transition of the interface [13, 14].

In this chapter, we identify oxide systems which exhibit interfacial conductivity
(often two dimensional) stemming from (one or more of) three separate origins:
electronic reconstruction, cation exchange, and oxygen vacancies.

12.2 Electronic Reconstruction

Discussions of the origins of the oxide 2DEG often start with polar catastrophe and
electronic reconstruction. [28, 32, 39, 40] Whenever there is an abrupt change in
polarization, in order to satisfy Maxwell’s equations, there must be a free charge
density σf:
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D1;n � D2;n ¼ rf ð12:1Þ

where Dn is the electric displacement normal to the surface or the interface. This
equation is always satisfied, whether at a surface of a material, or at the interface
between two dissimilar materials. It has been shown that true polar surfaces are
impossible; any excess charge due to polar terminations must be compensated by a
free charge density provided by holes or electrons, or possibly by adsorbed
molecules or vacancies. [87] In ferroelectrics, free charge carriers can form due to
uncompensated charge at the surface [33, 47, 83, 94, 96], and at head-to-head or
tail-to-tail domain walls [30, 85, 86, 93] where there is a relatively abrupt change in
polarization. In pure BaTiO3 (BTO), a positively poled system was measured to
have 10 times higher surface conductance than a negatively or randomly polarized
sample, which is ascribed to accumulation of electrons at the BTO surface. The
surface is also seen to have an Ohmic relation upon performing I-V measurements,
consistent with a conducting state [95]. (12.1) must also be satisfied at interfaces; at
oxide-oxide interfaces, the system will do its best to reduce the jump in polariza-
tion, and thus reduce σf [88]. For interfaces between two polar materials, the
situation is even more complex; depending on the relative valence charge of the
interface, structural distortions, and symmetry breaking of the interface, the system
may have an insulating interface, a metallic interface due to two-dimensional
gas formation, or it may even exhibit a thickness-dependent metal-insulator
transition [29].

Left uncompensated, a large electric field is built-up in a polar oxide such as
LAO; the alternating positively charged LaO and negatively charged AlO2 layers
lead to a ramping up of the electrostatic potential that grows without limit
(Fig. 12.2). Due to the large energy cost of this internal field, and to avoid dielectric
breakdown, the heterostructure must find a way to compensate this diverging
electrostatic potential. One way to avoid the polar catastrophe is electronic recon-
struction, where the electronic charge migrates to the interface to eliminate the field
once a critical thickness is reached (Fig. 12.2). In this case, (12.1) is satisfied by the
migration of electrons to the surface, which is caused by the abrupt change of
polarization between the polar LAO and nonpolar STO.

In this section, we summarize theoretical and experimental results on the phe-
nomenon of electronic reconstruction in LAO, LaTiO3 (LTO), several other polar
oxides, and ferroelectric oxides.

12.2.1 LAO/STO

The phenomenon of electronic reconstruction has received extensive consideration
since the initial discovery of the conducting layer at the interface of polar LAO and
nonpolar STO (001) [67]. Here, the thickness of LAO is an important factor; the
interface undergoes an insulator-metal transition at a critical thickness of four unit
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cells (UC) of LAO [90] for an LAO/STO heterostructure and six UC’s in LAO/STO
multilayer structures. [37] It was also found that even when the LAO thickness is
less than the critical thickness of 4 UC, the interface could still be made conducting
by applying a gate voltage [90].

Spatial confinement of charge at the interface has also been investigated.
Experimentally, measured charge densities are lower than the expected 0.5 e per unit
cell. [10, 44, 84, 90]. Popović et al. used DFT to investigate a LAO/STO supercell
and examined the sub-bands that the 2DEG occupied. The dxy state of the interfacial
Ti, which forms the lowest sub-band, have strong 2D character (as they are parallel
to the interface), and are expected to become Anderson localized for disordered
systems; therefore, they would not be expected to conduct very well in realistic
interfaces where disorder must be considered. The occupied dxz and dyz states have
high effective masses parallel to the interface, and thus also should not be expected to
contribute strongly to conductance measurements. The bands that are expected to
conduct are the dxy states in the neighboring TiO2 layers; these are not nearly as
two-dimensional as the interface TiO2 states, and therefore will experience far less
Anderson localization in the presence of disorder [75].

Lee et al. used DFT calculations to research LAO/STO/LAO heterostructures
(capped with 20 Å of vacuum) in order to accurately capture the transfer of charge
from the surface of LAO to the LAO/STO interface. In supercell calculations, if a
symmetrically terminated TiO2/LaO (AlO2/SrO) interface is desired, an additional
LaO (AlO2) must be included in the system, and the LAO will not be stoichio-
metric. This will automatically dope the system with an additional electron (hole),
and therefore the system must be metallic, regardless of thickness, in contrast with
experiment, which shows that the conducting layer does not form for LAO under a
critical thickness. In contrast, with a mirror-symmetric heterostructure calculation

Fig. 12.2 a Illustration of electrostatic model for the polar catastrophe. b and c Illustrate critical
thickness for electronic reconstruction
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that includes vacuum, no extra LaO (AlO2) layer is needed to satisfy the periodic
boundary conditions and the system will be insulating if electronic reconstruction
does not occur. With 3 UC of LAO, the system does not experience electronic
reconstruction, but in the calculation with 5 UC of LAO, electronic reconstruction
does indeed occur. Interestingly, the interface induces the dxy band to split off and is
separated from the remainder of the t2g states by * 1–2 eV; it is the only occupied
state. Although the symmetry in the z-direction is broken by the interface, other
calculations without electronic reconstruction show that this effect is very small (on
the order of 0.01 eV). Another explanation could be the chemical effect; the Al-O
bond is shorter than that of Ti-O, so it is expected that Ti should be pulled closer to
the interface; however, the opposite is found to be true, so the change energy of the
dxy state cannot be due to the chemical effect. Finally, the result of the splitting in
energy is concluded to be due to the pseudo-Jahn-Teller effect, which breaks the
electrical degeneracy and lowers the energy of the dxy state [50].

Compressive strain has been shown to decrease the conductivity of the 2DEG
and increase the critical LAO thickness for formation of the 2DEG; however,
tensile strain was shown to result in an insulating interface. DFT calculations
showed that, in unstrained LAO/STO heterostructures, polar Ti-O displacements
are small; but for heterostructures with 1.2 % compressive strain, a non-switchable,
polar displacement with a polarization of 18 μC/cm2 is formed, which points away
from the interface. This increases the critical thickness of LAO needed to from the
2DEG by decreasing the effective field induced in LAO (the formed polarization
opposes the internal field of LAO) [4]. In STO/LaTiO3 superlattices, the initial
unrelaxed structure localizes the charge heavily in the center TiO2 plane of LaTiO3,
but the relaxation of ions spreads the electron nearly evenly through the entire
heterostructure. This shows the importance of ionic polarization in determining the
localization of electron gas in this system [31].

Much of the theoretical work has been to determine why the p-type (hole doped)
LAO/STO interface is insulating, and the n-type (electron doped) interface is
conducting. Density functional theory calculations show that the n-type LaO/TiO2

interface has charge localized on the interfacial Ti sites, which order ferromag-
netically. Although this interface was calculated to be insulating, it has been argued
that large two-dimensional hopping will cause the interface to be conducting even
at very low temperatures. It has been shown that for the p-type AlO2/SrO interface,
the hole localizes as a charge polaron at the O in the interfacial AlO2 layer; the
interface is insulating when these polarons order antiferromagnetically [74].

12.2.2 Other Polar Oxides

In contrast to wide band gap LAO, the Mott–Hubbard insulator LaTiO3 (LTO)
exhibits metallic behavior for even a single unit cell [6, 7, 13, 68, 78, 100]. The
confinement of the LTO/STO 2DEG has been studied by photoemission [18, 89]
and optical techniques [82]. The n-type LaVO3/STO interface was also found to be
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conducting at a critical thickness of 5 UC. [36] The combination of two polar
materials (MgxZn1-xO/ZnO) led to a 2DEG at the interface due to charge being
driven there by the polarization of the materials [91]; however, these materials are
not switchable [49].

Other theoretical work has shown that the Ti-O bond length at the interface is very
important. Comparing LAO on CaTiO3, STO, and BTO, it was found that the
electron gas is more localized with increasing the in-plane Ti-O bond length (in this
case, the BTO/LAO interface had the longest bond length) (Fig. 12.3). The longer
Ti-O bond lengths cause the dxy orbital to be able to hold more charge, so the longer
the bond, the more charge can fit in the interfacial layer, and thus the charge is more
localized [63]. This is consistent with prior theory that compressive strain decreases
the localization of the 2DEG and tensile strain increases the localization of the 2DEG
at the LAO/STO interface. Biaxial strain reduces the Oh symmetry of the TiO6

octahedra to D4h, which breaks the degeneracy of the t2g states. Under compressive
strain, the in-plane Ti-O bond length is reduced and dxy state cannot hold as many
electrons, resulting in less electrons per layer. On the contrary, tensile strain increases
the Ti-O bond length and increases the capacity of the interfacial dxy state, increasing
the localization of the electrons at the interface. Tensile strain also increases the
magnetic moment and conductivity of the 2DEG located at the interface [62].

Using GGA+U, Lee et al. modeled LAO/EuO heterostructures with different
thicknesses of EuO. Of note is that the LAO in this system is stoichiometric; the
transfer of charge to the interface is due to electronic reconstruction, and not the
additional charge that must be present from nonstoichiometric LAO. At the
LAO/EuO interface, a 2DEG is created at the interface that extends* 10 Å into the
system; the confinement is due to the band bending of the EuO dxy states near the
interface (Fig. 12.4). Due to the strong spin-splitting of EuO, the 2DEG is located
only in the spin-up channel in EuO and thus is completely spin-polarized. Using
different thicknesses of LAO (3, 4 and 5 unit cells), the charge density of the 2DEG
can be controlled; for the 3 UC case, electronic reconstruction does not occur. As
the exchange coupling constants vary with charge density, the charge transfer from

Fig. 12.3 Locally distorted TiO6 octahedra and calculated three-dimensional charge density
projected on the bands forming 2DEG at the a LAO/CaTiO3 b LAO/STO and c LAO/BTO
interface. From [63]
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LAO to EuO also changes the critical temperature of ferromagnetism of the closest
EuO cells to the interface, with the 2DEG increasing the critical temperature of the
LAO/EuO interface to 105 K [53].

The NdAlO3/STO interface has been theoretically shown to have a built-in field,
causing a 2DEG at the n-type interface; O vacancies at the surface kill the electric
field in NdAlO3, but the interface is still insulating, due to the defect energy level
being located at the bottom of the STO conduction band [98]. The GdTiO3/STO
interface also has a 2DEG located at the interface, but this 2DEG is present even in
symmetrically terminated STO/GdTiO3/STO structures that contain no internal
field; the presence of the 2DEG is ascribed to band bending [8, 9, 43].

12.2.3 Ferroelectrics

There is evidence that ferroelectrics may allow for the creation of surface charge. In
the bulk of a ferroelectric, the material cannot be metallic, due to screening of the
polarization due to conduction electrons. [2] However, there is experimental and
theoretical evidence of the formation of a two-dimensional conducting layer on the
surface of clean ferroelectrics, which is attributed to the uncompensated surface
charge due to the ferroelectric nature of the material [33, 47, 83, 94, 96].

Ferroelectrics also have the capability to control the charge density of 2DEGS at
the interface of the ferroelectric and its substrate. A recent study has shown that a
PbZr0.2Ti0.8O3/LaNiO3 heterostructure allows a switchable conduction layer at the
interface, although in this case the substrate is already metallic [59]. Theoretically, a
YMnO3/GaN heterostructure was shown to have a spin-dependent conduction band
offset due to a spin-polarized metallic interface [80]. Pt/BTO/Fe and Pt/PbTiO3/Fe

Fig. 12.4 Schematic of the
electrostatic doping causing
charge transfer from LAO
into the EuO conduction
band. From [53]
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superlattices have also been shown to have a magnetic interfacial conducting layer,
and the strength of the magnetism can be controlled via the polarization of BTO or
PbTiO3 [52].

In a recent theoretical study, Niranjan et al. studied ATiO3 (ATO)/KNbO3 (KNO)
superstructures (where A = Sr, Ba or Pb). They studied heterostructures that were
either paraelectric (un-polarized) or ferroelectric (polarized); in all cases, the interface
was NbO2/AO. In the paraelectric case, a 2DEG forms at the KNO/ATO interface,
due to an additional electron provided by the extra NbO2 layer; each interface contains
0.5 e. In the ferroelectric case, however, the system behaves differently depending on
the A ion. For the KNO/BTO superstructure, the polarization of BTO is nearly the
same KNO, which greatly reduces the free surface charge that satisfies (12.1), and
thus the charge density at both interfaces is nearly equal. For the KNO/STO interface,
a small polarization is induced in STO. Due to the imbalance of charge due to the
differing polarization, the charge density at the right interface is much higher than that
of the left interface. In the KNO/PTO superstructure, the polarization of PTO is much
higher thanKNO, and one of the interfaces is insulating, as all the free chargemigrates
to the other interface in order to satisfy (12.1) (Fig. 12.5). This shows that the
polarization of KNO can be used to change the charge density of the 2DEG, and in the
KNO/PTO case, even make it insulating [65]. While the charge density of the 2DEG
at the KNO/STO interface can be modified by switching the polarization of KNO
(provided it is a single domain film), the origin of the 2DEG is in the polar nature of
KNO,which is clear as the 2DEG is still seen even whenKNO is in a paraelectric state
with no polarization present. In other words, although the 2DEG responds to the
change in the polarization of the sample, the polarization does not create the 2DEG.

Recently, however, using the ability of ferroelectrics to transfer charge from the
oxide surface, it was found that a 2DEG can be found at the interface of polarized

Fig. 12.5 Density of states near the fermi level (EF) for KNO/ATO superstructures, where
a A = Sr, b A = Ba and c A = Pb. The top panel shows the geometry of the unit cell with
polarization indicated by arrows. From [65]
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BaTiO3 (BTO)/STO heterostructure. Theoretically, the BTO has been shown to
have two stable polarization states; one is polarized inward, away from vacuum and
toward the BTO/STO interface, and one is un-polarized. When there is a difference
in the polarization between the BTO and STO, free charge must be localized there
in order to satisfy (12.1). Indeed, in the polarized heterostructure, the migration of
the surface electron states to the interface satisfies this, and is the source of the
2DEG which occupies the Ti d states at the bottom of the conduction band (a
corresponding hole gas of equal charge is localized at the surface O p states)
(Fig. 12.6). In the un-polarized heterostructure, where there is no change in
polarization between BTO and STO, the 2D gases do not form. LDA+U calcula-
tions show that the increase of the band gap localized the electron gas even further,
essentially limiting them to only the first interfacial TiO2 layer. This gives the
opportunity for a 2DEG that can be turned on or off via ferroelectric switching [27].

12.2.4 Conclusions

The development of novel methods of deposition of highly crystalline oxide thin
films has enabled investigation of electronic reconstruction at the 2D oxide inter-
face. In addition to LAO/STO, electronic reconstruction has also been studied in
other polar perovskite oxides and predicted in ferroelectrics. These studies open the
possibility of future all-oxide devices.

12.3 Oxygen Vacancies

Surprisingly, conductivity has been demonstrated at the interfaces between the STO
surface and oxide thin films of polar, nonpolar, epitaxial and amorphous varieties.
[24, 34, 56] These studies have highlighted a need to investigate the role of defects

Fig. 12.6 Charge density at the fermi level. The pictured isosurface is for a charge density of
0.1203 e/Å3. a The hole gas at the surface of BTO. Note the p character of the charge density.
b The electron gas at the STO/BTO interface. Note the d character of the charge density. From [27]
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in the formation of the oxide 2DEG and its corresponding transport properties. In
particular, interfacial redox reaction of STO can n-dope the material to stabilize a
confined conducting layer. As a result, interfacial defect formation has been studied
alongside electronic reconstruction the LAO/STO system.

12.3.1 LAO/STO

An alternative explanation for the conductivity at the n-type interface is due to
surface O vacancy formation. These O defects introduce electrons to the system,
which settle at the STO conduction band bottom and kill the polar field in LAO,
creating the interfacial 2DEG. The enthalpy of formation for these vacancies
decreases with increasing LAO thickness, spontaneously forming at the LAO
critical thickness, which shows why the system is not insulating under the critical
thickness but becomes insulating suddenly at the critical thickness. In contrast, at
the p-type interface, the enthalpy of formation of surface O vacancies never
becomes negative, so the 2DEG does not form at any thickness [101]. O vacancies
at the p-type interface create a defect state just above the Fermi energy, which also
causes the interface to become insulating [74]. Slabs of pure LAO that show
electronic reconstruction can also be made insulating by the addition of O vacancies
at the surface that donate electrons to the system [81].

Ferrari et al. examined the less-traditionally studied AlO2/TiO2 interface for a
LAO/STO heterostructure, which has been found to be more stable when O
vacancies are included [97]. The heterostructure consisted of 10 UC of both LAO
and STO, with 10 ML of vacuum to prevent slab-slab interactions; the lateral size of
the cell was (√2×√2) in order to include more O to perform O vacancy studies. For
50 % and 25 % O vacancies at the AlO2/TiO2 interface, the AlO2/TiO2 interface
contained a 2DEG that was found occupied the interfacial Ti d states, and the O at
the LAO surface contained 2D hole states [25].

Kalabukhov et al. experimentally investigated optical, electrical, and
microstructural properties of heterointerfaces between two thin-film perovskite
insulating materials, STO and LAO, deposited at different oxygen pressure con-
ditions. Cathode and photoluminescence experiments suggested that oxygen
vacancies were formed in the bulk STO substrate during the growth of LAO films,
resulting in high electrical conductivity and mobility values. In both high and low
oxygen pressure interfaces, the electrical Hall mobilities followed a similar power
law dependence as observed in oxygen reduced STO bulk samples. The results
were confirmed on a microscopic level by local strain fields at the interface reaching
10 nm into the STO substrate [44]. Electrical measurements were made in a
four-point van der Pauw configuration in the temperature range 2–300 K and in
magnetic field up to 5 T. Gold contact pads were fabricated by sputtering using a Ti
adhesion layer. The temperature dependence of the sheet resistance RXX, the Hall
mobility μH, and the charge-carrier density nS are presented in Fig. 12.7. The results
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strongly suggest that oxygen vacancies in STO are responsible for the conductivity
in LAO/STO heterostructures prepared even at high oxygen pressures.

Similarly, based on transport, spectroscopic, and oxygen-annealing experiments,
Siemons et al. concluded that extrinsic defects in the form of oxygen vacancies
introduced by the pulsed laser deposition (PLD) process were the source of the large
carrier densities [84]. Annealing experiments showed a limiting carrier density. In
addition, a model was introduced that explains the high mobility based on carrier
redistribution due to an increased dielectric constant. Measurement of the electronic
properties of the interfaces created by depositing LAO on STO showed electronic
properties similar to those found originally by Ohtomo and Hwang [67]. Also,
ultraviolet photoelectron spectroscopy (UPS) spectra showed states at the Fermi
level, indicating a conducting interface. The number of these states was reduced
when the sample was oxidized, suggesting that oxygen vacancies played an essential
role in supplying the charge carriers. This was further confirmed by near-edge X-ray
absorption spectroscopy (NEXAS) and vacuum ultraviolet spectroscopic ellipsom-
etry (VUV-SE) measurements, which showed more Ti3+ for samples made at lower
pressures. It appeared that the vacancies were created by the PLD process itself

Fig. 12.7 Sheet resistivity
RXX, charge-carrier density
nS, and hall mobility µH for
STO substrates annealed in
deposition conditions
(10−6 mbar O2, 800 °C) and
Ar-ion bombarded
(U = 300 eV, J = 0.2 mA/cm2)
(open and solid circles);
LAO/STO heterointerfaces
prepared at low oxygen
pressure (10−6 mbar) as well
as annealed at 500 mbar
during cooling (open and
solid diamonds); LAO/STO
heterointerfaces prepared at
high oxygen pressure
(10−4 mbar) and annealed at
500 mbar during cooling
(open and solid triangles).
From [44]
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where relatively high energy particles sputter off oxygen [1]. Annealing samples in
atomic oxygen reduced the number of carriers but kept the mobility the same. The
dependence of sheet carrier density as a function of temperature was changed dra-
matically. To determine the electron location, the authors calculated the potential and
the carrier density in the STO as a function of distance from the interface and
concluded that electrons moved into the pristine STO over large distances, mainly
due to the high dielectric constant of STO at low temperatures.

12.3.2 Alumina/STO

To isolate the role of oxygen vacancies, nonpolar and amorphous oxides have also
been studied. For example, alumina (in its amorphous or nonpolar gamma phase) has
received attention. Thin alumina films have been deposited on STO by PLD [20, 21],
molecular beam epitaxy (MBE) [48], atomic layer deposition (ALD) [54, 55, 64],
and electron beam evaporation [23]. During deposition of alumina on STO, two
reactions take place: reduction of STO and oxidation of aluminum metal. Alumina’s
large negative enthalphy of formation DHf � � 1600kJ=mol

� �
encourages forma-

tion of oxygen vacancies at the STO surface [60].
The presence of oxygen vacancies at the STO/alumina interface has been verified

by x-ray photoemission spectroscopy (XPS). After alumina deposition, XPS of the
Ti 2p core level in STO reveals the presence of reduced Ti in the 3+ oxidation state at
the interface (Fig. 12.8) [20, 48, 64]. STO surfaces exposed only to ALD precursor
trimethylaluminum also form oxygen vacancies [54, 55, 64]. Characteristically,
conductivity vanishes upon oxygen atmospheric anneal. This vacancy-based 2DEG
demonstrates that electronic reconstruction is not essential for formation of the oxide
2DEG. No special preparation of the STO surface is necessary, nor is crystallinity of
alumna a prerequisite for conductivity. Notably, highly conductive interfaces can be
formed using room-temperature fabrication methods [20].

Once the presence of interfacial vacancies has been verified, electrical characteri-
zation has been used to characterize the conducting layer. In some cases, a critical or
threshold thickness is identified below which the STO vacancies only patches rather
than a continuous conducting layer [54]. The highest mobilities are measured for
crystalline samples grown at high temperature (Fig. 12.9), and 2D conduction is
revealed by angle-dependent Shubniov-de-Haas quantum oscillations. It is worth
noting that in principle, a thin conductive layer is not necessarily a 2DEG in the
traditional sense of the term. The two dimensional character comes from confinement in
the direction normal to the interface. That results in the two dimensional density of
states manifested in oscillations in transport measurements such as Shubniov-de-Haas.
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12.3.3 Other Oxides

Chen et al. deposited several insulating amorphous oxide thin films by PLD [19].
While amorphous LAO, STO, yttria-stabilized zirconia (YSZ) films deposited on
STO rendered a metallic interface, La7/8Sr1/8MnO3 interfaces remained highly
insulating. Along with the thickness-dependence of conductivity, this suggests that
sputtering due to the high energy of incident ions cannot account solely for the
formation of oxygen vacancies. Therefore, interfacial chemical reactions play an
important role in the formation of the STO oxygen vacancy 2DEG, with possible
enhancement due to the sputtering effect. This is consistent with studies of amor-
phous LAO, alumina, and YAlO3 deposited by ALD [55].

12.3.4 Conclusions

In conclusion, interfacial oxygen vacancies in STO contribute to the formation of a
conducting layer. The confinement of this layer depends on the chemical reactivity
of the film. The demonstration of room-temperature 2DEG formation based on
oxygen vacancies is particularly promising for future applications.

Fig. 12.8 From [48]. a After
alumina deposition on STO,
gaussian decomposition of the
XPS Ti 2p core level reveals a
Ti3+ shoulder at lower
binding energies, confirming
the presence of oxygen
vacancies. b Reduction of Ti
is localized at the interface
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12.4 Cation Intermixing

In addition to oxygen vacancies, cation exchange cannot be ignored, particularly
considering the high temperature of typical film deposition. In pure STO, replacing
a SrO layer with a rare earth-oxide (RO) ML leads to an additional donated electron
in the system. Using pulsed layer deposition, Jang et al. inserted a single layer of
RO for a variety of rare earth atoms: La, Pr, Nd, Sm and Y. They found that LaO,
PrO and NdO layers create a 2DEG localized near the RO layer in the TiO2 planes,
but SmO and YO layers remain insulating. DFT calculations show that STO with a
single LaO layer become conducting, but STO with a single YO layer remain
insulating, in agreement with experiment. The YO layer induces a spin-polarized
state to form directly below the conduction band in STO; this completely-filled state
prevents the system from becoming metallic [42]. Inserting sub-monolayer doping

Fig. 12.9 From [20]. a Phase diagram for the conduction of GAO/STO interfaces grown at
different temperatures. The room‐temperature‐formed interface shows a unique dependence of
conduction on target‐substrate distance, d, (open symbol for d = 5.5 cm, and solid symbol for
d = 4.5 cm); b Temperature dependence of sheet resistance, Rs, at different film thicknesses, t, for
d = 4.5 cm; c Thickness dependence of the carrier density, ns, measured at 300 K. High‐mobility
2DEGs are obtained once t is above 8 uc at d = 4.5 cm for room temperature deposition
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levels of La in pure STO induces a change from 3D to 2D conducting states,
depending on the concentration of the La dopant levels [70].

12.4.1 LAO/STO

In addition to polar catastrophe and oxygen vacancies, instability against diffusional
mixing or cationic exchange has been identified as a possible mechanism of con-
ductivity at the LAO/STO interface [12, 61]. Chambers and co-workers, using
several independent analytical methods, have shown that there is a strong tendency
for the LAO/STO interface, as prepared by on-axis PLD, to intermix rather than
form an atomically abrupt configuration [77] (Fig. 12.10) .

Although the intermixing is approximately correlated, which means that A-site
exchanges (La ⇔ Sr) occur to the same extent as B-site exchanges (Al ⇔ Ti), there
is preferential diffusion of La into the STO, which leads to n-type doping of the
STO and the formation of itinerant electrons within the STO [16, 17, 22, 25, 26, 61,
76, 89]. Ferrari et al. found that, at the AlO2/TiO2 interface, swapping of one Al and
Ti across the interface led lowered the energy of the system by 1.8 eV, making this
substitution very energetically favorable. Interestingly, the combination of 25 %
interfacial O vacancies and Al–Ti swapping led to an insulating interface [25].

Fig. 12.10 Angle-resolved XPS from [77]. Polar scans in the (100) azimuth of La 4d, Al 2p, Sr 3d
and Ti 2p intensities for a 11 Å LAO film, along with analogous scans for a 196 Å LAO film and
bulk STO. The bulk or bulk-like STO and LAO polar scans were scaled by factors of exp(–d/
λsinθ) and 1—exp(–d/λsinθ), respectively. A range of λ values was used, as discussed in the text.
Left—schematic illustration of how the XPD probe depth varies with angle
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In a combination experimental/theoretical study on the subject of ionic inter-
mixing, Chambers et al. used Rutherford backscattering spectrometry (RBS),
time-of-flight secondary ion mass spectrometry (TOF-SIMS), high-angle dark field
scanning transmission electron microscopy (HAADF-TEM), and electron energy
loss spectroscopy (EELS) to investigate ionic intermixing in LAO/STO
heterostructures. Although each method on its own was inconclusive, a combina-
tion of all the methods support that there is large ionic intermixing within the first few
UC of each oxide, leading to a complex mixed oxide at the interface. They also used
DFT to calculate the effects of ionic mixing, with a (√2×√2) lateral cell and varying
thicknesses of LAO. It was found that, for swapping of Ti in STO and Al in LAO, Ti
preferred to swap with an Al atom in LAO, and it lowered its energy by being as far
from the interface as possible. Also, the hole caused by the Al3+ impurity in STO and
the electron caused by the Ti4+ impurity in LAO both prefer to migrate to the
interface and recombine, regardless of the original positions of the ions before they
were swapped. This consideration is important, because this reduces the field in
LAO, as does the electronic reconstruction, but the swapping of ions is energetically
favored at any LAO thickness, whereas the electron reconstruction has a minimum
critical thickness before it occurs. Although the swapping of La for Sr is not ener-
getically favorable, the simultaneous swapping of Al/La in the interfacial cell with
Ti/Sr was found to be always energetically favorable, no matter the initial positions
of the Sr/Ti atoms or the thickness of LAO. Classical shell model calculations based
on the DFT studies showed that the most stable structures contain large amounts of
ionic mixing [17].

These results call into question the original interpretation of conductivity based
on an electronic reconstruction to alleviate the polar catastrophe resulting from the
growth of polar LAO on nonpolar STO and abrupt interface formation. Moreover,
XPS-based measurements of the valence band offset and band bending near the
interface revealed a much smaller band offset than was predicted based on an abrupt
interface model and the absence of electric fields on both the STO and LAO sides of
the interface. Good agreement between the measured and calculated band offset
could be obtained if intermixing was included in the physical model of the inter-
face. Perhaps the most puzzling result was the absence of measurable electric fields
in LAO.

12.4.2 Stoichiometry Deviations

Fix et al. reported a systematic study of the transport properties of LAO/STO
interfaces doped at the nanoscale with different atoms substituting Ti and with
different concentrations [26]. They show that the electronic reconstruction model is
compatible with the results obtained. Interestingly, although doping was found
useful to induce additional properties such as ferromagnetism, undoped interfaces
provide the highest carrier density.
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Films were grown on Ti-terminated single-crystal STO substrates by pulsed laser
deposition. Commercial LAO and STO targets were used. For doping, M–STO tar-
gets, where M was Sc, V, Cr, Mn, Fe, Co, Nb, and In, were made by milling,
presintering at 900 °C for 6 h, pressing and sintering at 1300 °C for 6 h a stoichio-
metric mixture of high purity (99.99 %) SrCO3, TiO2, and M-oxide powders.
Figure 12.11 shows the different architectures used in the study as follows:
LAO/STO/STOsubstrate (a) where a few unit cells of homoepitaxial STO was used for
comparison with M–STO in LAO/M–STO/STOsubstrate (b), and finally,
LAO/STO/SrTi1−xMnxO3/STOsubstrate, where a STOmonolayer was placed on top of
SrTi1−xMnxO3 (Mn–STO) (c).

The authors found that even low dopant concentrations have a profound impact
on the carrier density. Thus for the case of Mn, they considered LAO (15 uc)/SrTi1
−xMnxO3 (1 uc)/STOsubstrate with x = 0, 0.0003, 0.001, 0.003, and 0.01. A nonlinear
decrease of the carrier density by a factor 100 was observed when x varied from 0 to
0.01. Samples with x = 0.04 were insulating. However, inserting just a single unit
cell of STO on top of the 3 UC of Mn–STO for x = 0.003 (Fig. 12.11c), allowed the
carrier density recovery from insulating to values of around 4×1013 cm−2, similar to
the undoped case. Similar results were obtained for other metals. Interestingly, the
authors found that for the dopants from Sc to Co, the evolution of the carrier density
follows that of the ionization energy, and argued that the ionization energy is the
driving force of the electronic reconstruction. In other words, the higher the ion-
ization energy, the larger the energy gain from the electronic reconstruction.

12.4.3 Cs/STO

The Cs/STO interface was shown to cause a strong hybridization of the interfacial
Ti 4p and 3d states, leading to a metallic hybridization state that pins the Fermi
level. This leads to a creation of a 2DEG which is highly localized at the first two
layers of TiO2 at the interface. There approximately 0.2 e in this 2DEG (ten times
higher than that of the LAO/STO interface) due to the larger reservoir of electrons
from the metal. Interestingly, the real-shape space of the 2DEG depends strongly on

Fig. 12.11 Schematic diagrams of the samples grown for these experiments. a Layers of
homoepitaxial STO grown between the substrate and the LAO cap; b Layers of M–STO grown
between the substrate and the LAO cap; c STO/Mn–STO layers grown on the STO substrate so
that the LAO/STO interface is formed between LAO and undoped homoepitaxial STO. From [26]
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the atomic structure of the Cs/TiO2 interface Fig. 12.12; this is because the location
of the Cs atoms in the interface changes the relaxations in the STO substrate. For Cs
atoms placed on the “hollow” sites (the empty sites located between the Ti and O on
the TiO2-terminated surface), the STO experiences ferroelectric-like distortions.
When the Cs atoms are placed on top of the O sites, however, the STO experiences
antiferrodistortive relaxation. In the ferroelectric case, the distortion in STO is
directly due to the charge density transferred into the STO bulk. However, in the
antiferrodistortive case, the charge is localized only in the first two layers of STO,
whereas the distortion permeates the entire STO; therefore, it is argued that the
distortion is not due to charge transfer [51].

Fig. 12.12 The isosurface plot of transferred charge distribution for the Cs/STO slab with a The
Cs atoms on the O sites and b The Cs atoms on the hollow sites. In both cases, the interfacial
charge distributions inside STO are dumbbell-like, indicating the 3dz2 orbital order. From [51]
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12.4.4 Conclusions

Ionic intermixing is an important factor in the prevention of the polar catastrophe.
Even with experimental setups that allow exceptional control over the deposition of
thin films, high-growth temperatures allow ion mobility, which gives the system an
intrinsic ability to reduce the inner electric field without the advent of electronic
reconstruction.

12.5 Summary

Thin conductive layers have been demonstrated at the interfaces of several oxide
systems. In many cases the two dimensional nature of the carriers (two dimensional
electron gas or 2DEG) has been clearly demonstrated in transport measurements. For
the 2DEG at the oxide/oxide interface, several factors, including electronic recon-
struction, oxygen vacancy concentration, and level of cationic exchange, have been
shown to influence the localization of charge at the interface to varying degrees. The
phenomenon of electronic reconstruction has been investigated in LAO/STO
heterostructures, as well as other polar and ferroelectric oxides. Study of amorphous
and nonpolar oxides on STO has highlighted the role of oxygen vacancies. Cation
intermixing can also lead to the formation of thin conductive layers. Rapid advances
in experiment and theory alike, promise to provide new insights and discoveries in
this fast-growing field.
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Chapter 13
Ultrathin Perovskites: From Bulk
Structures to New Interface Concepts

Stefan Förster and Wolf Widdra

Abstract The growth of ultrathin films of ternary oxides on metal substrates
enables a precise control of a variety of surface structures with particular properties.
For the class of perovskite oxides, this is demonstrated with a specific focus on
barium titanate (BaTiO3) in the following.

13.1 Introduction

13.1.1 Structure and Properties of Perovskite Oxides

Perovskite oxides are ternary oxides represented by the sum formula ABO3. They
consist of two different types of cations A and B. Cation A formally carries a charge
of 2+ or 3+ and is combined with cation B with a charge of 4+ or 3+, respectively.
Together with three O2− anions, they form a cubic or pseudo-cubic structure as
depicted in Fig. 13.1. The corners of the cubic or pseudo-cubic unit cell are
occupied with the A cations, the B cations are located at the body-centered position
of the cubes, and the oxygen anions occupy the face-centered sites. In this structure,
the oxygen forms an octahedral cage around the B cations. In the family of per-
ovskites, a great diversity in the combination of different A and B site cations can
be found. It leads to a wide range of different physical properties. Typical A site
cations are alkaline earth or rare earth elements whereas at the B sites 3d, 4d, or 5d
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transition metals are most common. In general, a combination of two metals is
expected to form a stable perovskite if the tolerance factor t calculated from the
ionic radii of the three components RA, RB, and RO,

t ¼ RA � ROffiffiffi
2

p ðRB � ROÞ

ranges between 0.75 and 1.
This freedom in combining different elements is the reason why the class of per-

ovskite oxides contains insulators, metals, semiconductors, and superconductors. Some
are ferroelectrics, ferroelastics, or ferromagnets, and many are catalytically active.

The combination of different chemical species in the structural framework of the
perovskite unit cell can lead to slight distortions of the ideally cubic structure. In
most cases, different stable phases are observed. Very common are rhombohedral
and tetragonal phases with structural distortions in the percentage range which are
associated with changes of the physical properties of the material. These different
phases and their transitions are of great interest with regard to the fabrication of
functional materials where one would like to use external parameters like tem-
perature, pressure, or magnetic fields to control the materials properties. One very
prominent example of this structure-property relation is the ferroelectric to para-
electric phase transition of BaTiO3 when changing the phase from tetragonal to
cubic at 400 K as depicted in Fig. 13.2 (adapted from [1]). Polarization data are
from the early work of Merz [2].

Beyond that, the properties of individual perovskites can be altered in a con-
trolled fashion by substitution of ions at the A or B sites or incorporation of defects.
In addition, due to the structural equivalence perovskites with different properties
can be stacked together in multilayer systems to produce functional materials with

Fig. 13.1 The cubic
perovskite unit cell which
includes the oxygen
octahedron. Oxygen atoms
occupy the face-centered
positions in the cubic
structure. The cations A are
located at the corners and the
cations B are located in the
center of each cell. In the
family of perovskites, the
cations A and B are
exchangeable within a broad
range of elements resulting in
a great diversity of physical
properties
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unique properties [3–5]. In such multilayer systems, different ferroic properties are
combined across the internal interfaces to realize complex multiferroic materials in
which one uses the structural coupling to change the properties from one species by
stimulating changes of a different species. In magnetoelectric multiferroics for
example, one takes advantage of the magnetoelectric coupling at the interface
between a ferromagnetic and a ferroelectric material. A magnetic field can switch
the ferroelectric polarization of the system, or even better, electric fields can be used
to induce magnetic ordering. Conceptually this could open the way to new memory
devices in which the magnetically stored information is read or manipulated using
electric fields instead of currents. This concept would increase the speed and reduce
the energy consumption and thus the heat production of the device.

13.1.2 Surface and Interface Properties

Surfaces and interfaces are exposed places of a solid due to the breaking of the
translational symmetry here. The energy minimization of the system induces
modifications from the truncated bulk structure. Consequently, the outermost
atomic layers are forced to rearrange. The atomic displacements are accompanied
by changes in the distribution of charges, which can significantly alter the materials
properties. Exemplarily one can take the case of SrTiO3 which is one of the most
popular perovskite oxides used, e.g., as high-k dielectrics, in optoelectronics, or as
substrate for epitaxial growth of functional oxide heterostructures. Although stoi-
chiometric SrTiO3 is a band insulator with a 3.2 eV band gap, early photoemission
experiments have found a metallic behavior at (001) single crystal surfaces [6, 7].
Recent experiments revealed that the charge carriers are mainly confined in quasi
two-dimensional bands of dxy symmetry [8, 9]. Several experimental and theoretical
studies, carried out in the past 25 years, determined three major structural and

Fig. 13.2 Phase diagram of BaTiO3 for the temperature range from 60 to 420 K. The arrows in
the unit cells indicate the direction of the spontaneous ferroelectric polarization, which corresponds
to the direction of the unit cell distortion
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electronic changes at the surface. At first, a pronounced rumpling of the atoms in
the top layer: The metal atoms of the terminating layer relax towards the bulk
whereas the oxygen atoms do not significantly change their positions. Secondly, a
deviation of the interlayer distance of the three outermost layers from the bulk value
is found. Finally, a strongly enhanced covalent character of the Ti-O bonds needs to
be included [10–12]. As consequence of these changes, a dipole is formed at the
surface that might be the driving force for the surface accumulation of charges of
different origin, as e.g. Sr adatoms or O vacancies.

For the thin film regime, the situation becomes even more complex, because
additional to the outer surface also the internal interface to the substrate will affect
the thin film structure and properties. Comparable relaxation phenomena are
expected at the interface. The understanding of the interface relaxation eventually
leads to tunable materials by controlling interface strain and chemical boundary
conditions. The range of tunability of the thin film properties will depend on the
film thickness. For several tens of atomic layers the influence of the surface and the
interface might be weak. However in the ultrathin regime of only few atomic layers,
the surface and interface mediated changes will dictate the overall structure [13,
14]. A prominent recent example for unexpected properties are ultrathin films of the
band-insulator LaAlO3 grown on SrTiO3(001) substrates. In this system, the charge
neutral SrO and TiO2 substrate planes are combined with LaO and AlO2 layers with
a net charge of ±1 in the ionic limit. Consequently, a polar discontinuity arises at the
interface. Depending on the substrate termination, this system can be either insu-
lating or conductive, where the charge carrier density and mobility depends on the
LaAlO3 thickness and the growth conditions [15–19]. Although a large number of
complementary method have been applied to investigate the system, the reason for
its unusual behavior is still under debate. Possible explanations are an electronic
reconstruction, doping by oxygen vacancies, intermixing of cations of the film and
the substrate, or interface reconstructions [20–25].

In artificially grown multilayer systems, one nowadays applies the knowledge
about the thickness and strain dependence of physical properties of different thin
film materials to combine them to heterostructures with unique properties [4, 5].
This is especially attractive for functional oxides in all oxide perovskite systems
because due to the structural equivalence and the small deviations in the lattice
parameters a particularly precise control is given.

13.1.3 Ferroelectricity at the Limit

To give a deep insight in the dedicated changes of properties of ultrathin films, we
will focus from now on to the prototypical ferroelectric perovskite BaTiO3. Already
one year after solving the crystal structure in 1945 by Megaw [26], the ferroelectric
properties of this material have been proven [27]. With an easily accessible
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temperature range of the tetragonal ferroelectric phase between 275 and 400 K,
BaTiO3 became the drosophila among the ferroelectric materials that exposes a rich
phase diagram as depicted in Fig. 13.2.

The stable polarization at room temperature makes BaTiO3 interesting for use in
functional oxide heterostructures as well as in magnetoelectric multilayer systems.
However for the surface and internal interfaces, the ferroelectric properties might
change due to the reduced dimensionality and structural as well as electronic
relaxations. For the BaTiO3 surface, an inward relaxation of the outermost metal
atoms is observed as similarly also found for SrTiO3. It goes in hand with an
increased covalency of the Ti-O bond perpendicular to the surface normal. Ab initio
calculations showed that the resulting surface dipole suppresses the intrinsic fer-
roelectricity by about 30 % [28]. For BaTiO3, the atomic displacements of the
surface atoms depend on the direction of the ferroelectric polarization of the bulk.
In the case of an inward (P↓) polarization, there is only a weak net surface relax-
ation as compared to bulk-like positions, since the displacement is a continuation of
the underlying bulk behavior. For the paraelectric phase and in-plane (P→)
polarization, the surface layer exhibits only a minor rumpling. However, in the case
of an outward (P↑) polarization, stronger deviations from the bulk structure are
found because the surface relaxation is antiparallel to the ferroelectric displacement
in the bulk. These different configurations result in a polarization dependent local
work function, which is largest for P↓ and smallest for P↑ polarization. These local
work function differences can be used to image the ferroelectric domain structure at
the nanoscale by photoelectron emission microscopy (PEEM). In a temperature-
dependent PEEM study, Höfer et al. could demonstrate that the domain contrast is
preserved at the surface of a BaTiO3(001) single crystal up to a temperature of
510 K, which is nearly 100 K above the bulk ferroelectric to paraelectric phase
transition temperature TC [29]. Their calculations revealed that the surface relax-
ation stabilizes the tetragonal distortion of the surface-near domains on top of a
paraelectric bulk. This example demonstrates the influence of surface and interface
relaxation also on the ferroelectric properties. Therefore, strong modifications of the
properties are expected when going to the thin film regime. From the beginning of
the characterization of ferroelectric thin films during the past decades, there was
frequently the potential existence of a critical minimum thickness for a stable
ferroelectric phase discussed. The thickness of the assumed dead layer decreased
with the advancement of surface preparation techniques and time as is shown in
Fig. 13.3 [30]. Tenne et al. were the first to show that such a critical thickness in
general does not exist [31]. They studied SrTiO3/BaTiO3 superlattices in which the
thickness of the BaTiO3 layer was reduced to the ultimate two-dimensional limit of
a single unit cell. The strain promoted by the surrounding SrTiO3 layers, which
have a slightly smaller lattice parameter as compared to BaTiO3, stabilizes the
tetragonal distortion of the BaTiO3. Furthermore, by varying the thickness of both
the BaTiO3 and SrTiO3 layers, the critical temperature TC could be tuned from
below to 230 K above the bulk TC [31]. Their results show that under favorable
electrical and mechanical boundary conditions, ferroelectricity is robust down to
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unit cell dimensions in film thickness. Besides stabilizing the ferroelectric phase by
sandwiching the ferroelectric layer in an all oxide superstructure, one can also grow
ultrathin layers on a support, which has the advantage that the powerful methods of
surface science can be applied directly. Garcia et al. demonstrated for an ultrathin
BaTiO3 film that the ferroelectric phase could be stabilized at room temperature
down to a film thickness of 1 nm for the growth on a La0.67Sr0.33MnO3/
NdGaO3(001) substrate which imposes a compressive strain of 3.2 % on the
BaTiO3 thin film [32]. For ultrathin films of BaTiO3, it is theoretical predicted that
the ferroelectric to paraelectric phase transition temperature will increase substan-
tially by several 100 K when applying in-plane strain [33]. As schematically
illustrated in Fig. 13.4, the upshift scales nearly linear with compressive as well as
tensile strain. Therefore, the pseudomorphic growth of BaTiO3 on substrates with a
lattice misfit in the range between −3 and 3 % might offer the chance to engineer
the ferroelectric properties to a large extend. Suitable metallic substrate in this range
are Pt(001) and Au(001) which offer lattice misfits of about −2 and +2 %,
respectively.

Fig. 13.3 Evolution of
reported critical thickness of a
stable ferroelectric phase in
perovskites with time. The
curve nowadays approached
the unit cell limit. The
ultimate minimum of a single
unit cell has been realized in a
superlattice only. Adapted
from Kohlstedt [30]

Fig. 13.4 Ferroelectric phase
diagram of BaTiO3 as
function of temperature and
in-plane lattice strain, adapted
from Li et al. [33]. In the
ferroelectric state, the
direction of the electric
polarization is indicated.
Epitaxial films of BaTiO3 on
Pt and Au single crystals are
candidates for perovskite
films with strong compressive
and strong tensile strain,
respectively
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13.2 Structure and Growth of Ultrathin BaTiO3 Films

Ultrathin films of BaTiO3 have been grown on a variety of different substrates using
different techniques. The use of pulsed laser deposition (PLD) is nowadays very
common to deposit BaTiO3 on various other perovskite substrates to produce all
oxide heterostructures. Most frequently, SrTiO3 substrates are used in different
crystal orientations—often combined with a variety of capping layers, as e.g.,
SrRuO3 or LaxSr1–xMnO3—to engineer the substrate promoted strain [34–36].
A second very successful route is the use of molecular beam epitaxy (MBE) which
in case of a high degree of automation can provide the possibility to grow complex
multilayer systems with a high level of accuracy [5, 37].

Besides the growth on all oxide substrates, also metal single crystals serve as
substrate for the deposition of ultrathin oxide films. Often metal substrates offer a
smoother surface with larger average terrace widths as compared to oxide sub-
strates. Furthermore, they have the advantage that their chemically different nature
simplifies the analysis of the thin film composition and the identification of possible
defects in the film. In addition, their metallic conductivity allows the investigation
of ultrathin oxide films by electron-based techniques.

13.2.1 General Growth on Metal Substrates

For offering good growth conditions for ultrathin BaTiO3 films, a metal substrate
has to meet three important criteria. At first, the mismatch of the lattice constant to
the value of 4.00 Å for cubic BaTiO3 has to be small to facilitate a pseudomorphic
layer-by-layer growth. Secondly, it has to be stable at high temperatures that are
required for oxygen diffusion for enhancing long-range order. Finally, it has to be
stable against high oxygen partial pressures, which are mandatory for the growth of
stoichiometric oxide films. From this perspective, the late transition metals Ru, Rh,
Pd, Ir, and Pt are good choices. Their lattice parameters with respect to BaTiO3 can
be found in Fig. 13.5.

So far ultrathin BaTiO3 films have been grown on Ru(0001), Pd(001), Fe(001),
Pt(001), and Pt(111) substrates [38–42]. Although Fe does not meet the criteria of
high temperature and oxygen partial pressure stability it has been tested since its
potential technological relevance as a ferromagnetic substrate. Thin films can be
grown layer-by-layer at 900–1000 K [42]. However frequently, the growth is
conducted in two steps: BaTiO3 is deposited by PLD, MBE, or RF magnetron
sputtering at room temperature and the deposited material is subsequently annealed
to temperatures in the range of 850 K. The annealing step is important to initiate
diffusion and to achieve long-range ordering in the amorphously deposited material.
To prevent the formation of oxygen vacancies, the growth or the subsequent
annealing is often conducted under high oxygen partial pressures up to 10−4 mbar.
As a result ultrathin epitaxial BaTiO3 films of bulk-like composition are formed,
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which grow commensurate on the metal support as can be deduced from
low-energy electron diffraction (LEED) (see Figs. 13.6 and 13.7). As discussed
above, the observation of a commensurate growth implies the growth of strained
BaTiO3. The misfit and different surface free energies might lead to altered growth
modes on different substrates. Whereas for BaTiO3(111) films grown on Pt(111) a
Stranski-Krastanov like growth is revealed by scanning tunneling microscopy
(STM) (see Fig. 13.6), measurements on BaTiO3(001) films on Pt(001) indicate
instead a layer-by-layer growth (see Fig. 13.7). This is interesting because the strain
mediated by the substrate is the same for both cases. The 2.0 % compressive misfit
strain can be easily adopted for (001) oriented films by a relaxation along the
surface normal. In other words, the strain favors a tetragonal distortion of the
ultrathin BaTiO3(001) film perpendicular to the surface. A LEED I–V analysis for

Fig. 13.5 Next-neighbor distances of hexagonal top-layer forming metal substrates favorable for
the preparation of BaTiO3 thin films and their lattice mismatch with respect to BaTiO3. For
comparison, values for typical perovskite substrates are added

Fig. 13.6 Ultrathin films of BaTiO3 grown on Pt(111) exhibit a Stranski-Krastanov-like structure as
derived from STM as shown in (a). The line profile in (b) taken along the blue arrow in (a) reveals
islands heights of several nm above a rough wetting layer. The LEED pattern in (c) confirms the
commensurate growth of BaTiO3(111) on Pt(111) as sketched in the ball model of (d). The
pseudomorphic oxide structure with the substrate produces a strain of 2 % in the BaTiO3 film
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BaTiO3(001) films in the thickness range of 2–4 unit cells on Pt(001) and on
SrRuO3(001) shows identical results on both substrates, for which the lattice
mismatch is very similar and a DFT calculation favors a tetragonal out-of-plane
relaxation [39, 43, 44]. For a tensile strain like on Fe(001), a Stranski-Krastanov
growth is observed again as argued above [40].

The analysis of surface x-ray diffraction on metallic (001) substrates revealed
that ultrathin BaTiO3(001) films are TiO2 terminated at the metal-oxide interface
[41]. However, at the surface the termination varies between a TiO2 termination for
Pt(001), a BaO termination in case of Fe(001), and a mixed termination in case of
Pd(001) [39, 41, 43]. However, the details of the termination are sensitive to
interfacial carbon as well as oxygen [41].

Focusing on the BaTiO3 growth on Pt substrates, a pronounced long-range order
of ultrathin (001)-oriented oxide films develops upon annealing in UHV starting
from 900 K within a temperature window of 150 K. For annealing temperatures
above 1050 K, such initially continuous films restructure by formation of rectan-
gular vacancy islands [39]. These vacancy islands are aligned along the (100) di-
rection which corresponds to the high-symmetry directions of BaTiO3(001). At
these vacancy islands, the Pt substrate is covered by a BaTiO3 wetting layer with a
(4 × 4) or, at even higher annealing temperatures, a (3 × 3) superstructure. The
absence of bare Pt(001) areas is proven by the absence of the well-known quasi-
hexagonal surface reconstruction of Pt(001). There have been attempts to grow
ultrathin BaTiO3 films by RF magnetron sputtering directly at the optimal ordering
temperature of 900 K. However as it is shown in Fig. 13.8, this leads to substantial
changes in the morphology of the surface. The BaTiO3 forms the bulk-like
(001) structure in thick patches at the Pt(001) step edges only. On the terraces
in-between, a (4 × 4) structured wetting layer is again observed. This morphology
results from the competition of several processes. A fast diffusion allows BaTiO3

Fig. 13.7 Ultrathin films of BaTiO3 grown on Pt(001) exhibit a layer-by-layer growth as derived
from STM (a). In the line profile of (b), single unit cell high steps are measured. The LEED data in
(c) demonstrates that well-ordered BaTiO3(001) films can be grow pseudomorphically on Pt(001).
The non-trivial relation of the BaTiO3(001) lattice and the substrate is sketched in (d)
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nucleation at preferred substrate step sites. The intrinsic re-sputtering at the surface
due to the high kinetic energy of the arriving ions during the sputter deposition
process reduces the sticking of material on the terraces.

For the growth of BaTiO3 on the hexagonal Pt(111) substrate about 100 K
higher annealing or growth temperatures as compared to Pt(001) are needed.
BaTiO3 shows remarkable structural changes between the onset of growth and the
formation of thicker films. For thicknesses up to 0.7 nm which corresponds to three
BaTiO3(111) lattice planes, a hexagonal structure is formed which is by 10 %
compressed as compared to bulk BaTiO3(111), despite a Pt-BaTiO3 lattice mis-
match of only 2.0 %. This initial layer grows 30° rotated with respect to the
substrate lattice [38]. For thicknesses above 1 nm, BaTiO3(111) films grow 2.0 %
strained in registry with the substrate and without any rotation. For film thicknesses
well above 3 nm, the BaTiO3(111) films tend to relax to the bulk BaTiO3 lattice.
This is accompanied by a rotation of the BaTiO3 by 30 ± 10° against the substrate
lattice. Figure 13.9 shows LEED data for such 2.8 and 4.2 nm thick films upon
annealing to 1150 K in 10−4 mbar O2. Despite an O2 background pressure of
10−4 mbar during annealing, the oxide layer is slightly reduced as revealed by the
formation of a (√3 × √3)R30° vacancy reconstruction (marked by arrows in the
LEED pattern of Fig. 13.9). For compensation of oxygen desorption at these high
temperatures, a larger O2 background pressure is required. The sickle-shaped
segments in the LEED data of Fig. 13.9b indicate the rotation of the thicker BaTiO3

film at similar annealing temperatures in a 20° interval around the 30° position.
These results with respect to film rotation and relaxation emphasize a significantly
weaker interface coupling on Pt(111) as compared to Pt(001). By changing from
annealing in O2 environment to reducing UHV conditions, BaTiO3 islands form at
these temperatures. In most cases their (111) structure is preserved but also the
formation of rectangular structures in registry with the Pt(111) substrate have been
observed, another indication of a high level of structural flexibility [38].

Fig. 13.8 The high-temperature deposition of BaTiO3 on Pt(001) by RF magnetron sputtering
causes substantial changes in the film morphology. At 900 K, the STM image in (a) reveals a
morphology that is typical for strong re-sputtering which leads also to a lower total deposition rate.
BaTiO3 concentrates at the step edges, whereas a thin wetting layer covers the terraces. The LEED
pattern in (b) shows the formation of a BaTiO3(001)-(4 × 4) superstructure related to the wetting
layer
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13.2.2 Oxide Growth by MBE Versus Magnetron Sputtering

A major difference between MBE and magnetron sputter deposition is the mag-
nitude of the kinetic energy of the atoms impinging on the sample surface. In the
case of MBE, the average kinetic energy is below 1 eV and corresponds to the
thermal energy kBT at the materials evaporation temperature. For the
radio-frequency assisted magnetron sputter process, the typical energies are about
two orders of magnitude larger and in the range of tens of eV up to 100 eV, as has
been determined experimentally [45]. The resulting differences for the thin film
growth are illustrated in the following. The XPS spectrum in Fig. 13.10a right after
room temperature deposition of BaTiO3 via RF magnetron sputtering shows two
different Pt 4f doublets. A first 4f5/2 4f7/2 doublet corresponds to metallic Pt
(marked gray in Fig. 13.10a); whereas an intense second doublet that is shifted by
2.3 eV to higher binding energies (hatched in Fig. 13.10a) corresponds to PtO2 [46].
Note the high formation energy of PtO2 in the range of 1 eV [47]. Oxidation of
platinum usually requires larger O2 pressures and temperatures above 1100 K [48].
In addition, oxidation by exposition to atomic oxygen at room temperature has been
reported [46]. Upon magnetron sputtering, the amount of Pt transformed into PtO2

exceeds one monolayer of Pt, which rules out a simple surface oxidation. Instead, a
strong intermixing of the interfacial layers occurs where the impinging atoms
possess enough kinetic energy to form PtO2. Upon annealing to 900 K, excess
oxygen is released from the platinum substrate and an ultrathin BaTiO3 film is
formed. The Pt 4f spectrum in Fig. 13.10b now contains only a single metallic
component. Any incorporation of Pt in the oxide thin film or a Pt oxidation are
ruled out upon annealing.

The oxide growth by magnetron sputtering as well as by PLD introduces an
intrinsic interface roughening due to the high kinetic energy of impinging atoms

Fig. 13.9 LEED image of 2.8 nm (a) and 4.2 nm (b) thick BaTiO3(111) on Pt(111) upon
annealing at 1150 K. Besides BaTiO3(111) islands in registry with the substrate (indicated in
black), BaTiO3(111) islands rotated by 30 ± 10° are formed for higher BaTiO3 thicknesses. All
islands exhibit the typical (√3 × √3)R30° superstructure of reduced BaTiO3(111) (marked by
arrows)
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and ions. Whereas this intermixing can deteriorate the growth interface, it might
help to improve the growth by surmounting structural barriers as is discussed for Pt
(001) in the following. The bare Pt(001) surface exhibits the famous (5 × 20)
surface reconstruction that is closely related to the Au(001) surface reconstruction
[49, 50]. Pt(001) forms a close-packed quasi-hexagonal Pt top layer on the fcc(001)
square lattice. The induced Moiré-like rumpling gives rise to the (5 × 20) surface
reconstruction visible by STM and LEED. The hexagonal top Pt layer might induce
an (111)-oriented growth of BaTiO3. However, if the Pt top-layer reconstruction is
destroyed during deposition, the square lattice of platinum bulk can dictate an
(001)-oriented BaTiO3 growth instead. Indeed, only the growth of (001)-oriented
BaTiO3 films has been reported on Pt(001) for deposition by RF magnetron sput-
tering or PLD [39, 41]. However for MBE oxide growth, the orientation of the
BaTiO3 films can be tuned to (001) or (111) by either lifting or preserving the Pt
(001) surface reconstruction. For the deposition of at least 2 nm thick layers, the
growth of (111)-oriented BaTiO3 films is observed on the hexagonally recon-
structed Pt(001) surface as shown in Fig. 13.11a. The twelve spots in the LEED
pattern of Fig. 13.11a correspond to the two rotational domains of BaTiO3(111).
Clearly, the growth of the first BaTiO3 layer does not destroy the quasi-hexagonal
Pt reconstruction. It is further stabilized underneath a continuous BaTiO3 layer as
soon as it is formed. The unreconstruction of the interfacial Pt layer into the
bulk-like Pt square lattice requires the release of one fifth of the top layer Pt atoms.
This would cause a roughening of the interface, which requires additionally a
BaTiO3 film restructuring. Both lead to the stabilization of the reconstruction at the
interface.

However, MBE growth on an unreconstructed Pt(001) leads to (001)-oriented
BaTiO3 films. The Pt(001) (5 × 20) reconstruction can be lifted by, e.g., oxygen

Fig. 13.10 XPS spectra of the Pt 4f region upon RF magnetron sputter deposition at room
temperature (a) and upon annealing the sample to 750 K (b). The high kinetic energies involved in
the sputter deposition process cause a roughening of the vacuum interface and the formation of
PtO in this amorphous region. Upon annealing, the mixed Pt-BaTiO3 region separates in a
continuous BaTiO3 film on a flattened Pt substrate as indicated by the presence of a single doublet
of bulk-like Pt only in (b)
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adsorption. This is demonstrated in Fig. 13.11b by LEED. The atomic structure at
the metal-oxide interface can also be imaged by STM. It requires a bias voltage that
corresponds to tunneling inside the oxide gap as illustrated in Fig. 13.11.
Underneath the film, a smooth substrate is found, which does not show the
stripe-like pattern that is characteristic for the (5 × 20) reconstructed Pt(001)
surface.

13.3 New Concepts of Aperiodic Oxides at the 2D Limit

The structure and the properties of oxide thin films can differ from the related bulk
materials when approaching the 2D limit, which is the fascinating topic of this
book. However as is discussed in the following section, completely new structural
concepts can develop which go beyond a periodic interface modification. The
interface frustration might drive an oxide into a new form of aperiodic order [51].

Fig. 13.11 For BaTiO3 films grown by MBE on Pt(001), the film orientation can be switched
between (001) and (111) by either preserving or lifting the platinum surface reconstruction.
The SPALEED image in (a) shows two rotational domains of a 2.0 nm thick BaTiO3(111) film on
the reconstructed surface. The SPALEED image of (b) exhibits the onset of BaTiO3(001) growth
for submonolayer coverage upon lifting the reconstruction. To test the substrate structure
underneath the BaTiO3 islands, STM imaging in the band gap has been performed (d–f). The
islands of (d) become transparent at 0.95 V as shown in (e). The structure underneath the islands
(f) does not exhibit the stripe-like pattern of the (111)-reconstructed surface, as shown in (c) on
identical scale for comparison
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13.3.1 2D Oxide Quasicrystals

Ultrathin films of BaTiO3 on Pt(111) can be converted by simple annealing steps
into a two-dimensional quasicrystal structure which exhibits brilliant 12-fold
rotational symmetric diffraction patterns. The sharp diffraction spots visible in
LEED and in SXRD witness a well-developed long-range order of the oxide film
[51]. On the other hand, the 12-fold symmetry is a “forbidden” symmetry for any
periodic lattice and corresponds to the aperiodic order of a dodecagonal qua-
sicrystal. The long-range order that is necessary for sharp diffraction peaks is based
on a self-similar hierarchical structure. This 2D building concept is often explained
in terms of a self-similar tiling pattern as has been discovered by Sir Roger Penrose
[52]. Figure 13.12 illustrates this for the dodecagonal quasicrystal of the
Stampfli-Gähler type [53]. The tiling consists of three basic tiling motives: A
square, an equilateral triangle, and a rhombus with interior angles of 30° and 150°.
In the dodecagonal quasicrystal these motives are arranged in a hierarchy of
self-similar tilings with a scaling factor of (2 + √3)n (n∊ℕ). This concept is high-
lighted in Fig. 13.12 for the first higher order of self-similarity. An alternative
concept to create a quasicrystal is based on recursion rules. Consequences of the
recursive rules are the self-similarity and the absence of translational symmetry in
the 2D arrangement, both are characteristic properties of quasicrystals.

The atomically-resolved structure of the oxide quasicrystal that is derived from a
BaTiO3 thin film on Pt(111) is shown in the STM image of Fig. 13.13. As described
in the previous sections, a ultrathin BaTiO3 film tends to form periodic BaTiO3(111)
islands on the Pt(111) substrate upon high-temperature annealing in O2 atmosphere.

Fig. 13.12 Building principle of the Stampfli-Gähler tiling in a 2D dodecagonal lattice. Triangles,
squares and rhombi with a common edge length are combined in the typical Stampfli-Gähler
dodecagon. By combining these basic units, the same geometrical objects are formed on a (2 + √3)
times larger scale. These larger elements are again assembled to dodecagons. The quasicrystalline
dodecagonal lattice is formed by an infinite repetition of this inflation. The result is a hierarchical
self-similar lattice
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If the annealing is performed in UHV conditions instead, a 2D wetting layer spreads
on the entire substrate surface in-between the BaTiO3(111) islands. In this wetting
layer, the quasicrystalline structure forms [51]. In the atomically resolved STM
image of Fig. 13.13, one of the Stampfli-Gähler dodecagons is highlighted in the top
left corner of the image. Twelve triangles, five squares and two rhombi, all with a
characteristic length scale of 0.685 nm, form it. Together with the adjacent dode-
cagons the self-similar structure on 2 + √3 larger scale is developed. Unfortunately,
the higher-hierarchical structures are hard to identify due to the existence of some
structural disorder that might be interpreted as atomic phason flips in the 2D qua-
sicrystal. Phason flips are known lattice excitations for a quasicrystal, which
superimpose positional changes onto the original tiling. A detailed description of
common phenomena related to quasicrystals can be found in [54].

In the Fourier-transforms of the large-scale STM image, the 12 central sharp
spots according to the first order diffraction of the quasicrystal are clearly visible
and also higher order reflections can be well identified. This characteristic 12-fold
set of diffraction spots is identically reproduced in the LEED experiment. Note that
this observation rules out any explanation of the 12-fold LEED pattern on the basis
of a superposition of different rotational domains of three or fourfold symmetry
each. It shows further that the local atomic arrangement as observed in STM is
present over the full sample surface. The two-dimensionality of the oxide structure
is concluded from the XPS measurements [51].

The well-defined orientation of the quasicrystalline LEED pattern with respect to
the Pt(111) substrate implies that the oxide quasicrystal is perfectly oriented along
the high-symmetry directions of the metal substrate. This observation is nontrivial,

Fig. 13.13 The detailed structure of the 2D oxide quasicrystal is determined by STM (a, b) and
LEED (c). On local scale, Stampfli-Gähler dodecagons are found everywhere and
higher-hierarchical elements can be identified as indicated in (a) in blue. The Fourier-transform
of the STM image in (b) obtained on local scale is in excellent agreement with the global structure
measured with SPALEED as shown in (c)
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since the edge length of the atomic motifs of 0.685 nm does not match any distance
of the underlying lattice as, e.g., the next-neighbor distance of 0.277 nm. The
reason for this epitaxial growth is still not known. More general concepts of epi-
taxial relationships like point-on-line symmetries (see [55]) also fail to explain in
this case.

13.3.2 Transition Between Periodic and Aperiodic Oxide:
The Role of Approximants

Approximants are periodic structures formed by the same characteristic building
blocks as the parent quasicrystal. They can exhibit different degrees of complexity.
They range from simple structures, which are far from the original arrangement of
the quasicrystal but made of the same building blocks, to large unit cells that
periodically resemble small patches of the aperiodic structure. Such approximant
structures exist also for the oxide quasicrystal that is derived from a BaTiO3 thin film
on Pt(111). Figure 13.14 depicts the STM image of such a complex approximant. It
is formed by the same building blocks of squares, triangles, and rhombi. Even the
arrangement of the characteristic dodecagonal ring structure (marked blue) by twelve
triangles, five squares and two rhombi is present in the approximant. However, they
are hexagonally ordered in the long range, which leads to a hexagonal diffraction
pattern. In the parent quasicrystal tiling, adjacent dodecagons are sharing edges,
which is not the case for the approximant. Instead, the space between three adjacent
dodecagons is filled by three additional atoms and, in most cases, a fourth atom on
top. The latter appears bright in the STM image in Fig. 13.14a, b.

Fig. 13.14 Two examples of periodic approximant structures of the 2D oxide quasicrystal. The
structure in (a) is the most complex approximation to the quasicrystal observed so far. It is formed
by a hexagonal arrangements of Stampfli-Gähler dodecagons separated by 3.8 nm. In contrast, the
second structures in (c) exhibits the smallest unit cell observed, consisting of triangles and squares
only. It is almost quadratic with a lattice vector of about 1.3 nm. Both structures can meet in
neighboring domains as shown in (b) for submonolayer coverages of BaTiO3 upon
high-temperature UHV annealing
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A second periodic approximant with a nearly quadratic unit cell can be also
prepared in a similar way. It can coexist with the hexagonal structure described
above as shown in Fig. 13.14b, or it can be prepared as single phase. With respect
to the tiling pattern, it consists of triangles and squares only. Three triangles and
two squares form, in the same local arrangement as they are present in quasicrystal
structure (compare Fig. 13.12), the periodic unit cell of about 1.3 × 1.3 nm2. It is the
smallest possible approximant from these two tiles.

The periodic approximants and the aperiodic quasicrystal, all three develop from
a BaTiO3 thin film on Pt(111) upon high-temperature UHV annealing. Details of
the preparation decide which structure is formed. The existence of approximants
with respect to the oxide quasicrystal is of great interest for a comprehensive
structure determination, the development of aperiodic growth concepts, and for
comparison of properties of aperiodic versus periodic structures. Due to their
periodicity, the approximants can serve as less complex systems, which are theo-
retically describable by a large variety of methods that rely on periodic boundary
conditions.

13.4 Summary

Ultrathin Perovskite films can be grown epitaxially on many different substrates as
is shown here for the cases of BaTiO3 films on metal substrates. Controlled by the
substrate surface orientation and reconstruction, either BaTiO3(001) or
BaTiO3(111) films grow pseudomorphically with a sharp interface on the Pt sub-
strate. For oxygen-deficient ultrathin films, several competing monolayer structures
exist. Most prominently, the formation of a long-range ordered but aperiodic
perovskite-derived structure has been demonstrated. It opens the field of
oxide-based two-dimensional quasicrystals.
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