
Chapter 7
Towards Predictable Vehicular Networks

Elad Michael Schiller

Abstract Communication primitives consider information delivery with different
guarantees regarding their reliability. The provision of reliability and predictability
needs to overcome a number of challenges with respect to failures and a number
of known impossibility results. This chapter covers a number of these challenges
in the context of vehicular systems and networks. We start by showing the medium
access control (MAC) protocol for wireless mobile ad hoc networks can recover
from timing failures and message collision and yet provide a predictable schedule in
a time-division fashion without the need for external reference, such as commonly
synchronized clock. We then consider the case of transport layer protocols and show
how to dealwith settings inwhichmessages can be omitted, reordered and duplicated.
We also consider how mobile ad hoc networks and vehicular networks can organize
themselves for emulating virtual nodes aswell as emulating replicated state-machines
using group communication. In this context, we discuss the different alternatives
for overcoming well-known impossibilities when considering cooperative vehicular
applications. Finally, we exemplify applications and discuss their validation.

7.1 Introduction

Recent algorithmic developments provide enablers for designing and demonstrat-
ing cyber-physical vehicular systems for safety-critical applications that base their
decisions on (uncertain) sensory information and yet function safely in presence of
failures, such as (unbounded) communication delays. In this chapter, we review these
recent developments and discuss their applications.

Cyber-physical vehicular systems require positioning information about the road
layout, obstacles, hazards, nearby vehicles, road users to name a few. Accord-
ing to this information, the system cooperatively decides on its joint vehicular
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manoeuvres, which is often based on inter-vehicle exchange of sensory informa-
tion and the combination between onboard and remote sources in order to reduce
uncertainty, achieve completeness, provide dependability, as well as the integrate
of perspectives and multi-dimensional viewpoints. The resulting (fused) sensory
information is often better than what would be possible when merely using onboard
sources. Recent developments in this field as well as sensory technology have opened
the door for the automotive industry to consider using affordable sensors and inter-
vehicle communications for cooperative safety-critical applications. Unfortunately,
sensory information that originates from affordable onboard sensors increases sig-
nificantly the position information uncertainty. Moreover, since inter-vehicle com-
munications are prone to unbounded delays, their use implies arbitrary disconnection
from remote information sources. Consequently, the current practice mostly relies
on onboard sources rather than leveraging on remote sensory sources.

There are known methods for estimating the quality sensor information sources
as well as their fused result. Based on these estimations, the cooperative vehicular
systems are to choose, within a real-time constraint, exactly one functionality out
of a set of (distributed) vehicular functionalities. We call this selected functionality
the operation level of the (cooperative) vehicular system. Operational deadlines are
imperative constraints of any safety-critical (cooperative) system. The functional-
ity set could be, for example, the implementation of vehicular platooning. Here the
system has to decide on the headings (or the inter-vehicle distances) and whether
the vehicles are allowed to accelerate as well as to what extent so that a safe and
comfort ride is guaranteed. The choice could be based, for instance, on the common
uncertainty bound that all system vehicles can support. We call this bound the infor-
mation validity level and point out that the selection of a single functionality can
encode a complex formations, manoeuvres and behaviour in which each vehicle can
anticipate the behaviour of nearby vehicles, with respect to the bounds that they use
for estimating the uncertainty of the sensory information.

Some of the existing cooperative vehicular systems are based on implicit com-
munication methods in which the vehicles use onboard sensors for anticipating the
approaching vehicle intentions and by that aim at making sure that all vehicles indeed
agree on who has the right to cross the intersection. Note that both implicit and
explicit (inter-vehicle) communications are prone to interferences. However, the lat-
ter approach allows each vehicle to inform nearby vehicles about its (immediate)
intensions. Virtual Traffic Lights (VTLs), for example, can use explicit communica-
tion for dynamically scheduling their green light phases. The challenges here include
the need to facilitate (successive and) coherent decisions in the presence failures, such
as (unbounded) communication delays. For instance, VTLs can only give a green
light for vehicles coming from one direction after it gave red to all conflicting direc-
tions. Moreover, intermediate yellow periods are required between red and green
periods. One of the key obstacles that we plan to overcome is the impossibility to
decide uniformly in the presence of failures, such as (unbounded) communication
delay [1, 2]. In other words, the problem to circumvent here is how not to allow
communication failures to create a split brain phenomena in which, in the case of
virtual traffic lights, different vehicles decides on different traffic light schedules.



7 Towards Predictable Vehicular Networks 155

One may seek the solution for such problems by using infrastructure-based services,
such as group communication systems. These services can help to follow the pres-
ence of vehicles, i.e., location and membership. Note that such systems were also
proposed for ad hoc networks [3]. In this chapter, we consider enables that follow
both approaches.

We review recent results about newways to circumvent the impossibility to choose
uniformly a single value, i.e., the operation level of the cooperative system (Sect. 7.5).
By that we can to significantly simplify the design of complex cooperative function-
alities, for example, when scheduling lane changes, intersection crossing and going
through roundabouts. The challenge referred to here is how to design (distributed)
synchronization (control) mechanisms that can support successive cooperative deci-
sions that are based on uncertain sensory information and perform coherently in
presence failures, such as (unbounded) inter-vehicle communication delay.

7.1.1 The Self-stabilization Design Criteria

Large and dynamic networks are hard to control and it is challenging to provide
network protocols with predictable behaviour. Very important design criteria for the
implementation of communication services are their fault tolerance and robustness.
However, the distributed algorithms that implement these communication protocols
often assume a particular set of possible failures, such as crash failures, link failures,
or message loss. The correctness of these implementing algorithms is proved by
assuming a predefined initial state and considering every possible execution that
involves the assumed possible set of failures. This abstraction, which limit the set of
possible failures allows a more convenient correctness demonstration. However, it is
also too restrictive. Communication protocols are often long-lived, on-line services
for which it is hard to predict in advance the exact set of possible faults. Moreover,
when communication delays are unbounded, and the chances for packet drop are
high, it may be the case that due to the occurrence of an unexpected fault the system
reaches a state that is not attainable from the initial state by steps of the algorithm and
the occurrence of the assumed fault model. Therefore, self-stabilizing systems [4, 5]
can be started in any arbitrary state, and they will exhibit the desired behavior after
a convergence period.

Another important benefit of the self-stabilizing design criteria is the system
ability to offer automatic recovery from unexpected transient failures, such as a
temporary violation of the assumptions that were made by the system designers. As
an illustrative example, let us consider the use of probabilistic error detection codes
for ensuring that the arriving packets are identical to the ones sent. It can happen
that the error detection eventually fails to detect a corrupted message. The system
then regards a corrupted message as a legitimate one. This might bring the system to
an arbitrary state for which, in the case of non-self-stabilizing systems, there are no
guarantees for service functionality and availability (without human intervention).
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7.1.2 Chapter Roadmap

This chapter covers a number of challenges in the context of vehicular systems and
networks.We start by showing thatmedium access control (MAC) protocols forwire-
less mobile ad hoc networks can recover from timing failures and message collision
and yet provide a predictable schedule in a time-division fashion without the need
for external reference, such as commonly synchronized clock (Sect. 7.2). We then
consider the case of transport layer protocols and show how to deal with networks in
which messages can be omitted, reordered and duplicated (Sect. 7.3). We also con-
sider how mobile ad hoc networks and vehicular networks can organize themselves
for emulating virtual nodes as well as emulating replicated state-machines using
group communication services (Sect. 7.4). In this context, we discuss the different
alternatives for overcoming well-known impossibilities when considering coopera-
tive vehicular applications (Sect. 7.5). Finally, we exemplify applications (Sect. 7.6)
and discuss their validation (Sect. 7.7).

7.2 Self-stabilizing MAC for Wireless Ad Hoc Networks

One of the key enablers of predictive communication is having amedia access control
(MAC) layer, with predictable behaviour. Namely, after a convergence period and in
the absence of external interferences, each node should be able to access the network
within a bounded communication delay. We discuss several recent development that
allows the system to increase their predictability degree when using wireless ad hoc
networks.

Mustafa et al. [6], Leone et al. [7–9] and Petig et al. [10] suggest algorithmic
designs for stabilizing MAC algorithms with an emphasis is on providing resilience
and predictability. Such algorithms are required for ad hoc vehicular networks.

In the context of predictable vehicular ad hoc network (VANET), which have
frequent topological changes, MAC protocols need to be self-stabilizing, have low
communication delays and high bandwidth utilization. We propose a self-stabilizing
MAC algorithm that guarantees to satisfy these severe timing requirements.

In the context of TDMA, the timing alignment of packet transmissions helps to
avoid transmission interferences. Existing VANET implementations often assume
the availability synchronized clocks, e.g., GPS signals. Mustafa et al. [6] consider
autonomic design criteria, and present a (probabilistic) self-� broadcasting timeslot
alignment for ad hoc wireless networks that follow the time division multiple access
(TDMA) approaches. In these networks, the radio time is divided into timeslots,
wherein each such timeslot a subset of the network node are allowed to transmit, such
that the interference degree among of concurrent transmissions among the nodes in
these subsets in kept low. The algorithm by Mustafa at al. [6] can make sure that
these timeslots are well aligned.
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Leone et al. [8] assumes such timeslot alignment and present a (probabilistic) self-
stabilizing algorithm for scheduling transmissions among nodes, such that no two
neighbouring nodes transmit concurrently. The authors prove a rapid stabilization,
and by that, the algorithm allows greater degree of predictability, while maintaining
high throughput and low communication delays.

During the stabilization period, several nodes can have the same assigned timeslot.
The algorithm solves such timeslot allocation conflicts via a (listening/signalling)
competition in which node pi and node p j participate before transmitting in their
broadcasting timeslots. The competition requires pi and p j to select one out of n
listening/signalling periods their timeslots. Note that among all the nodes that aim
at broadcasting in a particular timeslot, the ones who win and access the commu-
nication media are the ones that select the earliest listening/signalling period. Prior
to accessing their timeslots, the winners inform to their neighbourhoods about their
win by broadcasting beacons during their selected signalling periods. Upon beacon
reception, a node defer from transmitting during that timeslot, since it lost the com-
petition. After a back-off period, the losing nodes compete on the next broadcasting
round for their new timeslots by selecting them randomly.

Petig et al. [10] present protocols for dynamic wireless ad-hoc networks that allo-
cates the timeslot while considering the transmission timing aspects of the problem.
They show that the solution existence depends on the ratio, τ/δ, between the frame
size τ (which is the number of timeslot in each TDMA frame) and the node degree δ

in the communication graph. They prove that τ/δ ≥ 2 is required for any (eventually)
collision-free TDMA algorithms and present a (probabilistic) algorithm for the case
of τ/δ ≤ 4.

The exposure periodof a packet is the periodduringwhich itmaybe co-transmitted
with other packets from nearby nodes. In the absence of an external reference, the
TDMA algorithm has to concurrently align timeslots while allocating them. Petig et
al. [10] show that τ/δ ≤ 4 is sufficient for guaranteeing zero exposure period with
respect to a single timeslot, s, and a single receiver, rather than all neighbouring
transmitters. The algorithm considers nodes that transmit data and control packets.
Data packets are sent by active nodes during their data packet timeslots while passive
nodes listen to the actives ones and do not transmit. Both active and passive nodes
use control packets, which include frame information about the recently received
packets. The algorithm uses this information for avoiding collisions, acknowledging
packet transmission and resolving hidden node problems.

7.3 Self-stabilizing End-to-End Protocols

End-to-end communication protocols is an important reliable communication enabler
for any type of network, including (vehicular) mobile ad hoc networks. The end-to-
end protocol handles the exchange of packets between pair of network nodes, which
do not necessary communicate directly and thus need the assistant of relay nodes.
Where as the relay nodes perform the packet forwarding operations, it is up to the
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nodes at the forwarding path ends to make sure that the packet are delivered to their
destination in exactly the same order in which the source has sent them.

Network protocols use techniques, such as retransmissions andmulti-path routing,
to increase their robustness and over packet omissions. These techniques can create
anomalies, such as packet reordering and duplication. Dolev at el. [11] present end-
to-end algorithms for dynamic networks that makes sure that the receiver at the
destination node delivers the same sequence of (high level) messages. The algorithm
can be applied to networks for which there is a bound on the number of packets that
can reside in them their capacity that omit, duplicate and reorder packets.

We outline the algorithm’s basic ideas while sketching an algorithm with a large
message overhead. The detailed algorithm uses error correction codes and has a
smaller overhead, see [11] for details and [12] for a self-stabilizing end-to-end
protocol in the presence of Byzantine nodes.

7.3.1 The Algorithm Sketch

Let us consider a sender, ps , and receiver pr nodes. Node ps needs to fetch messages
and send them to pr , which in turn needs to deliver m the order in which it was
sent. Once ps fetches m, it starts transmitting 2 · capacity + 1 copies of it, and pr

acknowledges them, where capacity is the network capacity. These transmissions
use labels that are distinct from each copy. The sender does not stop retransmitting
till it receives from pr (capacity + 1) different labeled acknowledgments, where
the majority of them are copies of m. Namely, ps maintains an alternating index,
Alt I ndex ∈ [0, 2], which is a three state counter that is incremented upon fetching
a new message. Moreover, ps transmits a set of packets, 〈ai, lbl, dat〉, where ai =
Alt I ndex , and lbl are packet labels. This transmission ends once pr receives a
packet set, {〈0, �, dat〉}�∈[1,2·capacity+1], that is distinctly labeled by � with respect to
the alternating index. After recovering from any transient failure, the set of received
packets includes a majority of packets that have the same value of dat . When that
happens, pr delivers m and updates the value of the last delivered alternating index.

The correct packet transmission depends on the synchrony ofm’s alternating index
at the sending-side, and Last Delivered I ndex on the receiver side, as well as the
packets that pr accumulates in packet_setr . Node ps repeatedly sends its packet
set until it receives (capacity + 1) distinctly labeled acknowledgment packets,
〈ldai, lbl〉, for which it holds that ldai = Alt I ndex . Node pr acknowledges each
incoming packet, 〈ai, lbl, dat〉, using acknowledgment packet 〈ldai, lbl〉, where
ldai refers to the value of the last alternating index, Last Delivered I ndex . That
that the receiver also delivers this packet.

On the other-side, node pr delivers m = 〈dat〉, from one of the (capacity + 1)
distinctly labeled packets that have identical dat and ai values. Then, pr assigns ai
to Last Delivered I ndex , empties its packet set and restarts accumulating packets,
〈ai ′, lbl ′, dat ′〉, for which Last Delivered I ndex �= ai ′.
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7.4 Self-stabilizing Group Communication

Group communication systems provide high level communication primitives that
enable nodes that share a collective interest, to identify themselves as a single logical
communication endpoint. Each such endpoint is named a group, and each group has a
unique group identifier. Nodes may join a leave the group and it is up to the member-
ship service to provide the current group view that is uniquely identified. The view,
thus, includes the group membership set and the view identifier. The group multicast
service can the multicast messages the group and collect its acknowledgement after
its delivery to all of the view members. After reviewing the relevant self-stabilizing
literature on group communication, we present solutions that are dedicated to mobile
ad hoc (vehicular) networks and vehicular networks that also include communication
infrastructure.

7.4.1 Infrastructure-Based Approaches

The first algorithmic design of self-stabilizing group communication system includes
the ones for undirected [13] and directed networks [14]. The proof of correctness
demonstrates convergence after the last transient fault, such as a crash failure or any
other topological change to the network graph. In the presence of failures, such as
fail-stop crashes and unbounded communication delays, it is not possible to guar-
antee message delivery to all members of the sending-view. The property of virtual
synchrony [15] allows all system events, view changes and multicast messages, to
be delivered in the same order. The virtual synchrony property requires that any two
nodes that are members of two consecutive views of communicating groups shall
deliver the set of system events, e.g., multicast messages. This property makes it
easier to vehicular applications that, for example, are based on state-machine repli-
cation [16–18].

Recently, it was shown how to design a self-stabilizing group communication
system and how that system can emulate state-machine replication [19] using a
self-stabilizing emulator of multi-reader multi-writer registers over message passing
systems, similar to the ones by [20, 21]. The emulation of a replicated state-machine
is a way to let the nodes to periodically exchange their current state and their current
input by sendingmulticast messages. Once all multicast messages and their acknowl-
edgements are delivered, the nodes can verify that they all share the same state, apply
the new input to the current state and by that get the new state.

7.4.2 Infrastructure-Less Approaches

Self-stabilizing state-machines replication is also in the heart of high-level commu-
nication primitives, such as virtual (mobile) nodes [22–25]. The idea is to emulate
replicates in geographic regions, say, by tilling the area, such that each tile has its
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own replicated stationary automata [26]. Any nodes that enters a tile starts emulating
the tile’s automata in the manner of state machines replication. Virtual mobile nodes
consider the case in which the tiles are moving according to a deterministic function
that is based on time, as in [24, 25] or also the environment input [22, 23]. The
design of this virtual infrastructure has inspired the idea about virtual traffic light in
a junction as well as other applications, which we discuss in Sect. 7.6.

We note that the first algorithmic design for (self-stabilizing) group communica-
tion systems for ad hoc networks [27] was mobile agents, collecting and distributing
information, during their many random walks. They eventually elect a single agent
that is the basis of the group membership and multicast services, i.e., it collects and
distributes information. Several systems were developed based on this approach,
such as RaWMS [28] and Pilot [29].

7.5 Vehicular Coordination in the Presence of Failures

Vehicular networks are the basis for providinghigh-performmance cooperative vehic-
ular systems while assuring safety standards. The vehicles determine their maneuver
strategies according remote sensory information together with its quality, i.e., infor-
mation validity. Since radio communications are prone to failure, it is unclear how
to assume a joint awareness of timely message reception. Using such joint aware-
ness, the planning of conflict-free trajectories becomes earlier. Morales et al. [30,
31] present a timed deterministic communication protocol that facilitate cooperative
vehicular functionality in the presence of failures. After reviewing their protocol and
its related properties, in this paper we discuss the protocol application for cooperative
(vehicular) systems. Such applications, can facilitate the development of automated
driving system, which have to work around the (communication) uncertainties that
failure-prone communications bring in.

7.5.1 Problem Description

Vehicle-to-vehicle communications are the way to allow automated driving system
to become affordable by raising the confidence level on the sensory information.
This information confederate is at the heart of advanced cooperative (vehicular)
functionalities, such as lane changing and intersection crossing, as well as busting
the road capacity [32]. It is imperative that such cooperative system are able to deal
with communication failures while maintaining safety in all hazardous situations.

Morales et al. [30, 31] consider a communication protocol for exchanging mes-
sages among vehicles. When planning the vehicle trajectories, a control algorithm
uses this communication protocol together with the remote and onboard sensory
information. The process of trajectory planning becomes simple when all vehicles
can use the (in general vectorial) variable LoS (level of service). The correctness
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of the cooperation algorithm depends on this common information resource, LoS.
Let us consider an example in which vehicular platooning, LoS might include the
maximum acceleration, which is due to the vehicle’s braking limits [33].

The problem of distributed (uniform) consensus is a related problem to that one
studied byMorales et al. [30, 31]. Both problems consider a set of values proposed by
the nodes, i.e., the system vehicles, and the uniform selection of a single value from
such sets. Since vehicular systems is a safety critical one, this section must terminate
within a time constraint that is more severe than the bounded achievable for different
versions of the uniform consensus problem. The safety analysis is greatly simpli-
fied when using exact and deterministic solutions, in contrast to the approximate
consensus [34].

It is well-known that unbounded communication delays, say, due to packet drop,
can defer reaching a uniform consensus about LoS’s value, and the literature includes
a several related negative results [2, 35, 36]. Lynch [37] shows that communication
failures can prevent the system from reaching consensus deterministically.Moreover,
any probabilistic algorithm that takes no more than r rounds reaches a non-uniform
decision with a probability of at least 1

r+1 . Thus, there are no assurance to reach
uniform consensus within a deadline, because radio communications are prone to
failures. Therefore, we cannot hope for achieving a solution that is based on protocols
that provide uniform consensus. Thus, when there is a need to establish a new value
of s, it is imperative not to let the communication network, which may present non-
uniform values of S to different vehicles, to lead the cooperative vehicular system
an unsafe operation.

Uniform consensus algorithms with real-time constraints often assume timed and
reliable communication [38, 39]. Morales et al. [30, 31] do not assume reliable
communication. They present the problem of minimum longest uncertainty period.
The problem considers deterministic solutions for eventually deciding on the LoS.
Unlike the uniform consensus problem, the LoS needs to repeatedly decided on; once
in every synchronous round.Moreover, there could be a period, called the uncertainty
period, during which different nodes output different LoS values. This problem asks
what is the longest period in which the different vehicles can consider different
performmance levels. Note that by Lynch [37], this bound cannot be zero. Namely,
the vehicles are at risk to disagree when, for example, some nodes miss receiving the
required information by the deadline of a synchronous round. However, at the end
of the uncertainty period, all nodes need to agree on the same value.

7.5.1.1 The Solution Approach and Key Concepts

Morales et al. [30, 31] present a communication protocol that collects LoS proposals
from all system vehicles. When a vehicle receives proposals from all vehicles in the
system, the protocol can decide deterministically on a single proposal. The protocol
identifies the risky periods due to transient failures, i.e., a period in which not all
LoS proposals were received in due time by every node in the system. Upon risk
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identification, the protocol triggers a strategy that deals with possible disagreement
about the LoS value.

The system settings assume the availability of a membership service that returns
the set of all system nodes (vehicles), P = {pi }i∈{1,...n}, such as [13, 14, 19, 27].
They assume the availability of a common clock and the division of the execution to
communication rounds. They also assume the availability of an unreliable dissemi-
nation protocol, such as [40, 41], that its messages can reside in the network for a
bounded duration.

The system also considers vehicular applications that are based on a set of cooper-
ative functionalities out of which the protocol is to select one, which is the LoS. The
assumption here is that this set of cooperative functionalities always include a base-
line functionality that is always safe. For example, in the case of Adaptive Cruise
Control (ACC) and Vehicular Platooning, the application has to adjust the inter-
vehicular distance by controlling the velocity of the different vehicles. ACC uses its
sensory information for keeping that distance while considering on the vehicles that
are in its direct line-of-sight. A Vehicular platooning application can be seen as an
advanced (cooperative) ACC that is based not only on providing sensory information
from remote sensors but also having a joint control strategy that allows shorter inter-
vehicle distance, as long as communication is available. Morales et al. [30, 31] show
how to deal with communication failures and assumes the existence of a baseline
application such as ACC in the above set of cooperative functionalities.

The Morales et al. [30, 31] protocol let the system nodes to gossip their LoS
proposals until the deadline at the end of each communication round k. Once all
nodes receive by all node, they can locally and deterministically select a single
LoS proposal for round k. In case of a communication failure during round k, each
node pi that experience a failure, outputs the baseline application as its LoS for
round k and reports about the failure during the next communication round, k + 1.
During that round each other node, p j , either receives pi ’s report about the failure
during round k or experience a failure during round k. In both cases, p j outputs the
baseline application as its LoS for round k + 1. The correctness proof demonstrates
that, in the presence of at least one communication round, there could be at most
one disagreement round in which different vehicles follow different LoS values.
Moreover, once the network become stable and all communication rounds allow any
pair of nodes to exchange messages in a timely manner, the system returns to select
an LoS value of the sent proposals.

7.6 Example Applications

We discussed a number of functionalities that are based on the protocol by Morales
et al. [30, 31]. We consider both functionalities that support key system enables and
applications of vehicular coordination algorithms.
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7.6.1 Supporting Functionalities

Casimiro et al. [42, 43] present the safety kernel as an architectural concept that
allows a cooperative vehicular system to decide on a common performmance level
based on the information validity level of the different vehicles. The selection of the
performmance level is based on a common service level value, LoS. The protocol
by Morales et al. [30, 31] can be the basis of the joint LoS selection and by that
implement an architectural component that is called cooperative evaluator of service
level [42, 43]. At each round, each vehicle proposes the maximum service level
that it can support. The cooperative evaluator of service level uses the protocol for
collecting and selecting a joint LoS value. This value is the basis for selecting a
common performmance level during the next communication round. Note that the
possibility to disagree on the joint LoS value (and hence the performmance level)
could last for a bounded period of time, which is just one round in the common case
of a single hop network.

Once can imagine an infrastructure-based support for the safety kernel on the
network level. Stations for intelligent transportation system (ITS-stations) and their
global and local dynamic maps [44, 45] can be the providers of critical information
that is needed for cooperative vehicular systems. In particular, one can consider an
extension of the ETSI standard for ITS stations that will also include the position of
nearby vehicles. Moreover, using concepts similar to the ones of safety kernel and
cooperative evaluator of service level the ITS station would be able to facilitate a
joint choice of the operation level in a safe manner.

7.6.2 Cooperative Vehicular Functionalities

Adaptive Cruise Control and Vehicle Platooning are two applications that are part of
a set of applications in which vehicles control their headway (inter-vehicle distance)
by adjusting their velocity according to their join performmance level. Casimiro
et al. [42, 43] propose how to base the choice of the performmance level using a
safety kernel architecture [46–48]. Namely, the safety kernel indirectly decides on
the headway and chooses the performmance level that all vehicles can support. For
example, the safety kernel creates a longer larger inter-vehicle distance whenever
at least one vehicles cannot support the current performmance level. In contrast,
whenever the performmance level that all vehicles can support recovery to a higher
level, the safety kernel shorten the headway.

Casimiro et al. [42, 43] also propose how to use the safety kernel for coordinating
intersection crossing. In this application, vehicles from conflicting direction need to
schedule their exact arrival time to the intersection boarder so that they can safely
enter and leave the intersection. Here, at the performmance highest level, the vehicles
cross the intersectionwithminimal waiting timewhile in the lowest level the vehicles
take caution by, say, always give way to the vehicle coming from the right. Note that
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there is no need for explicit agreement on an ad hoc schedule, but rather to base
the coordination on the needed safe headway and some predefined rules, such as
direction priority, although both approaches can work.

Casimiro et al. [42, 43] also propose the application of coordinated lane-change.
The coordination algorithm adjusts the inter-vehicle distances at the target lane using
the safety kernel.Whenever the performmance level is high, the application perform-
ers the maneuver while keeping a shorter inter-vehicle distance than it maintains in
lower performmance levels.

7.7 Conclusions

We have revised some of the recent advances in the area of distributed vehicular
systems. The review considers different communication later, design criteria, such
as self-stabilization, as well as infrastructure and ad hoc approaches. These vehicular
system and networks require extensive validation. Pahlavan et al. [49] and Berger
et al. [50] propose combining digital simulation together with the use of a cyber-
physical platform that include scaled vehicles. This way, the system designer can
gradually demonstrate the system properties. In particular, in can demonstrate the
system in a relevant environment before requiring the more costly demonstration
using full-scale vehicles in the representative environment.
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