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Abstract The elderly population in the Europe have quickly increased and will
keep growing in the coming years. In facing the elder care challenges posed by the
amount of seniors staying alone in their own homes, great efforts have been made
to develop advanced robotic systems that can operate in intelligent environments,
and to enable the robot to ultimately work in real conditions and cooperate with
elderly end-users favoring independent living. In this paper, we describe the design
and implementation of a user-centric speech interface tailored for the elderly. The
speech user interface incorporating the state of the art speech technologies, is fully
integrated into application contexts and facilitates the actualization of the robotic
services in different scenarios. Contextual information is taken into account in the
speech recognition to reduce system complexity and to improve recognition success
rate. Under the framework of the EU FP7 Robot-Era Project, the usability of the
speech user interface on amulti-robots service platform has been evaluated by elderly
users recruited in Italy and Sweden through questionnaire interview. The quantitative
analysis results show that the majority of end-users strongly agree that the speech
interaction experienced during the Robot-Era services is acceptable.
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1 Introduction

1.1 Robots for the Elderly

The increasing ageing population leads to a growing burden of elder care world-
wide, which is especially true for the developed countries like those in the Europe.
According to an European Union report, the number of people elder than 65years
old was 87 million in the Europe in 2010 [2]. It is estimated by the World Health
Organization (WHO) that the elder population over the age of 60 is expected to be
around 2 billion in 2050 [20]. One of the problems caused by the growing older
population is that most of them still want to live in their own homes and to lead
independent living as long as possible. With their gradually decaying physical and
cognitive abilities, smart environments and assisting facilities, such as housekeep-
ing, mobility support, social communication, and reminding systems are needed in
their living places. In this circumstance, socially assistive robotic (SAR) platforms
designed for improving independent living and caring for the elderly users, which can
provide various services in both at-home and outdoor environments, are very much
desired. For example, Robot Robear, which is developed by the Japanese robotics
company RIKEN has human-like limbs to help move and carry objects. Others like
the Aldebaran Robot Pepper, with emotion intelligence equipped, are designed to
offer therapeutic care to the user. Meanwhile, elder adults living independently have
also expressed their willingness to have robots live with them at home [17]. In the
elder care domain, SAR platforms are usually integrated in an Ambient Assisted
Living (AAL) environment [13], in which smart assistance systems and personal
robots are designed and developed for a safer quality life at home.

1.2 Robotic User Interface

In order to achieve certain social, cognitive, and task outcomes goals in human-robot
interaction (HRI), robots are needed to display appropriate social behaviours [6]. In
realizing a SARplatform, one of themost challenging aspects regardingHRI is social
communication. User interfaces in SAR can be keyboard, touch screen, gesture, and
natural language, etc. Natural language based technologies such as automatic speech
recognition (ASR), text-to-speech (TTS) synthesis, and language understanding have
been evidently advanced in the past years, which can be seen from the great success
gained by speech and language based technology products in consumer electronic
markets, such as Siri1 byApple andNow2 byGoogle. Speech technology is viewed as
a major interaction modality in many application domains, for examples, customer

1http://www.apple.com/ios/siri/.
2http://www.google.com/landing/now/.

http://www.apple.com/ios/siri/
http://www.google.com/landing/now/
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schedule information query and booking systems over telephone have employed
voice-based interface for flights [8], trains [10] and restaurants and hotel booking
[12]. At the same time, speech interface has also beenwidely engaged inmulti-modal
user interactive systems, such as those in smart homes [14] and AAL [7]. It has been
found that among all human–machine interaction media, speech interaction is the
one most accepted by users, especially for elderly people [14]. However, challenges
exist in developing user-centric and high performance speech interaction tools. It
is known that large vocabulary continuous speech recognition (LVCSR) is always
time-consuming, substantial efforts such as data collection, model training, user
adaptation, and parameter tuning are needed before actual deployment. LVCSR with
state of the art recognition protocols and algorithms still report word error rates of
around 20% on average [15, 16], or of 10% if trained for a more specific domain
[19]. Accents, dialects and themixed usage ofmultiple languages cause other failures
in recognition. In domain-specific interaction tasks, contextual cues could be useful
for enhancing speech recognition performance in either HRI or AAL cases. The
central idea of context-sensitive speech recognition is to associate different contexts
or dialogue stateswith individual languagemodels ormore specifically, grammars. In
this case, grammar switching is indicated based on dialogue movement. This method
has been shown led to more robust speech recognition [11]. Lemon showed in [11]
the efforts on context-sensitive speech recognition in a dialogue system with more
flexible and effective grammar switching strategy. Contextual information was also
used to analyze the humans engagement towards the robot while using the dialogue
system [9].

In this paper, we describe the speech interface employed in our elder-robot inter-
action investigation. At first, the elder service robotic platform developed in the EU
FP7Robot-Era Project is introduced. Secondly, an overview of the speech-based user
interface deployed is given, in which the context-aware grammar-switching mech-
anism for speech recognition efficacy is highlighted. After that, preliminary results
of HRI experiments on a series of the Robot-Era tasks aiming at evaluating the
speech-based interface are shown. Finally, conclusive remarks of this investigation
are gained.

2 Elder Service Robotic Platform in Robot-Era

The EU FP7 Project Robot-Era3 [1] aims at integration and implementation of
advanced robotic systems including SAR and AAL architectures, with an ultimate
goal to provide intelligent environments and facilities in real scenarios for the ageing
population. To this end, the general feasibility, scientific/technical effectiveness and
social/legal acceptability of the package of robotic services offered as well as the
smart environments where the robot is operating in, is assessed by real users in actual

3http://www.robot-era.eu/.

http://www.robot-era.eu/
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Fig. 1 Multi-robots platform and ambient intelligence architecture of the Robot-Era Project [1]

scenarios. The end users of this system are elderly people leading independent living
in their daily life. In this project, several already available and commercial robotic
components are adapted and integrated in both indoor (e.g., domestic, condominium)
and outdoor environments to ensure independent, comfortable and safe living quality
for the ageing population.

The Robot-Era services are specially designed to meet the needs of independently
living elderly people in various scenarios ranging from indoor house keeping to
outdoor walking support. Studies indicate that elderly people favor multi-modal
user-robot interaction [18]. Among them, speech and gestures have been found most
preferable by them [4]. Considering the fact that touch screen based mobile phone
interface has gradually been accepted by more and more elderly users [3], in Robot-
Era Project, two interfaces: graphic user interface (GUI) and speech user interface
(SUI) are provided. Each of them can play as a sole-modal user interface, or they can
work together as a dual-modal HRI platform. Figure1 gives a whole picture of the
multi-robots and ambient intelligent system architecture developed in the Robot-Era
Project.

3 Speech Interaction

The SUI designed for the elderly people manipulating service robots is user-centric
and domain-specific. We make efforts to provide a multilingual spoken dialogue
system in various real-world scenarios. The spoken dialogue system employed is
mainly composed of the following components: commercialized Nuance4 speech

4http://www.nuance.com/.

http://www.nuance.com/
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recognizer and parser, open-sourceOlympus5 dialoguemanager, andAcapela6 voice-
as-a-service (VAAS) speech synthesizer. The Ravenclaw-based dialogue manager
simplifies the authoring of complex dialogs, having general support to handle speech
recognition errors, and is extendable to multi-modal input/output design [5]. The
speech recognition and parsing is based on service-tailored grammars. To operate
theSUI in real-world scenarios, one of themost important issues is to provide satisfac-
tory speech recognition accuracy as well as to manage the complexity and variety of
speech-based interaction. Considering service-specific spoken contexts might apply
to the SUI, we propose to handle this issue from the following aspects: (1) developing
context-aware language models (i.e., grammars in this study) to help reduce speech
recognition complexity [11]; (2) achieving continuous and flexible dialogue flow by
switching among different tasks without restarting the speech interaction module.
Another significant issue in SUI is error handling. These errors usually result from
speech recognition failures or misunderstandings due to false positives. The Olym-
pus dialogue manager uses an error handling policy based on repeated prompts for
recognition failures and explicit confirmation to ground recognized concepts in order
to manage these sources of error. To employ context-aware speech recognition in a
dialogue system, we load grammars dynamically according to the context change
of verbal interaction. At the beginning of a speech interaction, the dialogue could
only be initiated by the user via saying the wake-up word, which is defined to be the
name of the robot in this work. A grammar containing the full list of all available
services will be loaded immediately. After a specific service is chosen by the user
through speech, which can either be a short command or a complete sentence, the
dialogue manager will indicate the engine to switch to the according service-specific
grammar. In manipulating with the contextual information, real-time SUI operation
is ensured by avoiding complex large vocabulary languagemodels, meanwhile, more
robust speech recognition performance is achieved.

Our SUI is fully employable on the Robot-Era multi-robots platform. The speech
interaction mode is available for all Robot-Era services, which include commu-
nication (via mobile phone or skype), shopping, cleaning, food delivery, indoor
escort, object manipulation, garbage collection, laundry, reminding, surveillance,
and mobility support. These indoor or outdoor services are fully supported in three
languages: English, Italian, and Swedish. Figure2 shows the dialogue flow path in
a real SUI operation. In this example, the Robot-Era services food delivery, shop-
ping, laundry, and garbage collection are asked by the user sequentially. In each
dialogue stage, a specific grammar is enabled. Transitions from one grammar to
another are indicated by the dialogue manager. It is noted that before each dialogue
movement, a confirmation with the user is made to avoid wrong action caused by
speech recognition failures.

5http://wiki.speech.cs.cmu.edu/olympus/index.php/Olympus/.
6http://www.acapela-group.com/.

http://wiki.speech.cs.cmu.edu/olympus/index.php/Olympus/
http://www.acapela-group.com/
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Fig. 2 Robot-Era services manipulated by speech

4 Preliminary Experiments on Usability

To evaluate the usability of our SUI by elderly users, we designed and conducted a
series of tests on selected Robot-Era services. For the services shopping, reminding,
indoor escort, and garbage collection, the experimentswere carried out on our Italian
test site in Peccioli, Italy. The services laundry and food delivery were tested on the
Swedish test site in Angen, Sweden. For the last service communication, tests were
conducted on both sites. At this stage, we recruited 35 Italian subjects (22 females
and 13males), of an average age of 73.80± 5.81, and 12 Swedish subjects (4 females
and 8 males) aged averagely at 70.67 ± 5.37 to participate in the HRI experiments.

During the experiments, subjectsweren’t instructed step-by-step on using the SUI,
instead, they were shown a demonstration for each task. For further investigation,
their spontaneous speech interaction with the robot were recorded. A questionnaire
was completed by each subject. The questionnaire consisted of several items, and
two of them were about the usability of the SUI. Subjects were asked to use five-
point Likert type scale (1. strongly disagree; 2. disagree; 3. no opinion; 4. agree; 5.
strongly agree) to answer the questions. Figure3 shows the median scores valued by
all the subjects for the two questions, each in a radar plot. It is observed that most of
the subjects were satisfied with the SUI performance in the five services: shopping,
indoor escort, food delivery, garbage collection, and reminding. For the other two
services: communication and laundry, they still accepted it. In Fig. 4, the service-
wise acceptability scores are described by an error bar plot. It is found that among the
subjects, the SUI in all services get average scores above four out of five. In specific,
the elderly users were more satisfied with the SUI experience for the four services:
shopping, reminding, garbage collection, and indoor escort during the experiments.
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Fig. 3 User attitude towards the SUI under different application scenarios
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Fig. 4 Error bar plot of user acceptability scores in different testing scenarios by questionnaire
interviews

5 Conclusions

The increasing ageing population in need of personal care and services causes huge
pressure to the European countries, which turns out motivate the development of
personal robots nowadays. One of the most challenging aspects for personal robots
is social communication, which is especially difficult in the case of elder-robot inter-
action. In this paper, we introduce the design and implementation of a speech user
interface specially tailored for elderly users. Although being developed under the
framework of the EU FP7 Robot-Era Project, this interface can easily apply to other
robotic platforms or used alone. The speech user interface is realized by a spoken
dialogue system composed of the speech recognizer, parser, dialogue manager, and
speech synthesizer, etc. To achieve low-complexity yet user-centric speech interac-
tion system, we employ a context-sensitive speech recognition approach to enable
flexible dialogue movement in real time. Evaluation made by elderly users in Italy
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and Sweden shows that for the tested Robot-Era services, subjects totally agree that
the speech interaction experience during operating the robot is acceptable. Further
elder-robot interaction investigation is ongoing, it is therefore expected that more
findings on elder-centric speech interface will be gained in future.

Acknowledgments This work is fully supported by the European Union Seventh Framework Pro-
gramme (FP7/2007-2013) grant no. 288899.
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