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Abstract The digitalization of today’s world has greatly advanced during the last

few years and affects nearly all areas of life. The research discipline Information

Systems (IS) views digitalization from multiple perspectives. On the one hand, IS is

concerned with the development and functionality of technological artifacts. On the

other hand, researchers in this field also investigate questions of how users perceive

and actually use technological innovations. This last point brings about the question

of how users deal with perceptions of risks that are inevitably connected to the use

of technology (e.g., data theft, abuse of personal data). Thereby, trust research

found its way into IS research since trust is widely considered to be a key factor in

dealing with risk perceptions. Trust relations are commonly described as the

relation between two parties: the trustor (who trusts) and the trustee (who is

trusted). So far, technology has mainly been viewed as a medium through which

trust can be transmitted or developed. With the emergence of quasi humans (e.g.,

recommendation agents), this ascription becomes more and more difficult and

raises the question of whether or not a technology can be trusted. This article

gives an overview of perspectives on the relations between users’ perceptions of
risk, trust through and in technologies, and trust towards technology providers. We

furthermore provide insights into the state of the art of trust research in the IS

discipline.

Keywords Trust • Risk • Technology • Quasi humans • Digitization • Information

Systems

1 Introduction

In the digitized world of today, more and more services are carried out online and

people are more strongly connected to technology than ever before (van Eimeren

and Frees 2014). While shopping for books on Amazon is an example of early times
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of the World Wide Web, consumers and businesses currently think about online

services such as mobile applications, the Internet of things, and cloud computing

(Gartner 2013). Moreover, while computers originate from the domain of business,

and it took a while for personal computers to succeed, nowadays many people own

a smartphone and, thus, carry a supercomputer in their pocket. The use of technol-

ogy offers several opportunities, such as mobile apps that enable fast access to

online services like traffic information, or cloud computing, which is considered to

increase the comfort of file management, flexibility of computing resources, and

overall lower costs (Armbrust et al. 2010).

What all these trends have in common is that they include some aspect of

information technology (IT). The Information Systems (IS) discipline follows two

lines of research on IT (Hevner et al. 2004). On the one hand, the internet is an IT

infrastructure accessed via software programs like ‘apps’ on hardware devices like

smartphones. This entails many questions of how information systems and devices

should be designed in order to function as intended. This perspective originates

from the designers’ view of information systems. On the other hand, the users and

their behaviors highly influence how technology is used and what services are

actually adopted (Benbasat 2010). This brings about the question of how users

perceive information systems, for example, as useful and easy to use. While the

focus of IS was originally limited to organizations, the discipline has evolved.

Current research also deals with trust and IT in the context of e-government, as well

as the personal sphere (social media).

However, the presence of IT does not offer only opportunities. On the downside

of technology usage, many individuals and organizations have heightened percep-

tions of risk. When individuals carry out transactions on the internet, (personal) data

may be recorded on servers that could be located anywhere. Individuals may, for

example, post personal information on Facebook, buy on eBay, or take out an

insurance policy on a web portal. Furthermore, the relationship between online

providers and their (potential) customers is characterized by information asymme-

try and social distance between the parties (Ba and Pavlou 2002; Gefen and Straub

2003; Pavlou et al. 2007). This means that individuals interacting with an online

provider often do not exactly know how their personal data is used and processed by

the provider (McKnight et al. 2002a). Third parties also pose a threat to individuals

and organizations by gaining unauthorized access to sensitive data stored on the

servers of a provider (Bélanger et al. 2002). Furthermore, online environments or

interactions are considered to be more anonymous and impersonal than offline

interactions (Wang and Emurian 2005) and, thus, lack human contact and warmth

(Gefen and Straub 2003). Risk perceptions associated with the threats in online

environments and the related lack of trust in online providers and e-commerce

shops often lead to individuals’ and organizations’ reluctance to use certain new

technologies or online services (Garrison et al. 2012; Hoffman et al. 1999). As a

consequence, trust is suggested to be a key factor for the diffusion of innovations

and adoption of new technologies or online services (e.g., Gefen et al. 2003).

Research on how to improve IT security is fundamental for trust building in the

digitized world.
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As a first reaction, the development and implementation of new security mea-

sures shall contribute to an improved security of online transactions. However,

besides the technical safety, dealing with individuals’ and organizations’ risk

perceptions and trust building is also a question of communication (Khan and

Malluhi 2010; Öksüz 2014). Trust can be built only when providers adequately

communicate the implemented measures to ensure the security of data (Khan and

Malluhi 2010; Öksüz 2014).

The omnipresence of technology in our daily lives has raised a high need for

trust. While in computer science trust is understood as security in terms of technical

safety, IS emphasizes the socio-emotional perspective (Recker 2013). In this sense,

the IS discipline considers trust as an individual’s perception of another party as

being competent, benevolent, and as having integrity (Li et al. 2008; Mayer

et al. 1995). As the nature of the IS discipline always involves an IT artifact, not

only the IT artifacts themselves are diverse, but so are the relationships between

trust and the IT artifacts. Trust research in IS ranges from dealing with the question

of trusting another party interacted with in a computer-mediated setting (e.g.,

collaboration between virtual team members carried out via technology-mediated

communication), to the question of trusting the IT artifact itself (McKnight

et al. 2011). With regard to trust in IT, one of the most prominent examples is the

area of e-commerce. When dealing with online providers, the provider’s website is
the primary and often sole source of information (Wang and Emurian 2005). Online

providers mainly depend on their websites to represent themselves to consumers

(Wang and Emurian 2005). As a result, many consumers tend to focus on the

website design when assessing its or the online provider’s trustworthiness (such as

easy navigation and use of the website) (Karimov et al. 2011). This also shows that

it is not always clear who the trustee is in a specific online trust relationship: the

e-commerce website or the online provider the website represents. In this context,

the question of whether or not the website can be trusted at all arises. Furthermore,

websites sometimes include some contact opportunities, such as live chats. How-

ever, these chats may fully or partly be operated by software scripts, such as chat

bots. There are even virtual agents that are software programs embedded into the

website with which the user can interact (e.g., Qiu and Benbasat 2009). This leads

to the question of whether or not algorithms, software, and technology can be

trusted from a socio-emotional perspective.

Thus, the IS discipline distinguishes between three notions of trust: trust in

individuals through technology, trust in quasi-humans (such as recommendation

agents), and trust in a technology itself (cf. Fig. 1). This discussion paper includes

all of these trust issues and presents approaches that try to structure the different

streams of trust, as well as insights into studies that show the role and effects of trust

in the IS discipline. The remainder of this article is structured as follows. First, we

deal with trust when IT or an IT artifact is a mediator among humans or between

humans and organizations. Second, we elaborate on the role of quasi-humans, such

as virtual agents, for trust building. Third, the technology itself comes into focus

and we discuss the role of trust in IT. Finally, we conclude with an outlook on trust

research in the Information Systems discipline.
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2 Trust in Individuals Through Technology

Trust research in the IS discipline can either focus on trust in the IT artifact itself or

on trust in a service provider or another human (S€ollner et al. 2012). In the latter

case, the IT artifact functions as a mediator between two or more users. Based on an

IT-artifact, such as websites, users may interact with individuals (e.g., on social

network sites (SNS) or through social media (SM)), an organization (e.g., on

e-commerce websites), or an administration. Each of these relationships is charac-

terized by the fact that the website or the social media profile often becomes the sole

source of information about the transaction or communication partner (Wakefield

et al. 2004; Wang and Emurian 2005). Commonly, researchers in the IS discipline

describe communication or interactions through websites or, more generally, com-

munication based on IT as asymmetric (Wang and Benbasat 2007); that is, the user

cannot, to a certain degree, predict or control the actions and outcomes of the

service provider’s behavior (i.e., seller, communication partner, administration,

etc.) (Glover and Benbasat 2011). While in interpersonal relationships the commu-

nication partner’s character traits and trustworthiness as well as potential risks of an
interaction can be assessed directly, in a technology-based communication, this

comes about only indirectly (Verhagen et al. 2006). As a consequence, since the

user has to rely on the veracity of the information given on the website, interactions

through websites always include risks for the user, not only in matters of technical

security (e.g., risk of privacy breaches), but also referring to the providers’ trust-
worthiness (e.g., Pavlou 2003). When, for example, shopping for a new camera, the

customer in a shop can estimate the weight, design, or functionality of the camera

directly. He can also ask a vendor for more technical details and advice on

alternatives. When shopping for a camera online, the customer cannot try the

different functionalities or get advice from the vendor, but has to rely on photo-

graphs and written descriptions. He also has to disclose private data to perform the

transactions (e.g., bank data, address) and often has to pay in advance. Therefore,

Fig. 1 Different trustees in the digitized world (images are kindly provided for commercial use by

www.icons-land.com, www.creativefreedom.co.uk, and www.designcontest.com)
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the user has to rely on information given on the website to estimate the provider’s
trustworthiness. Hence, trust is understood as a necessity to bridge the perceived

uncertainties (Verhagen et al. 2006).

The IS discipline adopted this view from business science where trust is mainly

understood as one’s (the trustor’s) “. . .willingness . . . to be vulnerable to the actions
of another party [trustee] based on the expectation that the other will perform a

particular action important to the trustor, irrespective of the ability to monitor or

control that other party” (Mayer et al. 1995, p. 712). In this view, the trustworthi-

ness of the trustee consists of his or her ability (skills, expertise, capability, etc.),

benevolence (willingness to perform an action on behalf of the trustor without any

profit motives), and integrity (a common or at least similar set of beliefs and

principles) to perform a certain action. These so-called factors of perceived trust-

worthiness are not bipolar, but rather understood as a continuum with situation-

specific degrees of each belief (Mayer et al. 1995). For example, one might think

the plumber apprentice is willing to repair a broken water pipe and wants to do his

job the best possible way. The client believes him to be benevolent and to have the

needed integrity to fulfill the task. Even though the client might also think the

apprentice has the needed abilities, he might, in comparison to the apprentice’s
foreman, believe the latter to be more able to fix the water pipe. Accordingly,

although both of them might be perceived as being benevolent and having integrity,

the client would perhaps put more trust towards the foreman due to his long lasting

experience and resulting expertise. Still, the same client would not trust either of

them to take care of his or her child, since the client does not know what experi-

ences both have in child care or whether or not they are willing to do the best for the

wellbeing of the child.

Trust research in the IS discipline mainly focused on e-commerce for a long

time. Since the digitalization of the world proceeds quite fast, more and more parts

of daily life are digitized and a lot of services are carried out online (van Eimeren

and Frees 2014). Today, the World Wide Web enables more than online shopping:

organizations, for example, carry out their business online and collaborate with

other organizations in the form of virtual teams or use new technologies like cloud

computing, and bank customers can transfer their money via online banking

services from home. SNS, like Facebook or Twitter, facilitate interpersonal com-

munication across long distances. In contrast, they not only but mainly relate to the

personal sphere. Since SNS also facilitate the self-presentation of organizations and

communication between businesses and their potential customers, some features of

SM also relate to the business sector. More recently, governments and administra-

tions started to enlarge their online services and some countries, such as Estonia,

have, for example, initiated pilot schemes of online voting (e.g., Estonia 2015). In

order to structure the different fields of online interactions, we adapt the distinction

between personal sphere as well as the public and business sector as known from

social and political sciences. Here, the public sphere is understood as an arena

where a speaker and an audience come together to communicate (Neidhardt 1994).

This public sphere is commonly defined as open and accessible to everyone and

forms a contrast to the private sphere (Marschall 1998). Since businesses do not
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negotiate public or political issues and are, in contrast to the public sphere, not open

to everyone, they are viewed as a separate construct in this paper. The personal

sphere, which only comprises private communication and interactions, is also

viewed as a separate construct.

Although the described services relate to different spheres, they all have one

thing in common: the user of these services has to share private and sensitive

information. Aside from security or technology related concerns, foremost the

user has to trust the provider, that he or she will not take advantage of this data

and will take suitable measures to ensure data security and the protection of

privacy. This also entails trust in the assurance of the service’s frictionless opera-
tion (e.g., Corritore et al. 2003). At the same time, the users’ willingness to adopt an
online service is highly influenced by the perceived trustworthiness of the commu-

nication or transaction partner, meaning that the more trustworthy one is perceived,

the more probable an interaction will occur (e.g., Becker et al. 2014). All online

service providers therefore need to build trust through their websites (e.g., Karimov

et al. 2011); trust towards an IT artifact as a mediator is therefore not only important

in the business sector, but also applies to the personal sphere and the public sector.

The following section presents examples of each field, business and public sectors

and the personal sphere, as well as insights into some studies and research results.

2.1 Business Sector

One of the earliest and well researched services in the IS discipline is e-commerce

(e.g., Li et al. 2008; Wang and Benbasat 2008; Wang and Emurian 2005).

E-commerce is not an object of scientific interest only because it is widespread,

but also because it creates a typical situation of trusting behavior on the internet

(e.g., Hoffman et al. 1999). The offered products cannot be assessed physically

concerning quality or the price-performance ratio, and (potential) buyers have to

rely on the information provided on the online merchants’ websites (Verhagen

et al. 2006). This entails certain risks since consumers often have to pay in advance,

not knowing whether or not the product will be delivered as expected or will be

delivered at all (Kim et al. 2008). Despite transaction related concerns, a lot of

potential users are concerned with identity theft or abuse of private data (McKnight

et al. 2002b). Thus, trust is a core constituent of successful e-commerce (e.g., Wang

and Benbasat 2008; Wang and Emurian 2005). Researchers and practitioners are

interested in explaining the role of trust in interactions on the internet (e.g., Lowry

et al. 2008; Pavlou and Fygenson 2006; Colquitt et al. 2007; Bundesministerium

des Inneren 2015).

Mayer et al. (1995) state that, besides perceptions of the trustee’s ability,

benevolence, and integrity, a trustor’s general disposition to trust influences his or

her perceptions regarding the trustee’s trustworthiness. Additionally, McKnight

et al. (2002b) propose the concept of institution-based trust what one could call

security in terms of technical safety: Users are convinced that “structures like
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guarantees, regulations, promises, legal recourse, or other procedures are in place to

promote success [. . .and] that the environment [the Internet] is in proper order and

success is likely because the situation is normal or favorable” (McKnight

et al. 2002b, p. 339). Institution based trust is not necessarily vendor specific. In

contrast, the factors of perceived trustworthiness describe “perceptions of specific

web vendor attributes” (McKnight et al. 2002b, p. 337), which are communicated

through the vendor’s website. Based on the Theory of Reasoned Action (TRA), a

frequently cited framework for technology adoption, the authors argue that factors

of perceived trustworthiness form trusting intentions, meaning the personal inten-

tion to interact with the web-vendor (McKnight et al. 2002b). Trust in an online

shop will likely lead to the intention to buy from the shop, which in turn will likely

lead to an actual purchase.

Although the work of McKnight et al. (2002b) is a good framework to explain

how internet-users adopt e-commerce services, the model does not explain what

specific elements of a website constitute the factors of perceived trustworthiness.

Karimov et al. (2011) developed a classification of trust-inducing elements a

website can or should include in order to appear trustworthy. As the website

functions as mediator between two unknown parties, it should be designed in a

way that creates trust in the supplier, respectively trustworthiness of the supplier

(S€ollner et al. 2012). Following Karimov et al. (2011), this includes not only design

or layout, but also content and information, technical aspects, and usability. Based

on the cue-signaling theory the authors develop a classification with three catego-

ries relating to each form of trust. The authors conduct a literature analysis to

classify antecedents of trust and distinguish three categories of trust-inducing

website elements: the visual design, including all graphical and structural elements;

the social cue design, including the availability of social media, human-like fea-

tures, and assistive interfaces; and the content design, which comprises the infor-

mativeness of the website, brand alliances, and e-assurances (Karimov et al. 2011).

In summary, the willingness of a user to depend on an online-provider and the

offered online-service highly relies on the provider’s website and its capability to

create trust.

In addition to Karmiov et al.’s (2011) model, there are conceptualizations that

also take, besides design dimensions, cultural conditions into account (Cyr 2013).

In this context, Cyr (2013) shows with a cross-national study of “user perceptions of

B2C Web pages” (Cyr 2013, p. 377) that perceptions of the website design are

influenced by “overall cultural values” (Cyr 2013, p. 381) and that these design

perceptions do influence users’ trust. This shows that the development of a trust-

inducing website design also depends on the context of the business as well as on

cultural conditions. Although the classification of Karimov et al. (2011) is not

applied by Cyr (2013), the study of Cyr includes similar perceptions of visual and

content design and leads to the assumption that a careful website design can create

trust. Cyr (2013) states that, especially in countries with lower uncertainty avoid-

ance, the presentation, accuracy, and accessibility of information, as well as an

appealing visual design and high usability, can create higher levels of trust in an
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e-vendor (Cyr 2013). Hence, a well-designed trust-inducing website is a core factor

to successful e-commerce.

2.2 Personal Sphere

In the past few years another web-based technology has attracted much attention:

SNS and SM like Facebook or Twitter. Since the usage of these services has rapidly

increased over the past few years and still grows, scholars have started to investi-

gate why users trust services like Facebook, and not only transmit but also disclose

private data (e.g., Bryce and Fraser 2014; Taddei and Contena 2013). The use of

SNS or SM forms a situation to users that is similar to e-commerce, although the

risks involved are different. When using a social network website, users disclose

very personal information not only through their own profiles but also through

interpersonal communication with other users (Canfora and Visaggio 2012). In

contrast to e-commerce, users do not necessarily risk a material loss, like paying for

a product, which is not delivered. SM users rather risk the theft or abuse of their

private data (Sherchan et al. 2013). In contrast to the e-commerce context, trust in

the provider, its website, and the underlying technology, as well as trust in other

users might be relevant (Lankton and McKnight 2011). Lankton and McKnight

(2011) differentiate between interpersonal trust and technological trust (trust in the

IT-artifact itself). Although this distinction can be made and the two types exist, the

authors state that SNS “represent a technology in which the distinction between

human and technology characteristics is less clear” (Lankton and McKnight 2011,

p. 34). Their survey consequently shows “that [Facebook] users blend human

demonstrations of trust with technology demonstrations of trust. This could be

because users think of the Facebook website both as a technology and a quasi-

person, even though it is a technical artifact” (Lankton and McKnight 2011, p. 47).

Besides the fact that users of SNS view these services as technology as well as an

organization led by humans, other difficulties arise in studies of trust in social

networks. While the usage of guarantees or (official) seals (e.g., http://www.

trustedshops.de/) is steadily disseminating in the field of e-commerce or

e-businesses in particular, most SNS cannot control the actions of their users. A

user may trust Facebook to not abuse personal or private data because Facebook, as

a company, has general terms and conditions to which it is legally bound. But users

should not necessarily trust (unknown) other users to be benevolent or have

integrity since other companies or users can create fake profiles to contact other

users to come into possession of personal data (Canfora and Visaggio 2012).

Therefore, a user may trust the website (the technology as well as the provider),

but at the same time distrust other users. Currently, in addition to questions of

interpersonal vs. technological trust (e.g., Lankton and McKnight 2011), mecha-

nisms to manage trust in other users in the context of SM are under research (e.g.,

Canfora and Visaggio 2012).
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The steady dissemination of SM also leads to a growing embedding of SM

applications into other websites. Karimov et al. (2011) states that customer reviews

belong to the group of social media that can enhance the feeling of humaneness on a

website and thus influence users’ trust. For instance, a study conducted by Kumar

and Benbasat (2006) shows that recommendations and consumer reviews embed-

ded in online shops can influence perceptions of human warmth, which in turn can

be seen as a strong predictor of trust (Walter et al. 2013). SM (components) like

consumer reviews and user-to-user support platforms are considered to lead to more

trust, since they are seen to raise feelings of human contact and sociability and

consequently partly compensate for the lack of closeness as known from face-to-

face interactions (Kumar and Benbasat 2006; Ortbach et al. 2014).

2.3 Public Sector

The public sector (administrations and governments) has also made use of

IT-artifacts, mainly websites, to deliver services to citizens. In the beginning,

authorities mainly used the internet as a mere digital brochure to inform about

opening hours or contact persons. Today, most administrations sophisticatedly use

web services and offer numerous services online (e.g., Horst et al. 2007; Hofmann

et al. 2012). Besides a lacking supply of online-services in some countries or

districts, currently, the adoption behavior of citizens is occupying the scientific

interest of researchers around the globe (e.g., Bélanger and Carter 2008; Akkaya

et al. 2011; Belanche et al. 2012; Hofmann et al. 2012; Hofmann and Heierhoff

2012). There is broad agreement that, similar to e-commerce adoption, trust and

risk perceptions are of great importance to the success or failure of e-government

services (Akkaya et al. 2011). Therefore, theoretical frameworks popular in the IS

discipline, like the Technology Acceptance Model (TAM) (e.g., Belanche

et al. 2012) or the TRA (e.g., Bélanger and Carter 2008), are also used in the

research of e-government service adoption (e.g., Hofmann et al. 2012).

The usage of e-government services comprises similar risks to those in

e-commerce services: citizens face security breaches and the potential abuse of

private and personal data as users do not have control over how public administra-

tions use transmitted data (Akkaya et al. 2011). Furthermore, as with any other

service, administrations are not immune to data theft by hackers. Here, again, users’
trust can either relate to the technology as the trustee or the mediator of trust. In the

latter case, the trustees are service providing administrations. Bélanger and Carter

(2008) distinguish these forms of trust into trust of the internet (IT) and trust of the
government (organization). Besides concerns about the handling of private data

(which relates to trust of the government), Akkaya et al. (2011) show that trust in

respective public authorities is a key differentiator in the acceptance and adoption

of e-government services. This emphasizes the need of administrations to build

trust through their websites. As Bélanger and Carter (2008) state, governments

should “take advantage of trust-building mechanisms used by e-commerce vendors,

Trust in the Information Systems Discipline 213



such as posting security and privacy seals, to encourage adoption of e-government

services” (Bélanger and Carter 2008, p. 172). Studies like this show that similar

mechanisms apply to e-government adoption as to e-commerce, but that there are

also great differences. While e-vendors are either completely unknown or can build

on an ongoing trust relationship, governments face the problem that they are

already known to the potential users and only offer a new form of their services.

They have to deal with their already existing reputation and perceptions among the

population. Hence, Horsburgh et al. (2011) state that “it is possible that those

[citizens] with low trust in politicians may mistrust government information,

including that provided via e-government channels.” (Horsburgh et al. 2011,

p. 233). As Beldad et al. (2010) further point out in their literature review, the

offline presence of a provider may influence perceptions of this provider’s online
presence. This could be especially true for e-government services since most

citizens presumably hold strong beliefs about the government, which in turn

influence perceptions about its benevolence, integrity, and ability to provide helpful

and secure online services.

3 Trust in Quasi-Humans

Besides visual and content cue design, social cue design is also important when

designing websites to be more trustworthy (Karimov et al. 2011). This dimension is

important as the digitized world is usually characterized by a high social distance

between interacting parties such as buyers and sellers or consumers and online

service providers (Gefen and Straub 2003; Pavlou 2003). There are a multitude of

options for how social cues can be embedded into websites; for example, human

images may be used (Cyr et al. 2009). However, besides non-interactive social cues,

human or non-human interaction website features also exist. Regarding human

features, these may, for example, be contact forms that forward website visitor

messages to user support employees. More sophisticated are live-chats embedded

into a website. While the common notion may be that these applications are

operated by humans, in some live-chats users may actually be paired with chat-

bots; i.e., software programs that are trained to adequately respond to user input.

Moreover, while in some cases, at first, a chat-bot deals with user requests, this

chat-bot may switch roles with a human as soon as conversations take courses that a

chat-bot cannot handle. In addition to a shared service provision of humans and

computers, there are also software applications that complement human support

staff to an even greater extent. These so-called quasi-humans are virtual agents

referred to as “animated embodiments [i.e., visual, often human-looking represen-

tations] that respond to users through verbal and nonverbal communication”

(Chattaraman et al. 2012, p. 2055). Many companies make use of them on their

websites. In terms of trust, a kind of virtual agent who is not only capable of holding

conversations but can also give recommendations about products and services is

especially relevant (Hess et al. 2009). As a consequence, these agents, so-called
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social recommendation agents, are the object of many studies of trust in the field of

Information Systems (Walter 2014). While they have primarily been tested in

e-commerce and real estate (Qiu and Benbasat 2009; Richards and Bransky

2014), current studies also validate their influence in the context of cloud comput-

ing services (Walter et al. 2014).

Academic research in the Information Systems discipline has dealt with the

question of how to make these agents more trustworthy (e.g., Hess et al. 2009; Qiu

and Benbasat 2005, 2009). There are different approaches that lead to this goal. The

basic notion is that the design of social recommendation agents can be influenced.

The design of a social recommendation agent refers to its appearance; i.e., the type

of embodiment, output signals like voice or text-to-speech, and even an agent’s
personality, use of gestures, and options to interact with users (Walter 2014). One

study shows, for example, that an extroverted social recommendation agent that is

designed with respect to more outgoing statements, a voice with faster pace and

volume, and more extensive use of gestures leads to more trust than an introverted

agent (Hess et al. 2009). Other studies suggest that the facial expressions of an agent

are important in raising users’ trust (Lisetti et al. 2013).
In the digitized world, relationships between interacting parties are not only

characterized by a higher social distance than face-to-face interactions, but also by

information asymmetry (e.g., Xiao and Benbasat 2007). Sellers, for example,

usually know more about their delivery reliability or product quality. When it

comes to social recommendation agents, the issue of information asymmetry also

exists (Xiao and Benbasat 2007). Does a social recommendation agent really

provide the best recommendation in the users’ interest (i.e., regarding the users’
(previously stated) preferences), or does the agent perhaps optimize the recommen-

dation with respect to the online shop’s profit margin? Why does a specific provider

embed a social recommendation agent anyway? The main reason may be because

the provider has learned this would instill more trust because there is a real interest

for the users’ needs, i.e., the provider really wants users to be better educated about
product and service information. The human interface of virtual agents may obscure

the fundament that is ‘behind’ those agents, namely algorithms. Thus, it does not

matter whether or not there is a simple chat-bot without an embodiment or a social

recommendation agent with sophisticated 3D animation. Both systems are solely

based on algorithms. The additional humanness may not, from a rational and

pragmatic standpoint, count as more trustworthy as it may be open to influence

from providers like most other information systems. This brings us to the question

of how far information systems and the underlying operations (i.e., algorithms) can

be trusted at all.
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4 Trust in Technology

The advent of new technologies and the rapid pace of technological change in the

digital world present new challenges with regard to trust. With the increasing use of

digital services and the resulting increasing amounts of data, data security and

privacy become more and more important social issues. The widespread concerns

about data security and privacy and the lack of trust leads to the fact that many

individuals and organizations make only limited use of some of these new tech-

nologies or do not use them at all (Deutsche Telekom/T-Systems 2014). The role of

trust and risk perceptions in the acceptance and adoption of technologies has been

the object of scientific research in the IS discipline for quite some time. For

example, recent research has shown that beyond the perceived ease of use

(PEOU) and perceived usefulness (PU), the intention to use a new IT highly

depends on trust (Gefen et al. 2003). The fact that trust is an important factor

influencing the acceptance and usage intention of (new) technologies led to the

extension of the technology acceptance model (TAM) by the factor trust (Gefen

et al. 2003). Consequently, trust can be seen as a key factor influencing the

acceptance and use of emerging technologies, especially whenever risk perceptions

(such as concerns about data security and privacy) are in place.

One of the most discussed technology trends in the last few years is cloud

computing. The use of cloud computing promises considerable advantages, such

as cost savings, but also poses several data protection risks for potential users

(Armbrust et al. 2010; Kerschbaum 2011; Takabi et al. 2010; Zissis and Lekkas

2012). Third parties, for example, could gain unauthorized access to sensitive user

data stored in the cloud (Kerschbaum 2011). Furthermore, users of cloud services

are often not able to completely control the data handling practices of cloud

computing providers (Takabi et al. 2010). They do not always know whether

their data is handled in a lawful manner (Takabi et al. 2010). Since the emergence

of cloud computing, issues relating to data privacy and the security of personal and

sensitive data became even more the focus of public attention. Consequently, cloud

computing providers face the challenge of gaining the trust of potential users with

the objective to motivate them to use their services (Öksüz 2014; Walter

et al. 2014). From the perspective of computer science, the trust problem can be

solved by developing new security technologies and solutions (e.g., new encryption

methods to prevent unauthorized access to sensitive data) in order to make the cloud

safer and more secure (Kerschbaum 2011). In this sense, computer scientists

understand trust as security and aim to enable cloud computing providers to protect

customer data more securely. Research in this area might have significantly con-

tributed to the fact that improvements in cloud security have been achieved over

time and that data security will keep getting better (Allouche 2014). However, the

mere development and implementation of new security measures is not enough to

gain potential users’ trust (Öksüz 2014). This is because trust is based on percep-

tions regarding a cloud provider’s ability and willingness to protect (potential)

users’ data and ensure privacy (Chellappa and Pavlou 2002). This in turn depends
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on (potential) users’ perceived security level (Chellappa and Pavlou 2002). The

perceived security level determines the subjective probability with which users

believe that their data will be protected against loss, abuse, and unauthorized access

or hacker attacks at any time (Chellappa and Pavlou 2002). Potential users’
perceived security level might differ from the actual security offered by the cloud

provider (Chellappa and Pavlou 2002). It could be, for example, that users do not

perceive a high security level even though a provider is able and willing to protect

users’ (personal) data by using the latest security and privacy measures (Öksüz

2014). One of the reasons for this is often a lack of communication or transparency

(Khan and Malluhi 2010; Öksüz 2014). Communication is a key element in the

formation of perceptions (Rogers 2003). Cloud providers have to provide informa-

tion on their data handling practices and their implemented security measures in

order to gain users’ trust (Khan and Malluhi 2010; Öksüz 2014). They have to

adequately communicate which security and privacy measures they have

implemented in order to protect users’ data and to ensure privacy (Khan and

Malluhi 2010; Öksüz 2014). Thus, for trust building it is important that cloud

providers first implement appropriate security measures and take responsibility

for their clients’ data, and second, adequately communicate the implemented

security measures and data handling practices.

Beyond that, potential users also have to trust in the mechanisms (security and

privacy measures) implemented by the provider to protect user data (Zissis and

Lekkas 2012). In this context, some researchers state that trust in IT or trust in the

technology also plays an important role in the acceptance and adoption of new

technologies (Li et al. 2008; McKnight et al. 2011). However, very few research

directly deals with trust in certain technology (McKnight et al. 2011). To some

extent, research on trust in social recommendation agents focuses on trust in an IT

artifact (McKnight et al. 2011; Orlikowski and Iacono 2001). This is because

(social) recommendation agents are automated online assistants helping users to

decide among various product alternatives (Wang and Benbasat 2007). In this

sense, social recommendation agents are IT artifacts (McKnight et al. 2011). How-

ever, social recommendation agents act like humans and interact with users in

human-like ways (Hess et al. 2009). As a result, studies on trust in social recom-

mendation agents have measured trust in the social recommendation agent by using

trust-in-people scales (McKnight et al. 2011). Thus, trust in social recommendation

agents has not actually been studied in terms of trust in IT, but rather in terms of

trust in humans (McKnight et al. 2011).

McKnight et al. (2011) have developed a conceptual definition and operationa-

lization of trust in technology. In doing so, they explain how trust in technology

differs from trust in people. Similar to trust in people, users’ assessments of

attributes reflect their beliefs about a technology’s ability to deliver on the promise

of its objective characteristics (McKnight et al. 2011). The researchers suggest that,

with respect to the characteristics or attributes of a technology, the counterpart to

competence is functionality, to benevolence is helpfulness, and to integrity is

reliability (McKnight et al. 2011). Functionality refers to the question of whether

or not the technology functions as promised by providing features that are required
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to fulfill a task (McKnight 2005). Helpfulness represents “users’ beliefs that the

technology provides adequate, effective, and responsive help” (McKnight

et al. 2011, p. 5). Reliability means that the technology or IT artifact operates

continually (i.e., with little or no downtime) or responds predictably to inputs (e.g.,

printing on command) (McKnight et al. 2011). However, from other researchers’
point of view “people trust people, not technology” (Friedman et al. 2000, p. 36).

They assume that trust can only exist if the trustee has his or her own will and a

freedom of choice and thus, can consciously decide between right and wrong at his

or her own discretion (Friedman et al. 2000). Since technology has no moral

principles, users perceive no caring emotions when interacting with technologies

(McKnight et al. 2011; Friedman et al. 2000). These two contrary views show that

there is no broad consensus on “trust in IT” yet. Nevertheless, for trust building in

providers of IT-based services—where data security and privacy is of high impor-

tance—it is important that potential users believe in the functionality of the

implemented security and privacy measures.

5 Conclusion and Outlook

Trust in information systems and IT offers two sides of a coin. Looking from a more

computer science driven perspective, it is a question of security—and trust in

IT. Lots of research was and still is invested in the question of how to make

information systems and their underlying technology more secure in terms of

privacy, data protection, and further issues. In fact, this is comparable to the rabbit

and the hedgehog phenomenon. Once the ‘rabbits’ developed a new, secure algo-

rithm or data protection concept, the ‘hedgehogs’ are already there and have found a
new way to bypass the protection. In the end, there is no absolute security.

Therefore, we need a second concept of trust. We have to believe in the technology

and, even more, in the providers of technology, that they provide us with the best

possible security; we also have to believe in their honesty about boundaries

of security and what we additionally have to do or consider when using their

technology. A good example of this is the new aspect of trustworthiness Google

implemented in their search engine. The ‘Knowledge Vault’ database consists of

assured facts, which are found first when using Google as a search engine. Even if

other aspects (or ‘wrong facts’) are searched more often, if they are not accepted as

‘true’ they will not occur in the upper search results (cf. e.g., Hodson 2014).

We face an era of digitalization. In fact, we are transforming into a world

permeated by IT and will be digitized. In this article, we argue that IT is becoming

normal, not only in the business sector but also in the personal sphere. Our complete

lives, in every aspect, are depending more and more on digital goods and digital

support.

Our society is changing completely. Amazon, for example, is working on a new

way to deliver their goods to customers, faster than before: Amazon Prime Air will

be a service that delivers customer orders with drones—minutes after the receiving
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the order (Amazon 2015). With this, technology is becoming more and more

complex and we will more and more not understand aspects of security. Therefore,

trust in IT, trust in quasi-humans, and trust in individuals, but being contacted

through IT, becomes increasingly important.

For future research on trust and IT and in its facets and characteristics, this

implies that the discussion of trust and trustworthiness of IT will become more and

more important in the coming years. We have to trust that the information we have

is correct and trustworthy without having the possibility to prove this on our own.

Research in disciplines such as Psychology, Communication Science, and IS—

together—have to investigate this phenomenon and the impact on our society and

personal lives. Not only does trust in IT have influence on our personal decisions of

usage or non-usage of IT, which is a single and, more or less, private decision

(Ortbach et al. 2015), but it also has influence on our business decisions and thus on

the growth of our economy. Information technology has become the undisputable

engine and key success factor of our economic growth. Companies and sectors

dealing with these aspects of trust will be more effective in the position to use this

key factor for their success.
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