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Abstract. As the number of threats to the computer network and
network-based applications is increasing, there is a need for a robust
intrusion detection system that can ensure security against threats. To
detect and defend against a specific attack, the pattern of the attack
should be known a priori. Classification of attacks is a useful way to
identify the unique patterns of different type of attack. As a result,
KDDCup99, NSLKDD and GureKDD datasets are used in this experi-
ment to improve the learning process and study different attack patterns
thoroughly. This paper proposed a multi-class Support Vector Machine
classifier(MSVM), using one versus all method, to identify one attack
uniquely, which in turn helps to defend against the known as well as
unknown attacks. Experimentally, the proposed scheme provides better
detection accuracy, fewer false positives, and lesser training and gener-
alization error in comparison to the existing approach.
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1 Introduction

The highly integrated electronic world is an effect of technological development
over decades. The number of malicious activities and attacks are also grow-
ing besides the advances in security against threats. To mitigate the situations,
various attempts are made to control the attack activities. There is a need to
improve and innovate different techniques for the detection of intrusion against
the enormous amount of malicious attempts on networks [1]. To detect and coun-
termeasures such attacks, multi-class problem should be adapted. Most of the
learning methods are biased in multiclass problems. As a result proper combina-
tion approaches should be used to improve the detection rate, overcome the bias
and over fitting situation. In this work, Support Vector Machine (SVM) learning
approach is used as a base learner to solve the multi-class problem.

1.1 Support Vector Machine

The classification is used to achieve high accuracy for classifying the maximum
number of instances with the small number of training samples. It gives better
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result for two class classification problem [4]. It maps input vectors to a high
dimensional feature space. Both linear and non-linear data is separated by a
hyperplane in two classes. The hyperplane is found with the help of support
vector (training tuples) and margin (defined by support vectors) [5]. SVMs are
the successful and resilient classification algorithms [4]. The SVM supports only
binary classification and deals with maximizing the margin which is the minimum
distance from nearest example to the separating hyperplane. The concept of SVM
can be extended to multiclass classification [6].

1.2 Multiclass Support Vector Machine

The multiclass problem needs to be decomposed into several binary class prob-
lems. Each of the binary classifiers is applied to new data point and the frequency
of the number of times the point is assigned to the same label is counted and
labeled with the highest count. The popular two methods for decomposition of
multi-class problem discussed as follows: [7].

One-verses-all. One-verses-all is also called as winner takes all strategy. This is
the simplest approach to reduce the problem of classification from k classes into
k binary problems. Each problem is different from other k — 1 problems. This
approach requires k binary classes in which we train kth classifier with positive
example and belonging to class k and negative examples belonging to other k—1
classes. An unknown example is tested and the classifier for which maximum
output is produced is considered to be the winner class. That class label is
assigned to that example. Although this approach is simple, its performance can
be compared with more complicated approaches [8].

One-versus-one. For every pair of different classes, one binary classifier is
constructed. In this way, the multi-class problem is broken into a series of a
set of binary class problems; so that we can apply SVM model for each pair
of classes. Total k(k — 1)/2 classifiers are needed to classify the unknown data.
The binary classifier is trained taking one class as positive and other class as
negative. For a new data point x if that classifier classifies x in first class, then
a vote is added to that class. If the classifier classifies x in second class the vote
is added to the second class. This process is repeated for each of the k(k — 1)/2
classifiers. Finally, label of the class with maximum number of votes is assigned
to the new data point x. In this way the class to which the unknown data point
belongs is predicted [8,9].

1.3 Intrusion Dataset

The intrusion dataset takes a vital role in model assessment and learning process.
In this experiment the benchmarked intrusion datasets are used. The public
datasets namely KDDCup99, NSLKDD, and GureKDD are used in learning
and evaluation process. The details about the datasets are discussed in [10].
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1.4 Motivation and Objective

As the number of attacks are growing day by day, it becomes utmost essential
to classify the specific attack type with maximum accuracy that motivated to
implement the MSVM IDS. The objective of this work is to detect the exact
type of attacking effort to the network that helps to analyze, countermeasure
and implement security policies.

The rest of the paper is organized as follows: The existing work on SVM
and multiclass SVM discussed in Sect. 2. The result and discussion is presented
in Sect. 3. The comparison of the proposed approach with existing approaches
elaborated in Sect. 4, and finally, Sect.5 conclude the work.

2 Related Work

Mathur et al. [3] has extended the SVM approach to multiclass SVM. He
has undertaken a multiclass classification based on a single optimization. Chen
et al. [12] uses hierarchical SVM for clustering the classes into binary tree. The
clusters are formed by arranging the classes into undirected graph. Each node of
the tree is a binary SVM classifier . Hsu et al. [14] has proposed two methods one
by considering all data at once and second is a decomposition implementation.

According to latest research, there are a lot of attempts to improve IDS using
the data mining and machine learning techniques. In this paper, a multi-class
SVM approach is proposed to detect the specific attack types with low false
alarm rate. The accuracy is calculated for each of the five classes i.e., Normal,
DOS, U2R, R2L, and Probe attack.

3 Result and Discussion

In this paper, one against all approach of MSVM is implemented on Matlab
R2015a. To improve the detection accuracy, cross validation and re-sampling

Table 1. The details of datasets

Dataset No. of No. of Number of No. of | Accuracy
instances instances |instances Class
for training | for testing | correctly classified
KDD Corrected | 77291 311029 284421 38 91.445 %
NSL-KDD 47736 125973 118447 23 94.025 %
Gure-KDD 160904 178810 177283 28 99.146 %
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Table 2. The confusion matrix on KDD corrected dataset
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methods are applied on U2R and R2L distributions. The three intrusion datasets

namely KDD corrected , NSL-KDD and Gure-KDD used for training and testing

purpose. The details about the dataset and detection accuracy is given in the

Table 1. The confusion matrices for KDD corrected, Gure-KDD and NSL-KDD

dataset are given in Table 2, Fig. 1b and Table 3 respectively.
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(a) GureKDD (b) The confusion matrix on Gure-
KDD dataset
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Fig.1. ROC curve for different datasets (a, ¢ and d) and confusion matrix (b) for
GKDD dataset
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Table 3. The confusion matrix on NSL-KDD dataset

657814 11680 |2 0 30 |151 |52 |423/1|345/7 |0 |21/37|63/16|11|203
4 4120010 |0 0 0 0 |0 0 0 |0j0 0]0 |0 190 |0
380 |0 4920 0 0 0 |0 0 18 |0j0 |0 |0 |0 0|0 |0 |0
111 |0 0 34490 0 (39 |0 |0 0 0 |0j0 0]0 |O 0|0 |0 |0
41 5 0 |0 2852/0 |0 0 |0 0 0 |0j0 0|0 |0 |27)2 |4 (0 |O
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287 |0 0 |0 2 0 |0 0 |0 3325|0 0/1 |0 |0 |0 |13/0 |5 (0 |O
66 0 0 |0 0 0 |0 0 25800 0 |0j0 0|0 |00 0O 00O
97 0 0 |0 0 0 |0 0 |0 0 0 (0|0 |0 |104/0 |[O O O |0 |O
749 |0 2 |0 0 0 |0 2000 0 0 |0j0 0|0 |50 |0 00 |0
0 0 |0 0 0 |0 0 |0 0 0 |0|51 0|0 |0 |O O OO |O
0 0 |0 0 0 |0 0 |0 0 4 |0j0 0|0 |00 000 |O
0 0 |0 0 0 |0 0 |0 0 5 |0j0 0|0 |00 |0 00O
0 1 10 0 0 |0 0 |0 0 0 (2/1 0|0 |00 001 |0
26 0 4 |0 0 0 |0 0 |0 0 0 |0j0 0|0 |00 0O 0|0 |O
10 1 0 |0 0 0 |0 0 |0 0 0 |0j0 0|0 |00 |0 0|0 |O
1 0 0 |0 0 0 |0 0 |0 0 0 |00 |17/0 |0 |0 |0 (O |0 |O
8 0 1 10 0 0 |0 0 |0 0 0 |0j0 0|0 |00 0O 00O
1 0 0 |0 0 0 |0 0 |0 0 0 (210 0|0 |00 0O 0|0 |O
4 0 0 |0 0 0 |0 0 |0 0 0 |0j0 0|0 |00 0O 00O
1 0 0 |0 0 0 |0 0 |0 0 0 |0j0 0f0O |00 001 |0
1 0 0 |0 0 0 |0 0 |0 0 19 |00 |0 /0O |0 |0 |0 |0 |0 |O

4 Comparison

The existing approach by [1] failed to detect the R2L and U2R attack patterns.
As a result, the accuracy of that model is 91.67 % and only KDDCup99 dataset
is used. In the proposed MSVM approach, three datasets are used and pre-
processed properly before the model formation. The detection accuracy of the
proposed scheme is 99.146 % on GureKDD, 94.025 % on NSLKDD and 91.445 %
on KDDCorrected Dataset.

5 Conclusion

In this paper, an MSVM classifier is used to detect and identify the attacks by
type. Evaluation has been done over the three benchmark intrusion datasets.
Cross-validation and re-sampling methods are applied to improve the learning
process to the datasets. The model can determine a particular known type of
attack when the unknown instances need to be classified. This scheme provides
a better detection accuracy and reduces the complexity of the model. Further,
it can detect the least data distributions i.e. U2R and R2L attacks efficiently.
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