
i-TSS: An Image Encryption Algorithm Based
on Transposition, Shuffling and Substitution Using

Randomly Generated Bitmap Image

Kanagaraj Narayanasamy(✉) and Padmapriya Arumugam

Department of Computer Science and Engineering, Alagappa University,
Karaikudi 630 003, Tamilnadu, India

kanagaraj.n.in@ieee.org, mailtopadhu@yahoo.co.in

Abstract. In the digitalized era, an enormous amount of digital images are being
shared over the different networks and also available in different storage mediums.
Internet users enjoy this convenient way of sharing images and at the meantime,
they need to face the consequences like chosen plain-text, statistical, differential
attacks, and brute-force attack. These attacks and noises create the need of
enhancing the image information security. An image encryption algorithm needs
to be robust. An image encryption algorithm (i-TSS) based on transposition,
shuffling, and substitution is presented in this paper, that provides better security
to the image. This algorithm is implemented using Java. By assessing the results
of image quality metrics, this algorithm proves to be secured and robust against
the external attacks.

1 Introduction

Cryptography is one of the best ways to communicate secretly even over the insecure
channels [1]. Image encryption means converting the original image to disguised form,
just like text encryption. AES, RSA and IDEA [3–5] were widely used text encryption
algorithms. These text encryption algorithms can be modified to handle the image data,
but the textual data differ from the image data. For instance, if the RGB color model
based image’s size is 512 × 512 then there would be 786432 numbers of data to be
handled. This much of data can be handled by the algorithms which are developed
particularly for the image or Multimedia data [2].

Usually, an image encryption system is made up of several components (Fig. 1). As
illustrated in the figure, the image is encrypted using an algorithm and a respective key
to produce the encrypted/disguised image. Similarly, the encrypted image is decrypted
using the key to get the plain image.

According to the usage of the key, the algorithm technique differs. In Symmetric
technique, encryption key and decryption key are same; and in Asymmetric technique,
encryption key and decryption key differ. It is possible for an adversary to obtain the
original image without the respective key by means of cryptanalysis. The proposed
algorithm comes under the Symmetric key cryptographic technique.
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Fig. 1. Process of image encryption and decryption

The security of the image is the primary concern in this paper. The traditional image
encryption algorithms such as AES, DES, RSA and the family of ECC based algorithms
may not be the best one to choose for image encryption, specifically for speed and
applicability in real-time applications. In recent years, several image encryption algo‐
rithms [6–12] have proposed. Zang and Liu [6] proposed an image encryption method‐
ology based on permutation – diffusion based image encryption system. The position of
the image pixels are shuffled to obtain high plain image sensitivity. The key and plain
image decides the key stream in the diffusion step. Lin and Wang [7] proposed an image
encryption based on chaos with the Piece Wise Linear (PWL) memristor in Chua’s
circuit. Diaconu et al. [8], Dascalescu and Boriga [9], and Dalhoum et al. [10] have
proposed various image encryption algorithms based on Image scrambling technique.
Askar et al. [11] and Zhang et al. [12] have proposed image encryption algorithms based
on the chaotic economic map and DNA encoding respectively. Both these algorithms
use a chaotic map, but in the [12] logistic chaotic map is used in the shuffling phase, and
further DNA coding, and Chebyshev’s chaotic map is used in algorithm in different
phases. The proposed algorithm is seriously tested using different images and compared
with other research works [7, 11, 12] to prove that the proposed algorithm is more
effective in resisting attacks.

The rest of the paper is organized as follows. In the second section, the proposed
algorithm is explained; in the next section, the experimental study is done; in the fourth
section, the results and discussion are done to justify the efficiency of the algorithm; and
the last section deals about the conclusion of the proposed algorithm.

2 Proposed Algorithm

The proposed image encryption algorithm i-TSS, basically works based on the Trans‐
position, Shuffling, and Substitution processes. Transposition is the process of inter‐
changing pixel’s position. During Shuffling, the pixels are scrambled in order to confuse
the adversaries. Substitution process is done with the help of a Randomly Generated
bitmap image (RGbmp). RGbmp is created with the randomly generated values
according to the size of the input image. Those values are assigned to Red, Green, and
Blue components to form RGbmp. The transposed and shuffled image is XOR-ed with
the RGbmp to obtain the better encrypted image as shown in Fig. 2.
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Fig. 2. Overall workflow of Proposed Algorithm (i-TSS)

2.1 Transposition Process

This is the first process in the algorithm. The transposition process starts from an initial
position, most probably from the center of the image or nearby position from the center
of the image. The initial position changes according to a ‘Chosen Value (CV)’. This CV
is chosen from the RGbmp with some simplified constraints. The pixels are taken in a
spiral manner from the center of the image and repositioned from top to bottom. The
CV also decides the number of transposition rounds. This transposition process will
totally scramble the plain image.

2.2 Shuffling and Substitution Processes

In the second phase, shuffling the pixel’s position is done. The transpositioned-image
(TransImage) enters into this stage as input. The TransImage is shuffled either in even
or odd order. The order of shuffling is determined based on the chosen value (CV). In
the last phase, the Shuffled-image is XOR-ed with Randomly Generated bitmap image
(RGbmp). The XOR operator has been used in this phase because it has distinctive
properties when compared with other operators [13]. The Red, Green, and Blue values
of the shuffled image are XOR-ed with Red, Green, and Blue values of the RGbmp. The
resultant images possess better encryption.
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3 Experimental Study

Experiments are done on the proposed algorithm (i-TSS) to find out the performance,
and results are taken into account to assess the robustness and secrecy of the proposed
algorithm. The images [14] with various resolutions are considered for the experimental
study. The encryption and decryption process of the algorithm is explained in this
section.

3.1 Encryption and Decryption Processes

Once the RGbmp is created, a value (CV) is chosen based on some conditions. It will
be used to determine the mode of transposition and mode of shuffling. In the transposition
process, the plain image is repositioned. The below Table 1 shows the usage of rounds
in the process of transposition.

Table 1. Peak Signal-to-Noise Ratio (PSNR) values for a transposition image with various
rounds

Transposition
(Round = 1)

Transposition
(Round = 45)

Transposition
(Round = 150)

PSNR (RGB) 28.5636 28.3612 28.3318

PSNR (RGB band) values for the various transposition images are grouped in the
above table. The PSNR (RGB) values clearly reveal the essentiality of the rounds in
transposition process. The next phase is shuffling the RGB values. The RGB values are
loaded into a one dimensional array and get shuffled in either odd or even order. This
single step of the shuffling process makes adversaries to be in the confused state. In the
last phase, the randomly generated bitmap image is used to encrypt the shuffled image.
The Red, Green and Blue values of the RGbmp are XOR-ed with the respective Red,
Green and Blue values of the shuffled image to obtain the encrypted image. The RGbmp
is sent as a matrix key file to the receiver end.

In the decryption phase, the RGbmp is recreated using the received matrix key file from
the sender. The CV is retrieved from the RGbmp by the same condition used as in the
process of encryption. The processes in the encryption work are reversed to get the orig‐
inal image. In the first phase, the RGbmp is used to decrypt the encrypted image using XOR
operator. By using the CV, the mode of shuffling and transposition can be found and those
findings are used to do the reverse processes of shuffling and transposition.

3.2 Execution Time

The average encryption and decryption speed is determined using Lena image with
different sizes varying from 64 × 64 to 1024 × 1024 pixels are 982 ms and 1003 ms
respectively on personal computer equipped with an Intel processor (Core i3) with clock
speed of 1.7 GHz, 2 GB of RAM and 520 GB of Hard disk capacity.
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4 Results and Discussion

The techniques like PSNR [15, 16] and Mean Squared Error (MSE) [17] are the two
commonly adopted image quality measures, in which PSNR is actually based on the
value of MSE. These two measures are easy to use and have a convenient procedure to
implement in mathematical aspect. Mostly all metrics compare the original image with
the distorted image and provide the result about the difference or similarity. Later, these
metrics are found to be insufficient to assess the quality. New metrics like Structural
Similarity Index Measure (SSIM) [18], NPCR (Number of Pixels Change Ratio) [19],
Unified Averaged Changed Intensity (UACI) [19] have introduced. PSNR, MSE, NPCR,
and UACI metrics have taken into account to assess the encryption work.

4.1 Histogram

Color Histogram is a graphical representation of the colors distribution in an image. If
the histogram exhibits the uniform distribution of colors, then the adversaries cannot get
any information through statistical attacks [20]. Table 2 illustrates the histograms (RGB)
plotted for various original images and histograms (Only Red band) plotted for respec‐
tive encrypted images. The histograms and the mean values (Table 3) clearly show the
uniformity in distribution of colors. This reveals that the encrypted images of i-TSS
algorithm can easily withstand the statistical attacks.

Table 2. Histogram results for original and respective encrypted images

Original Image Histogram Encrypted Image Histogram

 
Barbara

 
Goldhill

 
Lena (Lenna)
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Table 3. Mean values for original and respective encrypted image

Image name Mean value (original image) Mean value (encrypted image)

Barbara Red: 134.42 Red: 127.59

Green: 102.04 Green: 127.39

Blue: 93.41 Blue: 127.24

Goldhill Red: 137.84 Red: 127.11

Green: 138.82 Green: 127.36

Blue: 109.45 Blue: 127.48

Lena Red: 177.24 Red: 128.32

Green: 127.92 Green: 127.92

Blue: 99.17 Blue: 127.13

4.2 PSNR and MSE

PSNR is used to compute the ratio between the maximum possible value of a signal and
the power of distorting noise that changes the representation quality [16]. PSNR is
expressed in decibel (dB) unit. PSNR is based on the MSE value. MSE is used to calcu‐
late the amount of deviation between the original and its disguised image. If the
comparing images are identical then the MSE value will be zero and PSNR would be
infinity. If the PSNR value is less; then, the quality of the image encryption is better.
PSNR and MSE values are calculated between different original image and its encrypted
image; and it is tabled in Table 4.

Table 4. PSNR and MSE values between the original and respective encrypted image

Image name PSNR MSE

Barbara 20.5113 4.461

Goldhill 19.7036 5.161

Lenna 20.1267 4.822

4.3 NPCR and UACI

In differential attack, an attacker tries to find the plain image by changing a specific pixel
in image and traces the differences in the respective output image. A general consider‐
ation for all encryption algorithms is that the encrypted image must be different from its
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original image. This deviation can be measured by means of two criteria: NPCR and
UACI. The NPCR is used to measure the rate of change in an encrypted image when a
bit is changed in the plain image. The UACI is used to calculate the unified average
changing intensity between two encrypted images with a deviation in only one bit in
respective plain images. In Table 5, NPCR and UACI values are tabled for different
images. In Table 6, NPCR and UACI values of the proposed algorithm are compared
with other research results and found to provide better results.

Table 5. Values of NPCR and UACI tests of encrypted images

Image name NPCR (%) UACI (%)

Lena 99.62 33.46

Goldhill 99.59 33.46

Barbara 99.60 33.46

Table 6. Comparative results of NPCR and UACI

Measure [12] [8] [9] [10] Ours

NPCR (%) 99.7017 99.489 99.431 90.126 99.62

UACI (%) 28.7051 29.006 25.032 NaN 33.46

4.4 Entropy Measure

Entropy is a statistical measure that deals with the randomness of a bundle of data.
Theoretically, if the entropy measure of the encrypted images nearly equal to 8 (sh);
then the image encryption algorithm is highly robust against entropy attack. From
Table 7, it is possible to know justify the leakage of information of the proposed algo‐
rithm against entropy attack to be negligible. Further, in Table 8 entropy measure of the
i-TSS compared with other research results, this shows the betterment in handling
entropy attack.

Table 7. Entropy values of the original images and respective encrypted image

Images Entropy

Original image Encrypted image

Lena 7.6553 7.9989

Goldhill 7.8644 7.9990

Barbara 7.6283 7.9990
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Table 8. Comparative results of Entropy measure

Algorithm Entropy (sh)

[7] 7.9890

[11] 7.9961

[12] 7.9854

Ours 7.9990

5 Conclusion

In this paper a new transposition, shuffling and substitution based cryptosystem has been
introduced for image encryption. Improving the randomness in transposition process is
the main advantage of the system. The results of a security analysis for three different
images show the resistance to chosen plain-text, differential and statistical attacks on
the encrypted images. In addition to these, a large key space makes the brute force attack
to be impractical; the entropy measure of the proposed algorithm is close to the principle
value 8 and the average execution time is 993 ms. Hence, it is suitable for the practical
usage in real-time. In future, this work can be combined with chaotic functions to
enhance the security of the encryption process.
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