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Preface

These proceedings contain the papers presented at the First International KEYSTONE
Conference (IKC 2015), which was held in Coimbra, Portugal, during September 8–9,
2015. The conference was organized by the COST Action IC1302 KEYSTONE (se-
mantic keyword-based search on structured data sources – http://www.keystone-cost.eu).

The main objective of the KEYSTONE Action is to launch and establish a coop-
erative network of researchers, practitioners, and application domain specialists
working in fields related to semantic data management, the Semantic Web, information
retrieval, artificial intelligence, machine learning, and natural language processing. The
action coordinates the collaboration among these actors to foster research activities and
technology transfers in the area of keyword-based search over structured data sources.
Coordination efforts will promote the development of a new revolutionary paradigm
that provides users with keyword-based search capabilities for structured data sources
as they currently do with documents. Furthermore, it will exploit the structured nature
of data sources in defining complex query execution plans by combining partial con-
tributions from different sources. The action started to operate in October 2013 and
today includes more than 200 researchers from 28 countries who seek to analyze,
design, develop, and evaluate techniques to enable keyword-based search over large
amounts of structured data.

The First International KEYSTONE Conference was open to the research com-
munity and was organized in tracks. The research track was oriented to scientific
outcomes. The challenge track accepted preliminary ideas prepared by teams from at
least two countries and the in-use track explored techniques, tools, and libraries in the
topic. The goal was to collect and analyze the main results achieved by the research
areas covered by KEYSTONE. For action members, it was also the place to discuss the
results obtained during the first two years of activity. The research theme of IKC 2015
was “Keyword-search on massive datasets.” It is an emerging and challenging theme.
In particular, since large-scale data sources usually comprise very large schema and
billions of instances, keyword search over such datasets can suffer from several
challenges related to scalability and interpretation of the keyword query intended
meaning. Whereas state-of-the-art keyword search techniques work well for small or
medium-sized databases in a particular domain, many of them fail to scale on
heterogeneous databases that are composed of thousands of instances. The discovery of
suitable semantically related data sources is another critical issue, hindered by the lack
of sufficient information on available datasets and endpoints. Browsing and searching
for data at this scale is not an easy task for users. Semantic search can support the

http://www.keystone-cost.eu


process aiming at leveraging semantics to improve the accuracy and recall of search
mechanisms. The following is a non-exhaustive list of topics that were of special
interest:

– Highly scalable techniques for keyword search
– Keyword search on large graphs
– Keyword search semantics
– Open data exploitation for information discovery at large
– Interplay between analytics and search
– Semantic similarity, management, disambiguation, and indexing
– Social Web and social media
– Keyword search over privacy preserving data
– Modern interfaces for keyword search and result presentation on big data
– Benchmarking for search on big data
– Knowledge/ontology exploitation for efficient and effective search

The research track of the conference received 22 submissions from 16 countries. Each
submission was reviewed by three Program Committee members and evaluated by
research track chairs. Thirteen papers were accepted as full papers (an acceptance rate of
59 %) and three as short papers. The proceedings also include two invited talks. The first
one was delivered by Dr. Veli Bicer (Research Scientist at the Smarter Cities Technology
Center Ireland Research Lab, Dublin, Ireland) on “Handling City Data Deluge Challenges
and Applications.” The second talk was delivered by Prof. Dr. Andreas Nuernberger
(Otto-von-Güricke-Universität Magdeburg, Magdeburg, Germany) on “Collaborative
Information Seeking: On Traceability, Sensemaking, and Recommendation.”

Finally, we would like to thank the authors for their submissions, the members
of the Program Committee for reviewing the papers, and the Department of Informatics
Engineering (University of Coimbra, Coimbra, Portugal) and the Instituto Pedro Nunes
for the local organization of the workshop. A special thanks also to the COST Asso-
ciation that supported the networking and coordination activities promoted by KEY-
STONE. We hope that you will enjoy and benefit from reading the conference
proceedings.

September 2015 Jorge Cardoso
Francesco Guerra
Geert-Jan Houben

Alexandre Miguel Pinto
Yannis Velegrakis
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Handling City Data Deluge: Challenges
and Applications

(Invited Talk)

Veli Bicer

IBM Research, Ireland
velibice@ie.ibm.com

Due to world-wide urbanization, major problems of cities such as urban congestion,
accessibility, liveability, air quality or traffic safety become more apparent and inno-
vative techniques are sought to make the cities more comfortable and enjoyable to its
citizens. With the emergence of Smart Cities, the steps leading on this path are paved
with partial data and the need to make a lot of detail out of less than complete input.
Instead, in order to better understand the city problems and status, available city data
need to be harvested in a hollistic way and so called city data deluge needs to be
handled for a better “sensing” of the city. In particular, the urban data provides insight
considering all types of data (retrieved from mobility, sensors, mobile devices, social
network messages, governmental applications, or utility services). However, as the
nature of such data is of being large, heterogeneous, multi-domain, continuous and
disconnected, it poses novel research challenges which importantly, are open to the
investigation of a broad community of researchers in various fields. Recently the novel
and innovative techniques have been developed in order to better analyze the data and
provide important insights about the cities.

This talk mainly outlines some of the recent works in terms of processing the city
data at scale and extract useful information out of it for the use of city operators,
stakeholders, and citizens. In particular, there are many research streams which aim to
find answers to some of the difficult questions: (i) Could multiple sources of City data
be linked together at scale to uncover new behaviours and provide new insights?.
(ii) What technologies will enable contextual query across massive volumes of
heterogeneous data, for applications and people?. (iii) How could we protect the City –

and Citizens – from harm as well as protecting their privacy?. (iv) How can we use
computer reasoning to simplify City Operations through diagnosis and prediction?.
(v) How can we incorporate human & social data sources to interpret and predict
emergent behavior?. (vi) How can the emergent technologies such as cloud computing
or enterprise mobility can help to address city data deluge?. As answers to those
questions, many applications are developed by the acquisition, integration, search and
mining of the city data and applying it to particular domains in terms of, e.g., traffic
management, safety, social life and many more.

This work is supported by the PETRA project, funded by the European Commission 7th Framework
Programme under project number 609042.
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Professional Collaborative Information Seeking:
On Traceability and Creative Sensemaking

Andreas Nürnberger1(B), Dominic Stange2, and Michael Kotzyba1

1 DKE Group, Faculty of Computer Science, University of Magdeburg,
Magdeburg, Germany

{andreas.nuernberger,michael.kotzyba}@ovgu.de
2 Volkswagen AG, Berliner Ring 2, Wolfsburg, Germany

dominic.stange@volkswagen.de

Abstract. The development of systems to support collaborative infor-
mation seeking is a challenging issue for many reasons. Besides the sup-
port expected for an individual user, such as query formulation, rele-
vance judgement, result set organization and summarization, the smooth
exchange of search related information within the team of users seeking
information has to be supported. This imposes strong requirements on
visualization and interaction to enable user to easily trace and interpret
the search activities of other team members and to jointly make sense
of gathered information in order to solve the initial information need.
In this paper, we briefly motivate specific requirements with a focus
on collaborative professional search, review existing work and point out
major challenges. In addition, we briefly introduce a system that has
been specifically developed to support collaborative technology search.

Keywords: Collaborative search · Information behaviour · Search user
interface

1 Introduction

With the increasing amount of digitally stored data and information the require-
ments and expectations on information search systems, in particular web search
engines, steadily grow. To achieve an appropriate user experience, search systems
not only have to retrieve web documents related to the explicit given (keyword)
search query, but also have to consider the user’s context and ideally support
the whole search process, i.e., all steps from query formulation over relevance
judgement to result set organization and summarization. Current search engines
already provide several features to support users regarding context, e. g., by
considering the location, previously used search queries or already visited result
pages, to adapt query suggestions or the search result set. But if the user’s infor-
mation need gets more complex and the search goes beyond a simple fact finding
task the support provided by existing systems is still rather limited.

In this paper, we focus on search systems for domain experts, also called
professionals. This group of users usually not only need to retrieve simple facts
c© Springer International Publishing Switzerland 2015
J. Cardoso et al. (Eds.): KEYWORD 2015, LNCS 9398, pp. 1–16, 2015.
DOI: 10.1007/978-3-319-27932-9 1



2 A. Nürnberger et al.

or explore an area of interest, but have to satisfy a complex information need.
For professionals the search is rather a creative process in which domain specific
information is collected and very often used to derive solutions for an applica-
tion domain. For example, a frequent task in the business area is to perform an
extensive technology research to keep up to date, know about state-of-the-art
methods and hence to be competitive. In addition, since the tasks to be solved
by professionals are usually complex, they often have to be processed by a team
of experts in order to solve the task in reasonable time and appropriate qual-
ity. Therefore, adequate support methods for collaborative information seeking
(CIS) tasks are needed. Unfortunately, we still lack tools and methods to sup-
port complex search tasks [11] and collaborative search tasks [14], especially for
professional searchers.

Different (theoretical) models for information seeking, or more general infor-
mation behaviour, have been proposed [17,35]. These models underline the com-
plexity of the search process, describe essential components and consider the
search process from different perspectives. However, the majority of the models
rather consider information seeking as a process that is performed by an indi-
vidual and not a group of users. Therefore these models have to be adapted
and extended to be applicable to support design and evaluation of search sys-
tems that enable collaborative information seeking by a team of professionals.
To make collaborative information seeking feasible, a search user interface (SUI)
is required that covers all steps of the search process and its phases, such as
planning, exploration, sensemaking and summarization. That is, the search sys-
tem should enable the team of searchers to trace the seeking process and to
collaborate in understanding structure and meaning of the revealed informa-
tion [11]. Hence, we start in the following with a discussion of aspects and issues
of complex information seeking processes and then propose two SUI concepts
that focus on supporting traceability and creative sensemaking in collaborative
search. Section 2 provides a brief overview of information seeking, established
models and illustrates their relation to collaborative search. In Sect. 3 we address
the process of collaborative information seeking from different perspectives and
describe important aspects. Afterwards, we provide two suggestions for SUIs,
that support traceability (Sect. 4) and creative sensemaking (Sect. 5). The last
section summarizes the paper and provides an outlook towards prospective, col-
laborative search systems.

2 Related Work

Information behaviour models provide the most general approach to describe
a user during information acquisition and exploration. The models are used to
characterize and formalize seeking behaviour, context information, possible dia-
log partners and the search system itself. The literature provides a huge variety
of models that address different levels and aspects of information behaviour.
In Wilson [35] several models are summarized. A more recent overview can be
found in Knight and Spink [17]. Wilson’s nested model of information behaviour
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Fig. 1. Wilson’s model of information behaviour from 1981 [35].

(as proposed in [35]) defines information seeking behaviour in the framework of
information behaviour and considers these models as a subset. That is, infor-
mation behaviour models additionally describe intervening variables, activat-
ing mechanisms and different information sources to embed information seeking
behaviour. Models of information seeking behaviour cover all methods describing
a user who is conducting a search to discover and yield access to information
sources, i. e., all used strategies and tactics. In Wilson’s first model of infor-
mation behaviour [34] (see Fig. 1), the user recognizes an information need and
starts seeking for information on different formal or informal information sources.
Alternatively, the user can seek for information exchange with other people. If
successful, the user may use the gained information to further refine his or her
information seeking behaviour or to transfer information to other people. Fur-
thermore, successfully gained information may be used to evaluate the current
state of satisfaction and to (re-)formulate the information need. However, the
model considers information (seeking) behaviour rather as an individual process:
The user has an individual information need, seeks individually for information
and merely exchanges or transfers information with other users, but not the need
itself nor is the seeking process linked or synchronized with others.

Information-seeking can also be considered from other perspectives than pro-
posed by Wilson. The cognitive or mental perspective allows to describe infor-
mation seeking in several phases. For example, Kuhlthau [19,20] proposed a
phenomenological model with six stages: Initiation, Selection, Exploration, For-
mulation, Collection and Presentation. Ellis (et al.) [7–9] discussed a model with
empirically supported categories, termed features: Starting, Chaining, Browsing,
Differentiating, Monitoring, Extracting, Verifying and Ending. If the models’
perspectives coincide, they even can be aggregated, c.f. Wilson [35]. Especially
in a collaborative setting this cognitive perspective can be used to describe the
current state of understanding and sensemaking within the team.



4 A. Nürnberger et al.

Information seeking can also be studied from a perspective related to con-
ducted information activities, i.e., interactions with the information system and
its components, such as result information acquisition, comparison or planning,
are addressed. To consider these activities for collaboration is essential as well,
since the individual information needs and the resulting individual information
seeking behaviour of the professionals need to be coordinated to contribute to the
team’s goal to solve a complex task. An established model for search activities
was proposed by Marchionini [21] based on the concept of exploratory search.
Exploratory search is usually motivated from the uncertainty of a user in his
information need or lack of knowledge of how to tackle it. It combines a standard
lookup-search with the activities learning and investigation. Lookup-search can
be understood as a standard fact-finding search, with a specified query request,
that is related to Kuhlthau’s selection stage and contains activities like naviga-
tion, verification and question answering. Learning and investigation are both
iterative processes, that involve different search strategies and contain activities
like comparison, interpretation, synthesis and planning.

Collaborative search can be defined as a special case of a social search [10],
in which all participants have the same information need and actively conduct
a specific search together in order to achieve a common search goal [13]. While
in [12] different roles and dimensions of collaboration are discussed, such as
intent (explicit and implicit), depth of mediation, concurrency and location,
Shah provides in [30] a more general introduction and definition of collaborative
information seeking. Poltrock’s et al. [25] definition of collaborative information
seeking as “the activities that a group or team of people undertakes to identify
and resolve a shared information need” (p. 239) nicely agrees with the activ-
ity related perspective as discussed above. Reddy and Jansen [26] study the
collaborative information seeking behaviour of two healthcare teams in a busi-
ness setting. They found that collaborative information behaviour differs from
individual information behaviour on several dimensions and present a model
in which they contrast the context (individual vs. collaborative information
behaviour) with the actual behaviour (information seeking vs. searching). Capra
et al. [5] study search strategies in a collaborative search task. Their results show
that collaboration in a search task occurs at various stages. They present three
higher-level search strategies how collaborative information seeking is carried
out: Participants acted on their own, unaware of their collaborators (indepen-
dent strategy), they also used their collaborators’ previous work to do additional
work in the same space (parallel strategy), and used knowledge of what their
collaborators have done to take new directions (divergent strategy). In her early
assessment Morris [22] advocates four aspects (coverage, confidence, exposure,
and productivity) in which dedicated collaborative search systems can influence
a user’s search experience in an exploratory search task. A collaborative search
system has been proposed by Morris et al. [24]. They study how personalization
of web search can be achieved based on a membership in a group that works on
the same task. They show how three techniques (groupization, smart splitting,
and group hit-highlighting) can enhance the individual search experience in a
collaborative context.



Professional CIS: On Traceability and Creative Sensemaking 5

3 Information Seeking for Professionals

Powerful (web) search technologies have made a lot of business-relevant infor-
mation available for domain experts of a company to explore, collect, and use
in their problem-solving tasks. These experts satisfy most of the characteristics
described by Knight and Spink [17]. The experts are not necessarily informa-
tion professionals, i. e., are “unlikely to have any formal training in developing
appropriate search queries or retrieval strategies”, “likely to use a wider vari-
ety of search strategies, with more inconsistent results”, and “more likely to be
the’information user’ of the information they are seeking.” However, they often
have (a lot of) domain expertise which influences individual search strategies
and often leads to more successful findings than having little expertise [15,33].

Professionals often perform a complex, exploratory search task, to gather
domain-related information for an underlying problem-solving task [21]. This
search task is usually open-ended and has an uncertain process and outcome.
Furthermore, problem-solving often requires collaboration in exploring the infor-
mation space together, collecting domain-related information, making sense of
it and using it. Professionals within an organization are often part of commu-
nities and typically know each other personally. Therefore, in addition to the
exploratory nature of this task, there are further characteristics which can be
attributed to the business setting in which a search is performed. The domain-
related problems that need to be solved by the community often exist over a
longer period of time which results in a continuous information need. That is,
the search topics need to be updated, which leads to repeatedly executed search
tasks dealing with similar or overlapping contents. In the following, we discuss
crucial aspects of collaborative information seeking for professionals in more
detail and provide a model that links essential components for search systems.

3.1 Aspects of Collaborative Information Seeking

Problem-Solving Context: The type of professional search we want to address
is often part of a so-called known genuine decision task (c.f. Byström and
Järvelin’s [4] categorization in which they distinguish between five task cate-
gories based on a priori determinability of the tasks). In our case, the structure
of the result is often known a priori but the procedures for performing the task,
i. e., the needed information and the process are unknown. This kind of task
often goes along with a complex information need. There has been some debate
about what constitutes a complex information need or, more generally, a com-
plex search task especially in contrast to an exploratory search task. Aula and
Russell [2] present an interpretation that fits to our professional search scenario.
Among other criteria they argue that complex search often requires exploration
and more directed information finding activities, where the searcher often uses
multiple sources of information. Additionally, a complex search often requires
note-taking because of the searcher’s limited ability to hold all gathered infor-
mation in memory. Besides, relevant information is typically spread across lots
of resources in the information space. This makes the information space sparse
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Fig. 2. Illustration of collaborative information seeking with an emphasis on a group
of domain experts

with facts, as opposed to a dense information space where a single resource may
contain all relevant information to sufficiently answer the information need.

Collaboration: Professional search often concerns a community of experts that
face similar problems and thus have similar, overlapping information needs. A
professional search tool, therefore, should allow these experts to work together
in these tasks. Most experts within such a community know each other person-
ally, which distinguishes it from other scenarios where collaborative search is
analyzed. The collaboration is explicit, active, remote (mostly), and asynchro-
nous. In the context of a collaborative exploratory search, it is important to note
that it may not be known beforehand, who will take part in the search task. It
may happen that some experts join the team while others have already started
gathering and using information. Based on Reddy and Jansen [26], reasons why
users engage in collaboration are (1) the complexity of information need, (2)
fragmented information resources (sources reside in multiple and dispersed sys-
tems), (3) the lack of domain expertise and (4) the lack of immediately accessible
information.

Updates: Professionals are often required to update their knowledge about the
domains they are responsible for which is why they have to repeatedly perform
search tasks about various, sometimes overlapping search topics. Professional
search requires the ability to investigate, update and extend previous search
tasks. In Kotov et al. [18] such tasks are considered cross-session tasks which
often evolve over time. The information need in a cross-session task is typically
complex and progressively refined with each new update.

The diagram in Fig. 2 is based on Wilson’s information behaviour model [34]
(c.f. Fig. 1) and provides an extension regarding collaborative information seek-
ing with an emphasis on a group of domain experts. After the emergence of
a complex task, the group of professionals has to discuss about and define the
corresponding, shared information need. Even if the need cannot be specified pre-
cisely (due to the exploratory character of the task), the group has to divide it in
sub-needs that can be (at least initially) processed by an individual. As a result
each domain expert can start to satisfy their resulting individual information
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need by performing individual information seeking. Since this information seek-
ing occurs in the context of a collaborative task the collaborative information
seeking behaviour component emphasises that search-related and collaborative
activities have to be taken into account when the experts reveal new informa-
tion. Here, it is important that the group can organize the seeking process and
that they can follow and participate in understanding the revealed information.
The organization can be enabled by the collaborative activities illustrated on the
right. The tracing and the cognitive phases of the seeking process are supported
by planning, exploration, sensemaking and summarization (as depicted on the
left). By exploration, the team reveals structural information that can influence
the individual information need or the information seeking behaviour directly.
Sensemaking and information use allow to reveal new insights and key aspects
that influence the information need on a semantic level and to perform a rele-
vance evaluation. In the end, the gathered and combined information discovered
by the collaborative seeking may influence the initial shared information need.

3.2 Traceability and Creative Sensemaking

When it comes to search-related activities that are performed by the whole
group of collaborating searchers exploring an information space, making sense
of collected information and using this information in a problem solving situation
should be traceable for each individual, so that he or she understands how the
various contributions of the searchers relate to each other. Every team member
needs to be able to understand their joint search strategy in order to make better
or more relevant contributions and benefit from each others’ domain knowledge
and search expertise. The second challenge in professional search is sensemaking
in context of the underlying genuine decision task in which the search process is
embedded in. Sensemaking can be understood as the “process of searching for a
representation and encoding data in that representation to answer task-specific
questions” [27]. It is an integral part of many information seeking models because
it describes how a searcher (mentally) models, interprets, disambiguates, and
interacts with the information that is gathered during search. The requirements
on traceability and sensemaking can be defined as follows:

Traceable Collaboration: Traceability in collaborative search describes the team’s
ability to understand the structure, semantics, and relevance of their collabora-
tive information seeking behaviour. Traceability concerns especially the search-
related activities exploration, sensemaking, and information use. Co-searchers
should be able to understand how they explore the information space as a team,
what information they collect in the resources they discover, and how they syn-
thesise/interpret this information with respect to their search goal.

Creative Sensemaking: Creative sensemaking can be defined as satisfying (com-
plex) information needs in a problem solving context to “form a coherent func-
tional whole” and reorganize “elements into a new pattern or structure through
generating, planning, or producing” (c.f. Anderson and Krathwohl’s [1] taxon-
omy of learning). The core task is to make sense of the gathered information of
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a search task and create solutions to the underlying domain problem. Therefore,
creative sensemaking inherits some properties of information use as well. Since
professional search is often embedded in a problem-solving task creatively using
the collected information and generating new ideas, concepts, or solutions to
solve the problems is very important. Creative sensemaking is central to search
tasks with complex information needs where solutions in an application domain
have to be generated based on the collected information.

Traceability and creative sensemaking are still rarely addressed in (collabora-
tive) search settings. They are, however, particularly important in order to sup-
port experts engaged in a professional search task. Since the type of professional
search we outlined above refers to an explicit collaboration between experts, one
approach of supporting them is to design specially-tailored user interfaces that
provide new types of visualizations and interaction methods. Before we outline
an example of a tool that is designed with traceability and creative sensemaking
in mind, we briefly discuss current shortcomings of collaborative search tools
and our general approach in the next section.

3.3 Challenges of Collaborative Search User Interfaces

There already exist some interesting approaches towards supporting explicit col-
laboration in a search task with the help of special collaborative search user inter-
faces. Some of them are mentioned in Sect. 2. However, there are reasons why
collaborative search tools have not become widely accepted (yet). Hearst [14]
argues that in order for users to move from a solitary to a collaborative search
tool there “must be enough additional value as yet in the tools offered.” In
particular, Shah [29] mentions cost factors that one should keep in mind when
designing collaborative search tools, e.g., the cost of learning a new system,
adaption/adoption costs when using a collaborative system, and the collabora-
tive costs when being part of group task. Capra et al. [6] study how searchers
perform ongoing, exploratory searches on the web and share their findings with
others. Their results show that searchers employ a variety of tools and techniques
that go “beyond the functionalities offered by today’s search engines and web
browsers”, e. g., note-taking, information management, and exchange. The study
by Kelly and Payne [16] confirms these results. They also find that (collabora-
tive) searchers want to “repurpose” their search results at the end of the task to
arrange them into a more meaningful way. Shah [28] proposed guidelines for the
design of a collaborative search tool that focus on behavioural aspects of col-
laboration. These include that a tool should allow for effective communication,
encourage individual searchers to make contributions, coordinate the individual
actions and needs, and provide means to explore and negotiate individual differ-
ences. When it comes to concrete features that a collaborative search tool should
support, various authors have contributed their ideas:

– Awareness: “knowing what other people are doing” during collaborative infor-
mation behaviour activities [23,26].

– Communication: share information with other members of the collaboration
team bilaterally or in conference [26].
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– Division of Labour: reduce individual effort by avoiding redundant actions
and allow for effective “divide-and-conquer” techniques [14,23].

– Feedback: with respect to collaborative search includes a “feeling of accom-
plishment”; Co-searchers should be able to step back and get an understanding
of what actions are required next and by whom [14].

– Overview: refers to a visualization of the “land-scape” that the team has
covered in their collaborative search task that also allows them to depict
what they still have to do [14]. “Users must have access to a visualization
of not only their search process, but also of their collaborators. ... [This] will
allow users to discuss each other’s searches and provide feedback on how to
improve them.” [26]

– Persistence: makes the context, content, and task of a search session available
for future access and for others in a collaboration; In particular, it is the
precondition for remote and asynchronous collaborative search [23].

– Personalization: means to provide “structure to let individuals define what
their personal constraints or preferences are” when they engage in collabora-
tive search [14].

There are still many features missing in today’s collaborative search tool
stack [14]. Therefore, two design decisions are central to our approach presented
in the following. First, we create an independent collaborative layer that can
be used in conjunction with any (standard) solitary web-search tool. This addi-
tional layer should integrate seamlessly and effortless into the user’s web-search
infrastructure. The idea is to be as little intrusive to the user’s search environ-
ment as possible. The layer adds custom collaborative features to enhance the
individual’s collaborative search experience while maintaining most of the soli-
tary appearance. Second, searchers should be able to personalize the outcome
of a collaborative search task given they often have individual needs within the
collaboration. This is achieved by allowing searchers to create personalized views
with which they can interpret the outcome of the collaborative search task in
their own individual context.

4 Traceable Collaborative Search

Most of the current collaborative search systems are designed to “allow partic-
ipants to find, save, and share documents, and see the activities of others in
the collaboration group” (Hearst [14]). These tools are used, e. g., to increase
awareness, communication, control, and coordination of the collaboration. In
our attempt to make a collaborative information seeking more traceable within
a group we focus more on the search-related activities of the task. In particu-
lar, we seek to make individual exploratory and sensemaking activities of each
participant more transparent and understandable for the others.

Our general approach is to treat exploratory search like an orienteering hike
where participants use maps and other tools to navigate in previously unfamiliar
terrain to find special points of interest (control points) within a given time. In
exploratory search points of interest are resources that contain information that



10 A. Nürnberger et al.

Fig. 3. UI: Search map.

(partially) answer an information need. One of the main differences between
orienteering and exploratory search is that in orienteering the maps of the terrain
are provided upfront to help navigation, whereas maps of the information space
typically do not exist in exploratory search. In contrary, even the “terrain” of the
information space is unknown beforehand and unveils itself dynamically in the
course of the exploration. Moreover, in our case exploration is carried out as a
team endeavour. Members need to be able to trace what part of the information
space they have covered as a team, i. e., what directions they took, where they
found relevant information, and how they arrived there. Similar to the idea of
a land-scape that provides a visual overview of search activity our approach is
to create a map of the explored information space during (collaborative) search
on-the-fly. This map displays relevant exploratory actions of each searcher and
sets them into context with those of the others. The idea is to visualize how
their individual information seeking behaviours complement each other so that
they are able to see the outcome of their joint exploration graphically.

A concrete implementation of such a map, which we call a Search Map [31],
is shown in Fig. 3. A Search Map lays out exploratory activities (of a team of
searchers) as tiles in 2-dimensional space. The tiles are organized as a horizontal
tree where the root is left, so that exploration paths can be read from left to
right. We have chosen a tree visualization because it provides a definite start
(root) and end (leaf) for each path. We considered using a more general graph-
like visualization instead to emphasise that exploratory search allows cycles but
choose not to in favour of readability. A user study is still needed to confirm
our decision. There are a couple of interaction features we have implemented
into the Search Map. For example, it is possible to zoom in and out of the
map so that searchers can either receive a general idea of what paths have been
taken in general or look into details of a path and examine the actual actions.
Since such a map can become large quickly, especially in a collaborative context,
it is also possible to fold/unfold or hide exploration paths on demand, e. g., by
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filtering classes of actions like queries, documents, or snippets, or by issuing
meta search queries that highlight parts of the map that match these queries.
Additional interactions with the map encompass annotations, like comments
or symbols, that can be pinned on the map to communicate (meta) information
concerning the exploration. Such meta information can be, for instance, a hint on
a dead-end in a search path or the need for future updates. Also, while moving
the Search Map (up and down or left and right), a special layout algorithm
automatically adjusts the placement of the tiles so that the tiles of a search path
are moved up and down such that the path remains visible. Green arrows in
Fig. 3 illustrate the movement of two tiles that belong to the topmost search
path. If the map is moved downwards the tiles move down, too, and upwards
respectively. Some of the tiles represent visited resources (like websites). Other
tiles show search queries that a user issued to a search engine1. Again other tiles
show extracted snippets from websites. These snippets often contain information
that helps to answer the shared information need. We distinguish two types of
snippets. Searchers can extract sentences or images from resources which, for
them, contain useful facts. They can also extract keywords from these resources
that are often concepts or entities that relate to the search topic. By displaying
these keywords, facts, or images as tiles on the map, we seek to make it easier
for the team to understand the outcome of a search path. The keywords are
also used as input to the creative sensemaking interface, which is part of the
collaboration layer described in the next section.

Since the overall idea is to interfere as little with solitary information search
tools as possible the Search Map interface can be faded over any active website in
a browser window using a hotkey or a button on a browser toolbar, but remains
invisible otherwise. So, whenever individual searchers want to know what the
current progress of the collaborative search is, they can investigate the Search
Map. In order to personalize the collaboration, searchers can create individual
views of the Search Map by organizing tiles or whole paths according to their
needs. These views can be considered as “sub-versions” of a Search Map that
automatically merge new tiles or paths according to the changes that have been
made. By visualizing the joint search strategy of a team with the help of a Search
Map we enable individuals to trace and be more aware of how they explore the
information space together. Considering that search tasks need to be extended
at a later time, this is aimed to quickly access the resources that have been
particularly helpful when answering the information need and understanding
how the team arrived at these resources. They can also be used to pick up loose
ends and drill into topics for which no answers were available before.

5 Creativity-Focused Sensemaking

As outlined in Sect. 3.1 sensemaking in professional search often goes along
with generating solutions to a given (domain-related) problem within a group
of experts. There are some major challenges that arise when designing a search
1 The actual search engine being used does not affect the Search Map, so searchers are

able to use any search engine they want, even Intranet search engines of companies.
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Fig. 4. UI: topic graph.

user interface to support this creative process: The interface should provide inter-
action capabilities so that the group can express and discuss their (individual)
concepts and merge these into a coherent whole; the interface should be based on
a visualization that allows each individual searcher to (1) contribute their view,
and (2) draw their own conclusions when the task is completed. Our general idea
is to augment the collaborative layer created by the first interface by supporting
the creative sensemaking and use of gathered information of the search task.

For the design of our creative sensemaking interface we lend some ideas from
collaborative learning research. In collaborative learning mind maps, also called
concept maps, have been reported to show good results when learners work
together in a meaning-making and meaning-negotiation task (e. g., [3]). There-
fore, the interface is designed like a mind mapping interface that we integrate
into the collaboration layer. This interface can be used by searchers to organize
and share their understanding of the search topic graphically and iteratively
refine their individual and group’s view during search. This is particularly help-
ful in an exploratory setting where this understanding develops over time and is
seldom very elaborate at the beginning. A simple example of such an interface is
shown in Fig. 4. We call this example a Topic Graph because it is a graph-based
representation of the group’s view about the search topic [32]. Nodes of the
topic graph represent domain entities of a search topic and edges represent rela-
tionships between these entities. The entities are either extracted during explo-
ration (see Sect. 4) or added manually. Typically, mind maps do not possess any
limitation concerning the use of entity classes or relationship types. The topic
graph, however, is based on a flexible schema that provides (some) structure
and semantics. Although, this schema is originally derived from a domain ontol-
ogy which was developed together with domain experts, the central idea of the
schema is to remain open towards changes along the search process and, thus, be
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more flexible in the creative process it is used in. This degree of flexibility is often
not possible when using ontologies, especially when they become large/complex.
The schema restricts the use of entity classes in the interface and the available
relationships that can be added between them. The Topic Graph also makes
the sensemaking results of the group traceable by allowing each member of the
team to (formally) express their thoughts on the topic. Since experts sometimes
have different backgrounds they are able to provide additional knowledge and
context of their domain. Similarly to our Search Maps (Sect. 4), experts are able
to express (contradictory) interpretations by creating their own Topic Graphs
as tabs in the interface, so that they are visible for the rest of the group.

In practice, when working with the two interfaces presented above, Search
Maps and Topic Graphs are aimed to complement each other. Topic graphs help
to gain an overall understanding of the search topic by looking at the mind
map-like representation of domain-related information. When a member of a
team identifies an entity or a relation of interest they can use the Search Map to
investigate the exploratory activities that led to its discovery. In a professional
setting we believe this makes it easier to address complex search tasks more
completely and synergies can be leveraged more effectively. For example, sparse
information spaces can be explored more systematically even if new information
becomes available at a fast pace. Especially in situations where new informa-
tion may nullify previously collected data, working with Search Maps and Topic
Graphs may help to understand and interpret these changes across search tasks.

6 Summary

Domain experts often perform professional information seeking tasks as part of
their daily work. Designing adequate computer support is challenging, especially
due to the often collaborative nature of these tasks, which demands for special-
ized interaction features. Experts typically have to solve an underlying domain
problem using the information they gather together as a group. Solving these
problems requires extensive exploratory search, collaborative sensemaking and
repeated updates as new information becomes available. In order to tackle these
challenges we highlighted two aspects of a collaborative search task that are still
rarely addressed: traceability and creative sensemaking. Traceability describes
a group’s ability to understand the structure, semantics, and relevance of their
collaborative information seeking behaviour. Creative sensemaking describes the
group’s ability to solve a shared domain problem together by reorganizing newly
acquired information into a coherent whole that satisfies their underlying infor-
mation need. We outlined how these aspects blend into the collaborative search
process with the help of an extended model of collaborative information seek-
ing that we built based on Wilson’s earlier model. Although, we present user
interface prototypes that support traceability and creative sensemaking in a col-
laborative search task, much of the challenges in professional information seeking
still remain. Especially, for the design of future search systems it is important to
investigate the dynamics and demands of the professional setting in more detail.



14 A. Nürnberger et al.

Search systems that allow a lean participation of group members and at the
same time maintain much of their individual experience, will likely advance and
may overthrow how we search together in a professional environment.
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Abstract. Predicting the next page a user wants to see in a large web-
site has gained importance along the last decade due to the fact that
the Web has become the main communication media between a wide set
of entities and users. This is true in particular for institutional govern-
ment and public organization websites, where for transparency reasons
a lot of information has to be provided. The “long tail” phenomenon
affects also this kind of websites and users need support for improving
the effectiveness of their navigation. For this reason, complex models and
approaches for recommending web pages that usually require to process
personal user preferences have been proposed.

In this paper, we propose three different approaches to leverage infor-
mation embedded in the structure of web sites and their logs to improve
the effectiveness of web page recommendation by considering the context
of the users, i.e., their current sessions when surfing a specific web site.
This proposal does not require either information about the personal
preferences of the users to be stored and processed or complex struc-
tures to be created and maintained. So, it can be easily incorporated
to current large websites to facilitate the users’ navigation experience.
Experiments using a real-world website are described and analyzed to
show the performance of the three approaches.

1 Introduction

A great amount of web sites, in particular the official web sites of Public Admin-
istrations and other Public Institution Bodies, are composed of a large number of
web pages with a lot of information. These institutions are usually the creators
of most of the content offered in their web pages (i.e., they are not simple infor-
mation aggregators, but they are the providers of authoritative information).
Therefore, a huge amount of visitors is interested in exploring and analyzing the
information published on them. As an example, the ec.europa.eu and europa.eu

c© Springer International Publishing Switzerland 2015
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websites, managed by the European Commission, have been visited by more
than 520M people in the last year1.

The websites of Governments and Public Institutions typically offer large
amounts of data which are usually organized in thematic categories and nested
sections that generally form large trees with high height. In particular, the way
in which the information is organized (i.e., the conceptualization of the website)
can differ from what users are expecting when they navigate the website. Some
techniques and best practices have been proposed and experimented for the
design of a website. In some websites, for example, the information is grouped
according to the topic. In other websites, the users are explicitly asked to declare
their roles with respect to the website (e.g., in a university website the users can
be asked to declare if they are students, faculty members, or companies, and
according to this and the information provided when they enter in sections of the
website, the information is structured in different ways). Nevertheless, due to the
different conceptualizations and perspectives of users and publishers, visitors can
spend a long time looking for information in which they are interested. Moreover,
the “long tail” phenomenon2 affects also the task of searching information in this
kind of websites, where there are thousands of pages that can be accessed any
time, independently of their publication date.

A number of approaches and techniques have dealt with the problem of
designing websites to improve the users’ experience. One of the solutions typi-
cally adopted is to include a search form in the header of the web pages to allow
users to submit keyword queries representing their information needs. Another
expedient to support users is to provide the pages with a little frame or a spe-
cial web page with a list of “suggested links”. The main disadvantage of the
first approach is that it requires to maintain updated a complex indexed struc-
ture which must change when the web pages are modified (additions, removals,
updates of content, etc.). With respect to the second approach, two trends have
been identified: (1) showing the same content to all the users visiting the web-
site at a specific moment, and (2) considering the profile of each user to offer
him/her a personalized list of suggested links. Showing all users the same rec-
ommendations cannot be appropriate, as this type of web sites are oriented to
a wide heterogeneous public, and what is interesting for a visitor can be useless
for another. On the other hand, maintaining profiles of users implies that the
users should be registered in the website, which also leads to the need to take
into account complex and reliable procedures in order to securely maintain their
personal information while respecting their privacy and legal issues.

In this paper, we propose to address the issue by introducing a recommender
system for web pages to create a dynamic “suggested links” page which shows
the possible interesting pages. Our recommender system takes into account:

– The web pages that the user is visiting in the current session. That is, the
recommendation system works in real time and dynamically updates the links

1 http://ec.europa.eu/ipg/services/statistics/performance en.htm, statistics com-
puted on June 1st, 2015.

2 http://archive.wired.com/wired/archive/12.10/tail.html.

http://ec.europa.eu/ipg/services/statistics/performance_en.htm
http://archive.wired.com/wired/archive/12.10/tail.html


Recommending Web Pages Using Item-Based Collaborative Filtering 19

to propose to the user by taking into account the pages he/she is navigating.
Moreover, the suggested links are updated after new pages are visited in a
specific session.

– Navigational paths (routes) of previous users. By analyzing the website logs,
we can discover the next pages visited by other users when they were in
the same page as the current user. In particular, we consider that the users’
navigation “sessions” extracted from the logs are sets of pages related to each
other that satisfy the same information need. In fact, we assume that in a
session the user is looking for something to satisfy a specific information need
and that the session contains all the pages required for satisfying that need.
In this way, the historical sessions can play the role of “suggestion spaces”, as
they include pages considered relevant in the same “context”.

– The website structure. The structure of a web site follows a conceptual tax-
onomy that is exploited for the recommendation, by suggesting more specific
or more general web pages than the current one.

– Lexical and semantic knowledge about the pages. The content of the pages
is used in order to suggest pages with a similar content. The extraction of
keywords/topics representing the content can be a huge and complex task for
some websites. For this reason, we tried to exploit the URL as a means for
approximating the content of the pages. This idea is based on the observation
that in some particular web sites the URLs are highly explicative in the sense
that they contain a lot of textual information about the pages and the cate-
gories the pages belong to. If this is the case for the website under analysis, we
can exploit this information in order to make suggestions. It should be noted
that the use of descriptive URLs is a usual recommendation for SEO (Search
Engine Optimization); moreover, thanks to the use of descriptive URLs, end
users can anticipate what they can expect from a web page.

In this paper, we propose three methods to make the recommendations:
(1) No History method (NoHi), (2) My Own History method (MOHi), and
(3) Collective History method (CoHi). The first method only considers the web-
site structure and lexical and semantic knowledge of the pages. The second
method additionally considers the information related to the pages that the user
is visiting in the current session. Finally, the Collective History Method considers
the same information as the two previous methods as well as navigational paths
(routes) followed by previous visitors of the web site. Besides, the performance
of the different methods is analyzed under different contexts by means of a wide
set of experiments and considering the website of the Comune di Modena in
Italy (http://www.comune.modena.it).

The rest of this paper is structured as follows. Firstly, some related work is
studied and analyzed in Sect. 2. Secondly, the different proposals to recommend
web pages in large web sites are presented in Sect. 3. After that, in Sect. 4 the
results of a set of experiments to evaluate our proposals are presented. Finally,
some conclusions and future work lines are depicted in Sect. 5.

http://www.comune.modena.it
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2 Related Work

Some works tackle the problem of web page recommendation in a general context,
aiming at providing the user with interesting web pages that could fit his/her
interests (e.g., [1,2,11]). For example, [1,2] propose the use of a multiagent sys-
tem to search interesting articles in the Web in order to compose a personalized
newspaper. In [11,14], the idea is to estimate the suitability of a web page for
a user based on its relevance according to the tags provided by similar users to
annotate that page. The previous works do not explicitly consider the notion of
user session, as their goal is just to recommend web pages to a user indepen-
dently of his/her current navigation behavior within a specific web site, i.e., the
current context of the user.

Other approaches, such as [3,5,6,13], explicitly exploit user sessions and
therefore are more close in spirit to our proposal. The SurfLen system [5] suggests
interesting web pages to users based on the sets of URLs that are read together
by many users and on the similarity between users (users that read a significant
number of similar pages). The proposal described in [6] tackles the recommen-
dation problem within a single e-commerce website and proposes an approach
to recommend product pages (corresponding to product records in the website
database) as well as other web pages (news about the company, product reviews,
advises, etc.); although the recommendation is based only on the web page that
the user is currently visiting and not directly on the previous web pages visited
by that user, user historical sessions are also exploited to extract information
regarding the pages which are visited together (in one session). The approach
presented in [3] is based on clustering user sessions and computing a similarity
between user sessions in order to recommend three different pages that the user
has not visited (a hit is considered if any of the three recommended pages is the
next request of the user); the similarity between two user sessions is computed by
considering the order of pages, the distance between identical pages, and the time
spent on the pages. Another interesting proposal is introduced in [10], where the
recommendation system is based on an ad-hoc ontology describing the website
and on web usage information. The recommendation model PIGEON (Person-
alIzed web paGe rEcommendatiON) [13] exploits collaborative filtering and a
topic-aware Markov model to personalize web page recommendations: the rec-
ommendations are not just based on the sequence of pages visited but also on
the interests of the users and the topics of the web pages.

There are also some proposals that generalize the problem of web page rec-
ommendation to that of web personalization (e.g., see [4,9]). The goal of web
personalization is rather to compute a collection of relevant objects of different
types to recommend [9], such as URLs, ads, texts, and products, and compose
customized web pages. So, a website can be personalized by adapting its content
and/or structure: adding new links, highlighting existing links, or creating new
pages [4]. Interesting surveys on web mining for web personalization are also
presented in [4] and in [7]. However, this kind of approaches require users to be
registered in the web site and they need to create and maintain profiles for the
different users.
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As compared to the previous works, we aim at solving the problem of next
URL recommendation within a single website and exploiting only a limited
amount of information available in previous historical user logs. For example,
we do not assume that information about the times spent by the users at each
URL is available, which may be important to determine the actual interest of
a web page (e.g., see [8,12]). Similarly, we do not assume that users can be
identified (i.e., they are anonymous), and so it is not possible to extract user
profiles. Instead, we propose several methods that require a minimum amount
of information and evaluate and compare them in a real context. The meth-
ods proposed are also lightweight in the sense that they do not require a heavy
(pre-)processing such as semantic extraction from the contents of web pages or
the creation and maintenance of indexed structures such as inverted indexes on
the content of the web pages.

3 Three Approaches for Recommending Web Pages

The goal of the different web page recommendation methods proposed in this
paper is to provide a user with a suggested URL (available within a potentially-
large website) by considering the context of the user (e.g., the URL that is
currently visiting), information about the web site, and/or information available
on the logs of the web servers where the web site is located. The content of
the suggested URLs should be similar/related to the content offered by the web
page that he/she is viewing at a specific moment, as it is assumed that the user
behaves rationally and that the exploration performed by the user has a purpose
(i.e., he/she is looking for information on a specific topic).

In this section, firstly, models and structures to represent the context of the
user, and the content and structure of the web site, are presented. After that,
three proposed methods (No History Method – NoHi, My Own History Method –
MOHi, and Collective History Method – CoHi) to perform the recommendation
are described in detail.

3.1 Representation of the User Context and the Web Site

By taking as inspiration different classic Information Retrieval (IR) models,
a matrix where the rows represent the different URLs of the website being
explored and the columns the vocabulary of those URLs (i.e., all the words
that appear in the set of URLs) is used to model the content and the structure
of the web site (see Fig. 1). For example, if we consider the URL http://europa.
eu/youreurope/citizens/travel/passenger-rights/index en.htm of the official web
site of the European Union, then the terms “your europe”, “citizens”, “travel”,
“passenger rights”,“index” and “en” are part of the vocabulary of the URLs of
the web site. In this way, the semantic and the lexical content of the web pages
is indirectly considered, as it is supposed that the name of the web pages is not
random and that the developers follow some kind of convention. Moreover, the
structure of the web site is also taken into account, as the categories and nested

http://europa.eu/youreurope/citizens/travel/passenger-rights/index_en.htm
http://europa.eu/youreurope/citizens/travel/passenger-rights/index_en.htm
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Fig. 1. Matrix representing a website.

sections used to organized the web site are usually reflected in the paths of the
web pages.

The user’s context is represented by the vector that represents the web page
that he/she is currently visualizing, thus this vector is equal to the row corre-
sponding to the URL of the web page in the matrix representing the web site
(see Fig. 2).

Fig. 2. User’s context when he/she is visualizing the web page corresponding to the
path P2 of the web site, according to the matrix represented in Fig. 1.

To give a value to the different components of the vector representing the user
context and the matrix representing the web site, classic Information Retrieval
(IR) models are considered again as inspiration and the following configurations
were analyzed:

– Binary configuration. This configuration is inspired by the Boolean IR model.
Thus, each element in the matrix (or vector) indicates whether the URL con-
sidered (the row of the matrix or the vector representing the user context)
contains (value 1) or does not contain (value 0) the keyword (the term) cor-
responding to the column of the matrix.

– Absolute-frequency configuration. This configuration is inspired by the earlier
Vector Space IR models. Thus, each element in the matrix (or vector) indi-
cates how many times the keyword corresponding to the column of the matrix
appears in the URL considered (the row of the matrix or the vector represent-
ing the user context), i.e., the absolute frequency (or raw frequency) of the term
in the URL. For example, if we consider the URL http://www.keystone-cost.
eu/meeting/spring-wg-meeting-2015/ and the keyword “meeting” then the
value of the element corresponding to the column of the term “meeting” is 2.

http://www.keystone-cost.eu/meeting/spring-wg-meeting-2015/
http://www.keystone-cost.eu/meeting/spring-wg-meeting-2015/
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The absolute frequency of a term i in a URL j is usually represented by fi, j . So,
in this case fmeeting, www.keystone−cost.eu/meeting/spring−wg−meeting−2015/ = 2.

– TF IDF matrix. This configuration is inspired by more modern Vector Space
IR models, where the length of the documents and the content of the corpus
analyzed are considered. Thus, in this case, the length of the URLs and the
vocabulary of the set of URLs of the website are considered to define the value
of each element of the matrix. In more detail, each element in the matrix (or
in each vector) is the product of the relative Term Frequency (TF ) of the
keyword corresponding to the column of the matrix in the URL considered
(the row of the matrix) and the corresponding Inverse Document Frequency
(IDF ), i.e., the number of URLs in which that keyword appears. In more
detail, wij = TFij ∗ IDFi where

TFij =
fi, j

maximum(fi, j)
(1)

IDFi = logN/ni (2)

where N is the number of URLs of the website and ni is the number of URLs
where the term i appears.

Notice that the different models and structures proposed here can be used
by the different methods described in the following.

3.2 Methods

Three different methods proposed to perform web page recommendation in large
web sites are described and compared in the following:

– No History method (NoHi). In this method, only the current user context is
considered, i.e., this method takes into account the information of the web
page that the user is currently visualizing to make the recommendation but
it does not consider the previous pages that the user has already visited in
his/her current session. Thus, the pages recommended to the user are selected
by computing the similarity between his/her current state represented by the
vector of the URL of the web page visualized (see Fig. 2) and the remaining
URLs of the website (the rows of the matrix representing the website in Fig. 1).
The most similar URLs to the current user’s state are recommended by using
as measurement the cosine similarity. According to the literature, this method
can be classified as a “content-based recommender system”.

Fig. 3. User historical context.
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– My Own History method (MOHi). In this method, the current web page visited
by the user and also the web pages visited in his/her current session (i.e.,
his/her history) are considered to make the recommendation. Moreover, the
number of pages previously visited taken into account can be limited to a
certain number Khistory, which is a configuration parameter of the system. In
this case, the user context is modeled as the result of an aggregate function
of the already-visited web pages. In this proposal, the sum of the vectors
representing the web pages visited has been used. Nevertheless, any other
aggregate function could be used, as for example a weighted sum (see Fig. 3).
The recommendation is performed in an analogous way to the previous method
(NoHi). Thus, the aggregated vector is compared with the URLs of the website
(the rows of the matrix representing the web site in Fig. 1) and the most similar
URLs are recommended. This method can also be classified as a “content-
based recommender system”.

– Collective History method (CoHi). In this method, the history of the user in
the current session is also considered. The history is modeled as a list where
the items are the different URLs corresponding to the pages that the user
has visited. Moreover, this method uses the previous sessions of other users to
recommend the pages. The sessions of the other users are built by extracting
information from the logs of the web server of the website and by considering
the following rules:
• A session lasts at most 30 min.
• A session has to have at least 5 items (i.e., the user has to have visited at

least 5 web pages of the website in a session).
In more detail, matrixes where rows represent the different sessions of the
previous users of the website and columns the vocabulary of the URLs of
the website are built in an analogous way to the previous methods (NoHi
method and MOHi method). Aggregated vectors containing all the keywords
of the URLs visited during the sessions of the users are built. Those aggre-
gated vectors are built by a simple addition of all the weights of the vectors
corresponding to the URLs of the resources visited during the session. Never-
theless, a weighted sum where for example, the URSLs visited initially have
less importance than the URLs visited ate the end of the session could be
applied. After that, the list that models the current session of the user is
compared with the sessions of previous users and the top-k similar sessions
are retrieved according to the cosine distance. Now, for suggesting the web
pages from the top-k sessions we adopt a voting system based on a simple
heuristic rule. In particular, we extract all the pages from the sessions and
we weigh them according to the position of the session. The rule we follow
is that the pages extracted from the top-1 session are weighted k times more
than the ones in the k-th session retrieved. The weights in the web pages are
then added up, thus generating their rank. Since it exploits the knowledge
provided by the navigation of other users, this method can be classified as an
“item-based collaborative filtering” recommendation system.
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4 Experimental Evaluation

In this section, we present the experimental evaluation performed to evaluate
the proposed methods for web page recommendation. First, in Sect. 4.1 we focus
on the dataset used. Then, in Sect. 4.2 we describe the experimental settings.
Finally, the results of the experimental evaluation are presented and analyzed
in Sect. 4.3.

4.1 Dataset

The “Comune di Modena” Town Hall website3 has been used in our experiments.
This is the official website of an Italian city, having a population of 200000
citizens. The website visitors are mainly citizens looking for information about
institutional services (schools, healthcare, labour and free time), local companies
that want to know details about local regulations, and tourists interested in
information about monuments, cultural events, accommodations and food. To
understand the main features of the dataset, we performed two complementary
analysis: firstly, we analyzed the website structure to evaluate the main features
of the dataset independently of its actual exploitation by the users; then, we
evaluated the users’ behaviors in 2014 by analyzing the logs of the accesses. For
achieving the first task, a crawler has been built and adapted for extracting some
specific metadata (URL, outgoing links, creation date, etc.) describing the pages.
A graph where the web pages are nodes and the links between them are direct
edges has been built. The graph representation allowed us to apply a number of
simple statistical and network analysis to obtain some details about the website.
The results we obtained show that this is a large website composed of more than
13000 pages, classified into more than 30 thematic areas. The average in-degree
and out-degree of the pages (i.e., the average number of incoming and outgoing
links) is around 13. This value shows that pages are largely interconnected with
each other. As a consequence, despite the large number of pages, the diameter of
the website is small: in the worst case one page can reach another page following
a path that crosses 8 other pages. Nevertheless, the average path length is 4.57.

This analysis was complemented by the analysis of the logs showing the real
website usage by the users. In 2014, the number of sessions4 computed was more
than 2.5 millions. The average length of the session is 2.95 pages. Around 10000
pages (72.29 % of the overall number of pages) have been visited by at least one
visitor in 2014. Only 2809 sessions (0.11 % of the overall number of sessions)
include in their page the “search engine page” or do not follow the direct links
provided in their pages. This demonstrates the quality of the structural design
of the website.

3 http://www.comune.modena.it.
4 As described in Sect. 3.2, a session includes the pages which are visited by the same

user, i.e., the same IP address and User-Agent, in 30min.

http://www.comune.modena.it
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4.2 Experimental Settings

In our experiments, we considered the logs from the website limiting our focus
on sessions composed of at least 5 pages. The sessions satisfying this requirement
are 303693, 11 % of the overall amount. The average length of these sessions is
7.5 pages. The vocabulary of terms used in our experiments is built by stemming
the words (we adopted the usual Porter stemming algorithm) extracted from the
URLs. The vocabulary is composed of 5437 terms representing single words. For
improving the accuracy, we added 23555 terms to the previous set, by joining
each two consecutive words in the URLs.

For evaluating the predictions, we divided the pages in a session in two parts:
we considered the first 2/3 web pages in a session as representing the current
user’s navigation path (we called these pages as the set of navigation history),
and the remaining 1/3 contains pages which we evaluated as good predictions
(the set of correct results). Therefore, our approaches take for each session the
set of navigation history as input and provide a recommended page. Only if the
page is in set of correct results the result is considered as good.

The following configurations are also considered to decide the types of web
pages that can be recommended:

– No Exclusion. This is the general case where URLs that the user has already
visited in the current session can also be suggested. Notice that, in this case,
the URL where the user is in a specific moment can be also suggested, i.e., the
suggestion in this case would be to stay in the same page and not to navigate
to another one.

– Exclusion. URLs that the user has already visited in the current session
cannot be suggested. In this way, the recommendation of staying in the same
page is avoided. Moreover, with this configuration, navigating to a previously
visited page or the home page of the website is never recommended, despite
the fact that coming back to a specific web page already visited during a
session is a typical pattern of the behavior of web users.

– Sub No Exclusion. The difference between this configuration and the one
called Exclusion is that we consider only the sessions with no repeated web
pages in the set of navigation history. This reduces the number of sessions used
in the experiments to 107000. In this configuration, we aim at comparing the
performance of our proposal with the one of a typical recommending system.
These systems usually do not to recommend items already known/owned by
the users. Nevertheless, in the context of websites it is normal that people
navigate the same pages multiple times. For this reason in this configuration
we consider only cases where in the navigation history there are no pages
visited several times in the same sessions. The same constraint is not applied
in the set of correct results where we can find pages which are also part of the
navigation history (pages already visited).

– Sub With Exclusion. The difference between this configuration and the one
called Sub No Exclusion is that here we remove sessions containing repeated
web pages independently of their position in the session. In this case, we aim
at perfectly simulating the behavior of a typical recommending system.
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Note that, for the creation of the matrixes we did not exploited all the logs
provided by the web server. Actually, logs are split into two groups (2/3 are
used as training set, i.e., they are used to create the matrixes, and 1/3 is used
as test set, i.e., they provide the sessions used to evaluate the performance of
the method). In our experiments, the logs of the 20 first days of each month are
considered as training sets while the logs of the last 10 days of each month are
considered as test sets.

4.3 Results of the Experiments

Table 1 shows the accuracy of our three approaches computed according to the
experimental setting defined in the previous section. In particular, Table 1(a)
shows the accuracy obtained by the NoHi method, Table 1(b) the accuracy of
the MOHi method and finally Table 1(b) the accuracy of CoHi method. Each
column of the tables represents one of the configurations introduced in Sect. 3.1
for weighting the matrix that represents the pages visited by the users. In partic-
ular, the results applying absolute-frequency, binary, and TF IDF configurations
are shown, in the first, second and third column, respectively.

The experiments show that the accuracy of the methods NoHi and MOHi
is only partially satisfactory. Moreover, considering the user history in MOHi
introduces some noise except in the No Exclusion configuration. Conversely, the
accuracy obtained by the application of the CoHi method is good enough for
a real application and in line with most of the existing recommender systems.
In particular, all the experiments show that users typically need to visit the
same pages several times, thus the better results obtained with the No Exclusion
settings. Moreover, considering only the sessions with no repeated web pages does
not improve the results.

Finally, let us observe that evaluating a recommender system against logs
is unfair. Doing it, we assume that the interesting pages for the users are only

Table 1. Accuracy achieved in the experiments.

(a) Accuracy on the NoHi method

Configuration Abs. Freq Binary tf idf
No Exclusion 0.204 0.21 0.218
Exclusion 0.125 0.130 0.133
Sub No Exclusion 0.235 0.243 0.256
Sub With Exclusion 0.242 0.252 0.264

(b) Accuracy on the MOHi method

Configuration Abs. Freq Binary tf idf
No Exclusion 0.397 0.417 0.467
Exclusion 0.095 0.101 0.101
Sub No Exclusion 0.178 0.186 0.194
Sub With Exclusion 0.172 0.186 0.188

(c) Accuracy on the CoHi method

Configuration Abs. Freq Binary tf idf
No Exclusion 0.584 0.587 0.595
Exclusion 0.192 0.194 0.203
Sub No Exclusion 0.310 0.314 0.332
Sub With Exclusion 0.360 0.363 0.384
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the ones that they have really visited. It would be similar to evaluating a rec-
ommender system that suggests products in an e-commerce system based only
on the actual purchases made by the users. Other products (web pages in our
case) can also be interesting for the users (and potentially suggested by our
approaches), even if they did not generate a real purchase (a visit in our case)
in the historical data available. Therefore, the results shown in Table 1 represent
the evaluation in the worst possible scenario.

5 Conclusions and Future Work

In this work, we have introduced two content-based recommendation systems
(the NoHi and MOHi methods) to suggest web pages to users in large web sites.
These methods base their recommendations on the structure of the URLs of
the website. In particular, they take into account the keywords included in the
website’s URLs. Moreover, we have also presented the CoHi method, that we can
consider as a hybrid approach between two types of recommendation systems:
content-based recommendation and item-based collaborative filtering. This last
approach does not only consider the structure of the URLs, but it also considers
information provided by previous users (in particular, the sessions of previous
users).

The evaluation of the accuracy of the methods in a real scenario provided
by the analysis of the logs of the “Comune di Modena” website shows that the
approaches, in particular the last one, achieve a good performance level. Along
this work, we have assumed that if a user visits a page, he/she is interested in
the content of that page in the web site. However, it is possible that a user visits
a page for other reasons (the pages have been provided by a search engine but
they do not satisfy the user information need, the user has clicked on a wrong
link, etc.). So, analysis taking into account the amount of time the users spend
in the pages will be considered to filter data from the logs used to train and
valid the proposed methods.
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Abstract. The Deep Web is constituted by data accessible through web
pages, but not readily indexable by search engines, as they are returned in
dynamic pages. In this paper we propose a framework for accessing Deep
Web sources, represented as relational tables with so-called access limi-
tations, with keyword-based queries. We formalize the notion of optimal
answer and investigate methods for query processing. We also outline the
main ideas of our implementation of a prototype system for Deep Web
keyword search.

1 Introduction

It is reasonable to assume that a user might want or need to query relational data
with keywords – for instance, if he is accessing data whose structure he ignores;
in this setting, the user is also free from having to know the query language.
This idea has been around for over a decade [2] Since then, a vast corpus of
research has been carried out in this field from the point of view of applications
(see e.g. [7] for a survey). The problem has been recently formalized in [1], where
a formal approach is provided, which is independent of the organization of data
in tables.

In this paper we propose an approach to keyword search on so-called Deep
Web sources. The Deep Web is constituted by data that are accessible only if
queried through a web page, usually by filling in an HTML form. We represent

A preliminary version of this paper was published in the 9th Alberto Mendelzon
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Deep Web sources as relational tables; the necessity of filling in the aforemen-
tioned form with values forces one to access the relations with suitable selec-
tions; these restrictions are referred to as access limitations. It is well known
that answering relational queries under access limitations requires the execution
of a recursive query plan [3,4]. This is also true in our setting, where a recursive
extraction of tuples (or facts) is performed, according to the access limitations,
so as to search for the keywords in the data.

Our main contributions are the following.

– We formally define the notion of keyword queries under access limitations,
and the notion of answer (Sect. 2).

– We propose an algorithm for processing keyword queries under access limita-
tions (Sect. 3).

– We discuss the computational complexity of our algorithm, showing that the
problem of computing answers to keyword queries in our setting is tractable
(Sect. 3).

– We outline the main features of a prototype system that processes keyword
queries in the Deep Web (Sect. 4).

2 Problem Definition

Basics. We model data sources as relations of a relational database and we
assume that, albeit autonomous, they have “compatible” attributes. For this,
we assume that the attributes of relations are defined over a set of abstract
domains D = {D1, . . . , Dm}, which, rather than denoting concrete value types
(such as string or integer), represent data types at a higher level of abstraction
(for instance, car or country). The set of all values is denoted by D =

⋃n
i=1 Di.

In the following, we shall denote by R(A1, . . . , Ak) a (relation) schema, by
dom(A) ∈ D the domain of an attribute A, by r a relation over R, and by
r = {r1, . . . , rn} a (database) instance of a database schema R = {R1, . . . , Rn}.

Access Limitations. An access pattern Π for a schema R(A1, . . . , Ak) is a map-
ping sending each attribute Ai into an access mode, which can be either input or
output; Ai is correspondingly called an input (resp., output) attribute for R wrt.
Π. For ease of notation, we shall mark input attributes with an ‘i’ superscript to
distinguish them from the output ones. Let A′

1, . . . , A
′
l be all the input attributes

for R wrt. Π; any tuple 〈c1, . . . , cl〉 such that ci ∈ dom(A′
i) for 1 ≤ i ≤ l is called

a binding for R wrt. Π. An access α consists of an access pattern Π for a schema
R and a binding for R wrt. Π; the output of such an access α on an instance r
is the set T = σA1=c1,...,Al=cl(r). Intuitively, we can only access a relation if we
can provide a value for every input attribute. Given an instance r for a database
schema R, a set of access patterns Π for the relations in R, and a set of values
C ⊆ D, an access path (for R, Π and C) is a sequence of accesses α1, . . . , αn

on r such that each value in the binding of αi, 1 ≤ i ≤ n, either occurs in the
output of an access αj with j < i or is a value in C. A tuple t in r is said to
be reachable if there exists an access path P such that t is in the output of some
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Fig. 1. Example 1: Reachable portion, corresponding join graph, and answers.

access in P ; the reachable portion reach(r,Π, C) of r is the set of all reachable
tuples in r given the values in C.

Keyword Queries. A keyword query is a set of values in D called keywords.

Example 1. Consider a query q = {k1, k2}, a schema (with access patterns Π)
R = {R1(Ai

1, A2), R2(Ai
2, A1), R3(Ai

1, A2, A3)}, and an instance r such that

r1 =
Ai

1 A2

k1 c1 t11
c2 c3 t12

r2 =

Ai
2 A1

c1 c2 t21
c4 c2 t22
c1 c6 t23

r3 =

Ai
1 A2 A3

c2 c1 k2 t31
c5 c4 k2 t32
c6 c7 k2 t33

Figure 1(a) shows the reachable portion of r given the values in q along with the
access paths used to extract it, with dotted lines enclosing outputs of accesses. �

Given a set T of tuples, the join graph of T is a node-labelled undirected graph
T = 〈N,E〉 constructed as follows: (i) the nodes N are labelled with tuples of
T , and (ii) there is an arc between two nodes n1 and n2 if the tuples labelling
n1 and n2 have at least one value in common.

Example 2 (cont.). The join graph of reach(r,Π, q) is shown in Fig. 1(b). �

Definition 1 (Answer). An answer to a keyword query q against a database
instance r over a schema R with access patterns Π is a set of tuples A in
reach(r,Π, q) such that: (1) each c ∈ q occurs in at least one tuple t in A; (2)
the join graph of A is connected; (3) for every subset A′ ⊆ A such that A′ enjoys
Condition 1 above, the join graph of A′ is not connected.

It is straightforward to see that there could be several answers to a keyword
query; below we give a widely accepted criterium for ranking such answers [7].

Definition 2. Let A1,A2 be two answers of a keyword query q on an instance
r of size |A1| and |A2| respectively; we say that A1 is better than A2, denoted
A1 � A2, if |A1| ≤ |A2|. The optimal answers are those of minimum size.

Example 3 (cont.). The sets A1 = {t11, t31} and A2 = {t11, t23, t33} are
answers to q; A1 is better than A2 and is the optimal answer to q. �
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3 Keyword-Based Answering in the Deep Web

We now present a vanilla algorithm to discuss the computational complexity of
answering a keyword query q in the deep Web modeled as an instance r of a
schema R with access patterns Π. Example 1 shows that, in the worst case,
we need to extract the whole reachable portion to obtain the tuples involved
in an optimal answer. In fact, s = reach(r,Π, q) is actually a connected join
graph, since every tuple in it is in some output of some access path starting from
the values in the query (see for example Fig. 1a), but further paths may exist
between tuples in s (see Fig. 1b). Therefore, query answering requires in general
two main steps, described in Algorithm 1: (i) item extract the reachable portion
s of r; (ii) if possible, remove tuples from s so that the obtained set satisfies the
conditions of Definition 1, while minimizing its size.

Algorithm 1. Computing an optimal answer (Answer(q,Π, r))
Input: Keyword query q, access patterns Π , instance r over R
Output: Answer A
1. A := reachablePortion(r, Π , q); // see Algorithm 2
2. if A does not contain all values in q then return nil;
3. else prune(A, q); // see Algorithm 3
4. return A;

A simple way of extracting the reachable portion, inspired by the procedure
described in [3], is shown in Algorithm 2. This algorithm may be allowed to
terminate early if the answer is not required to be optimal (flag ω set to false),
and thus can stop as soon as the reachable portion contains all the keywords
in the query. This is coherent with the distinct root-based semantics of keyword
search in relational databases, which provides a tradeoff between quality of the
result and efficiency of the method to evaluate it [7].

Algorithm 2. Reachable portion (reachablePortion(r,Π, q))
Input: Instance r over R, access patterns Π , initial values q
Flag: boolean ω // if ω = true the answer is guaranteed to be optimal
Output: Reachable portion RP
1. RP := ∅; C := ∅;
2. while an access can be made with a new binding b for some R ∈ R wrt. Π using values in C ∪ q

3. O := output of access to r over R with binding b;

4. RP := RP ∪ O; // cumulating all the obtained tuples into RP

5. C := C ∪
⋃

A∈R,t∈O{t(A)}; // cumulating all the obtained values into C
6. if C ⊇ q ∧ ¬ω then break;
7. return RP ;

Basically, determining an optimal answer from the reachable portion cor-
responds to finding a Steiner tree of its join graph [7], i.e., a minimal-weight
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subtree of this graph involving a subset of its nodes. An efficient method for
solving this problem in the context of keyword search over structured data is
presented in [5], where a q-fragment can model our notion of answer. Yet, when
optimality is not required, a simple technique (quadratic in the size of r) to
obtain an answer (steps 2–6 of Algorithm 3) consists in trying to remove any
tuple from the set as long as it contains all the keywords and remains connected.

Algorithm 3. Pruning (prune(T , q))
Input: Set of tuples T , keyword query q
Flag: boolean ω // if ω = true the answer is guaranteed to be optimal
Output: Minimal set of tuples T
1. if ω then return a minimal subtree of the join graph of T that contains q;
2. T ′ := T ; T ′′ := ∅;
3. while T ′′ �= T ′

4. T ′′ := T ′;
5. for each t ∈ T ′′ if T ′ \ {t} is connected and T ′ \ {t} ⊇ q then T ′ := T ′ \ {t};
6. return T ′;

The extraction of the reachable portion of an instance r with access lim-
itations can be implemented by a Datalog program over r [3], which can be
evaluated in polynomial time in the size of the input [6]. In addition, in [5] it
is shown that the optimal q-fragments of r can be enumerated in ranked-order
with polynomial delay, i.e., the time for printing the next optimal answer is again
polynomial in the size of r. Hence, we can state the following preliminary result.

Theorem 1. An optimal answer to a keyword query against a database instance
with access limitations can be efficiently computed under data complexity.

4 Implementation

We have implemented a prototype version of a system for processing keyword
queries over a set of Deep Web sources. Given the nature of the search, we extract
data on-the-fly and store them in main memory, conveniently represented in
graph format. The keyword search algorithms are run on the extracted data in
main memory rather than in a DBMS; the nature of keyword query processing
in this setting suggests that relying on a relational DBMS does not provide any
significant advantage.

The system is based on an underlying relational layer of Deep Web data called
Dataplex 1. The Dataplex framework was developed in Racket, a language of the
Lisp/Scheme family. In Dataplex, the only field type is text (string), and tables
are seen as containers with interface methods. The main idea behind Dataplex
is that facts can have lists as arguments; facts belong to shapes, that are the
equivalent of single-relation schemata. A shape is created with the call
1 http://thomaswlynch.com/liquid/liquid-doc/liquid/doc/liquid/index.html.
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(dataplex:create-shape name length )

and a tuple can be placed into the created container by

(shape:insert name value list ).

Notice that in Dataplex data are stored, logically speaking, in two structures:
one that holds the values, and the other that bridges references to these values;
indices are used to improve performances in the accesses to data in Dataplex.

We are currently running experiments on keyword search by using the Dat-
aplex framework, which we will publish soon. As it is natural to predict, the
bottleneck in the efficiency of query processing is the extraction of data from
the sources.

5 Discussion and Future Work

In this paper we provided preliminary insights on keyword search in the Deep
Web. As future work on the problem, we plan to:

– devise optimization strategies for query answering; in particular, identify con-
ditions under which an optimal answer can be derived without extracting the
whole reachable instance;

– leverage known values (besides the keywords), modeled as relations with only
one (output) attribute, to speed up the search for an optimal answer;

– study the problem in a scenario in which the domains of the keywords are
known in advance: in this case schema-based techniques can be used;

– consider the case in which nodes and arcs of the join graph are weighed to
model source availability and proximity, respectively.

Acknowledgments. Andrea Cal̀ı and Thomas Lynch acknowledge support by
the EPSRC grant “Logic-based Integration and Querying of Unindexed Data”
(EP/E010865/1).
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Abstract. Evolving Knowledge Ecosystems were proposed recently to
approach the Big Data challenge, following the hypothesis that knowl-
edge evolves in a way similar to biological systems. Therefore, the inner
working of the knowledge ecosystem can be spotted from natural evolu-
tion. An evolving knowledge ecosystem consists of Knowledge Organisms,
which form a representation of the knowledge, and the environment in
which they reside. The environment consists of contexts, which are com-
posed of so-called knowledge tokens. These tokens are ontological frag-
ments extracted from information tokens, in turn, which originate from
the streams of information flowing into the ecosystem. In this article we
investigate the use of LSH Forest (a self-tuning indexing schema based on
locality-sensitive hashing) for solving the problem of placing new knowl-
edge tokens in the right contexts of the environment. We argue and show
experimentally that LSH Forest possesses required properties and could
be used for large distributed set-ups.

Keywords: Evolving knowledge ecosystems · Locality-sensitive
hashing · LSH forest · Big data

1 Introduction

Perhaps, one of the biggest problems in making the Semantic Web a reality is
that knowledge it represents is not evolving in line with the world it describes.
This problem becomes even more challenging given the explosion in the vol-
umes, complexity, variety of the information available about the world, and the
velocity of its change. Recently a conceptual approach to attack this challenging
problem has been proposed [1]. The core of that proposal is the understanding
that the mechanisms of knowledge evolution could be spotted from evolutionary
biology. These mechanisms are enabled in an Evolving Knowledge Ecosystem
(EKE) populated with Knowledge Organisms (KO). Individual KOs carry their
fragments of knowledge — similarly to different people having their individual
and potentially dissimilar perceptions and understanding of their environment.
c© Springer International Publishing Switzerland 2015
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The population of KOs, like a human society, possesses the entire knowledge
representation of the world, or more realistically — a subject domain. Infor-
mation tokens flow into such an ecosystem, are further transformed into the
knowledge tokens, and finally sown there. The KOs collect the available knowl-
edge tokens and consume these as nutrition. Remarkably, the constitution of
an EKE, allows natural scaling in a straightforward way. Indeed, the fragment
of knowledge owned by an individual KO and the knowledge tokens consumed
by KOs are small. Therefore, a well scalable method of sowing the knowledge
tokens is under demand to complete a scalable knowledge feeding pipeline into
the ecosystem. This paper reports on the implementation and evaluation of our
knowledge token sowing solution based on the use of LSH Forest [2]. We demon-
strate that: (i) the method scales very well for the volumes characteristic to big
data processing scenarios; and (ii) yields results with sufficiently good precision
and recall. The rest of the paper is structured as follows. Section 2 sketches out
the concept of EKE and also explains how knowledge tokens are sown in the envi-
ronments. Section 3 presents the basic formalism of Locality Sensitive hashing
(LSH) and LSH Forest. Finally, it outlines our arguments for using LSH Forest
as an appropriate method. Section 4 describes the settings for our computational
experiments whose results are presented in Sect. 5. The paper is concluded and
plans for future work are outlined in Sect. 6.

2 Big Knowledge — Evolving Knowledge Ecosystems

Humans make different decisions in similar situations, thus taking different
courses in their lives. This is largely due to the differences in their knowledge.
So, the evolution of conscious beings noticeably depends on the knowledge they
possess. On the other hand, making a choice triggers the emergence of new
knowledge. Therefore, it is natural to assume that knowledge evolves because
of the evolution of humans, their decision-making needs, their value systems,
and the decisions made. Hence, knowledge evolves to support the intellectual
activity of its owners, e.g., to interpret the information generated in event obser-
vations — handling the diversity and complexity of such information. Conse-
quently, Ermolayev et al. [1] hypothesize that the mechanisms of knowledge
evolution are very similar to (and could be spotted from) the mechanisms of the
evolution of humans. Apart from the societal aspects, these are appropriately
described using the metaphor of biological evolution.

A biological habitat is in fact an ecosystem that frames out and enables
the evolution of individual organisms, including humans. Similarly, a knowledge
ecosystem has to be introduced for enabling and managing the evolution of
knowledge. As proposed in [1], such EKE should scale adequately to cope with
realistic and increasing characteristics of data/information to be processed and
balance the efficiency and effectiveness while extracting knowledge from infor-
mation and triggering the changes in the available knowledge.
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2.1 Efficiency Versus Effectiveness

Effectiveness and efficiency are the important keys for big data processing and
for the big knowledge extraction. Extracting knowledge out of big data would be
effective only if: (i) not a single important fact is left unattended (completeness);
and (ii) these facts are faceted adequately for further inference (expressiveness
and granularity). Efficiency in this context may be interpreted as the ratio of
the utility of the result to the effort spent.

In big knowledge extraction, efficiency could be naturally mapped to time-
liness. If a result is not timely the utility of the resulting knowledge will drop.
Further, it is apparent that increasing effectiveness means incrementing the effort
spent on extracting knowledge, which negatively affects efficiency. In other words,
if we would like to make a deeper analysis of the data we will have a less efficient
system.

Finding a solution, which is balanced regarding these clashes, is challenging.
In this paper we use a highly scalable method to collect the increments of incom-
ing knowledge using a 3F+3Co approach, which stand for Focusing, Filtering,
and Forgetting + Contextualizing, Compressing, and Connecting (c.f. [1] and
Sect. 3.2).

2.2 Evolving Knowledge Ecosystems

An environmental context for a KO could be thought of as its habitat. Such a
context needs to provide nutrition that is “healthy” for particular KO species —
i.e. matching their genome noticeably. The nutrition is provided by Knowledge
Extraction and Contextualization functionality of the ecosystem [1] in a form of
knowledge tokens. Hence, several and possibly overlapping environmental con-
texts need to be regarded in a hierarchy which corresponds to several subject
domains of interest and a foundational knowledge layer. Environmental contexts
are sowed with knowledge tokens that correspond to their subject domains. It
is useful to limit the lifetime of a knowledge token in an environment – those
which are not consumed dissolve finally when their lifetime ends. KOs use their
perceptive ability to find and consume knowledge tokens for nutrition. Knowl-
edge tokens that only partially match KOs’ genome may cause both KO body
and genome changes and are thought of as mutagens. Mutagens in fact deliver
the information about the changes in the world to the environment. Knowledge
tokens are extracted from the information tokens either in a stream window, or
from the updates of the persistent data storage and further sown in the appro-
priate environmental context. The context for placing a newly coming knowledge
token is chosen by the contextualization functionality. In this paper we present
a scalable solution for sowing these knowledge tokens in the appropriate envi-
ronmental contexts.

3 Locality-Sensitive Hashing

The algorithms for finding nearest neighbors in a dataset were advanced in the
work by Indyk and Motwani, who presented the seminal work on Locality-sensitive
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hashing (LSH) [3]. They relaxed the notion of a nearest neighbor to that of an
approximate one, allowing for a manageable error in the found neighbors. Thanks
to this relaxation, they were able to design a method which can handle queries in
sub-linear time. To use LSH, one has to create a database containing outcomes
of specific hash functions. These hash functions have to be independent and
likely to give the same outcome when hashed objects are similar and likely to
give different outcomes when they are dissimilar. Once this database is built one
can query for nearest neighbors of a given query point by hashing it with the
same hash functions. The points returned as approximate near neighbors are
the objects in the database which got hashed to the same buckets as the query
point. [4] If false positives are not acceptable, one can still filter these points.

Formally, to apply LSH we construct a family H of hash functions which map
from a space D to a universe U .

Let d1 < d2 be distances according to a distance measure d on a space D.
The family H is (d1, d2, p1, p2)-sensitive if for any two points p, q ∈ D and h ∈ H:

– if d (p, q) ≤ d1 then Pr [h (p) = h (q)] ≥ p1
– if d (p, q) ≥ d2 then Pr [h (p) = h (q)] ≤ p2

where p1 > p2.
The probabilities p1 and p2 might be close to each other and hence only one

function from H giving an equal result for two pints might not be sufficient to
trust that these points are similar. Amplification is used to remedy this problem.
This is achieved by creating b functions gj , each consisting of r hash functions
chosen uniformly at random from H. The function gj is the concatenation of r
independent basic hash functions. The symbols b and r stand for bands and rows.
These terms come from the representation of data. One could collect all outcomes
of the hash functions in a two-dimensional table. This table can be divided in b
bands containing r rows each. (See also [5].) The concatenated hash function gj
maps points p and q to the same bucket if all hash functions it is constructed from
hashes the points to the same buckets. If for any j, the function gj maps p and
q to the same bucket, p and q are considered close. The amplification creates
a new locality sensitive family which is

(
d1, d2, 1 − (1 − p1

r)b, 1 − (1 − p2
r)b

)

sensitive.

3.1 LSH Forest

The standard LSH algorithm is somewhat wasteful with regards to the amount
of memory is uses. Objects always get hashed to a fixed length band, even if that
is not strictly needed to decide whether points are approximate near neighbors.
LSH Forest (introduced by Bawa et al. [2]) introduces variable length bands and
stores the outcomes of the hashing in a prefix tree data structure.

The length of the band is reduced by only computing the hash functions if
there is more than one point which is hashed to the same values. Put another
way, in LSH the function gj maps two points to the same bucket if all functions
it is constructed from do so as well. LSH Forest potentially reduces the number
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of evaluations by only computing that much of gj as needed to distinct between
the different objects. Alternatively, one can view this as assigning a unique label
with a dynamic length to each point. In the prefix tree the labels on the edges
are the values of the sub-hash functions of gj .

Hashing and quantization techniques have a limitation when considering very
close points. If points are arbitrarily close to each other, then there is no number
of hash functions which can tell them apart. This limitation applies to both
traditional LSH and the Forest variant. Therefore, LSH assumes a minimum
distance between any two points and LSH Forest defines a maximum label length
equal to the maximum height of the tree (indicated as km).

3.2 Sowing Knowledge Tokens Using LSH Forest

The first requirement for knowledge token sowing is that similar tokens get
sown close to each other. This is achieved by adding knowledge tokens to the
forest. Similar ones will get placed such that they are more likely to show up
when the trees are queried for such tokens. Further requirements come from the
3F+3Co [1] aspects. When using LSH Forest:

Focusing is achieved by avoiding deep analysis when there are no similar ele-
ments added to the trees.

Filtering is done by just not adding certain data to the tree.
Forgetting is achieved by removing data from the tree. Removal is supported

by the Forest and is an efficient operation.
Contextualizing happens when different parts of the token are spread over the

trees. A token may therefore belong to several contexts simultaneously.
Compressing the tree compresses data in two different ways. Firstly, it only

stores the hashes computed from the original data and, secondly, common
prefixes are not duplicated but re-used. Note that it is possible to store the
actual data on a secondary storage and keep only the index in memory.

Connecting the Forest is a body which grows incrementally. Since representa-
tions of different tokens can reside together in disparate parts of the trees,
they can be considered connected. However, the real connection of these parts
will be the task of the KOs which will consume the knowledge tokens which
are sown in a tree.

In the next section we will introduce our experiments. In the first experiment
series we show that the Forest is able to fulfill the focusing requirement. The
second one shows that the forest is able to aid the KO to connect concepts
together. Finally, the last series shows that the data structure has desirable
spacial and temporal properties, demonstrating that the tree is able to compress
data meanwhile offering an appropriate efficiency — effectiveness trade-off.

4 Evaluation

The experiments are designed so that we start from a fairly simple set-up and
more complexity is added in each following experiment. In the first series of
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experiments, we feed knowledge tokens created from three different data sources
into an LSH tree and present measure how they are spread over the tree. In
the following series, we use two and later three data sources and measure how
the LSH Forest classifies the tokens and how it is capable of connecting the
knowledge tokens. Finally, in the third series we add dynamism to the experiment
by sampling the knowledge tokens in different ways and measure how the memory
usage and processing time evolve.

Finding a suitable dataset for the experiment is not obvious. What we need
are small pieces of information (i.e., the knowledge tokens) about which we
know how they should be connected (i.e., a gold standard). Further, the dataset
should be sufficiently large to conduct the experiments. We solved this issue
by selecting three large ontologies for which a so-called alignment [6] has been
created. These particular ontologies are large and have a fairly simple structure.
Further,by using only the labels of the ontology a reasonable alignment can be
found [7]. Therefore, we extract the labels from these ontologies and use them
as knowledge tokens. This is a relaxation of the knowledge token concept. In the
earlier work [1] a knowledge token has an internal structure. Finally, similar to
the earlier work, we use the Jaccard distance for sets (d (A,B) = 1−sim (A,B))
to measure the distance between sets of words created from the labels. The LSH
function used is Minhash from Broder [8].

Datasets. The Large Biomed Track of the Ontology Alignment Evaluation ini-
tiative1 is the source of the datasets used in our evaluation. The FMA ontology2,
which contains 78,989 classes is the first dataset. The FMA ontology only con-
tains classes and non-hierarchical datatype properties, i.e., no object or datatype
properties nor instances. Secondly, there is the NCI ontology3 containing 66,724
classes, and finally a fragment of 122,464 classes of the SNOMED ontology4.
The NCI ontology contains classes, non-hierarchical datatype and hierarchical
object properties. The classes of all ontologies are structured in a tree using
owl:SubClassOf relations. The UMLS-based reference alignments as prepared
for OAEI5 are used as a gold standard. From these reference alignments we only
retain the equal correspondences, with the confidence levels set to one.

Preprocessing. We preprocess the ontologies by computing as many represen-
tations for each class as it has labels in the ontology. The preprocessing is very
similar to the second strategy proposed in [7]. According to this strategy, for each
label of each class, a set of strings is created as follows: the label is converted
to lowercase and then split in strings using all the whitespace and punctuation
marks as a delimiter. If this splitting created strings of 1 character, they are
1 http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2013/.
2 http://sig.biostr.washington.edu/projects/fm/.
3 http://www.obofoundry.org/cgi-bin/detail.cgi?id=ncithesaurus.
4 http://www.ihtsdo.org/index.php?id=545.
5 http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2013/oaei2013 umls reference.

html.

http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2013/
http://sig.biostr.washington.edu/projects/fm/
http://www.obofoundry.org/cgi-bin/detail.cgi?id=ncithesaurus
http://www.ihtsdo.org/index.php?id=545
http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2013/oaei2013_umls_reference.html
http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2013/oaei2013_umls_reference.html
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concatenated with the string that came before it. In addition to these steps, we
also removed possessive suffixes from the substrings and removed the 20 most
common English language words according to the Oxford English Dictionary6.
This preprocessing results in 133628, 175698, and 122505 knowledge tokens, i.e.,
sets of strings for the FMA, NCI, and SNOMED ontology, respectively.

Implementation. The implementation of our evaluation code heavily uses par-
allelism to speed up the computation. From the description of the LSH algorithm,
it can be noticed that the hashing of the objects happens independent of each
other. Therefore they can be computed in parallel using a multi-core system.

Inspired by Rajaraman and Ullman [5], ‘normal’ uniform hashing was used
several times to speed up computations or save storage space. One important
saving is due to using random (non locality-sensitive) hash functions, which map
each original index to a target index, instead of creating real permutations. This
hashing is performed using Rabin fingerprints as described by Broder [9]. An
improvement over the earlier work [7] where Rabin hashing was also used is due
to the fact that we invert the bits of the input to the hashing function. We noticed
that small inputs gave a fairly high number of collisions using the functions
normally, while the inverted versions do hardly cause any. The experiments are
performed on hardware with two Intel Xeon E5-2670 processors (totaling 16
hyper-threaded cores) and limited to use a maximum of 16 GB RAM.

4.1 Single Data Source — Single Tree

In this series of experiments, we use only one LSH tree and knowledge tokens
from a single dataset. First, the ontology is parsed and all its concepts are
tokenized as described above. The resulting knowledge tokens are then fed into
the LSH tree. We then analyze the distribution of the knowledge tokens in the
tree by looking at how deep they are located in the tree and how many siblings
the leaves in the tree have. Further, we investigate chains of nodes which are
only there because of a low number of tokens at the bottom of the tree.

4.2 Connecting Knowledge Tokens Using LSH Forest, i.e. Matching

The objective of our the first experiment in this second series is to show how
the ontology matching using LSH Forest compares to standard LSH. Besides the
change in data structure we use the experimental set-up similar to what was
used for testing standard LSH in our earlier research work [7]. In that work the
best result for matching the SNOMED and NCI ontologies was obtained using 1
band of 480 rows which corresponds to 1 tree of maximum height km = 480. To
keep the results comparable, we also do not use the reduced collision effect from
inverting before hashing (see Implementation above). It needs to be noted,
however, that we use a slightly different approach for selecting near neighbors
6 http://www.oxforddictionaries.com/words/the-oec-facts-about-the-language.

http://www.oxforddictionaries.com/words/the-oec-facts-about-the-language
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compared to the standard LSH Forest approximate nearest neighbor querying.
Since we are not interested in neighbors if they are to far away, we only take the
siblings of each leaf into account when searching for related concepts. Further,
we ignore concepts if they their similarity is less than 0.8. Next to the traditional
ontology matching measures of precision, recall, and F-measure, the potential
memory and processing power savings are evaluated.

In the second part of this series we use our improved version, applying the
inversion before hashing, and the knowledge from the previous experiments to
test how LSH Forest can perform when connecting knowledge tokens using a
shorter tree. We measure both runtime performance and quality metrics for
different number of trees.

In the last part we use the fact that there is no reason to limit ourselves to
only using two data sources. Hence, we demonstrate scalability of the system by
feeding all knowledge tokens created for all three datasets. We also analyze the
time saving compared to performing three separate alignment tasks when pairs
of datasets are used.

4.3 Adding Dynamics

In the final series of experiments we observe how the tree reacts to dynamic
insertion of concepts. In the basic case, we select 106 knowledge tokens (from
the three sets) using a uniform distribution. These are then one by one inserted
into the tree. After every 104 insertions we measure number of hash operations
used to measure the time complexity. The cumulative memory consumption is
measured as the number of edges used in the trees. We also measure the real
elapsed time after the insertion of every 105 knowledge tokens.

On an average system some knowledge tokens will be added much more fre-
quently than others. This is due to the fact that the information or queries
which the system processes are somehow focused on a certain domain. This also
means that the tokens would not arrive according to a uniform distribution.
A more plausible scenario is that certain concepts are very likely to occur, while
others do hardly occur at all. We model this phenomena by using a so-called
Zipf distribution with exponent 1 which causes few concepts to be inserted fre-
quently while most are inserted seldom. Using this set-up we perform the same
measurements as made for the uniform distribution.

It has to be noted that we need to make a minor change to the way our
trees process the tokens. When a token already exists at a node, the standard
implementation would build a chain which can only end at km. This is related
to our above remark about the minimal distance between any two points. To
solve this problem, the lowest internal nodes check whether the newly added
representation is already existing and if so, it will ignore the representation. We
shortly analyzed the effect of this change using the same set-up as in the second
experiment series and noticed that this check does hardly affect runtime perfor-
mance. The main effect is visible in the number of edges and hash operations
which both drop by about 30 %. Further, a marginal decrease of the precision
and a marginal increase of the recall is observable.
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5 Results

5.1 Single Data Source — Single Tree

After feeding the knowledge tokens of each set into a single LSH Tree with
km = 80, we find clusters of leaves as shown in Fig. 1. The figure shows how
often a group of n siblings occurs as a function of the depth in the tree.

(a) FMA ontology (b) NCI ontology

(c) SNOMED ontology

Fig. 1. Frequency of sibling groups of a given size at a given level in one LSH Tree.
Note the logarithmic scale.

What we notice in the figures is that most of the concepts are fairly high
up in the tree. After roughly 30 levels all the concepts, except these residing at
the bottom of the tree, are placed. It is also visible that most knowledge tokens
are located in the leaves which either have very few siblings or are located high
up in the tree. This indicates that the tree is able to distinguish between the
representations fairly fast. In both the FMA and NCI ontologies, we notice a high
amount of knowledge tokens at the bottom of the tree, i.e., at level km = 80. We
noticed that the same amount of concepts end up at the bottom of the tree even
if km is chosen to be 1000, which indicates that hashing might be incapable to
distinguish between the representations, i.e., they are so close that their hashes
virtually always look the same. After further investigation, we found that the
Jaccard similarities between the sibling concepts at the bottom of the tree are all
equal to 1. This means that there are concepts in the ontology which have very
similar labels, i.e., labels which (often because of our preprocessing steps) get
reduced to exactly the same set of tokens. One problem with this phenomenon
is that the tree contains long chains of nodes, which are created exclusively for
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these few siblings. We define an exclusive chain as the chain of nodes between
an internal node at one level above the bottom of the tree, and another (higher)
node which has more than one child. The lengths of these exclusive chains are
illustrated in Fig. 2a.

(a) Frequency of a given exclusive chain
length for nodes at km

 

(b) Frequency of a given number of classes
represented in a leaf at level km for each
ontology. Note the log scale.

Fig. 2. Analysis for the leaf nodes

We notice that mainly the NCI ontology causes long exclusive chains. The
most plausible cause for this is that NCI has a higher average number of rep-
resentations per concept (2.6) than the other two ontologies (1.7 — FMA and
1.0 — SNOMED). To investigate this further, we plot the number of classes
which the siblings at the lowest level represent. The result of analyzing the num-
ber of classes represented by the leaves in each sibling cluster can be found in
Fig. 2b.

From the figure we notice that, indeed, very often there is a low number of
classes represented by the siblings of the final nodes. We also notice that the
NCI ontology has the most severe representation clashes.

5.2 Connecting Knowledge Tokens Using LSH Forest, i.e. Matching

When matching the SNOMED and NCI ontologies using a single tree of height
480, we obtain the precision of 0.838, recall of 0.547, and hence F-measure of
0.662. These results are similar to the results of the standard LSH algorithm
which attained the precission of 0.842, recall of 0.535, and F-measure of 0.654.

The LSH Forest algorithm, however, uses only 30 % of the amount of hash
function evaluations compared to the standard LSH algorithm. Furthermore, the
Forest saves around 90 % of the memory used for storing the result of the hash
evaluations. This is because the tree saves a lot of resources by only computing
and storing the part of the label which is needed. Further, a result is stored only
once if the same outcome is obtained from the evaluation of a given hash function
for different representations. It should, however, be noted that using LSH Forest
also implies a memory overhead for representing the tree structure, while the
standard algorithm can place all hash function evaluations in an efficient two
dimensional table.
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The speed of the two algorithms with the same set-up is very similar. Using
the Forest, the alignment is done in 20.6 s, while the standard algorithm com-
pletes in 21.5 s.

As can be seen in the distribution of the ontologies over the tree in our
previous experiment series (Fig. 1) non-similar concepts remain fairly high up
in the tree. Hence, when using the improved Rabin hashing technique described
above, we can reduce the maximum height of the tree. Based on this information,
we now choose the maximum height of the tree to be 30. We also use 10 as the
highest level of interest and ignore all representations which are unable to get
a lower positions in the tree. We vary the number of trees used between 1 and
10 and show the impact on the precision, recall and F-measure in Fig. 3a and
timing in Fig. 3b.

 

(a) Quality measurements

 

(b) Runtime

Fig. 3. Quality measurements and runtime behavior for an ontology matching task
using different number of trees.

From the quality measurements, we see that the number of trees has little
effect. It is hard to see from the figure, but the precision lowers ever so slightly
when more trees are used. Concretely, it goes from 0.836947 when using one tree
to 0.831957 with 10 trees. The recall has the opposite behavior growing from
0.546824 to 0.550616. The net effect of these two on the F-measure is a slight
increase when more trees are used, namely from 0.661472 to 0.662662. It needs
to be noted that also these results are in the same range as the measures in
the previous experiment. Hence, we can conclude that constraining the height
of a tree does not affect the quality much, if at all. However, as can be seen in
the timing chart, the tree works much faster when its height is reduced. When
only one tree is used, roughly 3 s are needed to obtain results. Increasing the
number of trees to 10 only doubles the time, most likely because the system is
better able to use multiple threads or the virtual machine might do a better
just-in-time compilation. In any case, we note that using the forest and better
hashing, we can create a system which is roughly 7 times faster and produces
results of similar quality.

To try whether we can also use the tree for bigger datasets, we now feed all
knowledge tokens created from all three ontologies into the system and present
similar measurements in Fig. 4.

Now, we notice the effect on the precision and recall more profoundly. Also
the runtime increases faster when the input is larger. We do however see only
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(a) Quality measurements

 

(b) Runtime

Fig. 4. Quality measurements and runtime behavior for a three way ontology matching
task using different number of trees.

(a) Edges (b) Hashes

(c) Time needed to insert the previous 100000 concepts

Fig. 5. Cumulative number of edges and hashes; and time needed for uniform adding
of knowledge tokens

a three-fold increase when the number of trees is ten-folded. When comparing
these results to our earlier work [7] we can see the speed-up of using LSH Forest
and performing multiple alignments at once. In our previous work we used 45.5 s
for doing three 2-way alignment tasks. Using the LSH Forest we can perform the
3-way alignment in less than 10 s. When using a single tree, we measured a time
of 3.2 s yielding roughly a ten-fold speed-up.

5.3 Adding Dynamics

The results of adding knowledge tokens according to a uniform distribution are
in Fig. 5. From the figures we note that the number of edges needed grows sub-
linear. This is as expected since both the fact that certain knowledge tokens
will be selected more than once and the reuse of edges decreases the number
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(a) Edges (b) Hashes

(c) Time needed to insert the previous 100000 concepts

Fig. 6. Cumulative number of edges and hashes; and time needed for adding of knowl-
edge tokens according to a Zipf distribution

of new edges needed. The number of hashes shows an initial ramp-up and then
starts growing linear. We also note that the time used for adding is growing,
but the growth slows down when more concepts are added. Moreover, if we try
to fit a linear curve trough the cumulative runtime measurements, we notice
that we can obtain a Pearson product-moment correlation coefficient of 0.9976,
indicating that the increase is actually very close to linear.

When choosing the representations using a Zipf distribution instead, we
obtain the results as depicted in Fig. 6. When comparing the charts for insertion
using the normal and Zipf distribution, we notice that the later puts much less
of a burden upon the system. This is a desirable effect since it means that the
system is likely to work well with more organic loads. Also here, we can fit a lin-
ear curve trough the cumulative runtime measurements with a high correlation
coefficient of 0.9968.

6 Conclusions and Outlook

When trying to understand and follow what is happening around us, we have to
be able to connect different pieces of information together. Moreover, the amount
of information which we perceive does not allow us to look at each detail, instead
we need to focus on specific parts and ignore the rest. When we want to built
a system capable of embodying evolution in knowledge, similar challenges have
to be tackled. In this paper we investigated one of the first steps needed for this
type of system, namely bringing related pieces of knowledge together.
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The system we envision is an Evolving Knowledge Ecosystem in which Knowl-
edge Organisms are able to consume Knowledge Tokens, i.e., pieces of knowledge,
which have been sown in the environment. In this paper we looked at the appli-
cation of LSH Forest to dynamically sow knowledge tokens in the environmental
contexts.

We found out that LSH Forest is a suitable approach because it is able to
balance well between efficiency and effectiveness. This can be observed from the
fact that the method scales well, both from a space and runtime perspective;
and from the fact that the quality measures are sufficiently high. Further, the
Forest makes it possible to focus on these parts which need further investigation
and it allows for connecting between the knowledge tokens.

There are still several aspects of using LSH Forest which could be further
investigated. First, the problem caused by exclusive chains could be mitigated
by measuring the distance between knowledge tokens when they reach a certain
depth in the tree. Only when the concepts are different enough, there is a need
to continue; this however requires to parametrize the inequality. Another option
to reduce at least the amount of used memory and pointer traversals is using
PATRICIA trees as proposed by Bawa et al. [2].

Secondly, we noted that the LSH tree allows for removal of concepts and that
this operation is efficient. Future research is needed to see how this would work
in an evolving knowledge ecosystem. Besides, as described in [1], the knowledge
tokens do not disappear at once from an environmental context. Instead, they
might dissolve slowly, which could be thought of as a decreasing fuzzy member-
ship in the context. One straightforward method for achieving this would be to
use a sliding window which has an exponential decay, similar to what is proposed
in [10]. Also more complex ideas could be investigated, perhaps even providing a
bonus for concepts which are queried often or using hierarchical clustering tech-
niques to remove tokens from areas which are densely populated [11]. This would
mean that some tokens remain in the system even when other (less popular or
more common) concepts with similar insertion characteristics get removed.

Lastly, it would be interesting to see how the Forest would react when the
input data becomes that big that it is impossible to keep the tree in the physical
memory available. Then, using a distributed setting, ways should be found to
minimize the overhead when concepts are added and removed from the tree. One
promising idea is the use of consistent hashing for the distribution of knowledge
tokens as proposed in [12].
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Abstract. This paper presents a new approach to improve the perfor-
mance of a css-k -NN classifier for categorization of text documents. The
css-k -NN classifier (i.e., a threshold-based variation of a standard k -NN
classifier we proposed in [1]) is a lazy-learning instance-based classifier.
It does not have parameters associated with features and/or classes of
objects, that would be optimized during off-line learning. In this paper
we propose a training data preprocessing phase that tries to alleviate
the lack of learning. The idea is to compute training data modifications,
such that class representative instances are optimized before the actual
k -NN algorithm is employed. The empirical text classification exper-
iments using mid-size Wikipedia data sets show that carefully cross-
validated settings of such preprocessing yields significant improvements
in k -NN performance compared to classification without this step. The
proposed approach can be useful for improving the effectivenes of other
classifiers as well as it can find applications in domain of recommendation
systems and keyword-based search.

Keywords: KNN classifier · Wikipedia · Documents classification ·
Missing data imputation

1 Introduction

Text classification finds many applications e.g., in the library systems where it
aggregates thematically related resources into a one category, in e-commerce,
where it serves for profiling users on the basis of their behaviours, and in the
organization of the web, where categories of pages have been proposed (e.g., see
the DMOZ directory).

Classification is a task that only for small repositories can be performed
manually, in almost all the cases the size of the data requires the development
and exploitation of the automatic techniques. The text classification problem
is widely studied and approached using variety of methods such as: SVM [2],
Bayesian [3] and others [4,5]. Due to their simplicity, k -Nearest Neighbours algo-
rithms [6] have been frequently used for this task, achieving also good results as
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Fig. 1. The architecture of css-KNN-classifier used in experiments (details in [1]).

in [7,8]. Modifications in k -Nearest Neighbours algorithms also enables multi-
label classification [9,10] that can be introduced with relatively low computa-
tional cost, in comparison to prominent SVM classifiers that are known to have
troubles with scalability and multi-label tasks [11,12].

The main disadvantage of the typical k -NN approaches is that they do not
provide ability for improving the results using the learning by the examples.
Success and popularity of k -NN approach to multi-label large-scale text classifi-
cation encouraged us to undertake research in this field. In [1], we proposed an
approach based on k -NN to text classification that introduced class-specific para-
meters that can be cross-validated to generate best results. Figure 1 shows the
architecture of our classifier: it is based on a typical k -NN classifier, with cosine
metric, and k parameter set to 30. The nearest neighbors contribute to the cal-
culation of each class’s score, according to scoring formula described in [7]. Then,
a thresholding phase using so called Class-specific Scaled Score strategy (CSS)
determines the output of the classifier: if a score of class exceeds a threshold spe-
cific for this class it is added to the final prediction. The values of class-specific
thresholds are tuned using training set subsampling and validation.

In this paper we propose a new approach for improving the results of k -
NN classifier. Our idea is to introduce a training phase where we “modify the
training dataset” to generate better results in terms of classification accuracy.
In particular, in Sect. 3 we propose four methods in which training data exam-
ples are translated or shifted in the feature space, i.e. their feature values are
modified, so that they become more similar to other examples. In geometrical
interpretation, the points in the high dimensional feature space, representing
training data examples, are translated towards other points. In particular, for
attributes that a given example do not have any value, these approaches induce
values, which relates the approaches to “missing value management” methods,
largely studied in the literature. The k -NN classification on such enhanced train-
ing dataset shows better performance than without modifications. The results
obtained by our experiments, computed with large and sparse datasets, as it is
typical in text classification, encourage us to proceed in this direction.
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Machine learning techniques have been widely used for supporting keyword
search. k -NN classification techniques have been in particular adopted in the
field of textual documents, images or videos retrieval, allowing users to “query
by example” and obtaining items close to the ones given as input. Nevertheless,
machine learning can support other tasks in keyword search: k -NN classification
can be particularly useful in the keyword search field, in two areas: disambigua-
tion and expansion of the users’ keywords. Disambiguation task is necessary
in solving queries, where the keywords have several meanings according to the
reference context. To be able to select among the possible meanings the one
suitable for the keywords, in the specific query, different techniques are typi-
cally applied. One of them is to make a reduction of the document search space,
thus providing a large benefit in the accuracy of the results. The classification
of the keyword query obtained by the exploitation of the k -NN classification on
a feature vector representing the user’s keyword query can be exploited for this
purpose, by identifying the possible categories where the query belongs to, and
in consequence the set of the interesting documents.

Query expansion is another approach that aims at improving the retrieved
results accuracy. The typical approaches employ dictionaries of different but
semantically related terms. Query expansion provides an additional number of
keywords to be included in the original set formulated by the user. In this case,
the technique for completing missing values introduced in the paper can be
directly adopted for modification of the feature vector representing the user’s
keyword query. In particular, the technique can be used for changing the values
of terms not provided in the original query (i.e., having a 0 value in the query fea-
ture vector), with new estimated values. This enhancement of the feature vector
can subsequently be adopted for selection of similar documents or identification
of the possible reference categories as described below.

The paper is constructed as follows: Sect. 2 introduces some Related Work
with the emphasis on dealing with missing values, Sect. 3 describes our shifting
methods, which are evaluated by the results of the experiments presented in
Sect. 4. Finally in Sect. 5 we sketch out some conclusions and future work.

2 Related Work

Our proposal computes changes in the dataset for improving the k -NN classifier.
Techniques for modifying values in the datasets have been developed in the
literature as related to the management for missing values.

All the existing solutions can be usually classified in one of the following
categories [13]: (1) Ignoring and discarding incomplete records and attributes;
(2) Managing missing data as special values; and (3) Parameter estimation in
the presence of missing data.

The elimination of all samples with missing values and the consequent reduc-
tion of the dataset is the simplest solution for managing the issue. Nevertheless,
this solution is not always suitable due to the discard of significant fragments of
the dataset with potentially useful informative power.
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Approaches falling in the second category treat “unknown” itself as a new
value to be treat in the same way as other values [14].

Finally, the problem of missing values can be handled by various imputation
methods. Working with these approaches, we make the assumptions the “miss-
ingness mechanism” can be analyzed and patterns of missing values (if any) can
be applied for imputation. As stated in [15], there are three different mechanisms
for induction of missing values: 1. Missing completely at random (MCAR), when
the distribution of an example having a missing value for an attribute does not
depend on either the observed data or the missing values; 2. Missing at ran-
dom (MAR), when the distribution of an example having a missing value for
an attribute depends on the observed data, but does not depend on the missing
values; and 3. Not missing at random (NMAR), when the distribution of an
example having a missing value for an attribute depends on the missing values.
Unfortunately missing values imputation methods are suitable only for missing
values caused by MCAR and some of them for MAR mechanisms. If missing
values are caused by NMAR, it must be handled by going back to the source of
data and obtaining more information or the appropriate model for the missing
data mechanism have to be taken into account [13]. Techniques in this category
include: replacing missing value with mean, mean or median for the given class,
most common attribute value, with values computed with machine learning tech-
niques, association rules (see [13,14,16] for some surveys). Our approach can also
be interpreted as a data smoothing technique, a preprocessing commonly used
especially in connection with Bayes classifiers [17].

3 Shifting Methods of Training Examples

This section describes four types of training data modifications used in our exper-
iments. A given training dataset Dtrain consists of N training pairs (examples):

Dtrain =
{
(x ,Y) : x ∈ RM ,Y ⊆ L}

,

where x is a M -dimensional feature vector and Y is a set of objects’ labels, which
is some subset of the set of all labels/classes L in the data. Each of the following
methods can be treated as a function that modifies a training feature vector x
according to its label set Y and its relation to the rest of training examples in
Dtrain:

x ′ = shift (x ,Y,Dtrain) .

The whole modified training data set D′
train is then composed of (x ′,Y) pairs.

It is important to notice that such modifications of the training dataset should
be applied to test examples, because label sets of test examples are assumed to
be unknown. Therefore, transformations are employed only to training data,
the modified training examples are given to a classifier, but during testing the
classifier is fed with test examples not affected by any such transformation. The
following approach then breaks the usual scheme, that the processing pipeline
from an input data feature vector to an output prediction vector is the same in
the training and testing phases.
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The four proposed modifications of the training dataset have a common form,
given by Eq. (1):

x ′(i) = x (i) + α ·
(
d (i) − x (i)

)
= (1 − α) · x (i) + α · d (i). (1)

They are vector translations (shifts) of an i -th data point x (i) towards some
destination point d (i) by some step size α ∈ [0, 1]. The knowledge of Y(i) as well
as the rest of Dtrain is necessary to compute d (i).

How exactly calculating the destination point of a given training dataset is
the first differentiating factor of the following methods. d (i) can be determined
by global or local feature space examination. The second differentiating factor
specifies the way of multi-labeled training examples treatment. These two factors
taken together generate the following four methods of shifts in training data.

3.1 Shifts Towards Globally Defined Destinations

In the first two methods the direction towards which a data point is pushed is
determined by examining the data set globally. Particularly, the shift destination
point is the center of the class to which an object belongs. In this paper, a class
center is chosen to be an average of all examples in the class (i.e. a simple centroid
of the class), although a medoid representation of a class center should also work.
The centroid ci of a class Ci is given by:

ci =

∑
x∈Ci

x

|Ci| (2)

Because of multi-label character of the problem, the arising question is how
to move objects that belong to more than one class. Moving a point towards all
of its classes’ centers sequentially, i.e. in the direction of a centroid of one class,
then towards other centroid of an affiliated class and then towards another and
so on, is not a correct strategy. In effect, this would place the point nearest to
the last class and farthest from the first class to which it was pushed. Therefore
the object’s classes would not be treated equally and this is unjustified. Instead,
there are two other ways of translating multi-labeled objects having known the
centers of their affiliated classes.

Translation to Centroid of Centroids (T2CC). In this approach, we aver-
age the centroids of the classes to which object x(i) belongs:

cc(i) =

∑
j∈Y(i) cj

|Y(i)| (3)

After obtaining such centroid of centroids for each object, the object can be
shifted in accordance to Eq. (1), with d (j) = cc(j).
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(a) T2CCmethod (b) C&T2Cmethod

Fig. 2. Comparison of two methods using global dataset investigation to calculate
destination points and then translate towards them using α values ranging from 0.1
to 0.5. The difference is visible in the way in which multi-labeled objects are treated.
Examples in the middle, depicted as stars, are assigned to both upside and downside
triangle labels. T2CC calculates the centroid out of both labels centroids and moves
the objects towards that single point, whereas C&T2C splits the objects into two
single-labeled ones and translates them to respective class centers.

Copy and Translate (C&T2C). Here, we begin by decomposing each multi-
labeled object in the dataset into single-labeled copies of it. That is, an object
associated with p classes (i.e. |Y(i)| = p) is replaced by p copies of itself and each
of these copies is marked with a different class from the set of original object’s
labels:

(x , {l1, l2, . . . , lp}) =⇒ (x , {l1}) , (x , {l2}) , . . . , (x , {lp}) (4)

After such operation, in C&T2C method each object is pushed according
to (1), having d (j) set to a suitable class centroid c. Figure 2 illustrates the dif-
ference between T2CC and C&T2C translation methods in a simple 2D example.

It should be noticed that this dataset transformation, objects’ forking, sig-
nificantly increases the number of training objects. This may be a potential
drawback for some applications, because much more memory space is needed
to store the data. It also changes the character of the training data, which is
not multi-labeled any more. In connection with the fact that the classification
problem to solve is still multi-labeled, this means that the approach can be used
only when working with classifiers capable of dealing with such situations.

3.2 Shifts Towards Locally Defined Destinations

In contrast to the above global methods, the local approach to calculate destina-
tion points for data shifts is presented here. The idea is that instead of choosing
a class center as the point (d (i)) towards which executing a movement of a
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feature vector x (i), it is determined by m closest examples to x (i) (with respect
to some distance metric, e.g. cosine) among those that belong to the same class
as x (i) does (assuming for a while that it is single labeled). Therefore, they can
be called m nearest in-class neighbors (nin-s) of the example.

When m nin-s of an x (i) are found, constituting a set Nx (i) , then d (i) is
simply the average of these points, analogously to class centroid calculation:

d (i) =

∑
N

x(i)
n

|Nx (i) | =

∑
N

x(i)
n

m
(5)

For single-labeled datasets, the parameter m can be fixed to a constant
value for all classes or it could be proportional to the size of the class to which
x (i) is assigned. For multi-labeled cases, the following two methods have been
developed.

Translation to Centroid of Nearest In-Class Neighbors (T2CNIN). In
this approach, the local destination point calculation given above is adapted
to multi-labeled objects by changing the notion of an in-class object. Now, an
example is considered as in-class with respect to some x (i), if and only if at
least one of this example’s labels is in Y(i) or, in other words, if the intersection
between this example’s Y and Y(i) is not empty. With this adaptation, the rest
of the procedure is the same as for a single-labeled case: the m nearest in-class
neighbors have to be found, d (i) is determined by applying Eq. 5, and the change
of x (i) by shift given in Eq. 1.

Of course, this method can have many other variants. For example, one
can be more demanding in treating examples as an in-class peers to a given
x (i) by requiring the respective Y and Y(i) to be the same (i.e. a label power
set approach). Or, one can incorporate a weighted average, instead of Eq. 5, to
vary the importance of m nearest neighbors, so that those with many common
labels would pull stronger than those with, say, only one common label. In the
experiments, these variants were not used.

Copy and Translate to Nearest In-Class Neighbors (C&T2NIN). The
last proposed method is a result of applying local destination points calculation
(Eq. 5) with previous multi- to single-label data transformation, presented by 4.
After the object forking transformation, each example has exactly one label,
so the notion of an in-class peer is not problematic, and Eq. 5 can be applied
directly. Of course, all restrictions about the consequences of using the object
forking transformation, described previously, apply here also.

The difference between the two local shift methods on a toy 2D example is
shown in Fig. 3.

3.3 Pre- and Post-shift Data Pruning

For sparse data, the effect of points shifts in the feature space is the addition of
many non-zero values, i.e. the sparseness of data is reduced. For example, the
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(a) T2CNIN method (b) C&T2NIN method

Fig. 3. Comparison of two methods using local neighborhood investigation to calculate
destination points and then translate towards them using α values ranging from 0.1 to
0.5, m = 3. Here also the difference lies in the way multi-labeled objects are treated.
Objects in the middle, e.g., stars, are assigned to both upside and downside triangle
labels. T2CNIN calculates centroids of in-class neighbors and moves the objects owards
those points, whereas C&T2NIN splits the objects into two single-labeled ones and
translates them to suitable in-class neighbors’ centers.

average number of nonzero elements of a class centroid in our dataset (described
in Sect. 4.1) is ca. 700, whereas the average number of nonzero elements of a single
data example is 53. This means, that on average a shifted data example to a
class centroid has over 1200 % nonzero elements of the original data example.

On the one hand, this is a massive data imputation, which was one of the
aims of the methods and is beneficial for better classification. On the other hand,
however, it significantly increases the space requirements for the transformed
data which can cause memory problems. Therefore, in practice a deletion of
small nonzero elements is needed to restrict the reduction of data sparsity. This
is obtained in a process called data pruning. A pruning can be done by setting
an absolute threshold value and zeroing feature values less than this threshold.
The threshold can also be relative, in which case a feature is removed from
the example, if its value scaled by example’s highest feature value is below the
threshold.

In the presented data shifts methods, pruning can be executed two times.
First, after the calculation of the centroids (for global methods), the centroids
can be immediately pruned, so that they contain only important features, that
characterize classes. This can be called pre-shift pruning. For example, pruning
the centroids of the above example with relative pruning trrel = 0.05, reduces
their average number of nonzero elements from 700 to 311. After data move-
ments, the obtained modified train dataset can also be pruned using the same
technique. This process can be referenced to as post-shift pruning.
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4 Experiments

4.1 The Dataset

The evaluation was performed using the dataset constructed from the corpus
of articles from Simple English Wikipedia. It is a well known, frequently used
dataset that has characteristic properties, such as: the data is highly multi-
labeled (in some cases more than 5 labels), has many irregularities, contains
noise and missing values, the articles are of different lengths, are not necessarily
correctly assigned to categories (or not assigned to all categories to which they
would fit well), and often have some less important content while missing crucial
information. Simple English Wikipedia corpus is also suited well to test-bed
experiments, because it is middle sized – big enough to exhibit most important
properties of real problems, but computations upon it are relatively not much
time consuming (all the data can fit at once into a typical computer memory).

The corpus was preprocessed using Matrix’u software [18] to obtain a bag-
of-words representation of the articles. The confidence weighting scheme [19]
was used, which gives slightly better classification accuracy than typical TF-
IDF feature weighting. From the original corpus, the articles with less than 5
features as well as the categories with less than 5 articles were removed. After
such filtering, the dataset has 55637 articles, connected in a multi-label fashion
with 5679 categories.

The dataset was divided into train and test sets in proportion 3:1, so that at
least one article from every category is included in the test set. The problem of
stratified partitioning a multi-labeled dataset is NP-hard, therefore a version of
simulated annealing was used to obtain a satisfactory partition.

4.2 Results

Figures 5 and 4 presents the quality of the test set examples classification using
two KNN-based classifiers under train data examples shift. For comparison, the
baseline (classification performance on raw training data) is also presented. For
each method, the results were obtained by computation of destination points first
and then gradually moving training data examples towards them (changing α in
Eq.(1) from 0 to 1 by 0.1) each time checking the performance of classifiers on
the same test set examples. The performance is expressed by a popular macro-
averaged F1-score (abbrev. maF ) [20]. Because Wikipedia category structure has
a pseudo-hierarchical structure, besides typical “flat” maF, the measurements
using a hierarchical version of it, abbreviated as hMaF, introduced in [21], are
also presented (Fig. 5b and 4b).

It can be seen that all four methods can improve the training set leading to
better classification performance. However, having chosen a method, it is very
important to find a proper step size (α) value. The optimal α has to be large
enough to reduce variance in the training data associated with noise, but small
enough to maintain the variance resulting from class distribution in the feature
space. Too small α may not increase the performance significantly and too big
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Fig. 4. The results of Enhanced-KNN classifier [7] performance on a held out test
set under train data translations using proposed methods. Simple English Wikipedia
dataset, centroid pruning threl = 0.05, shifted data pruning threl = 0.05, neighborhood
size for local methods: m = 3.
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Fig. 5. The results of css-KNN classifier performance on a held out test set under train
data translations using proposed methods. Simple English Wikipedia dataset, centroid
pruning threl = 0.05, shifted data pruning threl = 0.05, neighborhood size for local
methods: m = 3.

value may even cause the performance to be worse than the baseline. Indeed, for
methods with globally calculated destination points, shifting too much towards
class centroids makes KNN to behave similarly to centroids-based classifiers (like
nearest centroid / Rocchio classifier), which is known to be inferior than KNN
in most cases.

The degree of data smoothing in methods incorporating nearest in-class
neighbors (nin) is controlled not only by the step size, but also by the num-
ber of nins involved in destination points calculation, i.e. the m parameter. The
presented results were obtained with m set arbitrarily to 3 for all classes, with-
out attempts to optimize it. Figure 5 shows that, css-KNN classifier is vulnerable
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to multi-label examples forking (red lines, performance even without shifts, i.e.
for α = 0) and therefore initially exhibits worse quality than the baseline. How-
ever, it becomes better after increasing the step size to 0.4–0.5. Interestingly, for
enhanced-KNN classifier, the multi-label examples splitting instantly improves
the outcome quality. The methods’ usefulness is then closely connected with
a chosen classifier.

It should also be noted, that the presented results are obtained using pre-
and post-shift data pruning. In both the relative thresholds were used with set
to 0.05. For selected α values, we also tested the classification performance on
less pruned data (and even without pre-translation pruning), but the obtained
results were almost identical. However, there is much difference in memory
space requirements, which is presented in Table 1. With our simple, all-data-in-
memory implementation, some data pruning was needed to avoid out of memory
problems.

Table 1. The impact of pre- and post-translation data pruning on the size of the
modified training dataset (in MB). Simple English Wikipedia train data. Original train
data size is 25.

5 Conclusions and Future Work

In our paper we present an approach for shifts in the training data for text
classification based on KNN that allowed us to improve generalization of the
categorization process. We proposed four variants of train data points shifts
and shown that all of them can improve classification quality. The modifications
perform a data smoothing, and, especially, can be seen as a type of missing data
imputation.

The proposed modification lies before main classification phase and as a gen-
eral approach can be used with other classification tools, thus improve their
effectiveness. In future we plan to investigate the impact of training data mod-
ifications on results of the SVM and neural network models. For these models
however, it may be necessary to learn a function that will perform a similar
transformation, but in an unsupervised manner, i.e. without the knowledge of
class labels, so that the transformations could be performed also on the test
examples.
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Besides this, future work will also be oriented in two main directions. Firstly
we will investigate whether the approach for dealing with missing data can be
applied to keyword search over databases that do not offer direct access to their
instances (e.g. deep web databases, which can be typically accessed by query
forms). In this case, the proposed technique can be used for estimating the
assignment of a keyword to a particular database schema element, thus com-
pleting and extending our previous work [22]. Then we will adopt the technique
in a recommender system, where we have to discover the users’ preference rates
for unrated items. In this case, unrated preference rates have to be thought of
as missing value. We plan to perform this experimentation in the field of rec-
ommendation of web pages, where new pages can be proposed to a user on the
basis of the analysis of the pages visited in the current session.
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Abstract. In this paper, we present a comparative study of news documents
classification using various supervised machine learning methods and different
combinations of key-phrases (word N-grams extracted from text) and visual
features (extracted from a representative image from each document). The
application domain is news documents written in English that belong to four
categories: Health, Lifestyle-Leisure, Nature-Environment and Politics. The use
of the N-gram textual feature set alone led to an accuracy result of 81.0 %,
which is much better than the corresponding accuracy result (58.4 %) obtained
through the use of the visual feature set alone. A competition between three
classification methods, a feature selection method, and parameter tuning led to
improved accuracy (86.7 %), achieved by the Random Forests method.

Keywords: Document classification � Feature selection � Key-phrases �
N-gram features � Supervised learning � Visual features

1 Introduction

During the last years, news agencies and newspapers face the challenge of automati-
cally classifying news documents into a set of categories. This challenge becomes even
more attractive when the documents contain not only text but also images. One such
typical news document is depicted in Fig. 1. Moreover, in light of the explosion in the
number of available news documents, the issue of fast and error-free classification of
such documents is becoming more critical.

Classification using supervised learning is a task that is supervised by a set of
examples with class assignments and the goal is to assign documents to one or more
predefined categories [1]. Many supervised machine learning (ML) methods have been
applied to document classification. The classification models are automatically built
from annotated corpora. Comprehensive overviews of classification are given by [2–4].
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Although many news documents include images in addition to text, most of the
classification approaches make use of only textual data, in order to build the models.
Therefore, it is interesting to perform a comparative study of news documents classi-
fication using different ML methods and different combinations of textual and visual
feature sets, in order to see whether the addition of the visual features can improve the
classification performance.

In this paper, we explore domain-based classification of news documents using
three general types of features: textual N-gram features, visual features and a combi-
nation of the above. The classification experiments are performed using three different
supervised ML methods, namely J48, Random Forests (RF) and Sequential Minimal
Optimization (SMO).

The rest of the paper is structured as follows: Sect. 2 provides the relevant back-
ground concerning document classification. Section 3 describes the textual and visual
feature extraction procedures. Section 4 presents the involved classification methods,
the experimental results and their analysis. Finally, Sect. 5 summarizes the main
findings, concludes and suggests future directions.

2 Document Classification

Current-day document classification presents challenges due to the large number of
training documents, the large number of available features and their dependencies. The
document classification task is one of the most fundamental tasks in data mining and
ML literature [5]. Document classification has been successfully applied to many fields
such as document filtering, information extraction and text mining [6–8].

Fig. 1. Web-based news document from the guardian entitled: the man in the digital mask
(http://www.theguardian.com/technology/2015/sep/10/the-man-in-the-digital-mask-bill-shannon)
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Document classification can be divided into two main types: according to cate-
gories (e.g., fields and topics) and according to stylistic classification. Document
classification according to categories is usually based on content word or character
N-grams. Some examples of document classification according to categories are the
following: detection of author profiles for authorship attribution [8], detection of virus
programs [9] and phrase and topic discovery [10].

In contrast, stylistic classification utilizes various linguistic features, e.g., function
words, orthographic features, parts of speech (PoS) features, topographic features and
vocabulary richness features. Examples of document classification according to stylistic
classification are: blog classification [11], computer science conference classification
[12], ethnicity/time/place classification [13, 14], and sentiment classification [15].

The majority of document classification-related studies consider only textual fea-
tures. For instance, [16] focus on political news by tracking blogs and the articles they
cite, tagging each article with the number of blogs citing it. They use a maximum
entropy classifier based on unigram features. Reference [17] develop various criteria to
predict the popularity of news on Twitter and indicate that traditionally prominent news
sources differ from news sources that are popular in social media platforms. Moreover,
[18] present an approach for identifying and classifying contents of interest related to
geographic communities from news articles streams. Their approach contains two
stages: (1) Filtering out contents irrelevant to communities, and (2) Classifying the
remaining relevant news articles by means of a Bayesian text classifier. Finally, [19]
present learning of sentiment-specific word embedding for twitter sentiment classifi-
cation. They learn embedding for unigrams, bigrams and trigrams separately using
three developed neural networks.

Some examples of document classification studies that use only visual features are
the following: [20] classify document pages using various visual features that express
“visual similarity” of layout structure, e.g. percentages of text and non-text (graphics,
images, tables, and rulings) content regions, column structures, relative point sizes of
fonts, density of content area and statistics of features from connected components.
They implement their classification scheme using decision tree classifiers and
self-organizing maps. [21] explore image clustering as a basis for constructing visual
words for representing documents. They apply the bag-of-words representation and
standard classification methods to train an image-based classifier. Their main contri-
bution is the exploration of a new space of features, based purely on the clustering of
subfigures for document classification.

The task of classifying documents that contain both textual and visual features is a
relatively new and interesting challenge. In this context, [22] explore the classification
of news articles using both textual and visual features. By using only N-gram textual
features they achieve a much better accuracy result than using only visual features. The
use of both N-gram textual features and visual features leads to slightly improved
accuracy results. Furthermore, [23] classify document images by combining 1000
textual features extracted with the Bag of Words (BoW) technique and 1000 visual
features extracted with the Bag of Visual Words (BoVW) technique. Experiments
conducted on an industrial document image database reveal that the proposed late
fusion scheme significantly improves the classification performance.
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3 Feature Extraction from News Documents

In this study, we assume that each news document has two main components: (a) the
textual information, and (b) the image(s). Firstly, we extract continuous word N-grams
(excluding stopwords) from the textual description of the given document. Secondly,
we extract low-level visual features from the biggest image of the document, which is
assumed to be the representative one.

3.1 Extraction of Key-Phrases

For the extraction of the textual features from a corpus of news web documents, the
following procedure is applied:

1. All appearances of 421 stopwords for general texts in English are deleted [24].
2. All possible continuous N-gram words (N = 1, 2, 3, 4) from the examined corpus

are created, provided that the all the words in a certain N-gram are in the same
sentence.

3. The frequency of each N-gram feature in the corpus is counted.
4. The frequencies of the unigram, bigram, trigram and fourgram (each group alone)

features are sorted in descending order.
5. To avoid unnecessarily large number of N-grams, only a subset of the most frequent

features from each group is selected. More specifically, in our study, 624 of the
most frequent N-gram features are selected as follows: (a) 500 most frequent uni-
grams; (b) 100 most frequent bigrams; (c) 20 most frequent trigrams and (d) 4 most
frequent fourgrams. The motivation for these numbers is as follows: The larger the
value of N is, the smaller the number of relatively frequent N-grams in the corpus is.
According to the abovementioned frequencies of the N-grams, the reduction factor
was determined to be 5.

3.2 Extraction of Visual Features

The low-level visual feature that was used for capturing the characteristics of images is
the RGB-SIFT visual descriptor [25], which is an extension of SIFT. In general, SIFT
descriptors belong to the category of local descriptors that represent local salient points
and thus capture the characteristics of the interest points (or keypoint) of images. For each
keypoint only the pixel intensity of it is considered, while the color information is
dropped. On the other hand, RGB-SIFT considers not only the pixel intensity, but also the
color itself in the three channels Red, Green, Blue for each interest point. Thus, it captures
more information and is able to better represent the image, compared to SIFT. However,
when local descriptors are employed and given that the whole procedure is arduous, a
visual word assignment step is applied after the feature extraction step. Specifically,
k-means clustering is applied to the produced features vectors, in order to acquire the
visual vocabulary. Finally, VLAD encoding is realized for representing images [26].
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As a result, a descriptor is produced that gives an overall impression of the visual data. In
this case, the dimensionality of the visual feature set is 4000.

4 Application of ML Methods for Classification of News
Documents

Three supervised ML methods have been selected for the experiments in this study:
J48, Random Forests (RF) and Sequential Minimal Optimization (SMO). Below, a
short description of the methods is provided.

J48 is an improved variant of the C4.5 decision tree ML method [27], which is
implemented in the WEKA ML platform [28]. J48 generates pruned or unpruned C4.5
decision trees. At each step, the most predictive attribute is determined and a node is
split based on this attribute. J48 attempts to account for noise and missing data. It also
deals with numeric attributes by determining where thresholds for decision splits
should be placed.

Random Forests (RF) is an ensemble learning method for classification and
regression [29]. The basic concept of RF is the construction of a set of decision trees.
Moreover, two sources of randomness are employed in the operational procedures of
RF: (1) Each decision tree is grown on a different bootstrap sample drawn randomly
from the training data. (2) At each node split during the construction of a decision tree,
a random subset of m variables is selected from the original variable set and the best
split based on these m variables is used.

Sequential Minimal Optimization (SMO) [30, 31] is an algorithm for solving the
optimization problem that occurs during the training of Support Vector Machines
(SVM) [32]. SMO divides this problem into a series of smallest possible sub-problems,
which are then resolved analytically.

5 Examined Corpus, Experimental Setup and Results

5.1 Examined Corpus

The application domain is news documents written in English that belong to four cate-
gories: Health, Lifestyle-Leisure, Nature-Environment and Politics. The news documents
were downloaded from a large number of news web-sites (http://www.washingtonpost.
com/, http://www.huffingtonpost.com/, etc.) and were annotated manually. The 1237
documents of the corpus contain around one million words and around 6.2 million
characters. Table 1 presents some general information about the dataset and its domains
including number of documents, number ofwords, number of characters, average number
of words per document and average number of characters per document.

5.2 Experimental Setup

The three supervised ML methods were applied using the WEKA platform, along with
their default parameter values, which are described below:
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• J48: minNumObj = 2 (the minimum number of instances per leaf), confi-
denceFactor = 0.25 (the confidence factor used for pruning) and seed = 1 (the value
used for randomizing the data when reduced-error pruning is used).

• RF: numTrees = 100 (the number of trees to be generated), maxDepth = 0 (un-
limited maximum depth of the trees) and seed = 1 (the random number seed to be
used).

• SMO: The kernel to use is the polynomial kernel (exponent = 1.0 and cach-
Size = 250007), c = 1.0 (the complexity parameter), toleranceParameter = 0.001 and
randomSeed = 1 (the random number seed for the cross-validation).

It should be noted that for all classification experiments, a 10-fold cross-validation
scheme was adopted. The measures used for evaluating the performance of the methods
are the following: accuracy (test set), precision, recall and F-score for each category.

After determining the two ML methods that gave the best results, we performed
additional experiments using only these methods. Non-relevant features were filtered
out by means of a filter method for feature selection in WEKA called CfsSubsetEval
(Correlation-based Feature Subset Selection) [33]. CfsSubsetEval evaluates a subset of
features by considering the individual predictive ability of each feature along with the
degree of redundancy between them. Subsets of features that are highly correlated with
the class, while having low inter-correlation are preferred. All the optimized parameter
values were obtained as follows: each parameter was tuned in a hill climbing fashion,
changing one parameter at a time (manually) until the best value was obtained.

5.3 Results

Table 2 presents the accuracy results (%) for various combinations of feature sets using
3 ML methods (J48, RF and SMO) with their default parameter values. We relate to the
accuracy that were achieved by all 624 N-gram features (81.0 %) using the RF method
with default parameter values (the number of trees was set to 100) as the baseline, with
which to compare the other results. The performance of the N-gram feature set is
superior to that of the visual feature set (58.4 %) not only in this study, but in a
previous related study as well [22].

Table 1. General information about the dataset

Domain # of
documents

# of
words

# of
characters

Avg. # of
words per
document

Avg. # of
characters
per
document

Health 187 130,157 795,435 696 4253.7
Lifestyle-Leisure 326 297,492 1,712,799 912.6 5254
Nature-Environment 447 250,859 1,543,137 561.2 3452.2
Politics 277 352,177 2,145,257 1271.4 7744.6
Total 1237 1,030,685 6,196,628 833.2 5009.4
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Some general conclusions that can be drawn from Table 2 are the following:

• The results presented in the first two rows of the table show that the basic textual
feature set is superior to the corresponding visual feature set for all three ML
methods. A possible explanation for this is the following: the textual features
describe widespread information about the whole text, while the visual features
describe information about only one representative image.

• The best accuracy result (85.9 %) is achieved by RF using two reduced feature sets:
59 textual features and 31 visual features. On the other hand, SMO achieves only
82.9 % for the same combination of features. Finally, the J48 method obtains the
worst accuracy results for almost all the conducted experiments.

• There are two interesting opposing phenomena: SMO beats RF when using 4000
visual features and any set of textual features, while RF is better than SMO for all the
other experiments. A possible explanation for this could be the fact that SVM (SMO
in our case) is known to perform well in high-dimensional feature spaces [34].

• The improvement rate from the best unique set (59 textual features – 82.3 %) to the
best combination of feature sets (59 textual features & 31 visual features – 85.9 %)
is 3.6 %.

As previously mentioned, we decided to perform further experiments using only the
two best ML methods according to Table 2: RF and SMO. Tables 3 and 4 provide the
optimized accuracy results for all combinations of feature sets using RF and SMO,
respectively. In both Tables we also present the precision, recall and F-score results for
each category and for all feature set combinations presented in Table 2.

The optimized results in Table 3 for the RF model have been achieved with 800
trees (experiments were conducted for various numbers of trees between 100 and 1200)
and seed = 3. On the other hand, the optimized results in Table 4 for the SMO model
have been achieved with Normalized Polynomial Kernel, toleranceParameter = 0.003,
c = 9 and randomSeed = 1. For both ML methods, parameters that are not mentioned
here are kept with their default values. Any change in their values did not improve the
classification performance results.

Table 2. Accuracy results (%) for various combinations of feature sets using 3 ML methods

SMORFJ48Combinations of features

80.881.069.6624 textual features
57.358.455.14000 visual features
79.882.372.959 textual features (Best First  – 565 were 

filtered)
52.159.454.231 visual features (Best First – 3969 were 

filtered)
81.268.569.7624 textual & 4000 visual features
80.868.569.559 textual & 4000 visual features
83.985.268.4624 textual & 31 visual features
82.985.972.759 textual & 31 visual features
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Below we provide some general conclusions that can be drawn from Table 3:

• The best combination of features (59 textual features and 31 visual features)
achieves an accuracy value of 86.7 % and F-score values between 81.7 % and
88.6 % for the four categories.

• The precision values for the textual feature sets (624 and 59 textual features) are
significantly higher than the corresponding recall values for the categories “Health”
and “Politics”. Higher precision values indicate less false positives, which means
that the RF method with the use of the textual features has a high ability to present
relevant “Health” and “Politics” documents. Similar observations can be made for
the feature combinations that include both textual and visual features, probably due
to the decisive impact of the textual features.

• On the other hand, the recall values are significantly higher than the corresponding
precision values for the categories “Lifestyle-Leisure” and “Nature-Environment”.
Higher recall values indicate less false negatives. This means that the RF method
has a high ability to classify “Lifestyle-Leisure” and “Nature-Environment” docu-
ments accurately.

• The worst results for all types of feature combinations are obtained for the cate-
gories “Health” and “Politics”. A possible explanation is that these categories
contain a widespread variety of topics and therefore, their features vary strongly.

Table 3. Classification results (%) for different combinations of feature sets (RF with the best
parameter values)

Combinat-
ions of 

features
Acc

Health Lifestyle-
Leisure

Nature-
Environment

Politics

Pre Rec F-s Pre Rec F-s Pre Rec F-s Pre Rec F-s

624 textual 83.1 93.3 59.4 72.5 79.2 92.0 85.1 81.3 91.7 86.2 88.1 74.7 80.8

4000 visual 58.3 61.1 57.2 59.1 53.6 66.9 59.5 58.3 63.5 60.8 66.7 40.4 50.3

59 textual 82.5 83.1 71.1 76.7 79.4 85.0 82.1 83.1 88.8 85.8 85.2 76.9 80.8

31 visual 59.7 59.8 57.2 58.5 57.1 67.8 62.0 59.2 66.0 62.4 30.2 66.5 41.5

624 textual & 
4000 visual

67.8 77.4 56.7 65.4 60.2 77.0 67.6 68.5 75.8 72.0 76.1 51.6 61.5

59 textual & 
4000 visual

69.0 83.2 61.0 70.4 58.4 81.3 67.9 72.5 75.4 73.9 76.2 49.8 60.2

624 textual & 
31 visual

84.9 87.7 65.1 74.7 82.0 91.1 86.3 83.2 93.1 87.9 91.1 77.6 83.8

59 textual &
31 visual

86.7 89.2 75.4 81.7 85.7 90.2 87.9 85.8 91.7 88.6 88.0 81.9 84.8
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Below we provide some general conclusions that can be drawn from Table 4:

• In contrast to the best RF combination of features (59 textual features and 31 visual
features), the best feature combination for SMO uses 31 visual and all 624 textual
features. This combination achieves an accuracy value of 85.2 % and F-score values
between 82.6 % and 86.2 % for the four categories.

• Similar to the RF results, the SMO precision values regarding the best unique
textual feature set (624 textual) are significantly higher than the corresponding
recall values for the categories “Health” and “Politics”. On the other hand, for the
majority of the feature sets, the recall values are significantly higher than the cor-
responding precision values for the categories “Lifestyle-Leisure” and
“Nature-Environment”. Finally, just like in the case of the RF model, the SMO
worst results are obtained for the “Health” and “Politics” categories for almost all
types of feature combinations.

6 Summary, Conclusions and Future Work

In this study, we present a comparative classification study of news documents using
three popular ML methods (J48, RF, and SMO), and different combinations of
key-phrases (word n-grams excluding stopwords) and visual features. This comparative
study is in contrast to two previous studies [22, 23] that also perform classification with

Table 4. Classification results (%) for different combinations of feature sets (SMO with the best
parameter values)

Combina-
tions of 
features

Acc
Health Lifestyle-

Leisure
Nature-

Environment Politics

Pre Rec F-s Pre Rec F-s Pre Rec F-s Pre Rec F-s

624 textual 82.3 89.9 66.8 76.6 79.0 86.5 82.6 81.1 90.2 85.4 85.2 75.1 79.8

4000 visual 57.9 59.2 55.1 57.1 55.5 65.3 60.0 57.9 61.3 59.6 61.2 45.5 52.2

59 textual 76.6 72.8 71.7 72.2 71.0 75.8 73.3 80.5 79.4 80.0 79.9 76.2 78.0

31 visual 55.8 52.2 50.3 51.2 52.2 58.6 55.2 57.9 65.1 61.3 60.6 41.2 49.0

624 textual & 
4000 visual 71.2 72.4 60.4 65.9 68.9 77.6 73.0 70.9 78.5 74.5 74.9 59.2 66.1

59 textual & 
4000 visual 54.7 51.9 42.8 46.9 50.8 65.0 57.0 54.6 64.0 58.9 69.7 35.7 47.2

624 textual & 
31 visual 85.2 87.9 78.0 82.6 85.3 87.1 86.2 83.5 88.4 85.9 86.4 82.7 84.5

59 textual & 
31 visual 83.9 86.5 75.4 80.6 81.4 88.7 84.9 86.3 85.7 86.0 81.8 81.2 81.5
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both textual and visual features but using only one ML method, one combination of
textual and visual features and no feature selection.

Using the N-gram textual feature set containing 624 features led to an accuracy
result of 81.0 %. This result was much better than the accuracy result (58.4 %) obtained
for the visual feature set containing 4000 low-level features. A possible explanation for
this finding is that the textual features describe widespread information about the whole
text, while the visual features describe information about only one representative
image. The use of the best combination of feature sets (59 textual features and 31 visual
features) and the best parameter values for the RF model (800 trees) resulted in an
accuracy result of 86.7 %. Regarding SMO, the use of the best combination of feature
sets (624 textual features and 31 visual features) and the best parameter values led to a
small accuracy improvement of 1.3 % (from 83.9 % to 85.2 %).

Suggestions for future research are: (1) Define and implement additional types of
features, such as function words, morphological features (e.g. nouns, verbs and
adjectives), quantitative features (e.g. average number of letters per word, average
number of words per sentence) and web-oriented features, (2) Define and implement
high-level visual concepts, in order to employ them in the classification tasks and
(3) Apply additional ML methods to larger datasets in the news documents area, as well
as in other areas, using various combinations of textual and visual features.
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Abstract. Public repositories of scientific and business workflows are
gaining growing attention as a means to enable understanding, reuse
and ultimately the reproducibility of the processes such workflows incar-
nate. However, as the number of workflows hosted by such repositories
grows, their users face difficulties when it come to exploring and query-
ing workflows. In this paper, we explore a functionality that can help
repository administrators to index their workflows, and users to identify
the workflows that are of interest to them. In particular, we investi-
gate the problem of finding frequent and similar fragments in workflows
using graph mining techniques. Our objective is not to come up with
yet another graph mining or similarity technique. Instead, we explore
different representations that can be used for encoding workflows before
assessing their similarity taking into consideration the effectiveness and
efficiency of the mining algorithm.

1 Introduction

In many experimental scientific domains, scientific workflows have been used to
encode in-silico experiments in the form of flow of data consuming and producing
programs or services, thereby allowing scientists to gain better understanding of
the phenomenon or hypothesis they are investigating. The design of scientific
workflows can however be a difficult task as it requires a deep knowledge of the
domain as well as awareness of the programs and services available for imple-
menting the workflow steps. To overcome this obstacle and facilitate the design
of workflows, many scientific workflows repositories have emerged, e.g., myEx-
periment [1], Crowdlabs [2] and Galaxy [3] to share, publish and enable reuse of
workflows. For example, De Roure et al. [1] pointed out the advantages of sharing
and reusing workflows as a solution to face the difficulty and cost of design.

Sharing and publishing workflows is however not sufficient to enable their
reuse. Over the past several years, an important number of workflows has been
shared by scientists in several domains on the myExperiment workflow reposi-
tory. As the number of workflows hosted by such repositories grows, their users
face difficulties when it come to exploring and querying workflows. Indeed, users
will still have to go through published workflows to identify those that are rele-
vant for their purposes. The situation is exacerbated by the fact that the number
of workflows hosted by workflow repositories in rapidly increasing. To overcome
c© Springer International Publishing Switzerland 2015
J. Cardoso et al. (Eds.): KEYWORD 2015, LNCS 9398, pp. 76–87, 2015.
DOI: 10.1007/978-3-319-27932-9 7
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this problem, mining techniques can be utilized to automatically analyze the
workflows in the repository with the objective to provide templates that assist
users in the design of their own workflows, thereby allowing them to take advan-
tage of a knowledge-asset gained and verified by their peers.

Several works have been proposed in the literature for mining workflows (see,
e.g. [4–6]). Unlike these proposals, our objective is not to propose yet another
mining algorithm. Instead, we investigate the graph representations that can be
used to encode workflow specifications into graphs before they are examined by
existing graph mining algorithms. (We are particularly interested in sub-graph
mining techniques that find commonalities among fragments of workflows that
may correspond to important functions.) In doing so, we take into consideration
the cost in terms of time that the graph mining algorithm spends given a work-
flow representation, and the impact of the representation on the effectiveness of
the mining algorithm results. Specifically, we make the following contributions:

– We systematically compare different representation models for encoding a
workflow in a graph format. The models were compared in terms of efficiency
and qualitative aspects of the mining algorithm.

– The workflows uploaded within a repository are specified by different scien-
tists. Therefore, they are likely to use different (geneous) names for workflows
and activities in the workflows. We advance the state of the art by taking into
consideration such heterogeneity. Specifically, we augment the mining task
with a pre-processing phase that homogenizes the names used for the activi-
ties and parameters of the workflows before running the mining algorithm.

– We elaborated a method that reuse the knowledge encoded in frequent work-
flow fragments for facilitating workflow design by recommending such frag-
ments to the designer during workflow specification.

The paper is structured as follows. We start by analyzing related works
in Sect. 2. We present our solution for mining frequent workflow fragments in
Sect. 3, some preliminary experimental results in Sect. 4 and conclude the paper
in Sect. 5.

2 Related Work

There are two lines of work that are close to our proposals which we analyze
in this section and compare to our work: workflow similarity and mining, and
semantic enrichment as a means for improving workflow discovery.

Workflow Similarity and Workflow Mining. The literature of business and sci-
entific workflows is rich with proposals that seek to mine existing workflows
and/or identify similarities between workflows. Existing work on workflow min-
ing, focused mainly on deriving a workflow specification (usually as a petri-net)
from logs of executions of the workflows. There are however some proposals that
focused on examining workflow specification using clustering [7] and case-based
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reasoning [8], among other techniques. For example, in the case of clustering-
based techniques, several similarity measures were employed to estimate the
distance between workflows. For example, Bae et al. [4] proposed a metric that
uses tree structures to take into account flow blocks such as parallel branching
and conditional choice. Wang et al. estimate the similarity between workflows
based on the representation of workflows as Event Condition Action rules (ECA)
that encode the workflows [9]. Other authors apply sub-graph isomorphism tech-
niques, e.g. [5,6].

The above methods assess the similarity between entire workflows. In our
work, we are interested in identifying the similarity between fragments of work-
flows. In this respect, our work is more related to the proposal by Diamantini
et al. [10] who applied hierarchical graph clustering method in order to extract
common fragments of workflows. We focus on fragment as opposed to entire
workflows since there are more (realistic) opportunities for reuse at the level of
the fragment as opposed to the entire workflow. In other words, the chances that
the user find a workflow that match her needs are slim. On the other hand, the
chances that she find workflows that contains one of more fragments that may
help her composing her workflow are more substantial.

Improving Similarity using Semantic Enrichment. A comparative study of differ-
ent methods for scientific workflow matching confirms that inclusion of external
knowledge improves both computational complexity and often improves result
quality [11]. While the application of semantic enrichment has received notable
attention in the literature as a means to enhance the quality of workflow match-
ing, enhancing the quality of fragments matching has received less attention and
is by and large unexplored.

One of the main issue that benefit from semantic enrichment is that of het-
erogeneity in naming labelling of the parameters of the workflows and their con-
stituent activities. To do so, taxonomies are used to infer relationships between
activities and their parameters [12,13]. We use a different strategy by augment-
ing existing sub-graph mining techniques [12–15] by using a semantic filter that
prune the database from unneeded workflows (i.e. noise) and delimit the search
space. Trying to make a naive clustering of workflows in a repository would lead
us to inefficient and limited method, given workflow repository size. Moreover, a
striking distinction is that the previous works [13,14,16] propose the most reused
fragments among the dataset as templates. Instead our work consists on assist-
ing designer, i.e. on demand, we derive the mining process to choose the most
probable component thta could help him. Due to the large collection of avail-
able data on-line, the number of templates increases, which leads the designer
to a heavy activity of browsing and analysis the pool of templates in order to
understand what could be useful to him.

The potential of the graph representation model of workflows to enhance not
only the temporal complexity but also the effectiveness of the clustering method
has been addressed only recently. This problem was tackled by Diamantini
et al. [10] and to the best of our knowledge it’s the only proposal that is partially
related to ours. We expand the comparative study of Diamantini et al. using an
additional representation alternative.
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3 Methodology for Recommending Relevant Workflow
Fragments

We present in this section a methodology that combines semantics-based tech-
niques and workflow encoding techniques to support effective and efficient sci-
entific workflow mining. Our goal is to use the mined workflow fragments in a
recommendation system for workflow modelling. Figure 1 illustrates the overall
approach. While specifying her workflow (see the life cycle of workflow design
on the left hand side of the figure), the user can submit a fragment of her work-
flow to our system to identify similar fragments within the workflow repository.
The user may do so for several reasons. For example, she may have an idea of
how the steps within the fragment she submits are related to each other but
does not know what programs (services) can be used to implement them. In this
case, our system will return to the user candidate fragments from the repository
where the steps are bound to actual programs (web services). The user can then
choose one of the fragments returned by the system to replace the (abstract)
fragment she has in her workflow. The user can also submit a fragment to mine
existing similar fragments to examine how her colleagues or other third party
users designed them. This may help the user improve the design of the fragment
within her own workflow, for example.

Once the workflow fragment is submitted to our system (right hand side of
Fig. 1), it is transformed into a graph representation that can be processed by
the mining algorithm, in this case the SUBDUE algorithm [17]. Before mining
the repository, a filtering operation is performed to rule out workflows that are
unlikely to contain true positive fragments. The mining algorithm is then applied,
and the corresponding fragments in the workflow repository are extracted and
returned to the user.

The challenges to be addressed are the following:

– How to find frequent patterns in the repository?
– Which graph representation is best suited for formatting workflows for mining

frequent fragments?
– How to deal with the heterogeneity of the labels used by different users to

model the activities of their workflows within the repository?.

A. Workflow Encoding. In the following we explain how we address the
above challenges. In order to extract frequent patterns, we use an existing graph
mining algorithm, SUBDUE [17]. SUBDUE is a heuristic approach that uses a
measure-theoretic information, the minimum description length, to find impor-
tant subgraphs. Thus, the workflow model must be translated to a graph format.
To this end, we studied some of state-of art representation models and proposed
one that can enhance the running time, the memory space required, and also
the significance of the patterns extracted. In fact, the impact of representation
model is of major importance. In addition, we proposed to semantically filter the
input data before running the mining algorithm in order to prune the database.
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Fig. 1. An overview of the recommendation system

The pretreatments proposed improve the results as shown in the evaluation
section. Instead of translating the whole workflow into a graph format in the
pretreatment phase, we just take into account the fragment specified by the
user. The preprocessing phase consists of transforming a rich workflow fragment
into a compact graph representation. Indeed, the level of compactness depends
on the representation model selected. As demonstrated by Diamantini et al. [10]
and supported by our empirical results which we report on in the evaluation
section, the choice of the encoding model affects not only the time required for
mining fragment, but also the relevance of the fragments returned. Indeed, com-
pact representations would require less processing time by the mining algorithm.
On the other hand, they lead to a loss of information that may impact the qual-
ity of the results returned. Therefore, there is a trade-off to be made between
the compactness of the graph representation and the loss of information. As the
ability to handle large repositories is crucial, this trade-off became more difficult
for large repositories.

A workflow consists of a set of activity and control flow nodes. Typical control
flow operators are sequence, parallel execution of branches (AND-split, AND-
join), exclusive choice of branches (XOR-split, XOR-join), and loops. To describe
a sequence of activities the operator (SEQ) is used, for a parallelism the operator
used is (split) and for a merging of activities the join operator (join). The opera-
tor (AND-join) means that an activity starts when all the previous activities are
terminated; while a XOR-join means that an activity only begins when at least
one of the previous activities has finish. The operator (AND-split) means that
the end of an activity triggers the beginning of all the linked activities; while
a (XOR-split) means the end of an activity triggers the beginning of a single
activity from the linked activities.

In the experiment conducted by Diamantini and coauthors, they considered
three representation models A, B and C (see Fig. 3). In all these models, the
activities are mapped to the so called activity nodes, while the representa-
tion of operators differs from one model to another. Specifically, in model A,
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each operator is represented by two nodes one node called control node which
is labelled “operator” and a second one which is used to specify the type of
operator called control node. The labels that can be assigned to the latter one
are: sequence, AND or XOR. The model A does not explicitly mention the dif-
ference between JOIN and SPLIT which can be deduced from the number of
ingoing and outgoing arcs. On the other hand, Model B assigns a control node
to each operator, i.e., AND-split, XOR-split, AND-join, XOR-join. The operator
SEQ is not explicitly represented by a node, instead it is translated into an edge
connecting the activity nodes in question.

Fig. 2. An example of BPMN process (Figure extracted from [9]).

According to the experiments conducted by Diamantini et al., model A is
the most costly in terms of execution time and also the less effective as it gen-
erates the least significant patterns. Indeed, when using representation model A
the majority of nodes are control nodes. On the other hand, the model C con-
tains no control node. The advantage of the model C is that the edges conveys
information about the nodes attached to and the nature of the operator con-
necting them, which resulted in a gain in terms of storage space and execution
time required. However, the disadvantage of model C lies in the mapping of the
“XOR” operator; a graph is generated for each alternative which makes spatio-
temporal complexity grow exponentially with the size of input data. Indeed, let
consider the case, where during the parsing of the original business process to
convert into graph format the next node type is XOR-split with at least two
incidents arcs, the number of graphs generated is doubled. In addition, if we
consider an example repository where one of its most common substructures
includes an operator XOR, this knowledge will not be discovered. Each path
of the XOR operator will be extracted separately but the fragment of business
processes which contains all of these alternatives will not be considered as a
whole. However, the model C is suitable for the discovery of typical pathways,
which can be useful depending on the applicative domain.

Compared to model A and C, the model B has the higher level of compact-
ness without a loss of information. In fact, representation model B reflects most
closely the initial business process scheme. Therefore, patterns discovered based
on this latter model are more interesting than those extracted by model A and
C for searching and indexing cases.

We suggest a new representation model for workflows. We tried to take advan-
tage of the previous models A, B and C and come up with a new model D that
alleviates the disadvantages of such representation models. Specifically, we use
the same strategy as the model C in the sense that no control node is used.
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The arc connecting the activity nodes will be directly labelled with a label indi-
cating the kind of the control operator connecting the nodes. The XOR-join and
XOR-split operators will not be treated in the same way as in the Model C.
The difference between a JOIN and SPLIT will be implicitly deduced from the
number of ingoing and outgoing arcs, as in the model A. Moreover, the model
D will assume three types of labels: SEQ, AND, XOR. Do we have to follow the
strategy used in model C or model B; In addition to mention the operator con-
necting the nodes directly on edges, shall the edges conveys information about
the nodes attached to? These problematic, haven?t been resolved yet, so we pro-
pose an experimental study where testing two version of Model D, referring the
activities and the operator nature namely D and referring just the operator node
namely D1.

Fig. 3. Graphic of Different representation models A, B, C and D.

B. Semantic Filter. The major challenge we deal with is to propose an efficient
and effective identification of similar fragments in a heterogeneous collection of
scientific workflows. To improve the quality of results, we filter out irrelevant
workflows by selecting only those that meets some criteria specified by the user.
Specifically, we only consider workflows the activities of which are tagged with
labels that are similar to keywords that are entered by the user. Such keywords
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may be for instances the tags that are used to label the activities in the workflow
fragment submitted by the user.

To identify relevant workflows, we use semantic similarity that considers the
terms (words) used to label the activities within the workflow. Let consider set1
a set of words employed by the user, set2 a set of distinct words existing in the
repository. We calculate the degree of similarity between all the pairs of words
used from the fist set (set1) and the second set associated to the repository (set2).
If the degree of similarity is significant the concerned workflow will be selected
for the mining step. To calculate the degree of similarity between two given
words we used semantic similarity measure based on list of synsets returned
by Wordnet. Let consider W a set of words, Syn(w) a set of Synsets related
to a given word w. A similarity relation that matches two words w1 and w2

returns true if the intersection of the synsets of the two words is not empty, i.e.,
Syn(w1) ∧ Syn(w2) �= ∅. It returns false, otherwise.

A workflow is considered similar if it contains at least one label semantically
related to one of the labels entered by the user (which may simply consist of the
labels used to identify the activities in the fragment she submits to the system).
Then, the subset of Workflows/business process selected will be homogenized;
similar labels are replaced by the synonym given by the user. This second phase
is aimed to delimit the search space and eliminate the unneeded workflows that
may decrease the quality of results. In fact, running the mining phase on the
whole base will lead us to propose the most common fragments in a general way
but not necessarily those interesting for the user. Once the data preprocessing
performed, the system applies the SUBDUE algorithm to extract the recurrent
motifs. Then the list of common fragments is displayed to the user.

4 Empirical Evaluation

The methodology we have just described raises the following two questions: Is
the representation model that we propose suitable for mining frequent workflow
fragments? And, does the semantic filter improve the results of the matching
algorithm? In this section we report on empirical evaluations that we conducted
to answer the above questions.

Experimental Setting. We conducted two experiments. The first aims to val-
idate our proposed representation models, D and D1. The second experiment
assesses the impact of the semantic filter. The two experiments were carried
on a DELL machine with an Intel Core i7-2670QM processor with a 2.20 GH
frequency. In each experiment, we used the SUBDUE 5.5.2 tool for implement-
ing the sub-workflow mining algorithm phase. In the following experiment we
configured SUBDUE by choosing the MDL as a selection criterion with beam
width equal to 4 and the number of top substructures returned is set to 10. To
implement our solution, we used the Java API for WordNet Searching (JAWS)
[18] to retrieve the synsets of a given label from WordNet [19].
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In our case, we evaluate a recommender system that seeks to predict the
interest ‘preference’ of the user. As the user target is known ahead, the effec-
tiveness of the returned patterns can be reduced to a calculation of precision
and recall for the first experiment and to a calculation of accuracy (less informa-
tive but sufficient) for the second one. In order to avoid giving the same weight
to an activity node and any element proper to the representation model (e.g.
control node) we will re-translate the top substructures returned by SUBDUE
to a BPMN business process model notation. On an efficiency level, we aim to
compare execution time and memory-space performances.

In the first experiment, we compared the representation models, namely A,
B, C, D and D1. On an effectiveness level, our goal is to particularly show the
drawback of the representation model C when it comes to deal with databases
containing a quite significant number of XOR operators. To this end, we gen-
erated three datasets composed by 30, 42 and 72 workflows. The datasets are
composed of a mixture of some synthetic workflows (extensions of Fig. 2) and
some real ones selected from the Taverna 1 repository, with preserving the goal
that the most recurrent sub-structure containing a XOR link.

In the second experiment we used real world workflows, namely the Taverna
1 workflows, which represent the largest subset of the workflows published on
the well-known myExperiment repository1. The dataset consists of 498 public
workflows. In the experiment we imagined the case where a user wants to use the
tell service but she does not know how it should be properly used. She only knows
that it may contain a local processor named tell. Our objective is to evaluate
the impact of the semantic filter. For this purpose, we repeated the experiment
twice, i.e., with and without preprocessing the input data by the semantic filter,
to assess the difference.

4.1 Evaluation Results for the Fist Experiment

Figures 4 and 5 illustrate the size of the graphs created using the different repre-
sentation models. It shows that model A is the most expensive in term of space
disk required to encode the base in graph format. Our results confirm those
reported by Diamantnini et al. Although, the model A requires the longest exe-
cution time (at least 7 times more than all other models), but not mentioned
in Fig. 5. The qualitative performances of the A model depends on the dataset
size; it can reach 0 % in terms of recall with the dataset size is important.

Regarding the C model, as expected, Fig. 4 shows that it require more than
twice the number of edges and nodes required by the models that we propose,
namely D and D1. In addition, the C model performs a recall rate that varies
between 0 % and 61.54 % for all tested databases which confirms that it can, at
best, discover only one alternative at a time (in our case there are 2 alternatives
attached to the XOR node).

Qualitatively, the B model performs much better than the previous two
models, A and C. On the other hand, models B and D led to very similar accu-
racy performances. Although, the B model B was able to discover more relevant
1 http://www.myexperiment.org/home.

http://www.myexperiment.org/home
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Fig. 4. Input Size Fig. 5. Performances of the different Representation models

workflow elements than model D (about 10 % more), it returned more useless
or irrelevant workflow elements (around 7 %). Regarding the disk space, the B
model requires, between 25 % up to 40 % more than the model D and D1.

Based on results in Fig. 5, we can notice a common precision performance
between models D and D1. This performance is due to the fact that these two
models do not use control nodes, thereby avoiding a negative inference on the
results (negative influence of the precision). Note also that labeling the edges
lead to specializations of the same abstract workflow template and consequently
affects the quality of results returned (negative impact on the recall).

As SUBDUE loads the input data and performs all calculations in main
memory, reducing the search space and the input file size, would also reduce the
amount of memory required and computation time. Moreover, the D1 model also
requires the smallest space compared with the other models. We can therefore
conclude from this first experiment that the D1 model was not only able to
extract the most significant substructure but also in a relatively short execution
time and required the least memory space. The performance achieved by our
model D1 through this experiment has proven its effectiveness and efficiency. In
the second experiment, we will be using model D1 for representing workflows.

4.2 Evaluation Results for the Second Experiment

Table 1 summarizes the results of the second experiment, which we ran to assess
the impact of the semantic filter on the results. To this end, we repeated the
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experiment twice, with and without processing the initial dataset using the
semantic filter. Table 1 shows that the use of the semantic filter caused a reduc-
tion of 99 % of in the input date size (bits) which dramatically improved the
execution time. Indeed, when performing the SUBDUE algorithm on the repos-
itory as a whole, the required execution time was 36 times more than what is
required when applying the semantic filter. Furthermore, the accuracy of the
sub-structure returned met the user needs.

Table 1. Experimental results of the filtering experiment

Size of Input data (bits) Time(sec) Accuracy(%)

Model D without using the
semantic filter

353970 36.83 0

Model D using the semantic
filter

47 00.00 100

5 Conclusion

We presented in this paper a methodology for improving the reusability of frag-
ments within workflow repository, with the objective of allowing workflow design-
ers to benefit from existing workflows (and the knowledge they encompass) when
designing new workflows. Specifically, we examined the representation model
that can be used for formatting workflows before they are mined. Moreover,
we showed how semantic similarity can be used to improve the quality of the
search conducted by the user. The experiment shows the effectiveness of the
representation model and the semantic filtering in improving the performance of
the mining task. The work presented in this paper is preliminary. Our ongoing
work aims to examine how the user can formulate their search for fragments and
how fragments from different workflow specification can be combined to meet
user needs. We also intend to perform a larger scale evaluation to assess the
performance of the solution proposed.
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Abstract. Internet access on mobile devices used to be thought of as a
service useful only for people on the move. Some mobile browser users
are simply looking for quick access to specific information. They may
be checking their online grocery list, looking up for an address, or try-
ing to find the best Italian restaurant within a five minute walk. The
abilities of applications on native platforms stayed rather consistent for
over 10 years, but in the past several years we have seen the web plat-
form increase its ability to handle web applications, with almost the
same fidelity as native applications. Expose APIs and web services are
available for a wide range of data sets or services like weather, maps
and locations. In this paper, we propose an easy and fast alternative of
mobile application development, using existing resources as web services
or exposed APIs. We present the design of a search-based mobile appli-
cation prototype (AgileDBLP) using the exposed data set of DBLP
Computer Science Bibliography. We consider that this application will
be useful for scientists or common people.

Keywords: Keyword search · Digital libraries · Open data · Mobile
application · Web APIs

1 Introduction

Digital Libraries that present scientific articles and publications like DBLP1,
ACM Portal2 and Google Scholar3 grow every year and are important for pre-
senting overall scientific performance. Basic searches in these databases are pro-
viding results that match the keywords searched, but are affected by inconsistent
information. The initiative of open data is also another good resource that could
be considered when you want to create a new and innovative application or one
that only promotes information [6].

1 http://dblp.uni-trier.de.
2 http://dl.acm.org/.
3 https://scholar.google.com/.
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The main objective of this paper is to show a method for an easy and fast
development of a mobile application using existing services and exposed APIs.
The main goal is to promote the development of mobile applications using exist-
ing resources. This application will be a prototype that will be extended in order
to analyze the evolution of a scientific community.

We developed AgileDBLP, a mobile application on Android (prototype)
using the exposed API from DBLP database. The information is displayed in a
simple and well-structured manner, in order to be easy for the user to access it.
This application will be developed for the scientists that usually go to conferences
and assist to presentations of new technologies, or new proof of concept designs.
If the information presented is of interest for the attendee, then he will be able
to search additional information about the presenter or about the author of that
concept (he can verify what other papers the presenter published, who are the co-
authors, what other conferences has he attended etc.), directly from his mobile
phone or tablet. Another approach is based on semantic analysis for modeling
profiles and interactions based on digital content [7].

AgileDBLP prototype is proposed as a fast and intuitive way to access the
DBLP web portal from mobile devices such as smart-phones and tablets. It will
be a simple and efficient information tool customized by each user according to
their preferences and interests.

The paper is structured as follows. Section 2 presents the background and
related work in the field of digital libraries. Section 3 describes the AgileDBLP
prototype, while Sect. 4 highlights the user interface. The paper ends with Sect. 5
presenting conclusions and future work.

2 Related Work

There are two articles that describe the structure of the xml returned by DBLP
exposed API and how to handle the requests: “DBLP - Some Lessons Learned” [4]
and “DBLP-filter: effectively search on the DBLP bibliography” [1]. Those arti-
cles helped us understand the structure of the xml returned and passed by our
custom parser. The DBLP service evolved from a small bibliography specialized
in database systems and logic programming to a digital library covering most
of the domains of computer science [5]. In June 2015, DBLP indexes 3 million
publications from major information sources: VLDB, IEEE transactions, ACM
transactions, etc.

Extended search capabilities are provided through Complete Search DBLP,
which provides a fast search-as-you-type interface to DBLP, as well as faceted
search. Search features available: prefix search, exact word match, Boolean,
phrase search, specify number of authors, only first- authored papers, etc.

Since we started our study it seems that the developer Ivano Malavolta has
already published a mobile application named QuickDBLP on Google play App
Store [2]. Because we want to extend our prototype in order to analyze scientific
communities and DBLP is only our first data resource, we decide to develop
our own application. Also, the entire idea of our application works around the
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concepts of open data and linked data, so we have conducted a research on these
subjects in order to find out the rules that define open data, in which situations
we can use the data we find on the web and if we can put it out openly, to be
reused.

The publications of an author are typically identified by the author’s name.
The information that can be usually found in bibliographic digital libraries
includes title, co-author(s), abstract, year of publication, number of citations,
publication venues and links to the full-text document. Many scientists now
organize their knowledge of the literature using some kind of computerized ref-
erence management system (BibTeX, EndNote, Reference Manager, RefWorks),
and store their own digital libraries of full publications as PDF files [3].

In an era in which the development of technology allows collecting and storing
information in electronic format, one would think that access to these databases
is easier. Technically speaking, this might be true in most cases, but the main
barriers today are security, economic and legal related.

With the amount of Internet search time spent on mobile devices continually
increasing, its no surprise that various digital libraries and even applications for
academic publications have extended their support on mobile platforms as well.
On September 23, 2013, Mendeley announced iPhone and iPad apps that are free
to install and recently announced (17 March 2015) the first version for Android
2. Also, ACM DL offers free apps for Android, iOS and Windows.

Although the research on mobile libraries is very recent, there have been some
interesting findings regarding user perceptions on digital libraries in mobile con-
text. X. Zha, J. Zhang and Y. Yan conducted a study in 2014, “Comparing
digital libraries in the Web and mobile context from the perspective of the dig-
ital divide” [8], meant to explore and compare users perceptions of web digital
libraries and mobile digital libraries in terms of ease of use and usefulness. The
comparison of ease of use and usefulness employed by the authors showed that
web digital libraries significantly exceed mobile digital libraries.

3 AgileDBLP Prototype

DBLP dataset is available from the location http://dblp.uni-trier.de/xml/dblp.
xml and contains all the bibliographic records. The DBLP Computer Science
Bibliography evolved from an early small experimental Web server to a popular
service for the computer science community. Many design decisions and details
of the public XML-records behind DBLP were never documented.

All the records from DBLP database are exposed in XML and JSON format,
according with the schema presented in Fig. 1. When you search for a person in
DBLP, the query is interpreted as a set of prefixes of a name. The result of the
query could be a list of persons with names that include your searched words.

AgileDBLP is an Android application that retrieves data from the DBLP
database using the DBLP exposed API. At this stage, we intend to implement
a prototype of this application and then, in the next stage, continue with an
extension of this prototype. The first stage of our prototype will be an Android

http://dblp.uni-trier.de/xml/dblp.xml
http://dblp.uni-trier.de/xml/dblp.xml
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app with a graphical user interface that is simple to use and at the same time is
able to provide all the important information to the users. Our application will be
supported on Android version 4.0 and above, and the UI will stay consistent with
Android design principles. The AgileDBLP prototype specification contains
primary and secondary characteristics.

Fig. 1. AgileDBLP prototype.

The primary characteristics are:

– Search for an item in the DBLP portal;
– Access the Articles bibliography;
– Access to the Article’s electronic edition (if present);
– Save and organize a specific search (e.g. search by author John Nash) in order

to repeat the search at any time without having to retype the name of the
element to be searched.

The secondary characteristics are:

– Add to any item saved from its own resources, a small comment;
– Ability to identify every item that is saved (either a research or an article)

with a label entered manually by the user;
– Ability to perform advanced searches, if the field author/title is not enough

to identify the article, referring to other fields (Title, Author, Year, Venue,
Type)

– Ability to customize the displays brightness without exiting the application.

The application is using the XML-based data set provided by DBLP. For each
search operation, we will send a request to DBLP server with the parameters
from the user’s search. The server provides us with records that contain the
bibliographic information needed to be saved locally if the user decides to store
the element between its data. The heterogeneity of the sources for this type of
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data does not allow us to use an unique data structure, therefore the application
will connect to the above link via a simple web browsing. Such content will
not be saved locally, the only information that will be saved will be the link
to the site. The application does not require a login to access the data so we
do not need a server for the prototype. Referring to the AgileDBLP sitemap
scheme presented in Fig. 1(b) we consider the reading facilitation of the retrieved
information.

In Fig. 1(c) we present the workflows available in AgileDBLP prototype.
To follow the right paths we have to test if we have results for the query. If the
outcome of the query returns a list of results, the user will choose the desired
one. Alternatively, if there are no results, the user will try another query.

4 AgileDBLP Implementation and Use Cases

In this section, we will briefly present the basic use cases implemented in AgileD-
BLP prototype (see Fig. 2).

Scenario 1 - Search by author name (see Fig. 2(a)). After the application
loads you must type an author name in the available search field. If your search
by author presents an ambiguity, or more than one author references the keyword
entered, you will get a simple scrollable list where you can tap on the author
you searched for.

Fig. 2. AgileDBLP interface.

Scenario 2 - View author profile (see Fig. 2(b)). After the search by author
name, you will see the list of returned results. To view the author profile, you
must select one of the results included in the list. If you select an author from
the co-authors list you will navigate to his profile.

Scenario 3 - Search an article by title. In order to search for an article
you must enter the keywords in the available search textfield and check the title
checkbox. We use that information to create a custom query for the DBLP API
that will return an article object. The default search returns person objects.
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5 Conclusions

In this paper, we have used an existing exposed API of the DBLP project to
create a mobile application. We encourage the developers to use existing exposed
APIs to create their mobile applications. AgileDBLP is an useful application
for people from the scientific community. More features for this application will
be developed (e.g.: top co-authors of an author, aggregate other data sources like
Google Scholar and ACM Portal, etc.) in the next iteration and we will publish
an updated version on the Google play App Store, in order to be able to test
the interest and the needs of our targeted users.

We plan to extend this application once we have a feedback from our users
(using the reviews that we will receive on the Google Play application pagel).
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Abstract. Part-whole relations are ubiquitous in our world, yet they do
not get “first-class” treatment in the data managements systems most
commonly used today. One aspect of part-whole relations that is par-
ticularly important is that of attribute transitivity. Some attributes of
a whole are also attributes of its parts, and vice versa. We propose an
extension to a generic entity-centric data model to support part-whole
relations and attribute transitivity and provide more meaningful results
to certain types of queries as a result. We describe how this model can be
implemented using an RDF repository and three approaches to infer the
implicit information necessary for query answering that adheres to the
semantics of the model. The first approach is a naive implementation
and the other two use indexing to improve performance. We evaluate
several aspects of our implementations in a series of experimental results
that show that the two approaches that use indexing are far superior
to the naive approach and exhibit some advantages and disadvantages
when compared to each other.

1 Introduction

Part-whole relations exist virtually everywhere and their modelling plays an
important role in many application domains [6]. Despite this, they do not get
“first-class” treatment in the data managements systems most commonly used
today.

Part-whole relations have a number of properties and can be subdivided into
different, more specific, kinds of relations. The conceptual modeling of part-
whole relations and their different types and properties is a big challenge in
itself and has been studied previously. The work in [1] provides a good summary
of the difficulties and nuances involved. We believe that from all properties of
part-whole relations the one that is most universal and deserves built-in support
in a general-purpose data management system is that of attribute transitivity.
It is very common to find that if some entity x is part of other entity y, some
c© Springer International Publishing Switzerland 2015
J. Cardoso et al. (Eds.): KEYWORD 2015, LNCS 9398, pp. 94–107, 2015.
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attributes of x are also attributes of y and vice versa. For example, if Bob is an
employee that works for the R&D department of company X, he also works for
company X. Similarly, the person who owns a car usually also owns the car’s
engine. Query answering should take this transitivity into account: given that
the contents of a database include “Bob works for R&D” and “R&D is part of
company X”, the answer to the question “who works for company X?” should
include Bob, even though this fact is not explicitly stated in the data.

This transitivity does not always hold, though. The hand of a violinist is
definitely a part of his or her, but it would make little sense to say that this
hand plays for an orchestra given that the violinist does. Therefore, it is desired
to have the ability to specify which attributes are transitive with respect to
part-whole relations and which are not.

In schema-centric systems, such as relational databases, this kind of function-
ality can be achieved by using the schema to establish specific types of entities
and attributes and define which types of entities are part of other types of entities
and which type of attributes should be transitive. For example, a table depart-
ment may be declared to be part-of the table company by having a column
part-of containing a foreign key to company. If a third table employee is associ-
ated to department with the relationship works-for, the question “who works for
company X?” can be answered with a predefined query that takes the semantics
of the schema into account. The main limitation of this approach is that all the
semantics have to be known a priori and defined in the schema, which imposes
a rigid structure to which all data must conform. In many cases, the data is not
structured enough for the design of such a schema to be practical, yet considering
attribute transitivity when answering queries is still useful.

Entity-centric systems, which deal with unstructured or semi-structured data
and do not rely on a schema, offer even less support for part-whole relations.
Entities can have any number of arbitrary attributes, the values of which are
other entities or atomic values such as strings and numbers. In such scenario the
part-of relation is just like any other attribute.

In this paper we propose a new type of database that allows attributes to
be transitive with respect to part-whole relations and takes this transitivity
into account in query answering, all while preserving the flexibility and suitabil-
ity for schema-less semi-structured data characteristic of entity-centric systems.
We introduce a new data model to account for part-of relations and attribute
transitivity, implement this model using existing database technology, suggest
indexing techniques to speed-up query answering, and explore many aspects of
the performance of our implementation in a series of experiments.

The paper is organized as follows. Section 2 provides a motivating example
that illustrates why considering attribute transitivity with respect to part-whole
relations is useful for answering queries. Section 3 describes the generic data
model and our extension for supporting part-whole relations and attribute tran-
sitivity. We describe our implementation of this extended data model in Sect. 4,
discussing three different approaches. We provide an experimental evaluation of
our implementation in Sect. 5, concluding in Sect. 7.
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Fig. 1. A small fragment of the repository data. Fig. 2. An example of
attribute transitivity.

2 Motivating Example

Consider a system incorporating a repository that stores data related to non-
governmental organizations (NGOs). NGOs typically represent and organize
information in a very diverse way. This constitutes a challenge that the system
needs to deal and especially when executing queries over the repository.

Figure 1 shows a small fragment of a repository that includes data related to
the Earth Charter, one of the many NGOs affiliated with the United Nations.
In the figure, each box represents an entity and each arrow represents an entity
attribute. For example, the arrow labeled as “affiliated-with” denotes the affili-
ation of the entity Earth Charter with the United Nations. The arrows labeled
as “part-of” denote that the Earth Charter is divided into the areas of business,
education, and religion.

Consider now a user that wants to retrieve the publications of Earth Char-
ter. Based on the information explicitly included in the repository, the answer to
would only include EC in action. The publications How a Consensus on Global
Values Can Add Value and Principles for Engaging Business in the ECI would
not be included in the result set, since these are not directly associated with the
entity Earth Charter. Of course, we could modify the model and associate the
publications directly with the entity Earth Charter instead of EC-Business, but
then a query asking for the publications of EC-Business would return no results.
In addition, associating these publications with both entities would be cumber-
some for the user of the repository, as she would have to figure out what is the
hierarchy of areas and subareas of the Earth Charter before adding information
about a publication.

Receiving inadequate query answers might frequently occur if we only use
the information explicitly declared in the repository. Some additional examples
with this issue appear when we try to retrieve the organizations that support
the Earth Charter or the current projects of EC-Education.
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To solve this problem, the repository should be able to reason about the
implicit information implied by the part-of relations and be able to fully answer
questions such as the ones discussed in the previous paragraphs. To do this
in a sensible manner, we suggest incorporating additional knowledge for each
attribute, and more specifically the transitivity of attributes with the part-of
relations. We assume that the user of the repository does know this when insert-
ing a new attribute. Note that this does not require the users to know what
are the part-of relations themselves. For example, the user adding Principles for
Engaging Business in the ECI as publication-of the entity EC-Business would
know that this attribute has transitivity from part to whole. Thus, this pub-
lication should also be considered to be also a publication-of the entities that
EC-Business is part of, i.e., the Earth Charter entity.

3 Data Model

3.1 Basic Database

We consider a generic data model that is centered around entities and attributes.
An entity represents any object in the world, such as a person, a car or a school.
No restrictions are imposed on the structure or characteristics of entities. An
attribute describes some aspect of an entity and is composed of a name and a
value. We assume the existence of an infinite set of entities E , names N , and
atomic values V. The latter contains values such as integers, strings, etc.

Definition 1. Let pair 〈n, v〉 denote an attribute with n∈N being the attribute
name and v∈E∪V the attribute value. A database is a tuple 〈E, G〉 where E ⊆E
is a finite set providing the entities (i.e., {e}). G is a finite set that provides
the attributes of each entity as well as the relationships between entities, i.e.,
G⊆N×{E∪V}. �

Our definition can be used to represent structured data while also having the
benefits of dataspaces [3] where data can be only partially structured.

It is easy to see that when all entities have at least one attribute, they will also
be referred to in the G set. We can actually include a triple of the form 〈e,−,−〉
in G for each entity e that does not have an attribute, and then consider this G as
the compact representation of the database. Given this compact representation,
we can also retrieve the attributes of an entity eα using the following function:
Attr(eα) = {〈n, v〉 | 〈eα, n, v〉∈G}.

A query is described by a rule consisting of a head and a body. Both head
and body are composed of a conjunction of atoms. The head can have only
entity atoms of the form e (n1:v1, n2:v2, . . ., nk:vk), where e, ni, and vj are
variables or constants. Variables appearing at the beginning of an atom (outside
the parenthesis), i.e., e, correspond to entity variables and can only be bound to
elements of E . Variables on the left side of each colon, e.g., n1 and n2, stand for
attribute names and can only be bound to elements of N . Variables on the right
side of each colon, e.g., v1 and v2, stand for attribute values and can be bound
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to either elements of E (entities) or elements of V (atomic values). In addition to
entity atoms, the body of a query can also have atomic atoms, which are boolean
conditions involving variables and constant values, e.g., x<10 or x=y .

Note that the variables appearing anywhere in the query are shared across
all atoms from both the head and the body. Nesting is possible by using atoms
as attribute values.

Given a binding of the variables e, ni, and vi to eb, nb
i , and vb

i respectively,
for every i from 1 to k, the entity atom e (n1:v1, n2:v2, . . ., nk:vk) is said to
be true if there is an entity eb in the database that has attributes 〈nb

i , vb
i 〉,

∀ i ∈ [1,k]. If all the atoms in the body of a query are true, the atoms in the
head of the query are also considered to be true, in which case a set of entities
and attributes as described in the head of the query is returned.

Example 1. Consider a user that want to detect an entity with the attribute
publication-of having as value some entity, which in turn has the attribute
affiliated-with with yet some other entity as value. She thus poses the fol-
lowing query:

Q 1 | $pub(related-to:$org) :- $pub(publication-of: $ngo),$ngo(affiliated-with: $org)

Executing Q 1 over the data of Fig. 1 return the entity EC in action having
the attribute related-to with the entity UN as value. �

3.2 Extension to Part-of Databases

We now extend the data model for the basic database (introduced in the previous
paragraphs) to a model that accounts for the transitivity of attributes with
respect to part-of relations.

The set T = { up, down, both, none } defines the four possible types of
attribute transitivity. The elements up and down represent transitivity from
part to whole, and whole to part, respectively. The element both denotes that
both of the previous types of transitivity apply, and element none indicates that
there is no transitivity. Additionally, the special name partOf is removed from
the set of valid attribute names N and is reserved for part-of relations (Fig. 5).

Definition 2. A part-of database is a tuple 〈E, G, P 〉. E is the entity set, i.e.,
E ⊆E. P is a set of entity pairs, i.e., P ⊆E ×E, with each pair 〈ei, ej〉 denoting
ei is partOf ej. G provides relationships of an entity with its attributes or other
entities, including also the transitivity type, i.e., G ⊆ E× N × {E ∪ V} ×T ×T .
Each element in G is 〈e, n, v, et, vt, 〉 with e ∈ E being the entity, n ∈ N the
attribute name, v∈E∪V the attribute value, and et,vt∈T the transitivity for the
entity that has the attribute and the attribute value v, respectively. �

Each element of G states that an entity e has an attribute with name n and
value v and that this attribute is transitive with respect to the part-of relations
defined in P as specified by et and vt. Only one combination of n, v, et, and
ev is allowed per attribute (i.e. the same attribute cannot be declared twice
with conflicting types of transitivity). In addition, using the information of P ,
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Fig. 3. Part-of database for Fig. 1 data. Fig. 4. DAG example.

et eu ed

none false false
up true false

down false true
both true true

Fig. 5. Corres-
pondence for
transitivity.

i.e., partOf relationships between entities, we form a graph and we assume that
there are no cycles in this graph.

As with the original model (Sect. 3.1), under the assumption that every entity
in a part-of database has at least one attribute, the set E is no longer needed
to represent the database and a more compact representation consisting of the
quintuples in G and the pairs in P is possible. We denote this representation
with tuple 〈G, P 〉.

Figure 2 provides a graphical representation of the semantics of attribute
transitivity. The entity e3 is part of e2, which in turn is part of e1. Entities e4,
e5, and e6 have a similar configuration. The entity e2 has an attribute a with
e5 as value. If et=up or et=both for attribute a, it is inferred that e1 also has
an attribute with name a and value e5 by virtue of transitivity, even if such
attribute is not explicitly declared in G. Similarly, if et=down or et=both for
attribute a then e3 has an attribute with name a and value e5. The cases for the
different values of vt are analogous.

Consider again our example with the NGOs repository. The data about
Earth Charter can be represented using the part-of database shown in Fig. 3.
All attributes have now values for et and vt. Part-of relations are no longer nor-
mal attributes but a special kind of relationship between entities. For instance,
the attribute publication-of of the entity Principles for Engaging Business in
the ECI has et=none and vt=up. This means that this attribute has no transi-
tivity on the entity’s side, and transitivity of type up on the value’s side. Since
the value of this attribute is EC-Business, which is part of Earth Charter, an
attribute publication-of is implicitly established for the entity Principles for
Engaging Business in the ECI having Earth Charter as value.

The query language for part-of databases has the same elements and structure
as the one defined in the previous section. The difference lies in the semantics of
queries. Each atom in the body of a query can now be satisfied with the entities
and attributes in the inferred closure of 〈G, P 〉, defined as 〈G∪G′,P 〉, where G′ is
the set of all triples 〈e, n, v〉 that can be inferred from the transitive attributes
in G and the part-of relations in P by applying the inference rules described
previously.
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Example 2. Consider now searching for all entities that have an attribute
publication-of with Earth Charter as value in the inferred closure of 〈G, P 〉.

Q 2 | $pub(publication-of: Earth Charter) :- $pub(publication-of: Earth Charter)

If applied to the data of Fig. 3, this query returns entities: (i) EC in action, (ii)
How a Consensus on Global Values Can Add Value, and (iii) Principles
for Engaging Business in the ECI. Each of these three entities has an
attribute publication-of with Earth Charter as value. �

4 Our Solutions

We implemented the part-of database using Sesame1, which is an open source
framework for storing and querying RDF data. We chose RDF because it is a
well established specification of a data model that is similar to the one we use.
Sesame offers one of the most robust and mature implementations of an RDF
repository available as open source.

4.1 Naive Approach

Our first implementation follows a lazy inference approach. All information is
stored in a standard RDF repository and nothing is inferred at the time of inser-
tion. When the database is queried, it analyzes the body of the query for patterns,
inserts RDF statements corresponding to the inferred closure of those patterns,
translates the query into SPARQL, executes it, and removes the inferred state-
ments.

Update operations are uninteresting since they are direct mappings to the
corresponding operations of the RDF repository. The only exception is that
whenever a part-of relation is added, a check is made to ensure the addition
does not introduce a cycle in the part-of graph Gp. Supposing that the function
addPartOfRelation(e1, e2) is invoked, the part-of graph is traversed to ensure
that there is no path from e2 to e1, in which case the operation fails.

Query answering involves several steps. The query is parsed and every entity
atom is broken into one or more minimal atoms of the form e(n:v). The atoms in
the body of the query are classified according to which elements are constants and
which are variables. If we denote variables with “?”, the eight possible patterns
are: e(n:v), e(n:?), e(?:v), e(?:?), ?(n:v), ?(n:?), ?(?:v) and ?(?:?). If the pattern
?(?:?) is found, the inferred closure of the entire database is computed, otherwise,
only the implicit statements involving the constants in the query patterns are
inferred.

The inferred closure of a pattern can be a subset of that of other pattern. In
this case the former is considered redundant and only the latter is computed. For
example, a query may contain the pattern e1(?:v1), which requires the inference
of all the implicit statements that have e1 as entity and v1 as attribute value.
1 http://www.openrdf.org/.

http://www.openrdf.org/
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If the same query also contains the pattern e1(?:?), all the implicit statements
that have e1 as entity have to be inferred, which are a superset of those with e1
as entity and v1 as attribute value.

Figure 2 is helpful in visualizing how the inferred closure of a pattern can be
obtained. To see the case for pattern e(n:?), suppose a part-of database contains
entities e1, e2, e3, e4, e5 and e6, with the part of relations shown in the figure, and
that e2’s attribute with name a and value e5 has full transitivity (et=both and
vt=both). The dashed lines represent the inferred closure of the database. First,
every entity e′ that is directly or indirectly a part of e (i.e. there is a path from e′

to e in Gp) has to be checked for ownership of an attribute α with name n that
has et=up or et=both. If such attribute exists, the statement 〈e, n, valueOf(α)〉
is added to the inferred closure. In the example, doing this for the pattern e1(a:?)
would result in 〈e1, a, e5〉 being added to the inferred closure. Next, every entity
e′′ that e is directly or indirectly part of (i.e. there is a path from e to e′′ in
Gp) has to be checked for ownership of an attribute β with name n that has
et=down or et=both. If such attribute exists, the statement 〈e, n, valueOf(β)〉 is
added to the inferred closure. In the example, the statement 〈e3, a, e5〉 would be
added to the closure if this were done for pattern e3(a:?). Finally, every entity
v that is the value of an attribute γ of e that has name n and vt �= none has
to be checked for being directly or indirectly part of some entity v′ (if vt=up or
vt=both), and/or an entity v′′ being directly or indirectly part of v (if vt=down
or vt=both). If such entities exist, the statements 〈e, n, v′〉 and/or 〈e, n, v′′〉 are
added to the closure. In the example, the statements 〈e2, a, e4〉 and 〈e2, a, e6〉
would be added to the closure after doing this for pattern e2(a:?).

The case for pattern ?(n:v) can be seen as a mirror of that for e(n:?). The
same steps are performed but the roles of e and v are interchanged. Other pat-
terns require different steps but the underlying logic is the same and is not fully
detailed for the sake of brevity.

Once the inferred closure of all the atoms in the body of a query is added to
the repository, the equivalent SPARQL query is executed using Sesame’s query
engine. After the results of the query are available, all the inferred statements
that were added are removed leaving the database in the same state as before
executing the query.

4.2 Total Materialization

We now present another approach that follows an eager inference approach. Each
time a statement or part-of relation is added, its inferred closure is computed.
Similarly, when a statement or part-of relation is removed, the affected inferred
statements are removed. The query execution is left entirely to Sesame’s query
engine, thus our main concern in this implementation is the speed of update
operations.

Part-of Relations Index. Whenever a transitive attribute is inserted, the
part-of graph has to be traversed to find all the relevant entities for the inferred
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closure. In the same way, deleting a transitive attribute requires a traversal of
the part-of graph to find those inferred statements that should be removed. To
speed-up this process, we propose an index dedicated to part-of relations.

The set of all part-of relations can be seen as a directed acyclic graph (DAG).
We represent this graph with a double adjacency list that contains both the direct
and indirect part-of relations. For example, the DAG in Fig. 4 is represented as
follows:

1 {2,3} {4,5,6,7,8,9,10} {} {}

2 {4,5} {6,9,10} {1} {}

3 {5,6,7} {8,10} {1} {}

4 {9} {} {2} {1}

5 {10} {6} {2,3} {1}

6 {} {} {3,10}{1,2,5}

7 {8} {} {3} {1}

8 {} {} {7} {1,3}

9 {} {} {4} {1,2}

10{6} {} {5} {1,2,3}

There is an entry for every vertex in the DAG. The first column contains the
list of vertices each vertex is connected to. The second column contains the list
of vertices each vertex is indirectly connected to through other vertices. Columns
three and four contain what the first and second columns would, if the direction
of all edges were reversed. The idea is that a single look-up of this index is all that
is needed for the insertion or deletion of any transitive statement. Depending
on the type of transitivity, the lookup may include all columns or only some of
them.

This index can be implemented with a key-value store. We used Ehcache2, a
system developed in Java meant primarily for caching the contents of some other
larger and slower datastore, but it can also be used as a persistence solution to
store very large datasets on disk without depending on any external database.
The reason to prefer Ehcache over something such as Berkeley DB is that it
performs object caching -Java objects are only serialized and deserialized when
written to or read from disk-; Berkeley DB and other similar systems must
serialize and deserialize Java objects every time they are inserted or retrieved,
even if no access to disk is made. We found that object caching has a big influence
on performance even if the amount of objects kept in memory is a relatively small
part of all the stored data.

Transitive Attributes Index. The index for part-of relations is useful when
inserting and deleting transitive statements, but the insertion and removal of
part-of relations can benefit in turn from fast access to transitive attributes.
This is because the inferred closure of transitive attributes already existing in the
database can be affected by the addition or removal of a part-of relation. Given
2 http://ehcache.org/.

http://ehcache.org/
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e1, n1, v1 eu=true, ed=true, vu=false, vd=false

e1, n2, v2 eu=true, ed=false, vu=false, vd=false

e1, n3, v3 eu=false, ed=true, vu=false, vd=false

e2, n4, v4 eu=false, ed=false, vu=true, vd=true

e2, n5, v5 eu=false, ed=false, vu=true, vd=false

e2, n6, v6 eu=false, ed=false, vu=false, vd=true

Fig. 6. Table with transitive attributes.

e1 e1, n1, v1

e1 e1, n2, v2

Fig. 7. Index for eu.

e1 e1, n1, v1

e1 e1, n3, v3

Fig. 8. Index for ed.

v4 e2, n4, v4

v5 e2, n5, v5

Fig. 9. Index for vu.

v4 e2, n4, v4

v6 e2, n6, v6

Fig. 10. Index for vd.

that transitive statements are stored as reified triples in RDF, their retrieval is
not very efficient. Moreover, it is usually the case that only some of the transitive
attributes are relevant for a given operation (e.g., only those with the transitivity
type up and involving certain entity). It is therefore desired to have a fast way
of retrieving transitive attributes with different characteristics.

To index transitive attributes, we propose to use an alternative representation
of transitivity. Instead of having the two variables et and vt with four possible
values each, we store four binary variables: eu, ed, vu and vd. Figure 5 shows the
correspondence of the two representations for et, eu and ed. The correspondence
between vt, vu, and vd is analogous.

Using this representation, the index consists of four tables, one for each of the
binary variables eu, ed, vu and vd. To avoid having to modify the inner workings
of the Sesame repository, we also added a fifth table containing all transitive
attributes; this is the table that is indexed by the other four. Figures 7, 8, 9
and 10 show how the example contents of Fig. 6 are indexed. Naturally, in the
real implementation the index tables contain pointers to entries in the main table
rather than the entire triples as shown here.

Similarly to the part-of relations index, we implemented the transitive
attributes index using a key-value store.

4.3 Smart Indexing

The previous approaches represent two extremes. The naive approach has fast
update operations and the best possible space utilization given our choice of RDF
repository, but much processing is required for answering queries, making them
slow. The total materialization approach, on the other hand, achieves the fastest
query answering possible given our choice of RDF repository and SPARQL query
engine, but uses considerable extra space to have all the implicit information
always readily available for queries, and needs to perform maintenance operations
with every update.

We now present an approach that compromises the conflicting goals of fast
query answering and fast update operations with low space requirements. Ideally,
we should rewrite the query engine itself to compute the transitive closure of
query patterns progressively and avoid the inference of statements that can be
discovered to be unnecessary given the partial results already obtained from the
query. This is, however, outside of the scope of our research. Instead, we still
compute the inferred closure of all non-redundant patterns in the body of a
query, as in the naive approach, but we try to do this as efficiently as possible
with the help of an index.
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In order to avoid traversing the part-of graph when computing the inferred
closure of query patterns, we use the same part-of relations index used for the
total materialization approach. We also need an index for transitive attributes,
but the one from the total materialization approach is not very suitable for our
current task. While inserting and deleting part-of relations is only concerned
with transitive attributes involving either a specific entity or a specific attribute
value, query answering often requires both entity and attribute value, and also
the attribute name, depending on the query pattern. We could add a table for
each of the query patterns, but this would result in at least six tables, requiring
much extra space and defeating part of the purpose of not opting for the total
materialization approach.

Instead, we propose to use B-trees -the basic data structure employed in
Berkeley DB and many other databases- to simulate tries and allow prefix search.
This way we can use a single index to search for relevant transitive attributes
having one, two, or all three elements e, n, v of an attribute. This allows us to
provide fast response time to all the access patterns required by query patterns
using only three indexes: one sorted by env, other by vne, and the third by pev.

Using the entity, attribute name, and attribute value as key, and the attribute
transitivity as value in a B-tree, just as Fig. 6 does, we achieve prefix search
functionality by providing a custom comparator to be employed as the basis for
sorting by the B-tree. A different comparator is used for each of the three sortings
we need. For example, the index sorted by env employs a comparator that uses
v as basis for comparison of two keys only if their respective values for e and n
are equal; otherwise only e and n are considered. Likewise, the values of n are
considered only if the keys have the same values of e. When searching the B-tree
having only a prefix of the key, like en, we get the first key with the values of e
and n that we specified, if such key exists, and can iterate through contiguous
entries until we encounter a key that has a different value of some element of
the prefix than what we specified. At this point we stop, having retrieved all
attributes that share the prefix we searched for.

5 Experimental Results

We tested our implementations of the part-of database using synthetic datasets
composed of entities connected to each other with part-of relations in a tree
configuration. We used five parameters: n is the number of trees in a dataset,
h the height of each tree, b the number of children per node, attrs the num-
ber of non-transitive attributes per node, and t attrs the number of transitive
attributes. Transitive attributes are transitive either from part to whole (et = up
and vt = up), or from whole to part (et = down and vt = down), with an equal
number of each.

Each experiment consist in the creation of a synthetic dataset from scratch,
a warm-up routine to ensure the database is fully initialized, and a set of mea-
surements of different operations, each repeated several time selecting random
nodes and the results averaged. In addition to measuring the time to complete
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Fig. 11. Performance
with shallow trees.

Fig. 12. Perf. with long
relation chains.

Fig. 13. Effects of increas-
ing tree height.

Fig. 14. Effect of increas-
ing node children.

Fig. 15. Transitive attribute
# vs. performance.

Fig. 16. Tree # vs. per-
formance.

common operations, we also measured the size taken on disk by the database
and its index, if any, after ensuring that all its contents were flushed to disk. In
all graphs we provide the main variable being measured (i.e., time or space) on
the vertical axis on the left, and the number of RDF triples used by the given
configuration, not including any inferred triples, on the vertical axis on the right.
This helps to observe the behavior relative to the size of the data.

Performance. Our main interest is the performance of queries. We evaluated
all combinations of queries with the patterns e(n:?), e(?:v) and ?(n:v) using as
e and n the root of the tree and a random node at the bottom of the tree, and
transitive attributes as n.

Our first experiment focused on testing the behavior of trees with n=1, h=1,
attrs=0 t attrs=2, and large numbers of children per node b. The results are
shown in Fig. 11. In the following experiment we tested the opposite extreme:
trees with b=1 (not really trees) and high values of h, the other parameters
remaining unchanged. Figure 12 shows the results. As one may expect, the per-
formance achieved with total materialization is much better than the other two
approaches. The time taken for processing queries by the naive implementa-
tion seems to be directly proportional to the number of RDF statements. Smart
indexing performs noticeable better and seems to be more resilient to wide and
shallow trees than it is to long chains.

To try a more realistic scenario, we also tested trees that have more balanced
ratios of h to b. Figure 13 shows the case where b=2 for various values of h.
Figure 14 shows the inverse case with h fixed to 4 and various values of b. The
results are very similar to the previous ones. Height has a slightly greater impact
on performance than number of children, but performance is best correlated with
the number of RDF triples, which in these experiments is directly proportional
to the number of nodes in the tree.

Next, in experiment 5, we explored the effect of adding transitive attributes
with other parameters fixed at n = 1, h = 4, b = 5 and attrs = 0. Figure 15
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Fig. 17. Tree # vs. db
size.

Fig. 18. Tree # vs.
insertion.

Fig. 19. Tree # vs. deletion.

shows the results. It is clear that, at least with tree configurations, the number of
transitive attributes has a much smaller effect on performance than the number
of part-of relations. This time even the naive implementation has a performance
degradation less than proportional to the number of RDF triples.

Finally, experiment 6 consisted in maintaining the tree structure and number
of attributes fixed at h = 4, b = 5, attrs = 50 and t attrs = 6 and observing
the effect of increasing the size of the database by adding trees. The results
are shown in figure Fig. 16. In this experiment smart indexing had less of an
advantage over the naive implementation. In both cases the time for answering
queries grows less than proportionally to the number of RDF triples.

Overall, the result of all experiments are similar. Smart indexing has a big
advantage over the naive implementation, but does not come anywhere even
close to the levels of performance achieved by total materialization.

Database Size. Figure 17 shows the results of experiment 6 for database size.
Evidently, the total materialization approach gets the worst results, but consid-
ering that it uses both an index and additional space in the RDF repository to
store inferred statements, it is surprising that the amount of space it uses grows
only slightly more than proportionally to the number of RDF triples. Obviously
the naive approach is the best in terms of database size. Smart indexing is right
in the middle.

In a typical RDF repository there are many more distinct object, predicates
and objects than the URI prefixes they use. Therefore, storing the identifiers
separately from URI prefixes can improve space utilization. This is most likely
already done in Sesame’s RDF repository and it is a simple way to improve the
space efficiency of our indexing.

Update Operations. Update operations where tested by inserting a part-of
relation between the root of a tree and a newly created entity and between a leaf
node of a tree and other newly created entity. New transitive attributes were also
inserted for the same nodes. The average time for those insertions was measured,
after which the operations were undone with the corresponding deletions, the
average time of which was also measured. Figures 18 and 19 show the results of
doing this in experiment 6.

Maintaining the indexes imposes a noticeable overhead, but in a typical sce-
nario in which queries are much more common than updates, it is well worth it.
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6 Related Work

Part-whole relations have been studied from a conceptual modelling perspective
[4,5,7]. The different cases that have been considered there are covered by our
model. Modelling of part-whole relations has been studied in object oriented
databases [1,2,6]. The main difference with our work is that they focus specif-
ically on object oriented systems and their modelling of part-whole relations
takes place at the schema level, as a mechanism to among other things improve
the enforcement of the semantics defined in the schema. The model we consider
does not require a schema and is more suited for semi-structured data. A similar
line of work studied the information that can be inhereted across the different
relations proposed for their epistemological layer of knowledge.

7 Conclusions

We proposed a new model to express part-of relations and the transitivity of
attributes from whole to part and part to whole. Queries in this model take into
account part-of relations and attribute transitivity to return more meaningful
results, without any extra effort from the user. We implemented this model using
an RDF repository and suggested two different approaches to index part-of rela-
tions and transitive attributes to improve query performance. Our experimental
evaluation of these techniques indicates total materialization is unmatched in
terms of query performance, but the performance of inferring implicit informa-
tion in a lazy fashion can be improved significantly with an index with modest
space requirements.
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Abstract. In this study, we try to determine the time-frame in which the author of
a given document lived. The discussed documents are rabbinic documents written
in the Hebrew, Aramaic and Yiddish languages. The documents are usually
undated and do not contain a bibliographic section, which leaves us with an
interesting challenge to determine the desired time-frame. To do this, we define a
set of key-phrases and formulate various types of rules: “Iron-clad”, Heuristic and
Greedy constraints, to define the time-frame. These rules are based on key-phrases
and key-words in the documents of the authors. Identifying the time-frame of an
author can help us determine the generation in which specific documents were
written, can help in the examination of documents, i.e., to conclude if documents
were edited, and can also help us identify an anonymous author. We tested these
rules on two corpuses of documents, which were authored by 12 and 24 rabbinic
authors, respectively, and the results are promising.

Keywords: Hebrew-Aramaic documents � Key-phrases � Key-words �
Knowledge discovery � Time analysis � Undated documents � Undated
references

1 Introduction

Determining the time frame of a book or a manuscript and identifying an author are
important and challenging problems. Time-related key-words and key-phrases with
references can be used to date and identify authors. Key-phrases and key-words have
great potential to provide great information in many domains, such as academic, legal
and commercial. Thus, the automatic extraction and analysis of key-phrases and
key-words is growing rapidly and gaining momentum. Web search engines, machine
learning, etc. are based on key-phrases and key-words. As a result, features are
extracted and learned automatically; thus, the analysis of key-phrases and key-words
has enormous importance. Key-phrases and key-words are essential features not only of
the needs of scientific papers or for industry and commerce but also of rabbinic
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responsa (answers written in response to Jewish legal questions authored by rabbinic
scholars). Key-phrases and words included in rabbinic text are more complex to define
and to extract than key-phrases and key-words in academic papers written in English
because: (1) Natural Language Processing (NLP) in Hebrew, Aramaic and Yiddish has
been studied relatively little; (2) there is a mixture of the complex morphology of
Hebrew, Aramaic and Yiddish. For example, key-phrases and key-words can be pre-
sented with different types of prefixes (e.g., “and …”, “when …”, “and when …”, “in
…”, “and when in …”); (3) key-phrases and words in Hebrew, Aramaic and Yiddish
texts may be ambiguous. Responsa texts present various interesting problems: (1) the
morphology in Hebrew is richer than in English. Hebrew has 70,000,000 valid forms,
while English has only 1,000,000 [1]. Declensions in Hebrew can be up to 7000 for one
stem, while in English, there are only a few declensions; (2) responsa documents have a
high rate of abbreviations (nearly 20 %) [2].

This research estimates the date of undated documents of authors using (1) the year
(s) mentioned in the text, (2) “late” (“of blessed memory”) key-phrases, (3) “rabbi”
key-phrases, (4) “friend” key-phrases that are mentioned in the texts and (5) undated
references of other dated authors that refer to the considered author or are mentioned by
him. The assessments are with different degrees of certainty: “iron-clad”, heuristic and
greedy. The rules are based on key-phrases with and without references.

This paper is organized as follows: Sect. 2 gives background concerning the
extraction and analysis of key-phrases and citation. Section 3 presents the boosting
extraction key-phrases algorithm. Section 4 presents various rules of some degrees of
certainty: “iron-clad”, heuristic and greedy rules, which are used to assess writers’ birth
and death years. Section 5 presents the model description. Section 6 familiarizes the
dataset, experiments, results and analysis. Section 7 includes the summary, conclusions
and future works.

2 Related Research

Following the explosion of electronic information, there has been a growing need for
extracting key-phrases and words automatically. Many studies have been made in this
area for different purposes and from different perspectives. Key-words in documents
allow for quick search on multiple large databases [3]. Key-words can also help to
improve the NLP performance, as well as Information Retrieval performance in issues
such as text summarization [4], text categorization [5], topic change during conver-
sational text [6] and opinion mining [7].

Although key-words are important in many computer programs, there is still much
to be done in this area, and the state-of-the-art methods underperform compared to
other NLP core tasks [8].

There are several difficulties in extracting key-phrases and key-words. One is the
length of the documents. In scientific articles, although there can only be approximately
10 key-words or key-phrases and approximately another 30 candidates in the abstract
section, the rest of the article may contain hundreds of candidate key-phrases or
key-words [9]. Moreover, key-words can also appear at the end of an article. If
key-phrase or key-word appears at the beginning and at the end of an article, it
indicates the importance of that key-phrase or key-word [10].
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When documents are structured, key-words extraction is easier. For example, in
scientific papers, most of the key-words appear in the abstract, in the introduction and
in the title [11]. In other cases, key-phrases can be automatically extracted from web
page text and from its metadata [12] for the purpose of advertisement.

Automatic extraction and analysis of references from academic papers was first
proposed by Garfield [13]. Berkowitz and Elkhadiri [14] extracted writers’ names and
titles from articles. A knowledge-based system was used by Giuffrida et al. [15] to
derive metadata, including writers’ names, from computer science journal articles.
Hidden Markov Models were used by Seymore et al. [16] to extract writer names from
a limited collection of computer science articles. The use of terms leads to progress in
the extraction of information. Selecting text before and after references to extract good
index terms to improve retrieval effectiveness was done by Ritchie et al. [17]. Brad-
shaw [18] used terms from a fixed window around references.

In contrast with scientific articles, the documents we are working on are from the
Responsa Project1; they are without any structural base, usually contain a mixture of at
least two languages, and contain noise. Previous research on the Responsa Project dealt
with text classification [19]. They checked whether classification could be done over
the long axis of ethnic groups of authors with stylistic feature sets. HaCohen-Kerner
and Mughaz [20] and Mughaz et al. [21] investigated in which era rabbis lived using
undated Responsa, but they did not address the problem of how to extract time-related
key-words or key-phrases. This article is a continuation research of this issue, i.e.,
determining when writers lived using key-phrases.

3 Semi-automatic Boosting Extraction of Key-Phrases

We want to automate the extraction of time-related key-phrases. We found that most of
the sentences that contain time-related concepts (i.e., time-related words and phrases) to
rabbinic literature (e.g., “late”, “friend”) are usually nearby rabbinic names/nicknames/
acronyms/abbreviations/book-names. We developed a semi-automatic algorithm that
boosts concepts extraction for extracting time-related concepts. The main idea is to
extract sentences that contain names of rabbis so that the words and phrases that are
nearby the rabbinic names are treated as the key-phrases (among others) that we look
for. Now, we present a general description of our extraction algorithm.

3.1 The Algorithm

Notations:
TW – vector of Time-related Words.
RN – vector of Rabbinic Names.
n – number of iterations of the algorithm.

1 Contained in the Global Jewish Database (The Responsa Project at Bar-Ilan University). http://www.
biu.ac.il/ICJI/Responsa.
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TRC – set of Time-Related Concepts starting with, e.g., year, life, colleague, era.
TW ← TRC //initiate TW vector with TRC set
For i = 1 to n, do:
• Search for sentences that contain the last concepts added to TW.
• Extract new rabbinic names from those sentences.
• Add the new rabbinic names to RN.
• Search for sentences that contain the last rabbinic names added to RN.
• Extract time-related concepts from the new sentences:

– Delete stop words.
– Add the new time-related concepts to TW.
– Add the new time-related words and phrases to TRC (with their frequency)

and for the “old” time-related words and phrases only add their frequency.
Sort TRC by the frequency of time-related words and phrases in decreasing
order (normally, concepts have a large number of appearances).

• Select from the table the most frequent time-related concepts.

3.2 Algorithm Results

After using the algorithm, we extract time-related key-words, key-phrases and acro-
nyms (a partial list is shown in Table 1). We divide them into three Hebrew and
Aramaic key-words and key-phrases sets:

Rabbi – addressing another person as a rabbi/master, i.e., there is overlap between
the lifetime of one author and the lifetime of another who is referred to by the first
author as rabbi.

Friend – addressing another person as a friend, i.e., there is a large overlap between
the lifetime of one author and the lifetime of another who is referred to by the first
author as a friend.

Late – addressing a person who has already died.
Table 1 presents a partial list of Hebrew and Aramaic key-words and key-phrases

and a few acronyms in Hebrew and their translation into English.

4 Rule-Based Constraints

This section presents the rules, based on key-phrases and references, formulated for the
estimation of the birth and death years of an author X (the extracted results point to
specific years) based on his texts and the texts of other writers (Yi) who mention X or
one of his texts. We assume that the birth years and death years of all writers are
known, excluding those that are under interrogation. Now, we will give some notions
and constants that are used: X – The writer under consideration, Yi – Other writers, B –

Birth year, D – Death year, MIN – Minimal age (at present, 30 years) of a rabbinic
writer when he starts to write his response, MAX –Maximal age (at present, 100 years)
of a rabbinic author, and RABBI_DIS – The gap age between rabbi and his student (at
present, 20 years). The estimations of MIN, MAX, and RABBI_DIS constants are
heuristic, although they are realistic on the basis of typical responsa authors’ lifestyles.

Different types of references exist: general references with and without key-phrases,
such as “rabbi”, “friend” and “late”. There are two types of references: those referring
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Table 1. Hebrew and Aramaic cue words – a partial list
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to living authors and those referring to dead authors. In contrast to academic papers,
responsa include many more references to dead authors than to living authors.

We will introduce rules based on key-phrases and references of different degrees of
certainty: “iron-clad” (I), heuristic (H) and greedy (G). “Iron-clad” rules are always
true, without any exception. Heuristic rules are almost always true. Exceptions can
occur because the heuristic estimates for MIN, MAX and RABBI_DIS are incorrect.
Greedy rules are rather reasonable rules for responsa authors. However, wrong esti-
mates can sometimes be drawn while using these rules. Each rule will be numbered and
its degree of certainty (i.e., I, H, G) will be presented in brackets.

4.1 “Iron-Clad” and Heuristic Rules with Key-Phrases

First, we present two general heuristic rules, which are based on regular references (i.e.,
without any key-phrase), based on authors that cite X.

General rule based on authors that were mentioned by X

D Xð Þ[ ¼ MAX B Yið Þð ÞþMIN 1 Hð Þð Þ

X must have been alive when he referred to Yi, so we can use the earliest possible
age of publishing of the latest born author Yi as a lower estimate for X’s death year.

General rule based on authors that referred to X

B Xð Þ\ ¼ MIN D Yið Þð Þ �MIN 2 Hð Þð Þ

All Yi must have been alive when they referred to X, and X must have been old
enough to publish. Hence, we can use the earliest death year amongst such authors Yi
as an upper estimate of X’s earliest possible publication age (and thus his birth year).

General rules based on year mentioning Y that appeared in X’s documents

D Xð Þ[ ¼ MAX Yð Þ 3 Ið Þð Þ

X must have been alive when he mentioned the year Y. We can use the most recent
year mentioned by X to evaluate the death year of X as an estimation of X’s death year.

Posthumous key-phrase rules. Posthumous rules estimate the birth and death years of
an author X based on references of authors who refer to X with the key-phrase “late”
(“of blessed memory”) or on references of X that mention other authors with the
key-phrase “late”. Figure 1 describes possible situations where various types of authors
Yi (i = 1, 2, 3) refer to X with the key-phrase “late”. The lines depict writers’ life spans;
the left edges represent the birth years and the right edges represent death years. In this
case (as all Yi refer to X with the key-phrase “late”), we know that all Yi passed away
after X, but we do not know when they were born in relation to X’s birth. Y1 was born
before X’s birth; Y2 was born after X’s birth but before X’s death; and Y3 was born
after X’s death.
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D Xð Þ\ ¼ MIN D Yið Þð Þ 4 Ið Þð Þ

However, we know that X must have been dead when Yi referred to him with the
key-phrase “late”; thus, we can use the earliest born Y’s death year as an upper estimate
for X’s death year. Like all writers, dead writers of course have to comply with rule
(2) as well.

Now, we look at the cases where the author X that we are studying refers to other
authors Yi with the key-phrase “late”. Figure 2 describes possible situations where X
refers to various types of authors Yi (i = 1, 2, 3) with the key-phrase “late”. All Yi
passed away before X’s death (or X may still be alive). Y1 died before X’s birth; Y2
was born before X’s birth and died when X was still alive; Y3 was born after X’s birth
and passed away when X was still alive.

D Xð Þ[ ¼ MAX D Yið Þð Þ 5 Ið Þð Þ

X must have been alive after the death of all Yi who were referred by him with the
key-phrase “late”. Therefore, we can use the death year of the latest-born Y as a lower
estimate for X’s death year.

B Xð Þ[ ¼ MAX D Yið Þð Þ �MAX 6 Hð Þð Þ

X was probably born after the death year of the latest-dying person that X wrote
about. Thus, we use the death year of the latest-born Y minus his max life-period as a
lower estimate for X’s birth year.

Contemporary key-phrases rules. Contemporary key-phrases rules calculate the
upper and lower bounds of the birth year of a writer X based only on the references of
known writers who refer to X as their friend/rabbi. This means there must have been at
least some period of time when both were alive together. Figure 3 shows possible
situations where various types of writers Yi refer to X as their friend/rabbi. Y1 was
born before X’s birth and died before X’s death; Y2 was born before X’s birth and died
after X’s death; Y3 was born after X’s birth and passed away before X’s death; Y4 was

X

Y3
Y2

time axis

Y1

Fig. 1. References mentioning X with the key-phrase “late”.

time axis

Y1
X

Y3

Y2

Fig. 2. References by X who mentions others with the key-phrase “late”.
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born after X’s birth and passed away after X’s death. Like all writers, contemporary
authors of course have to comply with rules 1 and 2 as well.

B Xð Þ[ ¼ MIN B Yið Þð Þ � MAX�MINð Þ 7 Hð Þð Þ

All Yi must have been alive when X was alive, and all of them must have been old
enough to publish. Thus, X could not have been born MAX-MIN years before the
earliest birth year amongst all authors Yi.

D Xð Þ\ ¼ MAX D Yið Þð Þþ MAX�MINð Þ 8 Hð Þð Þ

Again, all Yi must have been alive when X was alive, and all of them must have
been old enough to publish. Hence, X could not have been alive MAX-MIN years after
the latest death year amongst all writers Yi.

4.2 Greedy Rules

Greedy rules bounds are sensible but can sometimes lead to wrong estimates.

Greedy rule based on authors who are mentioned by X

B Xð Þ[ ¼ MAX B Yið Þð Þ �MIN 9 Gð Þð Þ

Many of the references in our research domain relate to dead authors. Thus, most of
the references within X’s texts relate to dead authors. Namely, many Yi were born
before X’s birth and died before X’s death. Thus, a greedy assumption would be that X
was born no earlier than the birth of the latest author mentioned by X; however, because
there may be at least one case where Y was born after X was born, we subtract MIN.

Greedy rule based on references to year Y made by X

B Xð Þ[ ¼ MAX Yð Þ �MIN 10 Gð Þð Þ

When X mentions years, he usually writes the current year in which he wrote the
document or a few years ahead. Most of the time, the maximum year, Y, minus MIN is
larger than X’s birth year.

time axis

X
Y2

Y3

Y4

Y1

Fig. 3. References by authors who refer to X as their Friend/Rabbi.
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Greedy rule based on authors who refer to X

D Xð Þ\ ¼ MIN D Yið Þð Þ �MIN 11 Gð Þð Þ

As mentioned above, most of the references within Yi texts refer to X as being
dead. Hence, most Yi died after X’s death. Therefore, a greedy assumption would be
that X died no later than the death of the earliest author who referred to X minus MIN.

Rules refinements 9–11 are presented by rules 12–17. Rules 12–14 are due to X
referring to Yi and rules 15–17 are due to Yi referring to X.

Greedy rule for defining the birth year based only on authors who were referred
to by X with the key-phrase “late”

B Xð Þ[ ¼ MAX D Yið Þð Þ �MIN 12 Gð Þð Þ
When taking into account only references that were written in X’s texts, most of the

references are related to dead authors. That is, most Yi died before X’s birth. Moreover,
an author does not write from his birth; rather, he usually begins near his death. Thus, a
greedy assumption would be that X was born no earlier than the death of the latest
author mentioned by X minus MIN.

Greedy rule for defining the birth year based only on authors who are mentioned
by X with the key-phrase “friend”

B Xð Þ\ ¼ MIN B Yið Þð Þ þ RABBI DIS 13 Gð Þð Þ

When taking into account only references that are mentioned by X, which are
related to contemporary authors, a greedy rule could be that X was born no later than
the birth of the earliest author mentioned by X with the key-phrase “friend”. Because
many times the older author refers to the younger author as “friend”, we need to add
RABBI_DIS.

Greedy rule for defining the birth year based only on authors who are mentioned
by X with the key-phrase “rabbi”

B Xð Þ\ ¼ MIN B Yið Þð Þ þ RABBI DIS 14 Gð Þð Þ

When taking into account only references written in X’s texts, which are related to
contemporary authors, a greedy rule could be that X was born no later than the birth of
the earliest author mentioned by X as a “rabbi”. Due to the age difference between a
student and his rabbi being approximately 20 years, we need to add RABBI_DIS.

Greedy rule for defining the death year of X based only on authors who referred
to X with the key-phrase “late”

D Xð Þ\ ¼ MIN B Yið Þð Þ þ MIN 15 Gð Þð Þ
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When taking into account only references written in Yi texts that refer to X with the
key-phrase “late”, a greedy assumption could be that X died no later than the birth of
the earliest author who referred to X with the key-phrase “late”; because an author does
not writes from birth, we need to add MIN.

Greedy rule for defining the death year of X based only on authors who referred
to X with the key-phrase “friend”

D Xð Þ[ ¼ MAX D Yið Þð Þ � RABBI DIS 16 Gð Þð Þ

When taking into account only references written in Yi texts that refer to X with the
key-phrase “friend”, all Yi must have been alive when X was alive, and all of them
must have been old enough to publish; also, many times, the older author refers to the
younger author with the key-phrase “friend”, and the opposite never occurs. Therefore,
a greedy assumption would be that X died no earlier than the death of the latest author
who referred to X with the key-phrase “friend” minus RABBI_DIS.

Greedy rule for defining the death year of X based only on authors who referred
to X with the key-phrase “rabbi”

D Xð Þ[ ¼ MAX D Yið Þð Þ � RABBI DIS 17 Gð Þð Þ

This follows the same principle as the rule for defining the birth year, but because
this time the student mentions the rabbi, we need to reduce RABBI_DIS.

4.3 Birth and Death Year Tuning

Application of the Heuristic and Greedy rules can lead to abnormalities, such as an
author’s death age being unreasonably old or young. Another possible anomaly is that
the algorithm may result in a death year greater than the current year (i.e., 2015).
Hence, we added some tuning rules: D – death year, B – birth year, age = D–B.

Current Year: if (D > 2015) {D = 2015}, i.e., if the current year is 2015, then the
algorithm must not give a death year greater than 2015.

Age: if (age > 100), {z = age–100; D = D–z/2; B = B+z/2}, and if (age < 30),
{z = 30 – age; D = D+z/2; B = B−z/2}. Our postulate is that a writer lived at least 30
years and no more than 100 years. Thus, if the age according to the algorithm is greater
than 100, we take the difference between that age and 100, and then we divide that
difference by 2 and normalize D and B to result in an age of 100.

5 The Model

The main steps of the model are presented below.

1. Cleaning the texts. Because the responsa may have undergone some editing, we
must make sure to ignore the possible effects of differences in the texts resulting
from variant editing practices. Therefore, we eliminate all orthographic variations.
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2. Boosting extracting key-phrases and key-words.
3. Normalizing the references in the texts. For each author, we normalize all types of

references that refer to him (e.g., various variants and spellings of his name, books,
documents and their nicknames and abbreviations). For each author, we collect all
references syntactic styles that refer to him and then replace them with a unique
string.

4. Building indexes, e.g., authors, references to “late”/“friend”/“rabbi”, and calcu-
lating the frequencies of each item.

5. Performing various combinations of “iron-clad” and heuristic rules on the one
hand and greedy rules on the other hand to estimate the birth and death years of
each tested author.

6. Calculating averages for the best “iron-clad”, heuristic and greedy versions.

6 Examined Corpus, Experiments and Results

The documents of the examined corpus were downloaded from Bar-Ilan University’s
Responsa Project. The examined corpus contains 15,495 responsa written by 24
scholars, averaging 643 files for each scholar. The total number of characters in the
whole corpus is 127,683,860 chars, and the average number of chars for each file is
8,240 chars. These authors lived over a period of 229 years (1786–2015). These files
contain references; each reference pattern can be expanded into many other specific
references [22].

Reference identification was performed by comparing each word to a list of 339
known authors and many of their books. This list of 25,801 specific references refers to
the names, nicknames and abbreviations of these authors and their writings. Basic
references were collected and all other references were produced from them.

We split the data into two corpora: (1) 10,512 responsa authored by 12 rabbis, with
an average of 876 files for each scholar and each file containing an average of 1800
words spread over 135 years (1880–2015); (2) 15,495 responsa authored by 24 rabbis,
with an average of 643 files for each rabbi and each file containing an average of 1609
words spread over 229 years (1786–2015) (the set of 24 rabbis contains the group of 12
rabbis). For more detailed information on the data set, refer to Table 2 in the appendix
at the end of this article.

Because of the nature of the problem, it is difficult to appraise the results in the
sense that although we can compare how close the system guess is to the actual birth or
death years, we cannot assess how good the results are, i.e., there is no real notion of
what a ‘good’ result is. For now, we use the notion Distance, which is defined as the
estimated value minus the ground truth value.

The outcomes appear in the following histograms. Each histogram shows the
results of one algorithm – Iron + Heuristic (I + H) or Greedy. Each algorithm was
performed on two groups of authors: a group of 12 writers and a group of 24 writers.
For both algorithm executions, there are outcomes containing estimated birth years and
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death years. The results shown in the histograms are the best birth/death date deviation
results. In every histogram, there are eight columns; there are two quartets of columns
in each histogram: the right quartet indicates the deviation from the death year, while
the left quartet indicates deviations from the birth year. Each column represents a
deviation without a key-phrase or with the year that was mentioned in the text, a
deviation with the “late” key-phrase, with the “rabbi” key-phrase, and with the “friend”
key-phrase. Moreover, we used two manipulations – Age and Current year. The col-
umn with a gray background contains the best results. Each histogram contains 8
columns (results); there are 16 histograms, so there are, in total, 128 results.

The Age manipulation is very helpful; we used it in 94.5 % of the experiments (i.e.,
121/128 = 0.945) for all of the refinements, in both algorithms, with or without
constants.

Examination of the effect of mentioning a year, listed in Figs. 4, 5, 6, and 7,
compared with Figs. 8, 9, 10, and 11 regarding death year deviation, indicates that the
contribution of referencing a year leads to an improvement of 2.8 years on average.

This phenomenon is more noticeable in Iron + Heuristic (average upswing of 4.2
years) than with Greedy (average deviation upswing of 1.4 years). The main reason for
this is that a writer usually writes until close to his death. Additionally, when a year is
mentioned in the text, it is often the year in which the writer wrote the document.
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Because an author writes, in many cases, until near his death year, the maximum year
mentioned in his texts is close to the year of his death.

In contrast to the death year assessment, birth year assessment has a negative
impact; the deviation increases by 10.4 years, on average. It is essential to note that we
are now evaluating the impact of the year mentioned in the text. If the results without
using the year mentioned are better than the results using the year mentioned, it means
that we should not use it. For example: the result of the birth year using Greedy rules,
without year mentioning and without any refinement, for the 12 authors has a deviation
of 16.7 years. After using the year mentioned, the deviation is 51.5 years, decreasing
the accuracy by 34.83 years. The result of the birth year using the Iron + Heuristic,
without year mentioning and without key-phrases, for the 12 authors has a deviation of
26.5 years. After using a reference to years, the deviation is 50.7 years, decreasing the
accuracy by 24.2 years, i.e., the deviation with the use of year mentioning is greater. An
analysis of the formulas shows that the formula that determines the birth year in the
Greedy (10(G)) uses the most recent year the writer writes in his texts. The most recent
year that the rabbi mentions is usually near his death, as explained above; therefore,
very poor birth results are obtained, with a decline of 12.5 years. The results of the
Greedy are better than Iron + Heuristic (decline of 8.4 years), but the effect of year
mentioning on the results of Iron + Heuristic is less harmful. Thus, to estimate the death
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year, we will use the Iron + Heuristic algorithm with the use of year mentioning
without any key-phrases.

The use of the key-phrase “friend” for birth year assessment gives the best results
compared with the other key-phrases – “late”, “rabbi” or none. This is because friends
are of the same generation and more or less the same age; thus, they are born in roughly
the same year. Thus, for a writer addressing another author as his friend, the assessment
of his birth year will give good results. For the death year, however, this is not assured
because there may be a much greater period between the deaths of friends (one may die
at the age of 50, while his friend at the age 75). Hence, the “friend” key-phrase usually
gives better birth year assessment than death year assessment (Figs. 12, 13, 14, and 15).

After we found that the best results for the birth year are always with the “friend”
key-phrase (except for one case), we investigated at greater depth and found that this
occurs specifically with the use of constants. Constants are important, resulting in an
average improvement of 6.3 years in the case of Greedy (for the 12 and 24 authors). In
general, a Posek is addressed in responsa after he has become important enough to be
mentioned and regarded in the Halachic Responsa, which is usually at an advanced age.

We stated above that the use of Greedy rules with constants gives the greatest
improvement. Even without the use of constants, Greedy produces the best results.
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The reason lies in the formulae; formula (13(G)) finds the lowest birth year from the
group of authors that the arbiter mentioned. Unlike the Greedy, the Iron + Heuristic
formula (7(H)) reduces the constant (at present, 20); therefore, the results of the Greedy
are better. In conclusion, to best assess the birth year, we apply the Greedy algorithm,
using constants and also the key-phrase “friend”.

The best results when evaluating birth year occurred when using the Greedy
algorithm with constants and without mentioning years. The best results when evalu-
ating death year occurred when using the Iron + Heuristic algorithm with constants and
without mentioning years. When we compare these results with the results shown in
Figs. 16, 17, 18, and 19 we find that in the case of Greedy, when we add more authors,
there is an improvement only in one case, i.e., for the 12 authors using the “late”
key-phrase; the remaining results show a decline in performance. The reason for this
phenomenon may lie in the Greedy formula; when an author is more successful, in
addition to being mentioned by others many times, he is mentioned at a younger age by
authors that are older than him; therefore, the estimation is less accurate. For example:
the estimation of the death year of the late Rabbi Ovadia Yosef has an error of 61 years
(instead of 2014, the algorithm result is 1953), determining that he died at an age of 34;
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using the Iron + Heuristic algorithm, there was a decrease in two results and an
improvement in 5 results. For Iron + Heuristic, there is an average improvement of 0.64
years and, in fact, the best death year result estimation. The quality of the Greedy
algorithm birth year results estimation using year mentioning pretty severely impairs
the results (explained above). A possible explanation for this is that the improvement
that comes from using constants cannot overcome the deterioration that comes from
year mentioning. In contrast, when assessing the death year, using year mentioning
with Iron + Heuristic significantly improves the results, and using constants improves
them a little more; therefore, a combination of constants + year mentioning brings
better assessment of the death year. Therefore, when assessing birth year and death
year, it is not enough to use references; we have to use key-words and key-phrases. To
estimate death year, we will use the year(s) mentioned in the text and constants with the
Iron + Heuristic algorithm; to estimate birth year, we will run the Greedy algorithm
using constants and the “friend” key-phrase without year mentioning.

7 Summary, Conclusions and Future Work

We investigated the estimation of the birth and death years of authors using year
mentioning, the “late” (“of blessed memory”) key-phrase, the “rabbi” key-phrase, the
“friend” key-phrase and undated references that are mentioned in documents of other
dated authors that refer to author being considered or those mentioned by him. This
research was performed on responsa documents, where special writing rules are
applied. The estimation was based on the author’s texts and texts of other authors who
refer to the discussed author or are mentioned by him. To do so, we formulated various
types of iron-clad, heuristic and greedy rules. The best birth year assessment was
achieved by using the Greedy algorithm with constants and the “friend” key-phrase.
The best death year assessment was achieved by using the Iron + Heuristic algorithm
with year mentioning.

We plan to improve this research by (1) testing new combinations of iron-clad,
heuristic and greedy rules, as well as a combination of key-phrases (e.g., “late” and
“friend”); (2) improving existing rules and/or formulating new rules; (3) defining and
applying heuristic rules that take into account various details included in the responsa,
e.g., events, names of people, new concepts and collocations that can be dated;
(4) conducting additional experiments using many more responsa written by more
authors to improve the estimates; (5) checking why the iron-clad, heuristic and greedy
rules tend to produce more positive differences; and (6) testing how much of an
improvement we can obtain from a correction of the upper bound of D(x) and how
much we will, at some point, use it for a corpus with long-dead authors.
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Appendix

Data Set Information

Table 2. Full details about the data set

# of
authors

Death
year

Birth
year

Author’s name # of
files

# of
words

# of
characters

24 12 2015 1914 Vozner Shmuel 1807 1,490,463 7,768,059
2014 1920 Yosef Ovadya 1283 4,578,049 22,933,473
2006 1917 Waldenberg Eliezer 1639 3,197,662 16,589,888
1995 1910 Auerbach Shlomo

Zalman
229 793,706 4,087,592

1989 1902 Weiss Yitzchak 1468 2,311,927 11,695,021
1989 1911 Stern Bezalel 663 1,080,452 5,390,661
1986 1895 Feinstein Moshe 1831 2,306,526 11,959,224
1969 1890 Hadaya Ovadia 210 713,341 3,683,787
1963 1898 Ades Yaakov 131 310,585 1,604,218
1959 1901 Havita Rahamim 736 898,543 4,655,681
1959 1889 Herzog Yitzchak 190 430,259 2,210,586
1953 1880 Ben-Zion Meir Hai

Uziel
374 899,617 4,621,414

1948 1880 Boimel Yehoshua 129 237,093 1,227,007
1942 1873 Baer Weiss

Yitzchak
497 243,789 1,257,633

1935 1865 Kook Abraham
Yitzchak

681 750,145 3,892,610

1921 1854 Allouch Faraji 112 205,258 1,069,460
1911 1835 Schwadron Sholom

Mordechai
1574 1,657,860 8,560,084

1889 1813 Somekh Abdallah 86 80,508 412,486
1896 1817 Spektor Yitzchak

Elchanan
301 1,159,019 5,843,696

1893 1820 Trunk Israel
Yehoshua

281 132,257 689,598

1880 1790 Abuhatzeira
Yaakov

146 177,411 917,682

1874 1801 Edery Abraham 119 176,849 918,564
1866 1794 Assad Yehuda 882 880,361 4,565,230
1843 1786 Birdugo Yaakov 126 218,402 1,130,206
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Abstract. Tag clouds provide an excellent means of visualization of
weighted semantic information. With their generation depending on given
or calculated weights, their use is not possible when these weights are not
known with certainty. In this paper we propose an extension of tag clouds
to support the notion of uncertainty and explore some properties of this
new representation. Furthermore, we present a tool implementing it.

Keywords: Tag cloud · Uncertainty · Visualization · Transparency

1 Introduction

Tag clouds are a very useful and intuitive way to present textual information.
They are consistently used as a way to visualize textual corpora, when frequency
of occurrence or some other measure of importance is of interest. More generally,
tag clouds can actually be (and often are) used in any context where weighted
textual information needs to be visualized. See for example Fig. 1 where free text
responses from 4000 individuals [3] are summarized in one brief picture.

In all existing applications of tag clouds, the information depicted is certain
and complete. However, real life semantic information rarely is, and various forms
of uncertainty are inherent in it. In this paper we propose the utilization of the
opaqueness of the tags to depict degrees of certainty on a tag cloud.

The rest of the paper is organized as follows: In Sect. 2 we outline related
background such as information visualization, uncertainty, and tag clouds. In
Sect. 3 we present our proposed approach using a simple example and discuss its
most important aspects. In Sect. 4 we focus on the software tool that implements
it. Finally, in Sect. 5 we list our concluding remarks.

2 Related Work

2.1 Information Visualization

Tag clouds are a characteristic tool of Information Visualization. Information
Visualization uses graphical representations of data in order to enhance human

c© Springer International Publishing Switzerland 2015
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Fig. 1. Word cloud of open ended responses from the Wikipedia Readers Survey [6].

cognition [7], to ease understanding of the data, to allow the viewer to form a
mental model of it.

The graphical representations devised are most often able to convey, in an
intuitive way, multiple properties (or dimensions) of the data at once, which
would be impossible with a simple textual listing of the same data; for example,
points on a x-y diagram could depict many more properties apart from those
assigned to their x and y coordinates by varying their size, color, and shape.

2.2 Uncertainty

Uncertainty is an inherent feature of human life and we are accustomed to deal-
ing with it in almost any information that we are faced with, often even sub-
consciously. In fact, the term “uncertainty” may refer to any situation in which
something is not known certainly and/or accurately, which encompasses many
heterogeneous types of information.

In this paper we deal only with uncertainty that refers to the very existence of
the respective data. This includes, for instance, probabilistic information (events
that may happen with known probability) and possibilistic information (events
that may happen with unknown probability). Therefore, we deal with cases
where uncertainty is orthogonal to the magnitude of the respective data and not
correlated, i.e. it is an additional dimension of the data.

Other types of uncertainty, with which we do not deal here, refer to the mag-
nitude of the data itself, for example imprecision stems from the finite precision
of a measuring tool.

2.3 Tag Clouds

A tag cloud is a visualization of a set of tags, each of which is associated with
a weight (frequency, importance, etc.) The tags are drawn using different font
sizes, relative to their weight, and arranged so as not to overlap.

The other drawing parameters are chosen according to the application at
hand. Tags may be arranged alphabetically (when discoverability is important),
or such that the more important ones are placed near the center of the tag cloud
(which emphasizes those with higher weights, cf. Fig. 1), or completely at random
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aiming at a more aesthetically pleasing result. They may be placed all horizon-
tally or both horizontally and vertically (which leads to more interesting cloud
shapes). Tags may be colored according to their weight (which, again, empha-
sizes those with higher weights, cf. Fig. 1), or with different colors according to
some other characteristic (eg. category), or completely at random. Finally, the
tag cloud may assume a specific shape or not.

3 Visualization of Uncertainty

As has been explained in the previous section, in the conventional tag cloud the
weight of each tag is visualized by controlling the size of the font. In this work
we aim to also visualize the uncertainty of each tag when it is not correlated to
its weight; therefore we need to utilize a different graphical characteristic of the
visualization.

Our proposal is to visualize the uncertainty of tags by controlling their
opaqueness. Tags that are absolutely certain are printed “normally”, absolutely
improbable cases are not depicted at all, and intermediate cases are drawn with
varying levels of transparency. Figure 2 demonstrates the concept.

Fig. 2. The uncertain tag cloud concept.

3.1 An Example

As an example, consider Table 1. In it we summarize the upcoming year’s expected
budget for a research group. There are three projects already running, for which
next year’s budget is secured, and an agreement with industry to implement a
project next year with the contract still pending but almost certain. But there are
also two proposals submitted to calls of different difficulties. And on top of that,
there is the knowledge that some amount is typically allotted during the course of
every year by the department.

Should we wish to depict this information in a tag cloud, we would be faced
with the decision of how to visualize the different degrees of certainty related to
each one of the table’s entries. One way would be to only depict most probable
options, as shown in Fig. 3(a); this clearly omits some information and we should
certainly do better. Alternatively, in Fig. 3(b) we depict all entries in a simple
tag cloud, choosing to hide the fact that we already know that some of these tags
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Table 1. Expected budget of a research group for the next year.

Funding source Amount (K euros) P Comments

Project A 50 1.0 Running project

Project B 100 1.0 Running project

Project C 150 1.0 Running project

Project D 30 0.9 Agreed project, to be contracted

Project E 100 0.5 Submitted proposal, easy call

Project F 200 0.1 Submitted proposal, very competitive call

Other 50 0.8 Additional funds typically attracted per year

(a) Most probable (b) All (c) Weighted (d) Proposed

Fig. 3. Different ways to visualize the data of Table 1.

correspond to improbable situations; again, not all the information available in
the table is represented.

In Fig. 3(c) we incorporate uncertainty by weighing amounts proportionally
to their probability. From an economic or risk analysis perspective this is the opti-
mal approach, as what is depicted is the real economic value of each project at the
present time. Still, from an information visualization point of view this is coun-
terintuitive and misleading: for example, consider project F which is depicted as
small in scale; this is inaccurate in all cases as project F will either bring in a large
amount or none at all. The problem in this representation stems from joining
volume and uncertainty, which in our case are unrelated, into one visualization
parameter.

In order to overcome this, we apply our proposed solution of representing
magnitude using font size, as usual, and degree of uncertainty using trans-
parency; see Fig. 3(d). Compared to the previous approaches, we observe that
this visualization contains all of the information in the table and communicates
it accurately in a straightforward manner.

3.2 Discussion

Perhaps the greatest attractions of the conventional tag cloud are its simplicity
and intuitiveness: larger tags stand out immediately as more important in the
context of the image. Therefore, in extending the tool one has to be careful in
order to retain these desirable properties.
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We feel that our proposed extension of the tag cloud, which employs the
opaqueness of the tags to convey their certainty, is very natural and intuitive as
well: the less probable a tag, the more it faints into the background. The viewer
can understand the relative certainty of the tags based on their opaqueness,
while still being able to measure their relative importance based on their size.

The main parameter that influences the effectiveness of the uncertain tag
cloud seems to be the choice of colors for the tags and for the background of the
picture. In fact, our preliminary testing shows that if the tag color has enough
contrast with the background color then the tag cloud delivers the information
successfully. Figure 3(d) shows that even though the tag and the background
color are both shades of green, the transparency effect is clear.

(a) (b) (c)

Fig. 4. Different color combinations.

Figure 4 demonstrates some other color combinations. Figure 4(a) uses a
white background, which is possibly the safest one to use in conjuction with
a strong tag color. Figure 4(b) utilizes two colors whose blending is rather well
known, so the effect still gets through. Finally, Fig. 4(c) uses the colors of Fig. 3(d)
inverted: a light green for the tags and a dark one for the background; we believe
that the opacity effect is more intuitive with light backgrounds.

Another interesting aspect of the uncertain tag cloud would be to assess its
effectiveness when many terms are depicted. Our simple test case uses few terms
to convey the basic principle of this new representation; we believe that real-
world uncertain tag clouds will be equally effective as conventional ones, since
the effect of opacity is similar to the one of using different shades of color as
in Fig. 1.

Of course, formal user evaluation of the proposed visualization would provide
better insight into its properties, strengths and weeknesses.

4 Implementation

Several libraries are available for the creation of tag clouds [1,2,4,5], offering
varied choices regarding the placement of words, text colors, overall size and
shape, etc.

Our proposed approach to the representation of uncertainty is not related
to these choices, and therefore it may be combined with any suitable software.
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In order to experimentally demonstrate the effectiveness of the proposed app-
roach we have chosen to extend the Kumo - Java Word Cloud library [5] to
accept degrees of certainty as input and visualize it as degrees of opaqueness.

Kumo was chosen because it is open source software provided as a library,
thus easily extensible. Furthermore, it provides enough flexibility for our pur-
poses, allowing the user to customize all the graphical parameters of the tag
cloud (dimensions, font size, colour palettes, tag direction, tag cloud shape).

Similarly to the Kumo library, our finalized tool and accompanying libraries
will be made freely available under a GPLv3 licence.

5 Conclusions

Tag clouds are an established tool for the visualization of semantic textual infor-
mation. In this work we proposed to extend them for the visualization of uncer-
tain information by utilizing the opaqueness of the tags to indicate their degree of
certainty. We discussed the properties of this new representation and developed
a software library to showcase it.

This work will be followed by a formal user evaluation of the proposed visual-
ization in order to establish its characteristics on sound evidence and formulate
guidelines for its application. Moreover, we plan to investigate other metaphors
for the transparency in tag clouds and investigate situations where it might be
intuitive.
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Abstract. Image retrieval approaches dealing with the complex problem of
image search and retrieval in very large image datasets proposed so far can be
roughly divided into those that use text descriptions of images (text-based image
retrieval) and those that compare visual image content (content-based image
retrieval). Both approaches have their strengths and drawbacks especially in the
case of searching for images in general unconstrained domain. To take advantage
of both approaches, we propose a multimodal framework that uses both keywords
and visual properties of images. Keywords are used to determine the semantics
of the query while the example image presents the visual impression (perceptual
and structural information) that retrieved images should suit. In the paper, the
overview of the proposed multimodal image retrieval framework is presented.
For computing the content-based similarity between images different feature sets
and metrics were tested. The procedure is described with Corel and Flickr images
from the domain of outdoor scenes.

Keywords: Image retrieval · Multimodal query · Content-based similarity

1 Introduction

To help dealing with a huge number of images produced daily, different approaches for
image search and retrieval have been proposed that can be roughly divided into those
that use text descriptions of images (text-based image retrieval) [1, 2] and those that
compare visual content (content-based image retrieval) [3, 4].

In content-based image retrieval approach images are retrieved and ranked based on
visual similarity to a query image. The similarity between images is commonly
computed based on low-level features so the consequence is that the similarity of
semantics actually relies on the similarities of colors and other low-level features. On
the specific domains such as criminalistics and medical diagnostics when search is
performed among images that all have the same semantics, e.g. chest x-rays this
approach gives excellent results because user is searching for exactly that query image
or the most similar ones. When searching for images in general, it is more likely that
the user is looking for images that are similar to the query image but differ in some
aspect, i.e. the user is not actually looking for images that are as similar as possible to
the query image but those images that semantically match the query image.
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In most everyday cases where image semantics matter, image retrieval based on text
has appeared to be easier and more suitable for image search and retrieval. This is
because it is always possible to write a keyword-based query, and image examples are
not always available. However, to be able to retrieve images using text, they must be
labeled or described in the surrounding text, and most images are not.

Still, in some cases content-based image retrieval can be preferred to keyword-based
search, especially when searching for images with very specific visual appearance that
may be difficult to describe with a few keywords. Multimodal retrieval that uses both
keywords and visual properties of images appears as a solution [4]. The approach in [5]
uses either complex text queries describing relative configurations of objects in images,
or use queries of different modalities (text, sketches and images) that are converted into
a common semantic representation used for retrieval.

In this paper, we propose a multimodal image retrieval framework that integrates
keyword-based image search with content-based ranking according to the visual simi‐
larity to a query image. In this way, users can provide both a reference example image
to which the results should be similar, and keywords to specify the desired semantics of
retrieved images, which can be different than in the example image. Visual similarity
between candidate images and the example image is computed based on low-level visual
features extracted from images. To present the perceptual information about the image,
pixel-based and structure-based feature descriptors are used.

The overview of the proposed multimodal image retrieval framework is presented
in Sect. 2. Section 3 presents the feature sets used for computing the content-based
similarity between images and the content-based similarity measures are introduced in
Sect. 4. The details about the experiment with examples from the outdoor image domain
are given in Sect. 5 with the conclusion in Sect. 6.

2 Overview of Multimodal Image Retrieval Framework

The proposed pipeline for multimodal image retrieval is shown in Fig. 1. The user
provides a query to the system consisting of a keyword and an example image. The
expected results are images that match the given keyword because they contain a partic‐
ular word in the description or annotation and visually resemble the example image. The
system first retrieves all the images from the image database that satisfy the query
keyword. Then, low-level visual features are extracted from image regions of the
example and retrieved images. Low-level visual features are then used to compare the
example and all retrieved images by computing a similarity score. The retrieved images
are then ranked by the similarity to the example image, yielding the final results that are
presented to the user.
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Fig. 1. Multimodal image retrieval pipeline.

3 Features

Most systems for content based image retrieval and image annotation perform feature
extraction as a preprocessing step of presenting perceptual information about the image,
obtaining global and local image features like dominant color or color histogram, struc‐
ture, etc.

Here we have considered color histograms as pixel-based descriptors and GIST [6]
as structure-based descriptors for computing the visual similarity of images during
content-based image retrieval. Pixel-based descriptors are used because they are robust
in position, translation and rotation changes and are useful for rapid detection of objects
in image databases. Here, they are computed on the whole image, but also on two
centrally symmetric regions to capture the information about the possible central image
object and regions obtained by applying a 3 × 1 grid, to preserve the information about
the color layout of an image.

To calculate the color histograms, the images were converted from RGB color space
to indexed color, where the palette consists of 256 colors obtained by uniformly quan‐
tizing the RGB color space. The choice of number of colors in the palette depends on
the number of desired bins in each histogram. Too few colors will lose accuracy by
overestimating the overlap region, and too many colors will lose accuracy by creating
individual bins with no values except in a densely populated sample space.

To represent coarse spatial information the GIST image descriptor was used. It is a
structure-based image descriptor [7] that refers to the dominant spatial structure of the
scene characterized by properties of its boundaries (e.g., the size, degree of openness,
perspective) and its content (e.g., naturalness, roughness) [5]. The spatial properties are
estimated using global features computed as a weighted combination of Gabor-like
multi-scale oriented filters. In our case, we used 4 × 4 encoding samples in the GIST
descriptor within 8 orientations per 4 scales of image components, so the GIST feature
vector has 512 components.
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For the content-based similarity calculation for image retrieval, subsets of features
containing color histograms, and GIST descriptor is used.

The features were extracted from images that were sized 128 × 192 pixels or
192 × 128 pixels in the case of the Corel dataset. For the Flickr dataset, the images were
rescaled to the width of 256 pixels before feature extraction.

4 Content-Based Similarity Ranking

To present to the user the most visually similar images to the query image, content-based
similarity ranking is performed. Visual features are extracted from the query image and
are compared with the low-level feature vectors extracted from all images obtained as
results of keyword-based query. A similarity score between each retrieved image and
the query image is computed as the distance between the corresponding feature vectors.
The obtained images are then ranked by the similarity to the query image.

To compare the visual similarity of images, we used different features and suitable
metrics. For histogram comparison we used the Bhattacharyya distance [8], histogram
intersection [9], and the chi-squared histogram matching distance [8] and for distance
between GIST features the Euclidean distance. Other metrics for comparing visual
similarity can also be used, depending on the feature set, see [8] for a comprehensive
review.

The Bhattacharyya distance is an appropriate distance measure for discrete proba‐
bility distributions or normalized histograms p and q over the same histogram range,
and it is defined as:

(1)

where:

(2)
is the Bhattacharyya coefficient, and for histograms p and q, n is the number of bins and

 and  are the i-th bin values of histograms p and q.
The Bhattacharyya coefficient is a measurement of the amount of overlap between

two histograms and can be used to determine the similarity of the two sample images
being considered.

For Bhattacharyya distance, low scores indicate good matches, with perfect match
being 0, and high scores indicate bad matches, with infinite value for total match.

The intersection of two histograms is the same as the minimum misclassification or
error probability, which is computed as the overlap between two probability density
functions [10]:

(3)

where p and q are the compared normalized histograms, and n is the number of histogram
bins.
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To use histogram intersection as a distance measure, the inverse is computed:

(4)

If both histograms are normalized to 1, then 0 indicates perfect match and 1 a total
mismatch.

The chi-squared distance is defined as:

(5)

where p, q, and n have the same meaning as in (3). For the chi-square distance, a perfect
match is 0 and a total mismatch is unbounded and depends on the size of the histogram.

5 Experiments

The experiments of the keyword-based, content-based and multimodal image retrieval
were performed on the Corel image dataset [11] and on a set of images from the Flickr
website. We used images in the Corel dataset related to outdoor scenes, labeled with
one or more keywords from a vocabulary of 27 keywords pertaining to natural and
artificial objects, such as ‘airplane’, ‘bird’, ‘lion’, ‘train’ etc. The Flickr images were
obtained by using the same set of 27 keywords as in the Corel dataset to query the Flickr
website. For each of the chosen keywords, 100 most relevant image results were
collected, resulting in a dataset of 2700 images belonging to 27 classes. Each of the
Flickr images was annotated with the query keyword, but possibly also with other
keywords or text descriptions. These labels are used for image retrieval when a user
provides a keyword query.

An example of keyword based retrieval results from the Flickr image database is
shown in Fig. 2. It shows the top nine images obtained for the keyword “tiger”.

Fig. 2. Top nine results for keyword “tiger” obtained by text-based image retrieval.

To perform content-based similarity ranking and image retrieval, low-level visual
features are extracted from Corel and Flickr images, as detailed in Sect. 3. The consid‐
ered feature descriptors and combinations of appropriate distance measures were tested
in isolation by querying the image databases using only the query images, and ignoring
the text labels. As an example, Fig. 3 shows the results of visual similarity ranking of
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images when the color histogram is used as feature descriptor with histogram intersec‐
tion distance measure and no keyword is specified. Similar results are obtained with
other features and measures.

Fig. 3. Top five most similar images to the set target image (content-based retrieval).

Image retrieval is improved in comparison to text-based and content-based case by
using multimodal query where both keywords and target image is used. Some examples
of multimodal image retrieval are shown in Figs. 4 and 5 with different feature sets and
distance measures. In Fig. 4, top three images are shown for the specified target image
(wolf scene, same as in Fig. 3) and keyword “tiger” (as in Fig. 2), so the expected results
should look like the target image, but a tiger should appear in the results. In this case,
all obtained images correspond to the desired semantics (a tiger appears in the image),
and the visual impression of the target image is preserved. This cannot be simply
achieved with either text-based or content-based retrieval alone, although some of the
images could appear among the results. In this example, color histograms were used as
features with distance measures described in Sect. 4.

Fig. 4. Top three results for multimodal image retrieval using the target query image (left) and
keyword “tiger”, using color histograms for content-based ranking.

In Fig. 5, top three images are shown for the specified elephant scene as the target
image and the keyword “lion”. The obtained images have preserved the visual impres‐
sion of the target image in both cases.
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Fig. 6. Top three results for multimodal image retrieval using the target query image (left) and
keyword “tiger”, using color histograms for content-based ranking.

The influence of the target image in the multimodal image retrieval can be illustrated
with an example shown in Fig. 6. The figure shows the results of two multimodal queries,
both with the same keyword (wolf), but with different target images. Due to different
feature values of the target images, the obtained results show different visual appear‐
ances of wolves. In both queries, the Bhattacharyya distance with color histograms was
used.

6 Conclusion and Future Work

In this paper, a multimodal image retrieval framework was proposed, integrating
keyword-based image search with content-based ranking according to the visual simi‐
larity to a query image. The semantics of the retrieved images are specified by keywords
that are used to retrieve candidate images according to their textual annotations. The
retrieved images are then ranked and sorted according to the visual similarity to the
query image and presented to the user.

For content-based image ranking, different visual features extracted from images
and distance measures were tested on image retrieval tasks on Corel and Flickr image
databases of outdoor scenes. All tested measures and features have proven useful for

Fig. 5. Top three results for multimodal image retrieval using the target query image (left) and
keyword “lion”, using GIST descriptor with Euclidean distance measure for content-based
ranking.
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improving the image retrieval. To choose the most suitable features and measure for the
task of image retrieval in general domain, more formal evaluation will be performed
since their performance in our experiment was similar to one another with many appear‐
ances of the same images in top 10 results.

The experiments have shown that multimodal image retrieval gives the user the
opportunity to specify his query more easily and accurately, in terms of visual appear‐
ance and structure than with keywords alone. Simultaneously, the semantics are speci‐
fied with keywords, so the query image does not have to be semantically related to the
image the user is looking for. Thus, it is more likely that the user actually has a usable
query image, making the proposed multimodal retrieval more user-friendly than the
traditional content-based retrieval.

Multimodal image retrieval narrows the search results among images corresponding
to the query keyword and can thus help when dealing with huge image databases.

In the future work, we plan to improve the results of multimodal image retrieval by
exploring other types of image features that might be more appropriate for visual image
comparison, as well as the corresponding similarity metrics. In case when images are
not labeled nor described in the surrounding text, we plan to integrate automatic image
annotation with multimodal image retrieval.
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Abstract. Information retrieval on the (social) web moves from a pure
term-frequency-based approach to an enhanced method that includes
conceptual multimodal features on a semantic level. In this paper, we
present an approach for semantic-based keyword search and focus espe-
cially on its optimization to scale it to real-world sized collections in the
social media domain. Furthermore, we present a faceted indexing frame-
work and architecture that relates content to semantic concepts to be
indexed and searched semantically. We study the use of textual concepts
in a social media domain and observe a significant improvement from
using a concept-based solution for keyword searching. We address the
problem of time-complexity that is critical issue for concept-based meth-
ods by focusing on optimization to enable larger and more real-world
style applications.

Keywords: Semantic indexing · Concept · Social web · Word2Vec

1 Introduction

The past decade has witnessed the massive growth of the social web, the contin-
ued impact and expansion of the world wide web and the increasing importance
and synergy of content modalities, such as text, images, videos, opinions, and
other data. There are currently about 200 active social networks1 that attract
visitors in the range of the 100s of millions each month. Online visitors spend
considerable amounts of time on social network platforms where they constantly
contribute, consume, and implicitly evaluate content. The Facebook commu-
nity alone, with over 1.2 billion members, shares the impressive amount of 30
billion pieces of content every month [15]. The knowledge contained in these
massive data networks is unprecedented and, when harvested, can be made use-
ful for many applications. Although research has started to automatically mine
information from these rich sources, the problem of knowledge extraction from
multimedia content remains difficult. The main challenges are the heterogeneity
of the data, the scalability of the processing methods and the reliability of their
predictions.
1 http://en.wikipedia.org/wiki/List of social networking websites.
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In order to address these challenges in the social web domain, recent researches
exploit the use of semantics in multimodal information retrieval and specially
in image retrieval [11]. However, the focus resided on image processing and, so
far, the methods used for text similarity for the purpose of multimodal retrieval
are fairly mainstream [22]. In this work, we focus on semantic-based keyword
search while specifically considering the optimization of the processing time,
thus making our approach manageable in an information system.

This paper has two contributions. As the first contribution, we explored
the effect of semantic similarity and optimization methods in text-based image
retrieval in social media by applying Word2Vec [16] and Random Indexing
(RI) [21]. This represents one possible form for a semantic concept index. We
particularly focus on the optimization of these algorithms to allow them to scale
to real-world collection sizes for more effective semantic-based keyword search
on the (social) web. With an execution time that is about 40 times slower than
standard TF-IDF in Solr, especially with longer documents, it is clear that opti-
mization is paramount for allowing semantic search to become applicable and
useful. We applied and evaluated two optimization techniques to contribute to
this essential and important goal.

The second contribution is an architecture and test-bed for integrating and
evaluating algorithms and methods for semantic indexing and keyword search. It
is designed as a combined faceted index for multimodal content collections, such
as MediaEval Diverse Images [9,10]. The framework is based on a flexible docu-
ment model and incorporates concepts as an extension toward more generalized
forms of information search that exceed the classic bag-of-words approach. The
interlinked nature of these parts has the benefit of being flexible with respect
to many kinds of multimodal and also multilingual documents. Each of these
facets can be transformed into a semantic representation based on a dynamic
set of algorithm. The index itself is implemented effectively by using flexible
facet indices and a document index that can be combined and used based on
the data at hand. The first contribution additionally serves as an application
use-case for this architecture.

The following section describes the related work surrounding the domains
of faceted, multi-modal and semantic indexing and search. In particular, we
cover concept-based information retrieval. We describe our indexing architecture
together with an application example of semantic index in Sect. 3. Focusing on
questions of optimization, we explain two methods, followed by discussion and
comparison in Sect. 4. We summarize our findings in Sect. 5, and subsequently
elaborate on a range of future plans.

2 Related Work

While different modalities often occur together in the same document (scientific
paper, website, blog, etc.), search through these modalities is usually done for
each modality in isolation. It is well known that combining information from
multiple modalities assists in retrieval tasks. For instance, the results of the
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ImageCLEF campaign’s photographic retrieval task have shown that combining
image and text information results in better retrieval than text alone [17]. There
are two fundamental approaches to fusing information from multiple modalities:
early fusion and late fusion [7].

Late fusion is widely used, as it avoids working in a single fused feature
space but, instead, fusing results by reordering them based on the scores from
the individual systems. Clinchant et al. [3] propose and test a number of late
fusion approaches involving the sum or product combination of weighted scores
from text and image retrieval systems. Difficulties arise from

– weights that must be fixed in advance or that need to be learned from difficult
to obtain training data

– modality weights that might be query dependent and
– weights that are sensitive to the IR system performance for the various

modalities [7]

Separate queries are needed for each modality, so that for example to find a
picture of a cat in a database of annotated images, one would need to provide a
picture of a cat and text about the cat. There are ways of getting around this
limitation, such as choosing the images for the top returned text documents as
seeds in an image search [7], but these are generally ad-hoc.

With early fusion, a query would not have to contain elements from all modal-
ities in the dataset. To continue the previous example, pictures of a cat could be
found only with text input. Early fusion suffers from the problem that text tends
to sparsely inhabit a large feature space, while non-text features have denser dis-
tributions in a small feature space. It is however possible to represent images
sparsely in higher-dimensional feature spaces through the use of bags of ‘visual
words’ [4] that are obtained by clustering local image features. The simplest
approach to early fusion is to simply concatenate the feature vectors from differ-
ent modalities. However, concatenated feature vectors become less distinctive,
due to the curse of dimensionality [7], making this approach rather ineffective.
A solution proposed by Magalhaes and Rüeger [14] is to transform the feature
vectors to reduce the dimension of the text feature vectors and increase the
dimension of the image feature vectors using the minimum description length
(MDL) principle.

Textual features has been used in many multimodal retrieval systems. For
instance, recently, Eskevich et al. [8] considered a wide range of text retrieval
methods in the context of multimodal search for medical data, while Sabet-
ghadam et al. [20] used text features in a graph-based model to retrieve images
from Wikipedia. However, these works do not particularly exploit text semantics.

In the text retrieval community, text semantics started with Latent Semantic
Analysis/Indexing (LSA/LSI) [6], the pioneer approach that initiated a new
trend in surface text analysis. LSA was also used for image retrieval [18], but
the method’s practicality is limited by efficiency and scalability issues caused by
the high-dimensional matrices it operates on. Explicit Semantic Analysis (ESA)
is one of the early alternatives, aimed at reducing the computational load [12].
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However, unlike LSA, ESA relies on a pre-existing set of concepts, which may
not always be available. Random Indexing (RI) [21] is another alternative to
LSA/LSI that creates context vectors based on the occurrence of word contexts.
It has the benefit of being incremental and operating with significantly less
resources while producing similar inductive results as LSA/LSI and not relying
on any pre-existing knowledge. Word2Vec [16] further expands this approach
while being highly incremental and scalable. When trained on large datasets,
it is also possible to capture many linguistic subtleties (e.g., similar relation
between Italy and Rome in comparison to France and Paris) that allow basic
arithmetic operations within the model. This, in principle, allows exploiting the
implicit knowledge within corpora. All of these methods represent the words in
vector spaces.

In order to compare the text semantic approaches, Baroni et al. [2] sys-
tematically evaluates a set of models with parameter settings across a wide
range of lexical semantics tasks. They observe an overall better performance of
state-of-the-art context-based models (e.g., Word2Vec) than the classic methods
(e.g., LSA).

Approaching the text semantics, Liu et al. [13] introduced the Histogram for
Textual Concepts (HTC) method to map tags to a concept dictionary. However,
the method is reminiscent of ESA described above, and it was never evaluated
for the purpose of text-based image retrieval.

3 Concept-Based Multimedia Retrieval

In this section, first we explain the architecture of our system for semantic index-
ing and keyword search. Thereafter based on the architecture, an application
use-case is applied on the MediaEval Diverse Social Images task [9,10], using
textual concepts. Our concept-based approach shows a significant improvement
for keyword search on the test collection in the social media domain.

3.1 Framework for Extended Multimedia Retrieval

We introduce a framework for multimodal concept and facet-based information
retrieval and, in the scope of this paper, focus on the indexing component, partic-
ularly the semantic indexing features. The interaction between the components
of the indexing framework is depicted in Fig. 1. These components represent the
conceptual building blocks of the indexing architecture as part of the general
framework. The figure presents the document model, the concept model and
the indexing model with its individual document facets, such as text-, tag-, and
image-typed content. We additionally depicts the information flow between these
parts in a simplified form.

The document model defines a document that functions as the basic unit
for content that is composed of facets. A facet is either a text, a tag or an
image. This allows many content structures to be created and organized, such as
Wikipedia pages, scientific articles, websites, or blogs that often consist of such
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Fig. 1. Interaction between document model, concepts and (semantic) concept index

text, tag and image facets in various combinations. This structure also covers
all unimodal variants, such as pure picture collections, since each document may
contain any facet type in any order.

The concept model defines the structure of concepts. All concepts share a
common identifier (usually a URI) that uniquely represents and differentiates
them. A concept can describe either one of the three facet types, expressed as
a type. That means, the concept can either be a text concept, a tag concept or
a visual concept. Furthermore, a concept has a probability of being true, that
allows a learning algorithm to store its confidence.

The indexing model is managed by the IndexManager, which controls the
creation process of all indices, based on the configuration of the entire system.
Facets are processed into respective indices that are all variations of a general
FacetIndexer. TextFacets are indexed as a TextFacetIndex and TagFacets as a
TagFacetIndex which are both based on Lucene2 that stores it as separate, for
their purpose optimized, inverted index file structures. ImageFacets are trans-
formed into an ImageFacetIndex that is processed based on Lire, a Lucene deriv-
ative that is specialized on visual features. The indexing architecture therefore
has three types of facet indexers, one per facet type, but maintains an arbitrary
number of instances for each of them based on the structure of the content collec-
tion that is indexed. The DocumentIndex is a data structure that is implemented
as a Database that connects all facets to make them accessible and usable for
applications.

2 http://lucene.apache.org/core.

http://lucene.apache.org/core
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The concept model provides a definition of concepts for the framework. Con-
cepts are processed into a ConceptIndex that is separate from the DocumentIn-
dex and the FacetIndices. This concept model is used to translate facets into
concepts. The ConceptIndex merges both text- and visual concepts into a com-
mon concept index space. In the next section, we demonstrate a first step into
this direction by applying it solely on text concepts that are represented as an
index of word vectors. Future work will expand on this by mapping concepts in
an inverted index using Lucene covering both text, tag and visual concepts and
representing it by a single index space.

In the following, we describe an application of semantic indexing in a social
media domain. We specifically evaluate the effect of semantic-based retrieval on
the textual features of multimodal documents.

3.2 Application of Concept-Based Retrieval

We explore the effect of semantic similarity and optimization methods in text-
based image retrieval in social media by applying Word2Vec and Random Index-
ing. This represents one possible scenario for a semantic concept index as shown
in Fig. 1 and also examines the effectiveness of concept-based retrieval in this
domain.

The evaluation was conducted using Flickr data, in particular in the frame-
work of the MediaEval Retrieving Diverse Social Images Task 2013/2014 [9,10].
The task addresses result relevance and diversification in social image retrieval.
We merged the datasets of 2013 (Div400) [10] and 2014 (Div150Cred) [9] and
denoted it as MediaEval. It consists of about 110k photos of 600 world land-
mark locations (e.g., museums, monuments, churches, etc.). The provided data
for each landmark location include a ranked list of photos together with their
representative texts (title, description, and tags), Flickr’s metadata, a Wikipedia
article of the location and user tagging credibility estimation (only for 2014 edi-
tion). The name of each landmark location (e.g., Eiffel Tower) is used as the
query for retrieving its related documents. For semantic text similarity, we focus
on the relevance of the representative text of the photos containing title, descrip-
tion, and tags. We removed HTML tags and decompounded the terms using a
dictionary obtained from the whole corpus.

We used the English Wikipedia text corpus to train our word representation
vectors based on Word2Vec and Random Indexing, each with 200 and 600 dimen-
sions. We trained our Word2Vec word representation using Word2Vec toolkit3

by applying CBOW approach of Mikolov et al. [16] with context windows of 5
words and subsampling at t = 1e−5. The Random Indexing word representations
were trained using the Semantic Vectors package4. We used the default parame-
ter settings of the package which considers the whole document as the context
window. In both Word2Vec and Random Indexing we considered the words with
frequency less than five as noise and filtered them out.

3 https://code.google.com/p/word2vec/.
4 https://code.google.com/p/semanticvectors/.

https://code.google.com/p/word2vec/
https://code.google.com/p/semanticvectors/
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Table 1. MediaEval Retrieving Diverse Social Images Task 2013/2014 [9,10]. Models
trained on Wikipedia using Random Indexing (RI) and Word2Vec (W2V). The sign
†denotes statistical significant difference

Representation Dimension P@20

Random Indexing 200 †0.788

Random Indexing 600 †0.787

Word2Vec 200 †0.795
Word2Vec 600 †0.793

Solr (Baseline) 0.760

To measure the semantic-based text-to-text similarity, we applied an app-
roach, denoted SimGreedy [19]. The approach calculates the relatedness of doc-
ument A to document B based on SimGreedy(A,B) defined as follows:

SimGreedy(A,B) =
∑

t∈A idf(t) ∗ maxSim(t, B)
∑

t∈A idf(t)
(1)

where t represents a term of document A and idf(t) is the Inverse Document
Frequency of the term t. The function maxSim calculates separately the cosine
of the term t to each word in document B and returns the highest value. In this
method, each word in the source document is aligned to the word in the tar-
get document to which it has the highest semantic similarity. Then, the results
are aggregated based on the weight of each word to achieve the document-to-
document similarity. SimGreedy is defined as the average of SimGreedy(A,B)
and SimGreedy(B,A). Considering n and m as the number of words in docu-
ments A and B respectively, the complexity of SimGreedy is of order n ∗ m.

We used the evaluation metric as the precision at a cutoff of 20 documents
(P@20) which was also used in the official runs. A standard Solr index was used
as the baseline. Statistical significant difference at p = 0.05 or lower against the
baseline (denoted by †) was calculated using Fisher’s two-sided paired random-
ization test. The two-sided paired randomization test examines the significance
of the difference between two sets of data by calculating the difference of each
pair of the datasets and then passing them to a more common significance test
such as ‘one-sample t-test’.

The results of evaluating the SimGreedy algorithm with different word rep-
resentations are shown in Table 1. We observed that using SimGreedy as a
semantic-based similarity method outperforms the simple content-based app-
roach. In addition, the word representation method or the number of dimensions
does not have a significant effect on the result of the SimGreedy method.

In order to compare the results with the participating systems in the task,
we repeated the experiment on test dataset 2014. As it is shown in Table 2 using
SimGreedy and Word2Vec, we achieved the state-of-the-art result of 0.842 for
P@20 between 41 runs including even the ones which used image features but
not external resources.
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Table 2. MediaEval Retrieving Diverse Social Images Task 2014 Results using query
expansion. Models are trained on Wikipedia corpus with 200 and 600 dimensions. Our
semantic-based approach only uses the textual features. Best indicates the state-of-
the-art performing system in the 2014 task for different runs

Representation Dimension P@20

Random Indexing 200 0.813

Random Indexing 600 0.817

Word2Vec 200 0.833

Word2Vec 600 0.842

Best text (Run1) 0.832

Best text-visual (Run3) 0.817

Best all resources (Run5) 0.876

Considering the achieved results, in the next section we focused on opti-
mizing the performance of the algorithms provided to match with the practical
requirements of real-world application problems.

4 Optimizing Semantic Text Similarity

Although SimGreedy shows better performance in comparison to the content-
based approach, based on the time complexity discussed before, it has a much
longer execution time. We observed that SimGreedy is approximately 40 times
slower than Solr so that SimGreedy generally has the query processing time of
about 110 to 130 min while it takes about 3 min for Solr. The method can be
especially inefficient when the documents become longer. Therefore in the fol-
lowing, we apply two optimization techniques for SimGreedy in order to achieve
better execution time without degrading its effectiveness.

4.1 Two-Phase Process

In the first approach, we turn the procedure into a two-phase process [5]. In order
to do this, we choose an alternative method with considerably less execution
time in comparison to SimGreedy such as using Solr. Then, we apply the faster
algorithm to obtain a first ranking of the results and afterwards, the top n percent
of the results is re-ranked by applying SimGreedy. Therefore, the SimGreedy
algorithm computes only on a portion of the data which is already filtered by
the first (faster) one.

Considering that the alternative algorithm has the execution time of t and is
k time faster than SimGreedy, applying this approach takes t+ t ·k ·n/100 where
n is the percentage of the selected data. In fact, this approach is k/(1+k ·n/100)
times faster than running the SimGreedy algorithm standalone. While achieving
better execution time, the choice of the parameter n can reduce the effectiveness
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of the SimGreedy method. Finding the optimal n such that performance remains
in the range of significantly indifferent to the non-optimized SimGreedy is a
special problem of this method.

Table 3. Execution time in minutes of the standard, Two-Phase, and Approxi-
mate Nearest Neighbor (ANN) approaches of SimGreedy. Models are trained on the
Wikipedia corpus with 200 dimensions. There is no statistically significant difference
between the achieved results of the evaluation metric (P@20).

Repres. Algorithm Indexing
Time

I/O Query Time Overall P@20

W2V SimGreedy - 0:16 1:50 2:06 0.795

SimGreedy + Two-Phase - 0:50 1:06 0.772

SimGreedy + ANN 0:28 0:17 1:01 0.782

RI SimGreedy - 0:14 2:07 2:24 0.788

SimGreedy + Two-Phase - 1:00 1:14 0.770

SimGreedy + ANN 0:21 0:19 0:54 0.782
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Fig. 2. Average performance of the Two-Phase approach with best value at around
49%

In order to apply this technique on the MediaEval collection, we selected Solr
as the first phase. SimGreedy as the second phase uses vector representations
trained on Wikipedia by Word2Vec and Random Indexing methods, both with
200 dimensions. For all the integer values of n from 1 to 100, we found an
extremely similar behaviour between the two methods summarized in Fig. 2. In
order to find the best value for n as the cutting point, we identified the highest
precision value that is not significantly different (using Fisher’s two-sided paired
randomization test with p = 0.05) from the best one (i.e. when n is 100 percent).
This corresponds to n = 49. Giving the second phase (SimGreedy) is about 40
times slower than the first (Solr), using this approach improves the execution
time to almost two times (48 percent) while the performance remains the same.
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4.2 Approximate Nearest Neighborhood

In this technique, we exploit the advantages of Approximate Nearest Neigh-
bor (ANN) methods [1]. Similar to Nearest Neighbor search, ANN methods
attempt to find the closest neighbors in a vector space. In contrast to the Near-
est Neighbor method, ANN approaches approximate the closest neighbors using
pre-trained data structures, while in a significantly better searching time. Con-
sidering these methods, we can adapt the maxSim function of SimGreedy to
an approximate nearest neighbor search where it attempts to return the closest
node to a term. Therefore in this approach, first we create an optimized nearest
neighbor data structure (indexing process) for each document and then use it to
find the most similar terms.

The overhead time of creating the semantic indices depends on different fac-
tors such as the vector dimension, the number of terms in a document, and the
selected data structure. While this excessive time can influence the overall exe-
cution time, it can be especially effective when the indices are used frequently
by many queries.

We apply this technique on MediaEval by first creating an ANN data
structure—denoted as semantic index—for each document using the scikit-learn
library5. Due to the high dimension of the vectors (> 30), we choose the Ball-Tree
data structure with the leaf size of 30. The Ball-Tree data structure recursively
divides the data into hyper-spheres. Such hyper-spheres are defined by a cen-
troid C and a radius r so that points with a maximum leaf size are enclosed.
With this data structure, a single distance calculation between a test point and
the centroid is sufficient to determine a lower and upper bound on the distance
to all points within the hyper-sphere. Afterwards, we use the semantic indices
to calculate the SimGreedy algorithm. We run the experiment using vector rep-
resentations with 200 dimensions using both Word2Vec and Random Indexing
methods trained on Wikipedia.

Table 3 shows the results compared with the original SimGreedy as well as
Two-Phase algorithm. The I/O time consists of reading the documents, fetch-
ing the corresponding vector representations of the words and writing the final
results which is common between all the approaches. Although the ANN app-
roach has the overhead of indexing time, its query time is significantly less
than the original SimGreedy and also Two-Phase approach. We therefore see an
improvement of approximately two times in the overall execution time in com-
parison to the original SimGreedy method. In spite of the time optimization,
there is no significant difference between the evaluation results of the methods.

It should also be noted that since in MediaEval task, each topic has its own
set of documents, the semantic index of each document is used only one time by
its topic. Considering this fact, we expect a larger difference between the overall
execution times when the indexed documents are used by all the topics as is the
normal case in many information retrieval tasks.

5 http://scikit-learn.org/stable/.

http://scikit-learn.org/stable/
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5 Conclusions and Future Work

We explored the effect of textual semantic and optimization methods in the social
media domain as an example of a semantic index. We ran experiments on the
MediaEval Retrieving Diverse Social Images Task 2013/2014 using Word2Vec
and Random Indexing vector representations. Beside achieving state-of-the-
art results, we show that SimGreedy—a semantic-based similarity method—
outperforms a term-frequency-based baseline using Solr. We then focused on
two optimization techniques: Two-Phase and Approximate Nearest Neighbor
(ANN) approaches. Both the methods reduced by half the processing time of
the SimGreedy method while keeping precision within the boundary of statisti-
cally insignificant difference.

Although these techniques similarly optimize the processing time, they show
different characteristics in practice. While the Two-Phase approach needs pre-
knowledge on the performance of the other search methods for setting the para-
meters, the ANN method can easily be applied on new domains with no need
for parameter tuning. In addition, in the ANN approach, despite the overhead
time of creating semantic-based data structures, the query time is significantly
faster which is a great benefit in real-time use-cases.

In future work, we exploit the semantics of different facets (e.g. text, image,
etc.) by first indexing and then combining them in the scoring process of our
multimodal information retrieval platform. The concept index is achieved dif-
ferently for text and image: For image facets, it represents the probability of a
visual concept that has been learned from an image (e.g. from a visual classifier).
For text facets, it represents the probability of a term being conceptually similar
to its context (e.g., document, window of the terms, and etc.). Despite the effec-
tiveness of SimGreedy (as an approach for semantic similarity), for each term in
the source document, it only finds the highest similar term in the destination and
ignores the others with less similarity value. We therefore want to study new,
alternative similarity measures that match terms with groups of related terms.
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Abstract. Long-term Web archives comprise Web documents gathered
over longer time periods and can easily reach hundreds of terabytes in
size. Semantic annotations such as named entities can facilitate intel-
ligent access to the Web archive data. However, the annotation of the
entire archive content on this scale is often infeasible. The most efficient
way to access the documents within Web archives is provided through
their URLs, which are typically stored in dedicated index files. The URLs
of the archived Web documents can contain semantic information and
can offer an efficient way to obtain initial semantic annotations for the
archived documents. In this paper, we analyse the applicability of seman-
tic analysis techniques such as named entity extraction to the URLs in
a Web archive. We evaluate the precision of the named entity extraction
from the URLs in the Popular German Web dataset and analyse the pro-
portion of the archived URLs from 1,444 popular domains in the time
interval from 2000 to 2012 to which these techniques are applicable. Our
results demonstrate that named entity recognition can be successfully
applied to a large number of URLs in our Web archive and provide a
good starting point to efficiently annotate large scale collections of Web
documents.

1 Introduction and Motivation

Web archives are a unique source of data reflecting rapid evolution of the digital
world. Recently, an increasing interest in using the data stored within the Web
archives for research purposes has been observed in several disciplines such as
history or digital sociology [14]. For example, as discussed in [6], Web archives
can be an important source for communication and media history and within
historiography in general.

Unfortunately, existing Web archives are very difficult to use since most often
only a URL based access is provided. Researchers are typically interested in a few
relevant Web sites regarding a given topic, domain or time frame to be selected
for manual analysis. Finding such relevant data for a specific purpose within the
Web archive is still very challenging. This is mainly attributed to the very large
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size of the data coupled with the lack of efficient tools for annotation, search
and exploration. Indexing existing Web archives, which often contain hundreds
of terabytes of data, is difficult and hence, full-text search capabilities are rarely
available, not to mention more sophisticated semantic content analytics.

In this context, we look at different ways to obtain relevant documents from
a Web archive efficiently and analyse the role of URLs of the archived documents
towards this goal. The advantage of using URLs is twofold: First, the URLs of
the archived documents can be retrieved from the archive efficiently, using CDX
files (i.e. standard index files that contain URLs and additional metadata, such
as mime type and capture dates). Second, URLs can contain important hints
about the document content. In this context, related work on URL analytics
on the Web shows that URLs can provide accurate estimates of the document
language [3], location relevance [2] and topic classification [9].

In this paper we analyse the applicability and precision of Named Entity
Extraction (NER) in the context of URLs. Furthermore, we analyse the distrib-
ution of the extracted named entities within the URLs in the Popular German
Web dataset - a subset of the Internet Archive data covering popular domains
in the “.de” top level domain over a period of 12 years. This analysis confirms
the precision of NER in the context of URL analytics and helps to better under-
stand which domains can be efficiently accessed using such light-weight annota-
tion methods for a Web archive. Our results demonstrate that state-of-the-art
NER tools, such as Stanford NER1, can achieve high precision (up to 85 % in
our dataset) if applied to the URLs after performing sufficient pre-processing
and post-filtering described in this paper. We also observed that the number of
extracted entities differs significantly across the domain categories and along the
temporal dimension. In some years, the dataset contains dominant domains - i.e.
the domains within a domain category that contribute the majority of captures
in the specific year. In most cases, the variations in the extraction results can
be explained by the varying number of captures from such dominant domains as
well as by the entity-rich URLs in such domains (i.e. the domains like dblp.uni-
trier.de - an open computer science bibliography, where the URLs typically
contain named entities of the type person, dict.tu-chemnitz.de - a dictionary
domain, that frequently presents entities of miscellaneous type).

Overall, our results confirm that NER is a useful method of semantic URL
analytics and can provide precise results and high coverage in several domain
categories.

2 The Popular German Web: A Dataset Description

The dataset used in this study is referred to as “Popular German Web”. This
dataset is a subset of the ‘.de’ top-level domain (tld), as it has been archived by
the Internet Archive2 and provided to us in the context of the ALEXANDRIA3

1 http://nlp.stanford.edu/software/CRF-NER.shtml.
2 http://archive.org.
3 http://alexandria-project.eu/.

http://nlp.stanford.edu/software/CRF-NER.shtml
http://archive.org
http://alexandria-project.eu/
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project. This dataset comprises the most prominent domains in 17 categories
from 2000 to 2012 selected according to the Alexa ranking4.

Terminology: A URL (uniform resource locator) identifies a Web resource (for
example a Web page) and specifies its location on the Web. Over time, the
content of the Web page under any given URL may change. Therefore, Web
archives often re-assessed the URLs after a period of time to collect new content.
In the following we refer to a particular copy of the URL assessed at a certain
time and stored in the archive as a capture. This way, a Web archive can possess
several captures of the URL, whereas each capture can be uniquely identified
through the URL and the date.

These captures are stored as CDX files that contain meta information about
the crawls in a space-separated format with one line per capture, i.e. one snapshot
of one URL at a given time. The corresponding line in the CDX file presents the
structure illustrated by Fig. 1. We consider “original url” as the input for NER,
“timestamp” provides the exact time when the URL was crawled and “status
code” tells us whether or not a successful response was returned. The other fields
are ignored since they do not represent useful information for our analysis.

Fig. 1. CDX structure

2.1 Domain Extraction

There is an interest in these domains as they are impacting most users of the Web
today and at the same time they have the biggest impact on upcoming research.
The selection of domains was taken from different categories on Amazon’s Alexa.
In order to match our dataset we fetched only websites from those categories on
that comprise German websites5. In addition to the 15 top categories, we picked
news and universities as two sub-categories that seemed particularly relevant to
analyze separately in our study.

As the available dataset only included domains under the German tld ‘.de’,
we filtered out all websites on Alexa’s list that are German but use a different tld.
Out of the remaining, we extracted up to 100 from the top of every category.
The final state of this ranking, which is analyzed here, was retrieved on July
10th, 2014 at 09:26 CET.

4 http://www.alexa.com.
5 http://www.alexa.com/topsites/category/Top/World/Deutsch.

http://www.alexa.com
http://www.alexa.com/topsites/category/Top/World/Deutsch
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2.2 Dataset Cleaning and Pre-Processing

Following the domain extraction we performed a few cleaning steps at the URL
level to filter out malformed URLs as well as those that are inappropriate for
our analysis:

– In this analysis we focus on the html content of the Web archive. Therefore,
we discarded all captures that do not represent the html content (identified
by .html or .htm extensions in the URLs).

– We discarded all captures of the URLs that never returned a successful status
code (i.e. a status code starting with “2”, according to the official HTTP
status codes).

Fig. 2. URL processing pipeline

Figure 2 illustrates the sequence of steps applied to pre-process the URLs,
determine their language and, finally, to extract semantic information such as
named entities. Regarding the URL tokenization, we considered only words
extracted from the URL string also excluding special characters and numbers,
based on a simple regular expression.

– Pre-processing: From the pre-processing perspective, we consider only the
URL path, discarding the extension. We exclude other parts such as domain
name, parameters and numbers (e.g. port number, session id, etc.) from fur-
ther consideration. These fields are not expected to contain semantic infor-
mation specific to the particular Web document.

– Stop Words Removal: In next step we detect stop words within the parsed
URLs and eliminate them. In order to determine stop words, we randomly
sample URLs and manually select the most frequent terms extracted from
that sample. This is required, as no pre-defined stop word lists for URLs
exists. Short terms (i.e. the terms with the length less than three characters)
are also discarded in this step. Stop words filtering is particularly important
to increase precision of the language detection performed in the next step.

– Language Detection: We apply an n-gram language detection model to the
remaining tokens in the URLs to detect the language of the URL and to select
the correct language configuration for the extractors applied in the next step.

– Named Entity Extraction: We apply Stanford NER to extract named
entities mentioned in the preprocessed URLs. The language-specific named
entity extractor (German or English) is selected based on the determined
URL language.



Semantic URL Analytics to Support Efficient Annotation 157

2.3 Dataset Statistics

Ultimately, we obtained a dataset consisting of 17 categories with today’s popu-
lar domains from the ‘.de’ top level domain, as presented in Table 1. The result-
ing Popular German Web dataset covers 1,444 domains with more than 320
million captures in total. Table 1 presents the number of domains and captures
in each domain category as well as the percentage of captures from which we
could extract named entities using our method. As we can observe, the highest
coverage of captures containing entities is attributed to the education category
with 73 %, followed by the regional and sports categories with around 40 %. The
dominating domains for the education category were stayfriends.de and wer-
weiss-was.de, with 20–50 % of captures dependent on the year. These domains
typically contain entity-rich URLs that explains the high percentage of entities
extracted from this category. For many other domain categories the coverage of
captures containing named entities exceeds 20 %. Overall, we can say that our
method can efficiently produce annotations for a significant number of captures
in many domain categories.

Table 1. The Popular German Web dataset details: the number of domains and cap-
tures per category.

Category # Domains # Captures Entities(%)

Education 100 12,406,130 73.36

Regional 100 34,204,862 44.79

Sports 100 17,358,130 39.33

Business 100 25,457,639 36.39

Recreation 100 8,260,029 30.95

Media 100 11,277,003 28.20

Universities 100 14,299,856 25.09

News 40 41,710,500 23.13

Shopping 100 33,045,310 20.14

Culture 100 6,822,986 19.69

Society 100 9,968,534 18.37

Games 99 13,518,500 16.40

Computer 100 26,298,534 15.90

Home 100 45,488,255 14.07

Kids & Teens 10 1,682,848 10.45

Health 100 6,260,340 9.31

Science 100 13,651,913 7.86

TOTAL 1444 321,711,369

In order to obtain a better understanding of the temporal dimension of the
dataset, we analyse the distribution of captures over time. Figure 3 illustrates
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Fig. 3. Overall distribution of the number of captures per year.

the overall distribution of the number of captures per year in the time period
from 2000 to 2012 normalized by the total number of captures in the Popular
German Web dataset, where X axis represent the years and Y axis the percentage
of captures.

This graph illustrates that the number of captures in the dataset is rapidly
increasing over time, in particular starting from 2007, although at some points
(2005–2006 and 2009) temporary decreases in the data collection rate can be
observed. The total number of captures are more equally distributed for the
majority of years per domains, where spiegel.de appears at the first position
from 2001 to 2012, representing 7.72 % of all captures per year, on average. The
university domain tu-berlin.de dominates the crawl by representing 47.30 % of
all captures in 2000.

Figure 4 shows the distribution of all captures through five selected domain
categories including shopping, sports, business, news and universities normalized
by the total number of captures. As we can observe, various domain categories
have different dynamics within the archive: Whereas the proportion of the news
cites is relatively high and is only slowly increasing over time, the proportion of
shopping cites increased rapidly in recent years. In contrast, the proportion of
the universities cites is slowly decreasing, in particular starting from 2007.

Even the total number of captures of spiegel.de (a german news domain)
exceeds total captures from top universities domains (e.g. uni-leipzig.de and
cert.uni-stuttgart.de) from 2002 to 2003, the overall number of captures from
universities is greater than news for those years. In this period the majority of
domains belongs to universities (140) and only 40 belongs to news. From 2008
to 2011, captures from shopping (532 domains) are more frequent followed by
news (136 domains) and business (588 domains).

Overall Fig. 4 shows the behavior of captures within five selected categories,
where the quantity of captures in general is growing, except for universities
starting in 2007. We also observed several business domains from 2008 to 2011,
but the majority of captures belongs to shopping in this period.
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Fig. 4. Number of captures within selected domain categories.

3 URL Analytics

In this section we describe the results of the URL analysis we obtained by
applying the pipeline described in Sect. 2.2 to the Popular German Web dataset
described in Sect. 2.3. The goal of the analysis is two-fold: First, we evaluate
the precision of the named entity extraction method for URLs proposed in this
paper to confirm its effectiveness; Second, we would like to better understand
the domain coverage and the temporal coverage of the proposed method while
applied to our dataset. In this section we present the evaluation results of the
method and statistics we collected while applying the method to the Popular
German Web dataset.

3.1 Language Detection Statistics

In order to detect the language of a URL, we applied state-of-the-art techniques
to language detection using n-grams [3]. The URL pre-processing described in
Sect. 2.2, such as URL splitting and removal of URL-specific stop words makes
it possible to apply the n-gram analysis on the relevant part of the URL only
and to increase precision of the language detection. The stop words typical for
the URLs are identified using a random sample from the whole URL collection
and a manually identified frequency threshold.

According to the results of the language detection analysis, 52.89 % of the
URLs in our Popular German Web dataset are in German, 27.96 % in English and
19.14 % in other languages. After applying the URL pre-processing, we obtained
89 % of precision for language detection. We measure this precision choosing a
random sample of 100 URLs and manually checking the returning language.
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3.2 Precision of the Named Entity Recognition for URLs

In this section we describe our evaluation results regarding the NER precision
applied to the German and the English URLs in the Popular German Web
dataset.

State-of-the-art Named Entity Recognition (NER) techniques are language
dependent. Therefore, we restrict the NER processing to the URLs detected as
German and English and apply language-specific configurations of the Stanford
NER to these URLs. With this restriction, we cover more than 80 % of the URLs
in the Popular German Web dataset (s. above).

In order to evaluate precision of Stanford NER on this dataset, we manually
chose a random sample of 100 URLs out of those that have been detected to
contain entities. Initially, the average precision of Stanford NER on this set
reached 60 % for the German and 56 % for the English configuration of the entity
extractor. This precision can be further increased by the simple post-processing,
including two steps:

1. Removal of the entities with long labels (i.e. the labels containing more than
2 terms). Our manual examination has shown that in many cases such long
labels result from the extraction errors.

2. Removal of the entities that rarely occur in the URLs (the number of the URLs
detected to contain the entity is less than 3 in the entire dataset). According
to our observations, entities extracted from very few URLs are often incorrect
as opposed to the entities that are repeatedly observed in URLs.

After applying these corrections and re-evaluating the results, we observed
the precision increase to 85 % for the German and to 82 % for the English extrac-
tor on this dataset.

Table 2. The most frequent named entities of type “location” and “person” in the urls
of the Popular German Web dataset.

Label Type Frequency

deutschland location 2,301,917

berlin location 628,300

hamburg location 557,000

nordrhein location 430,939

muenchen location 405,845

Label Type Frequency

michael jackson person 30,210

tommy hilfiger person 25,943

harald schmidt person 25,176

heidi klum person 21,291

merkel person 17,835

3.3 Domain and Temporal Coverage of NER

In this section we summarize the extraction results to better understand the
domain coverage and the temporal coverage of the proposed method for this
dataset.

Whereas some domains and domain categories possess entity-rich URLs, oth-
ers do not. In addition, the number of URLs that contain entities in the Web
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archive can vary along the temporal dimension. Therefore, in addition to the
evaluation of the precision of the extraction method, it is important to better
understand the domain coverage of NER applied to the URLs in the Web archive.
This analysis can help to better understand which parts of the Web archive can
be made accessible using the proposed light-weight named entity annotation.

Overall 42,547,734 captures containing named entities have been identified
by the extractor. The frequencies of the named entities extracted from the URLs
of these captures range from 2,301,917 to 3. We decided a limit of 3 as a way to
maximize the NER precision, which is one of the post-processing steps described
above.

The majority of the extracted entities are of type “location”, followed by
the type “person”. The most frequent locations are local to Germany, whereas
the person names are in many cases internationally known celebrities. Table 2
presents the most frequent entities of types “location” and “person” extracted
from the Popular German Web dataset and their frequencies (i.e. the number of
captures).

As an example of entities extracted from URLs, the Table 3 illustrates some
URLs containing entities. Up to two different entities could be extracted from
those URLs. Entities of type location as Berlin and Prenzlauer-Berg were found
in the same URL and persons as Franz Maget (german politician) and Katja
Kessler (german journalist).

Table 3. URLs containing entities

URL Entities

http://www.hna.de/nachrichten/welt/costa-concordia-zahl-
vermissten-gestiegen-1565391.html

Costa Concordia

http://www.wg-gesucht.de:80/wohnungen-in-Berlin-Prenzl
auer-Berg.1529789.html

Berlin Prenzlauer-Berg

http://www.stern.de:80/video/:Video-Franz-Maget3A-Der-
AuDFenseiter/638474.html?

Franz Maget

http://forum.gofeminin.de:80/forum/matern1VERKAUFE-
mein-DAS-MAMI-BUCH-katja-kessler.html

Katja Kessler

Distribution of Entities by Domain Category. Figure 5 illustrates the dis-
tribution of captures containing entities in several selected domain categories.

In this figure we normalized the total number of entities by the total number
of captures per year for each specific category where X axis represent the years
and Y axis the percentage of captures with entities. We focus on those categories
as they indicate interesting patterns with respect to the temporal dimension. We
can observe that between 2001 and 2006 the distribution remains overall stable
while after 2006 several peaks can be observed.

In the universities category a first significant increase can be observed between
2004 and 2005. By looking into the data it turns out that the domain uni-leipzig.de

http://www.hna.de/nachrichten/welt/costa-concordia-zahl-vermissten-gestiegen-1565391.html
http://www.hna.de/nachrichten/welt/costa-concordia-zahl-vermissten-gestiegen-1565391.html
http://www.wg-gesucht.de:80/wohnungen-in-Berlin-Prenzlauer-Berg.1529789.html
http://www.wg-gesucht.de:80/wohnungen-in-Berlin-Prenzlauer-Berg.1529789.html
http://www.stern.de:80/video/:Video-Franz-Maget3A-Der-AuDFenseiter/638474.html?
http://www.stern.de:80/video/:Video-Franz-Maget3A-Der-AuDFenseiter/638474.html?
http://forum.gofeminin.de:80/forum/matern1VERKAUFE-mein-DAS-MAMI-BUCH-katja-kessler.html
http://forum.gofeminin.de:80/forum/matern1VERKAUFE-mein-DAS-MAMI-BUCH-katja-kessler.html
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Fig. 5. Captures having entities within categories

dominates the crawl representing 19.81 % of the captures in 2005. In 2006 the
dblp.uni-trier.de, a popular computer science bibliography, dominates the cap-
tures regarding universities representing 42.73 %.

Continuing the analysis for universities, in 2007 the same domain (dblp.uni-
trier.de) represents only 6.48 % of the total number of captures, and in that
year all domains are more equally distributed. From 2008 to 2011 the dict.tu-
chemnitz.de - a dictionary domain - dominates the collection and then gradually
decreases from 33.26 % to 26.46 % of the total number of captures, respectively.
In 2012 dblp.uni-trier.de dominates again, but only represents 12.47 % of the
captures.

A first significant increase of entities in news can be observed in 2007. The
detailed analysis shows that in 2006 and 2007 the news category was dominated
by spiegel.de followed by openpr.de, a press release portal. The portal uses the
titles of the news articles as names for their html pages. Since the number of
crawled pages from this domain significantly increases from 200k pages in 2006
to 700k pages in 2007 we assume that the number of title-based URLs in the
archive also increased in this period.

The sports category shows a significant increase from 2007 to 2010 due to a
particular domain about transfer market of soccer players - transfermarkt.de.

Crawled pages from this domain increased from 500 k in 2007 to 1.5 million
in 2010, thus we expect that more players’ names were mentioned and more
entities of type person and location were found. The quantity of captures from
such domain decreased in following years, therefore we expect that less entities
were extracted, as shown by the graph.

Regarding business, the majority of captures belong to postbank.de - a postal
bank domain in Germany, which increased from 680 k in 2008 to 1.1 million in
2011 and it constitutes an entity-rich domain for type location.
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Overall Fig. 5 reveals a number of peaks from 2006 onwards. In the above
example the reason was always the domination of a certain site. We assume that
this is also the case for most of the other peaks that we observed in previous
analyses.

Distribution of Entities by Type. Figure 6 illustrates the distribution of
entity types through the years where the X axis represent the years and the
Y axis the portion for each entity type we extracted, normalized by the total
number of entities.

As mentioned above, the most common entities are of type location followed
by the types person, and organization. In previous sections, we showed that while
the amount of captures significantly increased starting in 2006, many entity-rich
sites increased as well (e.g. postbank.de, openpr.de, transfermarkt.de). Thus the
number of entity types also increases, as illustrated by Fig. 6, starting in 2006.
Since the majority of domains contains entity-rich URLs of type location, such
type represent the most frequent one from all entities.

Fig. 6. Entities types retrieved through years

4 Related Work

The information contained in URLs has been analysed already in previous work,
however it is the first time that entities have been extracted using only the infor-
mation within URLs, the majority of current work rely on classification tasks
and do not consider entity extraction in URLs. There are several works that
classify the content of a document only based on its URL. Baykan et al. con-
ducted an extensive set of URL features and classification methods to detect
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the topic of a Web document [4]. They report a precision of around 0.86 and a
recall between 0.36 and 0.4 on a multi-class topic classification using a combina-
tion of character n-grams of length 4-8. In their datasets they have about 32%
“empty URLs”, i.e. URLs whose tokens or n-grams did not occur in the training
set, which bounds the recall achievable using this data. Similarly, Kan and Thi
discuss the applicability of URLs for general classification tasks [11]. They also
consider sequential features that take the typically hierarchical nature of URLs
into account.

Special applications of URL classification are the detection of the document
language [5], genre [1] or locational relevance [2]. In web crawling systems the
information in URLs is used to detect duplicates [12] or documents containing
relevant types of information [8,10]. Furthermore, URLs have been used to detect
malicious content [15] as well as online advertising [13].

A related field considers the anchor texts of links to a document. Similarly to
URL classification, this approach allows a performance comparable to content-
based methods on many task at a lower processing cost. For example, anchor-text
based document ranking is significantly better for site finding tasks than a rank-
ing using the content of the document [7]. However, these methods require the
availability of anchor texts, whereas the URL of a document is always available.
Furthermore, anchor texts need to be extracted and collected across the docu-
ment collection, which has a higher cost especially for large document collections.
Therefore we consider only URL based methods in this work.

5 Discussion

In this paper we presented our work on URL analytics towards providing effi-
cient semantic annotations to large-scale Web archives. Our results demonstrate
that named entity recognition techniques can be effectively applied to URLs
of the Web documents in order to provide an efficient way of initial document
annotation. Especially the years 2006 onwards provide useful information as the
number of URLs providing entities has increased ever since. For observing and
analyzing longer periods, news and shopping domains turn out to be more useful,
while dominating sites have a lower impact. In the future work we plan to further
analyse term extraction techniques for the URLs and to combine these techniques
with light-weight content annotations to incrementally increase annotation cov-
erage while maintaining scalability and efficiency of the annotation process as
well as detecting temporal expressions still using the URL.

Understanding the dinamic of entities over time is important since we need
to know which part of our dataset has most promising entities. Therefore, when
a more specific search is needed, we should previously check which domains or
domains categories had the most entities and generate a subset on this spe-
cific domains, instead of considering the entire archive, which sometimes is
computationally unfeasible. The information we extracted from URLs can be
further analysed in the document content, as where in the HTML page (title,
paragraphs, etc.) the same entities or temporal expressions can be detected.
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This URL level analysis can support further keyword-based search algorithms
in our web archive, also providing an overview of potential entity-rich domains
(as those showed in last sections).
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Abstract. In this paper we describe an approach to improvement of
information retrieval results for large textual databases by pre-indexing
documents using bag-of-words and named entity recognition. The app-
roach was applied on a database of geological projects financed by the
Republic of Serbia for several decades now. Each document within this
database is described by a summary report, consisting of metadata on
the geological project, such as title, domain, keywords, abstract, and
geographical location. A bag of words was produced from these meta-
data with the help of morphological dictionaries and transducers, while
named entities were recognized using a rule-based system. Both were
then used for pre-indexing documents for information retrieval purposes
where ranking of retrieved documents was based on several tf idf based
measures. Evaluation of ranked retrieval results based on data obtained
by pre-indexing were compared to results obtained by informational
retrieval without pre-indexing with precision-recall curve, showing a sig-
nificant improvement in terms of the mean average precision measure.

1 Introduction

Three basic problems related to Information Retrieval (IR) are the presentation
of document content, the presentation of information needs and the comparison
of these two representations. If the search is performed by scanning textual docu-
ments, then their additional representation is not required. However, in order to
increase efficiency, especially in the case of large collections, a formal representa-
tion surrogate of each document is usually formed. Representation of a document
as a rule contains metadata about the document, such as title, abstract, author
and assigned index terms referring to document content. Automatic assigning
of a surrogate can also be performed by extracting and selecting specific terms
(words) that appear in the document text. To that end, many natural language
processing (NLP) methods and techniques are used: determining the boundaries
of sentences, tokenization, stemming, tagging, recognition of nominal phrases
and named entities and, finally, parsing [7].

Based on these representations, during the preparatory phase an index of
the collection of documents is formed, which is then used in the search phase.
c© Springer International Publishing Switzerland 2015
J. Cardoso et al. (Eds.): KEYWORD 2015, LNCS 9398, pp. 167–181, 2015.
DOI: 10.1007/978-3-319-27932-9 15
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Finding and ranking of relevant documents on basis of the index is realized
using the model of approximate matching, based on the frequency distribution
of terms and documents. Two basic approaches are the vector space model, based
on weight coefficients of terms, and the probabilistic model, based on relevance
feedback [18].

Serbian belongs to a group of Less-Resourced Languages for which many lex-
ical resources and language technology tools are still lacking or have not reached
the mature state. The META-NET extensive survey performed in 2012 [17]
showed that nevertheless for Serbian some important lexical resources were
developed (corpora and e-dictionaries), as well as applications for basic NLP
operations (tokenization, Part-Of-Speech (POS) tagging, morphological analy-
sis), information retrieval and extraction [21]. Resources and tools used in our
research will be presented in more details in Subsect. 3.1, here we will mention
some other successful applications.

At the University of Novi Sad a system for PhD dissertation meta-data and
full-text search was developed. It uses an index based on Lucene that integrates
a Porters stemmer for Serbian [6]. Furlan and associates [2] also use Porter’s
stemmer and min-max normalization for logarithm of tflog (the log-number of
times the given word appears in a document) for calculating semantic similarity
of short texts. Graovac [3] uses lexical resources for Serbian — morphological
dictionaries and the WordNet — for text categorization. Mladenović and asso-
ciates [15] use the same resources for document-level sentiment polarity classifi-
cation using maximum entropy modeling. Zečević and Vujičić-Stanković [22] use
various language-identification tools to distinguish Serbian among other closely
related languages.

In the next section we describe the motivation for creating a textual database
on geological projects and the initial IR system in this domain based on text
scanning, along with its shortcomings. An improved system developed using NLP
methods is outlined in Sect. 3, while the evaluation of this improvement is given
in Sect. 4, followed by some concluding remarks.

2 The Geological Information System of Serbia

2.1 Motivation

Constant increase of geological data and information in Serbia was not accompa-
nied by adequate development and introduction of modern information technolo-
gies until recently. Thus the management of various geological documentation
relied on traditional libraries and archives, where obtaining specific informa-
tion was difficult or time consuming. An analysis of the way geological research
results, stored in numerous archives and document libraries, were used, showed
that their usage was inefficient, due to inadequate organization, limited access
and general lack of readiness for introducing modern information technology.

As a result of this analysis, the Ministry of Natural Resources and Envi-
ronment Protection, now the Ministry of Mining and Energy of the Republic of
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Serbia, launched in 2004 the project of the Geological Information System of Ser-
bia (GeolISS ), which has been developed in several phases over the past decade.
The aim of such an information system was to establish an object-oriented data-
base for digital archiving of geologic data, as a modern and efficient information
basis for planning, design and decision-making in the geological domain.

Within the GeolISS project a web portal1 was developed that allows quick
and easy access to geological data and information in the field of general geology,
exploration of mineral deposits, hydrogeology and engineering geology. Users,
whether professionals or ordinary citizens, can use this geo-portal for search and
access to available information according to their needs.

The content on the portal can be grouped into several categories: cartographic
content, multimedia, dictionaries and textual databases. The “core” of GeolISS
is the Geological Dictionary (Thesaurus) containing about 4,000 geological terms
described by definitions, of which about 3,000 have a translation into English.
The most important cartographic content is: the basic geological map, maps
of national parks, map of endangered groundwater bodies, geomorphological
map, map of exploration-mining fields, while within multimedia content the most
prominent are the gallery of photos and movies, geoheritage, and jeweler mineral
resources. The web portal supports access to applications for search of textual
databases (catalogs): projects, archival documents and bibliographies, library
of geological projects documentation and exploration-exploitation approvals for
water and solid mineral resources.

One of the textual databases is the database of geological projects docu-
mentation that contains metadata in the form of a project summary, namely
structured descriptions of over 4,900 geological projects financed by the Repub-
lic of Serbia from 1956 to the present day, with: title, year, location, name of
the company that developed the project, the authors, abstract, keywords, geo-
logical field, prospects, application of mineral resource and possibilities for its
use, field works, geomechanics, mining works, geodesic works, and prospective
exploration. Each project summary contains on the average about 30 % of text
from projects themselves, obtained basically by removing pictures, maps, tables,
and the like, and is thus a reasonably accurate representation of the textual con-
tent of the geological project. Digitalization and full text archiving of the project
content is planned, and the approach described in this paper will be expanded
and implemented on future full text database.

2.2 The Initial Solution

The initial solution for searching the textual databases in GeoliSS (which is
in use for several years) is based on input of keywords, single or multi-word
units (MWU), which can be combined into Boolean expressions. In addition to
general search, which goes through all metadata fields in the summary report,
the search can also be performed using specific criteria. For example, if the user

1 http://geoliss.mre.gov.rs; search of fund documentation http://geoliss.mre.gov.rs/
index.php?page=fodib.

http://geoliss.mre.gov.rs
http://geoliss.mre.gov.rs/index.php?page=fodib
http://geoliss.mre.gov.rs/index.php?page=fodib


170 R. Stanković et al.

chooses the criterion mineral raw material then only the following fields in the
database are taken into consideration: title, field, keywords, and abstract, while
for location criterion other fields are searched: municipality, county, name of
the cartographic sheet, location and chronological number of the document, and
the sheet signature. The search system takes into account the field where the
keyword was found as this information is used for document ranking.

The users express their information need by selecting the criteria and enter-
ing keywords, where they can add any number of criteria, of the same or different
type. The criteria are linked by conjunction and when there are more keywords
within one criterion a disjunction is generated. For example, if the user is inter-
ested in projects that deal with the research of “gold in the Bor region”, then
mineral resource is selected as one criterion and the words zlato ‘gold’ and Au
are defined for search, and the system will search for any of these two words. If
another criterion is added, for example location, then keywords which define the
desired location are entered, e.g. Bor (the name of a city) or Borski okrug ‘Bor
county’. If we want a MWU to be treated as a whole, then it is entered under
quotation marks.

The search is performed by scanning the text of appropriate fields with given
keywords, while word boundaries are not taken into consideration. This partially
solves the problem of rich morphology that is characteristic for Serbian, as a
language belonging to the South-Slavic Language family. For instance, scanning
with lignit ‘lignite’ will also retrieve inflected forms lignita, lignitu, lignitom, etc.

Search results are ranked on the basis of weight factors assigned to individual
fields in the function of search criteria. Given the information available in the
database, it is possible to add criteria and fine-tune the ranking output based
on the number of occurrences of a keyword or phrase and the sum of the weight
factors of the search fields. Namely, each search criterion fits several different enti-
ties and their attributes within the database, and each entity/attribute includes
weight factors that determine the relevance of the appearance of the resource
within the result set. One example can illustrate this: location is one search crite-
rion. When searching with this criterion the weights of corresponding fields are:
Municipality 8, County 7, Title 4, Keywords 3, Abstract 2, Appendices 1. Thus,
if search is performed with the location criterion Bor, documents in which Bor
occurs in Municipality field will be better ranked than those in which it occurs
in the Abstract field. The ranking of results is performed in descending order
according to the total sum of the product of weight factors and the number of
occurrences of the corresponding keywords.

A specific feature of Serbian is the common use of two alphabets: Cyrillic
and Latin, so a user can initiate her/his search using any of the two, and the
method on the server automatically expands the search query with the other,
while the results are shown in the original alphabet used in the documents, and
that is Cyrillic.

Query processing on the server side expands the query by creating a matrix
of key words, fields that are searched, and weight factors, and then translates
this query into SQL (Structured Query Language) form. The query generated
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in such a way searches the text of the subset of attributes in the database that
correspond to the selected criteria of search.

The initial solution has been used from 2008, while the development of the
improved solution started at beginning of 2015 and is available for use since June
2015, with new features for evaluation and relevance feedback in the development
phase.

3 The Improved Solution

One of the problems of full text search in Serbian is its rich morphology, as the
keyword for search is always entered in the nominative singular, while in the
texts that are searched it can occur in different inflectional forms.

For languages such as Serbian, some kind of normalization of morphological
forms has to be performed both for document indexing and query processing. One
soultion is to use stemmers. For Serbian, work on several stemmers was reported:
a stemmer as a part of a larger system for information retrieval, PoS tagging,
shallow parsing and topic tracking [12], a stemmer and lemmatizer based on
suffix stripping [8], the same basic idea being used in the stemmer presented in a
later paper [14]. The only stemmer available for use is the last one since its code
is available from the paper itself. However, although the author claims accuracy
of 92 % it was evaluated on a very small text (522 words) so its reliability is
not confirmed. Also, as Hiemstra states [5] “Stemming tends to help as many
queries as it hurts.” The other possibility is statistical lemmatization for which
TreeTagger trained for Serbian is available, already used for lemmatization of
the Corpus of Contemporary Serbian [20]. However, this lemmatizer was trained
on a corpus that differs significantly from our collection, and additionally it does
not take into account MWUs.

The approach described in this paper bases lemmatization on morphological
electronic dictionaries and finite-state transducers for Serbian [9].

3.1 Used Resources

Lexical Resources. The resources for natural language processing of Serbian
consisting of lexical resources and local grammars are being developed using the
finite-state methodology as described in [1,4]. The role of electronic dictionar-
ies, covering both simple words and multi-word units, and dictionary finite-state
transducers (FSTs) is text tagging. Each e-dictionary of forms consists of a
list of entries supplied with their lemmas, morphosyntactic, semantic and other
information. The forms are, as a rule, automatically generated from the dictio-
naries of lemmas containing the information that enable production of forms. For
this purpose almost 1,000 inflectional transducers were developed. The system
of Serbian e-dictionaries covers both general lexica and proper names and all
inflected forms are generated from 135,000 simple forms and 13,000 MWU lem-
mas. Approximately 28.5 % of these lemmas represent proper names: personal,
geopolitical, organizational, etc.
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Named Entity Recognition. According to [16] the term “Named Entity”
(NE) usually refers to names of persons, locations and organizations, and numeric
expressions including, time, date, money and percentage. Recently other major
types are being included, like “products” and “events”, but also marginal ones,
like “e-mail addresses” and “book titles”.

The NE hierarchy in our Named Entity Recognition (NER) system consists
of five top-level types: persons, organizations, locations, amounts, and temporal
expressions, each of them having one or more levels of sub-types. Our tagging
strategy allows nesting, which means that a named entity can be nested within
another named entity, e.g. a persons name within an organization name, like in
<org> Institut za vodoprivredu “<persName> Jaroslav Èerni </persName>”
</org> ‘Institute for waterpower engineering Jaroslav Èerni’.

The Serbian NER system is a handcrafted rule-based system that relies on
comprehensive lexical resources for Serbian described in the previous subsec-
tion. For recognition of some types of named entities, e.g. personal names and
locations, e-dictionaries and information within them is crucial; for others, like
temporal expressions, local grammars in the form of FSTs that try to capture a
variety of syntactic forms in which a NE can occur had to be developed. However,
for all of them local grammars were developed that use wider context to disam-
biguate ambiguous occurrences as much as possible [10]. These local grammars
were organized in cascades that further resolve ambiguities [13]. NER system
was evaluated on a newspaper corpus and results reported in [10] showed that
F -measure of recognition was 0.96 for types and 0.92 for tokens.2

For the purpose of indexing, we applied our NER system to title and abstract
fields of our geological structured data. The whole collection consisted of 4,902
documents (900,403 simple word forms). Almost all documents contained at least
one NE — in only 61 (1.24 %) not a single NE was recognized. On the average,
4 NEs of all types were recognized per document, with as many as 47 NEs for
one of them. For indexing we used only three top level types: personal names,
locations and organizations and their distribution is presented in Table 1.

Table 1. Distribution of three top-level NEs: persons, locations and organizations

NE type Frequency Average per doc % of the text

Person 11,991 2.45 1.33

Location 49,414 10.08 5.49

Organization 2,882 0.59 0.32

Total 64,287 13.11 7.14

2 Tokens are all occurrences (in this case, NEs) in a given texts, types are different
occurrences.
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3.2 The Architecture of the New System

Indexing of documents on geological projects is done so that for each document
a text is generated of all the fields and records in the project summary database,
where the title and geological field are given extra weight. Two types of “repre-
sentative items” or indexes that are used for search are generated: a bag of words
and named entities. They are equally treated for indexing. Figure 1 presents the
architecture of the new system, where the left side depicts the preprocessing
phase for document indexing, based on lexical resources and NLP tools, and
the right side the query processing including calculation of similarity between
information need (query) and document representations.

Fig. 1. The Architecture of the improved system.

The bag of words implies the representation of the document by a set of
ungrammatical words — in our case nouns, adjectives, adverbs and acronyms —
followed by their frequencies. Thus, the text is lemmatized and lemmas (simple
and multi-word) are extracted and their frequency is calculated. In that way
12,204 simple lemmas (with 450,418 occurrences) and 271 MWUs (with 6,525
occurrences) were extracted.
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Recognized NEs that belong to 3 selected types — location, organization,
persons — are entered in the index. Figure 2 represents one document from our
collection in which recognized NEs are highlighted in different shades of gray.

Fig. 2. One document dealing with the gold.

Determination of term weights is a complex process and there are numerous
models, the most used being: tf based on the term frequency in the document, idf
which takes into account the number of documents in which the term appears,
tf idf which is the combination of these two, probabilistic, which includes in
addition relevance weights, tfc tfc which modifies the formula for ranking with
cosine normalization, tfc nfc which uses a normalized tf factor for terms of the
query (because it has been shown that different mapping of the vector space
of documents and queries is more efficient), lnc ltc where the linear function
is replaced by the logarithm, and finally the lnu ltu which uses the document
length and the average length of documents instead of cosine measure for nor-
malizing length [5].

The improved system ranking uses several measures, starting with tf idf
measure based on frequencies of words allocated to the text, text length, and the
document frequency [11]. Further development included modification of tf idf
with cosine normalisation (tfc tfc), tfc nfc term weighting algorithm with nor-
malized tf factor for the query term weights, lnc ltc measure where l stands for
weights with a logarithmic tf component, lnu ltu where normalization is based
on the number of unique words in text, as well as several measures used in
Inquery system. Indexing is performed in the following steps:

1. Generating a text (Di) from records and fields of the project summary related
to a particular project document, where i = 1, . . . N and N is the size of the
document collection;
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2. Lemmatizing and POS tagging of all Di texts;
3. Recognizing NEs and assigning the chosen types to documents;
4. Selecting ungrammatical words tij for each Di and calculating:

(a) nij as frequencies of tij ,
(b) average and maximal term frequency (avg tfi, max tfi),
(c) number of unique words in document (no uwi) and document length (li),
(d) relative frequency tfij for each term tij in a text Di as nij/li where li is

the length of the text in the number of simple words;
5. Creating a dictionary of the whole document collection from all words selected

in Step 4. For each term Tk in the document collection, k = 1, . . . M , where
M is the size of the dictionary of document collection:
(a) calculating document frequency dfk as the number of documents in the

collection in which the term Tk appears,
(b) calculating the acceptable indicator idfk of term value as a document

discriminator as log(N/dfk) (lnc ltc algorithm uses for ltc expression
idf1k = log((N + 1)/dfk)),

(c) nidfk = idfk/log(N);
6. Calculating the document vector combined measure:

(a) tf idf = tf · idf , and vector intensity int tf idf ,
(b) ltf = 1 + log(tf) and vector intensity int ltf ,
(c) tfc = tf idf/int tf idf ,
(d) lnc = ltf/int ltf ,
(e) lnu = (ltf/(1 + log(avg tf)))/((1 − s) + s · (no uw)), with the constant

value s = 0.25.

In the search stage the similarity of the search query vector and the document
are determined as follows:

1. the query is analyzed, tokenization is performed (separating into words, where
a MWU within quotation marks is treated as one word) followed by calculating:
(a) maximal term frequency max tf and number of unique words no uw from

query,
(b) nfc = (0.5 + 0.5 · tf/max tf) · lema idf ,
(c) ltc = (1 + log(tf)) · lema idf1,
(d) ltu = ltc/((1 − s) + s · no uw);

2. for each document and for each word in the query depending of the selected
method the weight is calculated, where d stands for document and q for query:
(a) ‘tfc nfc’: d tfc · q nfc,
(b) ‘lnc ltc’: d lnc · q ltc,
(c) ‘lnu ltu’: d lnu · q ltu;

3. the similarity between the query and the document is ranked based on the
sum of weights for all words in the query.

Document in Fig. 2 is about a project that deals with gold. When search-
ing with the keyword zlato ‘gold’ the old system ranks the document as 125th

within general search and as 84th when searching in the category mineral deposits
because the keyword matches only that particular form of the word (two matches
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highlighted in gray in Fig. 2). The new system ranks it as the first because the
tf idf of this term for this document is calculated on the basis of its frequency
nj = 12 (ten additional matches are in Fig. 2 highlighted in light gray). Due to
its simple pattern matching the old system finds the positive match zlatonosna
žica ‘gold vein’ when searching with zlato, which the new system misses (zlato
and zlatonosan are two different lemmas); however, for the same reasons, the
old system has the negative match Zlatokop (the name of one settlement), which
the new system again misses.

4 Evaluation

The goal of evaluation was to assess the efficiency of the old and new search
method. The evaluation was performed over the entire collection of documents
and a set of 15 information needs, represented by respective queries. For query
selection the log of the existing system was used, while also consulting geologist
about their most common information needs. It turned out that most frequent
requests are for a mineral resource type like coper, gold, coal, optionally at some
location, or a geological event like landslide or earthquake. For example, the
first informational need “gold in Bor and the surrounding area” is converted
into formal Boolean query (zlato OR Au) AND (Bor OR Borski okrug) ‘(gold
OR Au) AND (Bor OR Bor district)’. For evaluation standard measures were
used, namely precision P = tp/(tp + fp), recall R = tp/(tp + fn), and F1-
measure F = 2 ·P ·R/(P + R), where tp – true positive is the number of relevant
documents retrieved, fp – false positive is the number of non-relevant documents
retrieved, and fn – false negative is the number of relevant documents that were
not retrieved. During the evaluation ranked responses were offered to users, and
the measures P and R were calculated for sets containing the first i choices
offered, where i ∈ [1, 100] [11]. In this way, curves showing the dependency
between precision and recall for all 15 queries were obtained, as illustrated in
Fig. 3 for the abovementioned query. The charts show that the search precision
of the old system is significantly better among first-ranked documents, while the
recall is better with the new system: among the first 100 documents the old
system had 22 relevant responses, and the new had 25.

If the Interpolated Average Precision for 11 levels of recall 0.0, 0.1, 0.2, ..., 0.9,
1.0 is calculated, a comparative graph is obtained of the relationship between
precision and recall presented (a graph in Fig. 4(a) represent this relationship
for the first query). The same procedure was applied for all 15 information
needs (queries) and the results are presented in Table 2. In the columns the
Average Precision AP =

∑n
k=1 P (k)Δ(k) is given for a particular query using

the current system and several indexing methods, where n = 100 is the number
of retrieved documents, P (k) is the precision in the intersection point k, and
Δ(k) is the change in the recall from items k − 1 to k. The results show that
for 3 queries AP was higher in the current system, while for 12 queries AP was
higher when indexing was used. Mean Average Precision (MAP) for the current
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Fig. 3. Precision-recall curve for the first query (zlato OR Au) AND (Bor OR Borski
okrug): top left, retrieval without index; top right, retrieval with the best index lnc ltc,
bottom from left to right: index with tf idf , tfc nfc and lnu ltu.

system is lower than MAP when indexing methods are used, being more than
38.7 % higher for the best performing method lnc ltc.

Fig. 4. Comparison of the current system and new methods based on indexing: (a)
11-point Interpolated Average Precision for the first query; (b) Average Precision for
15 queries.

The evaluation, as well as the analysis of the results showed that the current
system achieves good results when searching with terms that occur as discipline
and mineral resources classifiers, which are thus listed in the appropriate fields
in the same form in which the users formulate their query (e.g. the nominative
singular). However, a large number of other forms cannot be found by scanning
the text, for example, the form zlata (genitive singular) cannot match the query
keyword zlato (nominative singular). The disadvantage of the system based on
text scanning which affects the precision is especially visible when short words
that could be parts of other words are used in a search. As explained before, the
current system does not require match with whole words precisely in order to
recognize at least some inflectional forms. This problem is generated by query
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Table 2. Average Precision per query and Mean Average Precision (MAP) for the
current system and various indexing methods. A space in a query stands for an OR
operator, a semicolon for an AND operator (relevant for the old system).

Query Current tf idf tfc nfc lnc ltc lnu ltu

1 zlato; Au; Bor ; Borski okrug 0.247 0.178 0.056 0.294 0.199

gold; Au; Bor; Bor county

2 opekarska keramička glina; 0.270 0.352 0.369 0.432 0.29

Geozavod Geoinstitut

brick ceramic clay; Geozavod

3 opekarska keramička; glina; 0.339 0.352 0.369 0.432 0.29

Geozavod Geoinstitut

brick ceramic; clay; Geozavod

4 poplava plavljenje izlivanje 0.446 0.848 0.834 0.849 0.843

flood flooding spills

5 nestabilna padina 0.521 0.658 0.680 0.711 0.619

unstable slopes

6 klizǐste 0.193 1.000 1.000 1.000 1.000

landslide

7 geofizički karotaž ; Naftagas 0.596 0.068 0.109 0.134 0.096

geophysical logging; Naftagas

8 geofizički karotaž ; Naftagas NIS 0.113 0.083 0.155 0.176 0.144

geophysical logging; Naftagas NIS

9 ugalj lignit ; Kostolac Požarevac 0.461 0.165 0.211 0.317 0.158

coal lignite; Kostolac Požarevac

10 glina; Geozavod Geoinstitut 0.598 0.349 0.335 0.348 0.266

clay; Geozavod Geoinstitut

11 hidrogeologija; istraživanja; Beograd 0.043 0.135 0.238 0.228 0.152

hydrogeology; research; Belgrade

12 “rezerve uglja”; “Sjenički basen” 0.183 0.255 0.253 0.234 0.141

“coal reserves”; “Sjenica basin”

13 kvarcni ; pesak ; bušotina 0.385 0.673 0.646 0.709 0.640

quartz; sand; well

14 jezgro; bušenje; Arandjelovac 0.460 0.300 0.369 0.519 0.406

core; drilling; Arandjelovac

15 Dunav ; Sava; podzemni 0.093 0.413 0.378 0.478 0.322

Danube; Sava; underground

MAP 0.330 0.389 0.400 0.457 0.371

Improvement 17.8 % 21.3 % 38.7% 12.5 %
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keywords such as the chemical symbol for gold “Au” or the acronym of company
“NIS”. The average precision for query 8 (obtained by adding “NIS” to query 7),
drops from 0.596 (for query 7) to 0.113 for the current solution, while results for
methods based on indexing are improved (see Table 2). The opposite happens
for queries that contain terms that are missing from e-dictionaries, e.g. karotaž
‘logging’ or terms for which inflected forms are missing, e.g. the plural form
ugljevi of ugalj ‘coal’ that is specific to the mining terminology. Graph presented
in Fig. 4(b) gives average precisions for all 15 queries used for evaluation. The
comparison of current system and new indexing methods shows that lnc ltc
method is superior for majority of queries over current system and other indexing
methods.

The evaluation revealed that some NEs referring to the same entity occur
in various forms which can deteriorate search results. For instance, the name of
one particular person that documents refer to frequently occurs in 12 different
forms:3 Dr Petar Petrović, Mr Petar Petrović, Prof. dr Petar Petrović, Prof. Dr
Petar Petrović, dr Petar Petrović, Mr. Petar Petrović, PETROVIĆ PETAR, Dr
Petar Petrović, docent, Mr Petar Petrović, asistent, docent Dr Petar Petrović,
Mr. Petar Petrović, asistent, Petrović. The biggest problem of the new system
are specific technical terms that are not found in electronic dictionaries as well
as quite a number of typographical errors in the document collection. However,
this shortcoming can be rectified by correcting errors (based on the list of words
unrecognized by the vocabulary), and by continuous enhancement of the vocab-
ulary by adding new words.

5 Conclusion and Future Work

The evaluation showed that the initial solution has its advantages: besides being
simple to apply, it performs well for certain types of queries. However, although
the new solution based on pre-indexing already outperforms it, its main advan-
tage is that it can be improved and there are various means to do that:

– Enriching morphological e-dictionaries of simple words and MWUs with terms
from geological domain;

– Using named entities for faceted search;
– Addapting NERs to the new domain and text type (projects rather than

newspapers) and adding named entity normalization;
– Experimenting with different term weight measures;
– Experimenting with different comparison of document and information need

representations.

Further research will be done by applying the new solution to other textual and
spatial databases and data collections, as well as by enabling map visualiza-
tion of location of recognized named entities using geodatabases. An analysis of
queries in the full sentence form is planned, which would eliminate stop words —

3 The name of the person was de-identified for privacy reasons.
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prepositions, followed by lemmatization to produce a bag of words for the query.
Finally, query expansion is planned, by adding synonyms and other related terms
from available resources, such as the geologic dictionary [19] for terminological
query terms and WordNet for more general terms.
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Abstract. Our goal is to build a Food and Drink (FD) gazetteer
that can serve for classification of general, FD-related concepts, effi-
cient faceted search or automated semantic enrichment. Fully supervised
design of a domain-specific models ex novo is not scalable. Integration of
several ready knowledge bases is tedious and does not ensure coverage.
Completely data-driven approaches require a large amount of training
data, which is not always available. For general domains (such as the FD
domain), re-using encyclopedic knowledge bases like Wikipedia may be
a good idea. We propose here a semi-supervised approach that uses a
restricted Wikipedia as a base for the modeling, achieved by selecting a
domain-relevant Wikipedia category as root for the model and all its sub-
categories, combined with expert and data-driven pruning of irrelevant
categories.

Keywords: Categorization · Wikipedia · Wikipedia categories ·
Gazetteer · Europeana · Cultural heritage · Concept extraction

1 Introduction

Our work is motivated by the Europeana Food and Drink (EFD) project1, which
aims at categorizing food and drink-related concepts (FD), in order to digitalize,
facilitate search and semantically enrich Cultural Heritage (CH) items pertain-
ing to the ‘food and drink’ theme. Even though driven by the application to
FD, our approach is easily generalizable to any domain that is encyclopedic in
nature. For example, we can apply the approach for categorizing ‘Arts’, ‘Sports’,
‘History’ etc.

Modeling a domain from scratch requires interdisciplinary expertise, both in
the particular domain and in knowledge-base modeling. Also, it is a tedious,
time-consuming process. When the domain is very specialized, for example ‘Art
Nouveau’, ‘Performance Arts’ or ‘Human Genes’, probably the process is
unavoidable. However, for broader domains like FD we believe that using ency-
clopedic, LOD data is a better, more scalable approach. To model FD concepts
we used Wikipedia.

1 http://foodanddrinkeurope.eu/.
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Wikipedia is a great collection of general knowledge concepts. It is freely
available and easily editable by anyone. The volume of information is enormous.
E.g. the English wiki has a total of 35 M pages, of which 30 M are auxiliary
(discussions, sub-projects, categories, etc.). Overall, Wikipedia has some 35 M
articles in over 240 languages. Multilingualism is a very important aspect that
recommends the usage of Wikipedia, as CH objects in EFD come in eleven
languages.

In this paper we describe the method, we show preliminary results and we
present a critical discussion on the suitability of Wikipedia for the purpose of
FD categorization. In Sect. 2, we describe the EFD application. In Sect. 3, we
present the steps of the method. Section 4 presents some insightful (from both
technical and application perspective) properties of the sub-hierarchy generated
from the Food and drink root. We continue by describing the supervised curation
of the domain in Sect. 5 and by showing the results of the data-driven enrichment
analysis in Sect. 6. We will conclude the paper with comments and outlook in
Sect. 7.

Next, we mention previous work that has addressed domain-specific modeling
in the past.

1.1 Related Work

Much work has been dedicated to building domain specific knowledge bases.
Earliest approaches were fully supervised, domain experts defining ex-novo the
classification model. With the development of modern NLP techniques such as
concept disambiguation, concept tagging or relation extraction, semi-supervised
and even unsupervised methods are emerging. For example, there are many
methods for automated merging and integration of already existing ontologies
([3,4,11]). In [10], a semi-supervised method for enriching existing ontologies
with concepts from text is presented. More ambitious approaches propose unsu-
pervised generation of ontologies ([8,9]), using deep NLP methods. In [5], a
method is described, for generating lightweight ontologies by mapping concepts
from documents to LOD data like Freebase and DBpedia and then generating a
meaningful taxonomy that covers the concepts.

Classification of FD has been approached before. Depending on the pur-
pose of the classification, there exist models for cooking and recipes, models
for ingredients and nutrients, food composition databases (EuroFIR classifica-
tion2), models that classify additives (Codex Alimentarius GSFA3), pesticides
(Codex Classification of Foods and Feeds4), traded food and beverages nomen-
clature (GS1 standard for Food and Beverages5), national-specific classification
systems, etc. [12] have proposed a cooking ontology, focused on: food (ingredi-
ents), kitchen utensils, recipes, cooking actions. BBC also proposed a lightweight

2 http://www.eurofir.org/.
3 http://www.codexalimentarius.org/standards/gsfa/.
4 ftp://ftp.fao.org/codex/meetings/ccpr/ccpr38/pr38CxCl.pdf.
5 http://www.gs1.org/gdsn/gdsn-trade-item-extension-food-and-beverage/2-8.

http://www.eurofir.org/
http://www.codexalimentarius.org/standards/gsfa/
ftp://ftp.fao.org/codex/meetings/ccpr/ccpr38/pr38CxCl.pdf
http://www.gs1.org/gdsn/gdsn-trade-item-extension-food-and-beverage/2-8
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food ontology6, that classifies mainly recipes, including aspects like ingredients,
diets, courses, occasions.

The purpose of the EFD project is to classify food and drink objects from a
cultural perspective, which is not addressed by existing models.

2 Europeana Food and Drink

The EFD Classification scheme [2] is a multi-dimensional scheme for discovering
and classifying Cultural Heritage Objects (CHO) related to Food and Drink
(FD). The project makes use of innovative semantic technologies to automate
the extraction of terms and co-references. The result is a body of semantically-
enriched metadata that can support a wider range of multilingual applications
such as search, discovery and browse.

The FD domain is generously broad and familiar, in the sense that any human
can name hundreds of concepts that should be covered by the model: ‘bread’,
‘wine’, ‘fork’, ‘restaurant’, ‘table’, ‘chicken, ‘bar’, ‘Thanksgiving dinner’, etc. In
our particular application however, the model is required to cover a large vari-
ety of cultural objects related to FD, some of which exist nowadays only in
etnographic museums. These are described in content coming from a variety of
CH organizations, ranging from Ministries to academic libraries and specialist
museums to picture libraries. The content represents a significant number of
European nations and cultures, it comprises objects illustrating FD heritage,
recipes, artworks, photographs, some audio and video content and advertising
relating to FD. It is heterogeneous in types and significance, but with the com-
mon thread of FD heritage and its cultural and social meaning. Metadata are
available partly in English and native languages, with more than half of the
metadata only available in native languages.

Content is heterogeneous and varied. Examples include [2]: books on Bovine
care and feeding (TEL7), book on tubers/roots used by New Zealand aboriginals
(RLUK8), self-portraits involving some food (Slovak National Gallery9), tradi-
tional recipes for Christmas-related foods (Ontotext), colorful pasta arrange-
ments (Horniman10), mortar used to mix lime with tobacco to enhance its psy-
chogenic compounds (Horniman), food pounder cut from coral and noted for
its ergonomic design (Horniman), toy horse made from cheese (Horniman), a
composition of man with roosters/geese made from bread (Horniman), poems
about food and love, photos of old people having dinner, photos of packers on
a wharf, photos of Parisian cafes, photos of a shepherd tending goats, photos of
a vintner in his winery, medieval cook book (manuscript), commercial label/ad
for consommé, etc.

6 http://www.bbc.co.uk/ontologies/fo.
7 http://www.theeuropeanlibrary.org/tel4/.
8 http://www.rluk.ac.uk/.
9 http://www.sng.sk/en/uvod.

10 http://www.horniman.ac.uk/.

http://www.bbc.co.uk/ontologies/fo
http://www.theeuropeanlibrary.org/tel4/
http://www.rluk.ac.uk/
http://www.sng.sk/en/uvod
http://www.horniman.ac.uk/
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2.1 Wikipedia Categories Related to FD

Wikipedia categories live in the namespace ‘https://en.wikipedia.org/wiki/
Category:’ (note the colon at the end). We discovered a number of FD cate-
gories, amongst them: Food and drink, Beverages, Ceremonial food and drink,
Christmas food, Christmas meals and feasts, Cooking utensils, Drinking culture,
Eating parties, Eating utensils, Food and drink preparation, Food culture, Food
festivals, Food services occupations, Foods, History of food and drink, Holiday
foods, Meals, Works about food and drink, World cuisine. Other interesting cate-
gories: Religious food and drink, Food law : topics like halal, kashrut, designation
of origin, religion-based ideas, fisheries laws, agricultural laws, food and drug
administration, labeling regulations, etc., Food politics, Drink and drive songs,
Food museums. We selected https://en.wikipedia.org/wiki/Category:Food and
drink as the root of our FD restricted model, considering that all the above-
mentioned categories are its direct or indirect subcategories.

3 A Method for Domain-Specific Modeling

Wikipedia is loosely structured information. It has very elaborate editorial poli-
cies and practices, but their major goal is to create modular text that is con-
sistent, attested (referenced to primary sources), relatively easy to manage.
A huge number of templates and other MediaWiki mechanisms are used for
this purpose. The structured parts of Wikipedia that can be reused by machines
are: (i) Links (wiki links, inter-language links providing language correspon-
dence, inter-wiki links, referring to another Wikipedia or another Wikimedia
project e.g. Wiktionary, Wikibooks, external links), (ii) Informative templates,
in particular Infoboxes; (iii) Tables; (iv) Categories; (v) Lists, Portals, Projects.

There are several efforts to extract structured data from Wikipedia. E.g. the
Wikipedia Mining software11 [6] allows extraction of focused or limited informa-
tion. For our purpose, we prefer to use data sets that are already structured,
like DBpedia. The data in RDF format is easily loaded in Ontotext GraphDB12,
which allows semantic integration of both Europeana and classification data,
and easier querying using SPARQL.

3.1 Wikipedia Categories

Category statistics for Wikipedia are presented in Table 1. The counts are
obtained from DBpedia (see [2] Sect. 3.11.2). The columns have the following
meaning:

– ‘Wikipedia’ specifies for which language the statistics are computed;
– ‘art’ is the number of content pages (articles);
– ‘cat’ is the number of category pages;

11 http://sourceforge.net/projects/wikipedia-miner.
12 http://ontotext.com/products/ontotext-graphdb/.

https://en.wikipedia.org/wiki/Category
https://en.wikipedia.org/wiki/Category
https://en.wikipedia.org/wiki/Category:Food_and_drink
https://en.wikipedia.org/wiki/Category:Food_and_drink
http://sourceforge.net/projects/wikipedia-miner
http://ontotext.com/products/ontotext-graphdb/
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Table 1. Wikipedia: statistics concerning categories.

Wikipedia art cat art→cat cat per art art per cat cat→cat cat per cat

English 4,774,396 1,122,598 18,731,750 3.92 16.69 2,268,299 2.02

Dutch 1,804,691 89,906 2,629,632 1.46 29.25 186,400 2.07

French 1,579,555 278,713 4,625,524 2.93 16.60 465,931 1.67

Italian 1,164,000 258,210 1,597,716 1.37 6.19 486,786 1.89

Spanish 1,148,856 396,214 4,145,977 3.61 10.46 675,380 1.7

Polish 1,082,000 2,217,382 20,149,374 18.62 9.09 4,361,474 1.97

Bulgarian 170,174 37,139 387,023 2.27 10.42 73,228 1.97

Greek 102,077 17,616 182,023 1.78 10.33 35,761 2.03

– ‘art→cat’ is the number of assignments of a category as parent of an article;
– ‘cat per art’ is the average number of category assignments per article, com-

puted as art→cat/art;
– ‘art per cat’ is the average number of articles assigned per category, computed

as art→cat/cat;
– ‘cat→cat’ is the number of assignments of a category as parent of another

category;
– ‘cat per cat’ is the average number of parent categories per category, computed

as cat→cat/cat.

As you can see, there is a great variety of categorization practices across
languages. Polish uses a huge number of categories (relative to articles) and
assignments. Dutch has a very small number of categories, and their application
is not very discriminative (‘art per cat’ is very high).

Despite these differences, the categorization presents a wealth of information
that our method uses for classification.

3.2 Method Overview

Our approach to domain-specific modeling is aimed at selecting a sub-hierarchy
of Wikipedia, rooted at a relevant category, that covers well the domain concepts.
Following Wikipedia, our model is hierarchical and parent-child relations follow
SKOS principles [7]. The procedure follows the steps below:

1. Start by selecting the maximally general Wikipedia category that best
describes the domain to ensure coverage. We will refer to this category as root.

2. Traverse Wikipedia by starting from the root and following skos:broader
relations between categories to collect all children (i.e. sub-categories of the
root). We also remove cycles to create a directed acyclic graph and calculate
useful node metadata such as level (i.e. shortest path from root), number of
unique subcategories, etc.

3. Top-down curation: perform manual curation by experts of the top (few hun-
dred) categories to remove the ones irrelevant to the domain.
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4. Bottom-up enrichment: map domain-related concepts to Wikipedia articles
and evaluate enrichment in concepts mapped to each category. Thus, we auto-
matically evaluate the relevance of categories, by direct evidence.

Technical details:

Step 1. Breadth-first (BF) traversal selects all categories reachable from the root.
In order to obtain the domain categorization, we keep all possible edges defined
by the skos:broader relation, but remove edges that create cycles. Cycles are
logically incompatible with the SKOS system, but are not forbidden and exist in
Wikipedia (sometimes due to bad practices or lack of control). In order to remove
cycles, we check that a potential child of the current node of the BF procedure
is not also its ancestor before adding the connection. The average number of
children of a category is 2.02, therefore we expect the number of categories to
grow exponentially with each level until the majority of connections start being
discarded for being cyclical.

Step 2. We generate a list of the few hundred most important categories (based
on being close to the root and having many descendants) that are judged for
relevance by an expert. Ones judged irrelevant are marked for removal. Removal
of a category consists of a standard node-removal procedure in a directed graph,
meaning that all node metadata including all incoming and outgoing edges are
deleted and the node is marked as irrelevant in the repository (to be omitted in
future builds). As a consequence, the sub-hierarchy may split into two or more
connected components, one of which contains the root, the others being rooted
at the children of the removed category. In such a case, we discard all connected
components, except for the one starting at the initial root. The expert curation
drastically reduces the size of the sub-hierarchy with minimal work, thus being
an efficient early method for pruning.

Step 3. Moving away from the root, the number of categories of the domain
hierarchy grows exponentially. Manually checking the validity of the categories
w.r.t. the domain becomes infeasible. We propose a data-driven approach here:
given a collection of documents, thesauri, databases, etc. relevant to the domain,
we use a general tagging algorithm to map concepts from the collection to the
hierarchy. Categories to which concepts are mapped are likely to belong to the
domain, supported by evidence. For the categories to which no concepts have
been mapped, we can infer their validity by using evidence mapped to children
or even more distant descendants. For a leaf category (with no children) X with
t concepts directly mapped to it, the score is computed as:

score(X) = 1 − e−t (1)

For a category Y with children Y1, ..., Yn and t directly mapped concepts, the
score is computed as:

score(Y ) = max{1 − e−t,
n

max
i=1

{γscore(Yi)}}, (2)
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where γ ∈ (0, 1) is a decay factor, that decreases the score of categories as
they get further away from descendants with evidence (i.e. mapped concepts).
Figure 1 illustrates an example, where the scores of leaf categories D, E, F are
computed based on Eq. 1 and the scores of categories E and B are computed
using Eq. 2. The scores can be used for automatically pruning categories that
have a score under a certain threshold, where the threshold is level-specific.

Fig. 1. Scoring categories bottom-up. Concepts mapped to categories are marked with
red squares. Categories are marked with circles and named with capital letters (Color
figure online).

4 Properties of the FD Classification Hierarchy

Following the method described in Sect. 3.2 we generated the FD hierarchy.
We retrieved 887, 523 categories or about 80% of all categories in the English
Wikipedia (see Table 1). The categories span 26 levels below the FD root. The
distribution of the number of categories by level is unimodal, peaking at the
16th level, where we retrieve about 200, 000 categories (see Fig. 2). The average
number of subcategories of a category is 2.36.

Fig. 2. Distribution of the shortest-path length from categories to the FD root category.
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Most subcategories reachable from the selected root are not relevant to
the domain. E.g. all the top 10 most populous categories at level 5 are irrel-
evant: Oceanography, Water pollution, Physical exercise, Bodies of water, Nat-
ural materials, Country planning in the UK, etc. We discuss below reasons and
examples for such a disappointing initial hierarchy.

4.1 Reasons for Irrelevant Inclusions

Semantic Drift. The main reason for irrelevance is “semantic drift”: since the
meaning of the Wikipedia “parent category” relation is not well-defined, the
longer path one follows, the harder it becomes to see any logical connection
between the two categories (ancestor and descendant). E.g. following the chain
Food and drink → Food politics → Water and politics →
Water and the environment → Water management,
one quickly reaches into rivers, lakes and reservoirs. Luckily it is easy to cut off
major irrelevant branches early in the hierarchy.

Wrong Hierarchy. We were surprised to reach football teams. This happens
along this chain:
Food and drink → Food politics → Water and politics →
Water and the environment → Water management → Water treatment →
Euthenics → Personal life → Leisure → Sports → Sports by type → Team sports
→ Football.
The above chain contains a wrong supercategory assignment: Euthenics is the
study of the improvement of human functioning and well-being by improve-
ment of living conditions. Personal life, Leisure and Sports are correctly sub-
categories of Euthenics. But Water treatment should not be a supercategory of
Euthenics. This issue was fixed on June 12, 2014 by removing Euthenics from
Water treatment. However, similar problems still exist elsewhere.

Partial Inclusion. Food and drink has child Animal products. Only about half
of the children of Animal products are relevant to the FD domain: Animal-
based seafood, Dairy products, Eggs (food), Fish products, Meat. Some are def-
initely not appropriate to FD:
Animal dyes, Animal hair products, Animal waste products, Bird products,
Bone products, Coral islands, Coral reefs, Hides.
Finally, there are some mixed subcategories that may include both relevant
and irrelevant children: Animal glandular products: milk and its thousands of
subcategories is relevant, castoreum is not; Insect products: honey is relevant,
silk is not; Mollusc products: clams and oysters are relevant; pearls are not.

Non-human Food or Eating. Food and drink explicitly includes animal feed-
ing, thus not all are foods for humans, e.g. Animal feed. The subcategory Eat-
ing behaviors has some appropriate children, e.g. Diets, Eating disorders, but
has also some inappropriate children, e.g. Carnivory, Detritivores.
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5 Top-Down Expert Pruning

Supervised pruning of irrelevant categories becomes more efficient as experts are
presented ‘heavier’ categories first; therefore we used a heuristic measure for the
number of Wikipedia articles reachable from a certain category and provided
them to the expert in descending order for judgement. This way, if an irrele-
vant category is removed, we can expect a drastic decrease of the number of
nodes. The expert judged 239 of the top 250 categories in the list as irrelevant
to the EFD topic. After removing them, we obtained a more focused hierarchy
containing 17542 unique categories, therefore achieving a 50-fold decrease, with
an hour effort from a human expert. At this step, we consider that a consen-
sus among several experts is not needed, because only clean mismatches were
removed. Examples of removed categories:
Natural materials, Natural resources, Water treatment, Education, Academia,
Academic disciplines, Subfields by academic discipline, Scientific disciplines,
Real estate, Civil engineering, Construction, Water pollution, Property,
Land law, Intelligence, etc.
Some of these categories seem simply irrelevant, like Civil engineering, others
could potentially lead to articles relevant to FD, like Natural resources. The
path from FD to Natural resources goes through Agriculture, Agroecology, Sus-
tainable gardening Natural materials (length 5). However, the category is too
broad and too distant to matter, and whatever relevant articles it would link to,
should be retrievable by alternative, shorter paths from the FD root. For exam-
ple, Natural resources leads to Salt via Minerals and Sodium minerals. However,
there is a shortcut from FD directly to Salt via Foods, Condiments, Edible salt,
so there is no need to pass by Natural resources, which in turn adds to the
hierarchy many irrelevant subcategories.

The new cardinalities per level are shown in Fig. 3(a). Figure 3(b) reveals
the levels at which the curation has the largest effect: starting with level 8, the
decrease is larger than 50% and from level 11, the decrease is larger than 90%.

(a) (b)

Fig. 3. (a) Number of categories per level after expert curation. (b) Decrease of number
of categories per level after expert curation.
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The refinement of the FD hierarchy was performed by an expert using the
specially designed drill-down UI shown in Fig. 4. It starts with the root category
and displays a node’s child categories ordered by our heuristic measure of weight
and all articles directly linked to the node. The user can drill-down on categories
to expand them in the same way and quickly mark them as irrelevant which
removes them from the repository and UI.

Fig. 4. Visualization interface for the FD categorization. Fig. 5. Shark hook, an
object from the Horni-
man Museum http://
www.horniman.ac.uk/coll
ections/browse-our-collec
tions/object/136887.

6 Bottom-Up Data-Driven Enrichment

A data-driven approach for estimating category relevance was described at Step
2 of our method (see Sect. 3.2). To demonstrate the approach, we considered

http://www.horniman.ac.uk/collections/browse-our-collections/object/136887
http://www.horniman.ac.uk/collections/browse-our-collections/object/136887
http://www.horniman.ac.uk/collections/browse-our-collections/object/136887
http://www.horniman.ac.uk/collections/browse-our-collections/object/136887
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the Horniman Objects Thesaurus, consisting of about 1500 concepts used for
describing Horniman museum artefacts (700 are currently used in objects).

The Horniman thesaurus is a shallow hierarchy consisting of four levels. At
the second level, the classification is most informative: agriculture and forestry,
domestication of animals, food processing and storage, food service, hunting, fish-
ing and trapping, narcotics and intoxicants: drinking. For example, the object
shark hook (Fig. 5) belongs to the following path: tools and equipment: general,
hunting, fishing and trapping, fish hooks, shark hooks.

6.1 Mapping the Horniman Thesaurus to Wikipedia Articles

We use an Ontotext general-purpose concept extractor13 that identifies
Wikipedia concepts in general text. For the purpose, we concatenated all the-
saurus terms into several pseudo-documents, grouped by the second level cate-
gory. The concept extractor relies on the context of each candidate for disam-
biguation, in the sense that the word ‘mate’ form the thesaurus entry ‘mate
teapot’ would be mapped to http://en.wikipedia.org/wiki/Mate (beverage), in
the context of other terms regarding drinking, and not to other senses, listed in
the disambiguation page http://en.wikipedia.org/wiki/Mate. In order to create
context, we delimited the thesaurus terms in the pseudo-documents by comma
(‘,’). Eg., the pseudo-document for ‘hunting, fishing and trapping’ starts with:

‘hunt and fishing trap, fishing net, spring trap, mantrap, mole trap, spear, fish

spear, eel spear, elephant spear, spike wheel trap, spindle, snare trap, marmot snare,

bird snare, sinker, net sinker, sheath, hunting knife sheath, shellfish rake, clam digger,

sample, arrow poison, reel, quiver, poison, no-return trap, fish trap, nose clip, net,

hunting net, hand net, fishing net, dip net, pig net, pigeon net, scoop net, line, fish

line, lure, fly, cuttlefish lure, knife, hunting knife, keep, rat trap, fishing rod, float, line

float, net float, fishing float, fish hook, ice-hole hook, halibut hook, gorge, pike hook,

salmon hook, shark hook...’

Evaluation. The concept extractor returned 337 unique Wikipedia concepts,
with an estimated precision 0.91 of and estimated recall of 0.7. For example,
shellfish rakes: correctly identifies https://en.wikipedia.org/wiki/Shellfish, but
incorrectly returns the redirect https://en.wikipedia.org/wiki/Train for rake,
instead of https://en.wikipedia.org/wiki/Rake (tool).

6.2 Scoring FD Categories w.r.t. Mapped Horniman Concepts

Of all 337 concepts, 219 are in the FD hierarchy. Using our scoring scheme, we
‘activated’ 451 categories on the path to the FD root. The highest-scoring are
shown in Table 2.

Qualitative evaluation of the scoring system: note that we retrieve Wikipedia
categories concerning the broad topics of the Horniman thesaurus that were not
explicitly input to our method: agriculture, domestic animals, food processing

13 Customized version of http://tag.ontotext.com/.

http://en.wikipedia.org/wiki/Mate_(beverage)
http://en.wikipedia.org/wiki/Mate
https://en.wikipedia.org/wiki/Shellfish
https://en.wikipedia.org/wiki/Train
https://en.wikipedia.org/wiki/Rake_(tool)
http://tag.ontotext.com/
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Table 2. The highest scoring categories w.r.t. the proposed scoring scheme.

Category Score Category Score

Cooking utensils 1.00 Crops 0.99

Teaware 0.99 Spices 0.98

Serving and dining 0.99 Agricultural machinery 0.98

Cooking appliances 0.99 Commercial fish 0.98

Drinkware 0.99 Eating utensils 0.98

Staple foods 0.99 Food storage containers 0.98

Tropical agriculture 0.99 Serving utensils 0.98

Gardening tools 0.99 Animal trapping 0.98

Fishing equipment 0.99 Food and drink 0.95

Cooking techniques 0.99 Recreational fishing 0.95

Cookware and bakeware 0.99 Breads 0.95

Crockery 0.99 Hunting 0.95

Kitchenware 0.99 Dairy products 0.95

Spoons 0.99 Food ingredients 0.95

Fishing techniques and methods 0.99 Food preparation appliances 0.95

and storage, hunting and fishing, drinking. Figure 6 shows all the categories up to
the FD root that get ‘activated’ by the bottom-up scoring, meaning that they
get a positive score.

Category scoring is also useful for ranking results of a semantic search, pro-
vided that enough relevant data is collected and mapped onto the hierarchy. If a
user queries a concept, the tool can return a list of Wikipedia categories relevant
to the concept, ranked by relevance to the FD domain. For example, if a user
searches for ‘fork’, the category ‘Gardening tools’ 0.998 will appear higher in the
results than Eating utensils 0.982, because more concepts from the Horniman
museum are mapped to Gardening tools.

7 Comments and Future Work

We presented ongoing work on developing a FD categorization, with the purpose
of classifying Cultural Heritage items from Europeana. To this end, we intro-
duced a lightweight, SKOS categorization that borrows Wikipedia categories
related to FD. Our preliminary results show that Wikipedia categories are rich
enough to provide a good initial coverage of the domain. In fact, we showed that
there are a large number of irrelevant categories that need to be removed by
supervised curation. We developed an interactive visualization tool that allows
experts to remove irrelevant categories and update the knowledge base.

We also presented a bottom-up, data-driven method for scoring categories
with respect to concepts identified in Cultural Heritage collections, such as Horn-



194 A. Tagarev et al.

Fig. 6. Paths to Food and drink, activated by the bottom-up scoring scheme.

iman museum artefacts. We showed that by using this scoring scheme, a sub-
hierarchy of FD is supported by evidence and thus confirmed to belong to the
domain. This of course does not mean that the remaining categories are not food-
and-drink relevant. Clearly, as more resources (e.g. recipes, books, see Sect. 2)
are being processed and mapped to our classification scheme, more evidence will
be gathered, for more accurate estimation of relevance of categories.

We evaluated the scoring schemes qualitatively, by showing that the cate-
gories that are ‘activated’ with large scores are those that describe the main top-
ics of the Horniman thesaurus terms, namely agriculture, food serving, fishing
and hunting, etc. These topics were not explicitly input to our framework, only
the concrete terms like spoon, bread, cup, fishing hook, etc. A quantitative eval-
uation is future work, after the semantic search for FD concepts is open to the
public. Then, we plan to submit various scoring schemes with various decay
parameters and compare them based on user feedback.

Despite the reasonable coverage of the domain, we identified concepts – or
sets of concepts – that belong to FD, but are not found under the FD root.
For example, some hunting weapons are not accessible directly from the FD
root. Horniman items representing spears could not be tagged, and they should,
being tools for obtaining food. We have added a number of Wikipedia parent
categorizations to enlarge the FD hierarchy, e.g. placing “Hunting” under FD,
“Livestock” under “Agriculture” (which is under FD), etc. We also split some
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articles and added categorizations and labels (redirects) to match specific objects
that we encountered. For example:

– Created pages “Shepherd’s crook” and “Tumbler (glass)” by splitting text
from existing pages. Added label “Crook”

– added to “Leash” the note “Leashes are often used to tether domesticated
animals left to graze alone”as justification for adding category “Livestock”.

We may add “private” secondary roots to the categorization: a direct, custom
connection of type broader to the Food and Drink root is a possible way to add
secondary roots.

A big challenge for the EFD project is building a multilingual categoriza-
tion for up to 11 languages. Our prototype is currently limited to English, but
we believe extending it is not hard, as we will take advantage of the ‘parallel’
Wikipedias for other languages. A possible approach for language X is to use all
Wikipedia articles currently mapped to the English FD, get their correspondents
in language X and start building the hierarchies bottom-up, to the correspond-
ing FD root in language X. Thus, we ensure that all concepts from the English
categorization would be covered by the categorization in language X. Of course,
we would keep in mind that language-specific concepts may not be covered in
English and thus may need to be added. The richness of the FD categories in
Wikipedia and the availability of inter-language links makes this possible.
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the Europeana Food and Drink project, co-funded by the European Commission within
the ICT Policy Support Programme (CIP-ICT-PSP-2013-7) under Grant Agreement
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Abstract. Representation of influential entities, such as famous people
and multinational corporations, on the Web can vary across languages,
reflecting language-specific entity aspects as well as divergent views on
these entities in different communities. A systematic analysis of language-
specific entity contexts can provide a better overview of the existing
aspects and support entity-centric retrieval applications over multilin-
gual Web data. An important source of cross-lingual information about
influential entities is Wikipedia — an online community-created ency-
clopaedia — containing more than 280 language editions. In this paper
we focus on the extraction and analysis of the language-specific entity
contexts from different Wikipedia language editions over multilingual
data. We discuss alternative ways such contexts can be built, includ-
ing graph-based and article-based contexts. Furthermore, we analyse the
similarities and the differences in these contexts in a case study including
80 entities and five Wikipedia language editions.

1 Introduction

Entities with world-wide influence, such as famous people and multinational cor-
porations, can be represented differently in the news, in Web pages and in other
documents originating from various cultures and written in different languages.
These various representations can reflect language-specific entity aspects as well
as views on the entity in different communities. In order to enable a better rep-
resentation of the language-specific entity aspects in the information retrieval
systems, methods to systematically identify language-specific entity contexts —
i.e. the aspects in the entity descriptions typical to a specific language — need
to be developed.

For example, in the English news, the entity “Angela Merkel”, the Chancel-
lor of Germany, is often associated with US and UK politicians such as Barack
Obama, or David Cameron. Also, recent discussions of the European impor-
tance, such as Greek financial situation are included. On the contrary, although
the German pages also include European topics, they frequently focus on the
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domestic political topics, featuring discussions of political parties in Germany,
scandals arising around German politicians, local elections, finances and other
country-specific topics. For another example, in case of the multinational com-
panies like GlaxoSmithKline (a British healthcare company), the aspects related
to the local activities are prevalent in the reporting in specific languages. These
aspects range from the effectiveness of the various vaccines developed by the com-
pany to the sports events sponsored by this company in a specific country. The
knowledge of such language-specific aspects can support entity-centric retrieval
applications. These applications can include e.g.: (i) creation of a comprehensive
overview of the language-specific entity aspects in the document collection; and
(ii) targeted retrieval of entity-centric information in a specific language context.

In order to obtain a comprehensive overview over the language-specific entity
aspects and their representations in different languages, language-specific back-
ground knowledge about this entity is required. In this paper we choose Wikipedia
as a multilingual knowledge base to obtain such background. Wikipedia — a mul-
tilingual encyclopaedia available in more than 280 language editions — contains
language-specific representation of millions of entities and can provide a rich
source for cross-cultural analytics. For example, recent studies focused on the
manual analysis of the controversial entities in Wikipedia and identified signif-
icant cross-lingual differences (e.g. [19]). As entity representations in different
Wikipedia language editions can evolve independently, they often include over-
lapping as well as language-specific entity aspects.

In this paper we focus on the problem of creating language-specific entity
contexts to support multilingual entity retrieval applications. We use Wikipedia
as a knowledge base to build such language-specific entity contexts. We discuss
different ways of building these contexts using Wikipedia, including article-based
and graph-based approaches and propose a measure to compute the context
similarity. Furthermore, we use this similarity measure to analyse the similarities
and the differences of the language-specific entity contexts in a case study using
80 entities of four different entity types and the representations of these entities
in five European languages. Our experiments show that the proposed graph-
based entity context can effectively provide a comprehensive overview over the
language-specific entity aspects.

2 Creation of the Language-Specific Entity Context

In this section we define the language-specific entity context, present a measure
of the context similarity and discuss alternative ways to extract such contexts
from the multilingual Wikipedia.

2.1 Language-Specific Entity Context Definition

We define the language-specific entity context as follows:

Definition 1. The context C(e, Li) of the entity e in the language Li is repre-
sented through the set of aspects {a1, . . . , an} of e in Li, weighted to reflect the
relevance of the aspects in the context: C(e, Li) = (w1 ∗ a1, . . . , wn ∗ an).
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In this paper, we consider entity aspects being all related entities, concepts
and terms. We obtain such aspects automatically by extraction of noun phrases
that co-occur with the entity in a given language. In addition, we can also
consider the names of the linked articles as an additional source of the entity
aspects. The weights of the aspects are based on two factors: (1) the language-
specific aspect co-occurrence frequency, i.e. the frequency of the co-occurrence
of the aspect and the entity in a language, and (2) the cross-lingual aspect co-
occurrence frequency — the number of languages in which the entity context
contains the aspect. The first weighting factor prioritises the aspects that fre-
quently co-occur with the entity in a particular language. The second factor
assigns higher weights to the language-specific aspects of the entity not men-
tioned in many other languages. Overall, given a multilingual data collection
containing the languages L = {L1, . . . , LN}, the weight w(ak, e, Li) of the entity
aspect ak in the language-specific context C(e, Li) is calculated as follows:

w(ak, e, Li) = af(ak, e, Li) · log N

af(ak, e, L)
, (1)

where af(ak, e, Li) is the language-specific aspect co-occurrence frequency of the
aspect ak in the entity context of e in the language Li, N is the number of lan-
guages in the multilingual collection, and af(ak, e, L) is the cross-lingual aspect
co-occurrence frequency.

In case the aspects are represented through the manually-defined links, their
relevance can be high, but the frequency low compared to the noun phrases;
Therefore, we assign them with an average language-specific aspect co-occurrence
frequency computed for the noun phrases.

2.2 Context Similarity Measure

In order to compute the similarity between language-specific entity contexts, we
use the vector space model. Each axis in the vector space represents the aspect
ak. We represent the context C(e, Li) of the entity e in the language Li as a
vector in this space. An entry for ak in the vector represents the weight of the
aspect ak in the context of the entity in the language Li. Then the context
similarity of e’s contexts in the languages Li and Lj is computed as the cosine
similarity of the context vectors:

Sim(C(e, Li), C(e, Lj)) =
C(e, Li) · C(e, Lj)

|C(e, Li)| × |C(e, Lj)| . (2)

In order to allow for cross-lingual similarity computations, we represent the
aspects in a common language using machine translation. To simplify the descrip-
tion in this paper, we always refer to the original language of the entity context,
keeping in mind that the similarity is computed in a common language repre-
sentation.
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2.3 Article-Based Context Extraction

Wikipedia articles representing an entity in different language editions (i.e. the
articles that contain the entity name as a title) can be a useful source for the cre-
ation of the language-specific context vectors. Thus, we first propose the article-
based context extraction approach, which simply uses the articles representing
the entity in different language editions of Wikipedia. We use all sentences from
an article representing the entity in a language edition as the only source of the
article-based language-specific entity context. One drawback of this approach
is the possible limitation of the aspect coverage due to the incompleteness of
the Wikipedia articles. Such incompleteness can be more prominent in some
language editions, making it difficult to create fair cross-lingual comparisons.

For example, when reading the English Wikipedia article about the entity
“Angela Merkel”, a lot of basic aspects about this politician, such as her back-
ground and early life, her domestic policy and her foreign affairs, are provided.
However, not all aspects about Angela Merkel occur in this Wikipedia article.
We can observe, that other articles in the same Wikipedia language edition
mention other important aspects. For example, in the Wikipedia article about
“Economic Council Germany”, it mentions Angela Merkel’s economic policy:
“Although the organisation is both financially and ideologically independent it
has traditionally had close ties to the free-market liberal wing of the conserv-
ative Christian Democratic Union (CDU) of Chancellor Angela Merkel.”. Even
the English Wikipedia article about an oil painting, “The Nightmare”, which
does not seem connected to “Angela Merkel” at the first glance, also mentions
“Angela Merkel” as: “On 7 November 2011 Steve Bell produced a cartoon with
Angela Merkel as the sleeper and Silvio Berlusconi as the monster.” The aspects
contained in the examples above do not occur in the main English Wikipedia
article entitled “Angela Merkel”. As this example illustrates, just employing the
main Wikipedia article about the entity can not entirely satisfy the need to
obtain a comprehensive overview over the language-specific aspects.

2.4 Graph-Based Context Extraction

To alleviate the shortcomings of the article-based method presented above and
obtain a more comprehensive overview of the entity aspects in the entire
Wikipedia language edition (rather than in a single article), we propose the
graph-based context extraction method. The idea behind this method is to use
the link structure of Wikipedia to obtain a comprehensive set of sentences men-
tioning the target entity and to use this set to create the context. To this extent,
we use the in-links to the main Wikipedia article describing the entity and the
language-links of these articles to efficiently collect the articles that are proba-
ble to mention the target entity in different language editions. We extract the
sentences mentioning the target entity using state-of-the-art named entity disam-
biguation methods and use these sentences to build language-specific contexts.

To illustrate our approach, we use the extraction of the context in the Eng-
lish edition of Wikipedia for the entity Angela Merkel as an example. For the
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1

2

2

3

3

Frist 
Expansion

Second 
Expansion

Third 
Expansion

Angela Merkel: EN Angela Merkel: DE

Angela Merkel: ES Angela Merkel: PT

Group of 15: EN G15: DE

G15: PT

Barack Obama on mass 
surveillance: EN

Tarso Gerno: ES Tarso Gerno: PT

Tarso Gerno: EN

Cuba: PT Cuba: ES

Cuba: EN Cuba: DE

Luis Maria Kreckler: ES

CeBIT: EN

3
CeBIT: DE

CeBIT: ES CeBIT: PT

Fig. 1. An example of the graph-based context extraction from the English Wikipedia
for the entity “Angela Merkel”.

Wikipedia article in English about Angela Merkel, there are several in-links from
other articles in English that mention the entity to it. Besides that, there are also
language-links from the articles representing Angela Merkel in other Wikipedia
languages to this entity’s English Wikipedia article.

In Fig. 1, we use the arrows to represent the in-links, and dashed lines to
represent the language links. The black nodes represent articles in English, while
the white nodes represent the articles in other languages.

Overall, the creation of the graph-based context for Angela Merkel using these
links includes the following steps:

1. Graph Creation. We create a subgraph for Angela Merkel from Wikipedia’s
link structure in the following way: We first expand the node set from the
article in English about the entity (the central node) to all language editions
of this Wikipedia article; Then, we further expand the node set with all the
articles having in-links to the nodes in the node set; Finally, we expand the
node set with all the articles having language links to the existing nodes, if
they have not been included into the node set yet. Different types of edges
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are also added between the nodes based on the in-link and the language link
relationships.

2. Article Extraction. To efficiently extract as many mentions of Angela Merkel
from the English Wikipedia as possible, we first extract the article of the
central node (with number 1 in Fig. 1), and then start the graph traversal
from it.

Second, all the articles in the graph that have paths of length 1, and the
path types are in-link to the central node (with number 2 in Fig. 1), are
extracted;

Third, all the articles in the graph that have paths of length 3, the articles
are in English, and the path types are language-link — in-link — language-link
(marked as bold lines in Fig. 1) to the central node (with number 3 in Fig. 1),
are also extracted. These articles, although they do not have the direct in-link
paths to the central node, are in English and one of the language editions has
an in-link to one of the other language editions’ article about Angela Merkel;
Therefore, these articles are likely to mention Angela Merkel.

3. Context Construction. We employ DBpedia Spotlight [13] to annotate the
extracted articles to identify the sentences mentioning Angela Merkel. All
the noun phrases extracted from sentences mentioning Angela Merkel, form
the English graph-based context of Angela Merkel. In addition, we add the
names of the linked articles to the entity context.

3 Entity Context Analysis

The goal of the entity context analysis is to compare the graph-based and the
article-based context creation methods. To this extent we analyse the similarities
and the differences of the contexts obtained using these methods in a case study.

3.1 Dataset Description

To facilitate our analysis, we selected a total number of 80 entities with world-
wide influence that evenly come from four categories as our target entities. These
categories include: multinational corporations, politicians, celebrities and sports
stars. For our study we selected five European languages: English, German,
Spanish, Portuguese and Dutch, as our target languages. For each category,
we included entities originating from the countries that use one of these target
languages as official languages. As our approach requires machine translation
of the contexts to enable cross-lingual context similarity computation, we chose
Google Translate — a translation service that provides good quality for the
involved language pairs.

Based on the approach described in Sect. 2, we created the entity-centric
contexts for the entities in our dataset from the five Wikipedia language editions
listed above using the graph-based and the article-based approach. The average
number of sentences extracted from the main Wikipedia article describing the
entity using the article-based approach is around 50 in our dataset. Using our
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graph-based context extraction method that utilises Wikipedia link structure to
collect sentences mentioning the entity from multiple articles, the number of
sentences referring to an entity was increased by the factor 20 to more than
1000 sentences per entity in a language edition, on average. This factor reflects
the effect of the additional data sources within Wikipedia we use in the graph-
based method for each entity processed. The total number of sentences collected
by the graph-based approach is 419,289 sentences for the whole dataset under
consideration.

3.2 Context Similarity Analysis

The cross-lingual context similarity resulting from the article-based and the
graph-based context creation methods, are presented in Tables 1 and 2, respec-
tively. To enable cross-lingual context similarity computation, we translated all
context vectors to English. Due to the space limitations, we present example
similarity values for four selected entities (one per entity type) for the seven
language pairs. In addition, we present the average similarity and the standard
deviation values based on all 80 entities in the entire dataset.

Table 1. Cross-lingual context similarity using the article-based context creation
method. The table presents the similarity for four selected entities of different types,
as well as the average similarity and the standard deviation for the whole dataset of 80
entities. The language codes representing the original context languages are as follows:
“NL” — Dutch, “DE” — German, “EN” — English, “ES” — Spanish, and “PT” —
Portuguese.

Article-based cross-lingual similarity

Entity EN-DE EN-ES EN-PT EN-NL DE-ES DE-NL ES-PT

GlaxoSmithKline 0.43 0.34 0.29 0.29 0.31 0.22 0.26

Angela Merkel 0.68 0.66 0.84 0.54 0.60 0.59 0.66

Shakira 0.71 0.58 0.84 0.75 0.48 0.64 0.58

Lionel Messi 0.71 0.86 0.81 0.89 0.71 0.68 0.82

Average of 80 0.50 0.47 0.46 0.43 0.38 0.36 0.39

Stdev of 80 0.16 0.20 0.23 0.22 0.18 0.19 0.22

From Table 1, we can observe that using the article-based context creation
method, the average similarity of the language pairs including English is always
higher than that of the other language pairs. Using these computation results,
we can make several observations: First, as the article-based contexts are more
similar to English than to other languages, it is possible that the English edi-
tion builds a reference for the creation of the articles in other language editions
in many cases. This can be further explained by the large size of the English
Wikipedia that has the largest number of users, articles, and edits compared to
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Table 2. Cross-lingual context similarity using the graph-based context creation
method. The table presents the similarity for four selected entities of different types,
as well as the average similarity and the standard deviation for the whole dataset.
The language codes representing the original context languages are as follows: “NL” —
Dutch, “DE” — German, “EN” — English, “ES” — Spanish, and “PT” — Portuguese.

Graph-based cross-lingual similarity

Entity EN-DE EN-ES EN-PT EN-NL DE-ES DE-NL ES-PT

GlaxoSmithKline 0.72 0.73 0.59 0.61 0.63 0.62 0.55

Angela Merkel 0.64 0.62 0.42 0.60 0.75 0.82 0.51

Shakira 0.91 0.94 0.90 0.88 0.94 0.91 0.94

Lionel Messi 0.63 0.76 0.77 0.68 0.70 0.62 0.76

Average of 80 0.53 0.60 0.56 0.52 0.53 0.48 0.61

Stdev of 80 0.25 0.22 0.21 0.24 0.24 0.25 0.20

other language editions1. Second, as other language pairs are less similar, the
overlapping aspects between the English edition and the other language editions
appear to be language-dependent. Finally, although the cosine similarity values
can be in the interval [0,1], the absolute similarity values achieved by the article-
based method reach at most 0.5, even for the language pairs with relatively high
similarity, such as English and German. Such relatively low absolute similar-
ity values indicate that although the articles contain some overlapping entity
aspects, they also include a significant proportion of divergent aspects.

In contrast to the article-based method, the graph-based method collects a
more comprehensive overview of the entity aspects spread across different articles
in a language edition. From Table 2, we can see that the most similar context pair
is are the Spanish and the Portuguese. Intuitively, this could be explained by the
closeness of the cultures using these two languages, and a more comprehensive
overview of the covered entity aspects in both languages compared to the article-
based method. We can also observe that the average similarity values significantly
increase compared to the article-based method and can exceed 0.6 in our dataset.

From a single entity perspective, some entities may achieve higher than the
average similarities for a language pair, when more common aspects are included
in the context on the both sides. For example, this is the case for EN-NL, DE-
ES and DE-NL pairs for the entity “Angela Merkel”. Other entities may have
lower similarities for some language pairs, especially when distinct aspects are
included into the corresponding languages contexts, such as the EN-DE, ES-ES,
and EN-PT pairs for “Lionel Messi”.

To illustrate the differences in the language-specific graph-based entity con-
texts, we select the highly weighted aspects from the context vectors of the entity
“Angela Merkel” constructed using the graph-based method, as shown in Table 3.
In this table, the unique aspects that appear with high weights in all contexts of

1 http://en.wikipedia.org/wiki/List of Wikipedias.

http://en.wikipedia.org/wiki/List_of_Wikipedias
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the entity “Angela Merkel” are underlined. We can observe, that the aspects that
appear with high weights only in the non-German context — e.g. “England”,
“Kingdom” and “Dilma Rousseff” — are more relevant to the Angela Merkel’s
international affairs in corresponding countries. In contrast, the aspects that
appear with high weights only in the German context — such as “German chil-
dren” and “propaganda” — are more relevant to the Angela Merkel’s domestic
activities.

Table 3. Top-30 highly weighted aspects of the entity “Angela Merkel” in language-
specific graph-based contexts.

English angela merkel, battle, berlin, cdu, chancellor, chancellor angela merkel,
church, edit, election, emperor, empire, england, france, george,
german, german chancellor angela merkel, germany, government,
jesus, john, kingdom, merkel, minister, party, president, talk, union,
university, utc, war

German academy, angela merkel, article, berlin, cdu, cet, chancellor, chancellor
angela merkel, csu, election, example, german, german chancellor
angela merkel, german children, germany, government, kasner,
merkel, minister, november, october, office, party, president,
propaganda, ribbon, september, speech, time, utc

Spanish administration, angela merkel, berlin, cdu, chancellor, chancellor angela
merkel, coalition, council, country, december, decommissioning plan,
decreed, election, energy, france, german, german chancellor angela
merkel, german federal election, germany, government, government
coalition, grand coalition, merkel, minister, october, party, president,
spd, union, year

Portuguese ali, angela merkel, bank, cdu, ceo, chairman, chancellor, chancellor
angela merkel, china, co-founder, coalition, csu, dilma rousseff,
german chancellor angela merkel, germany, government, government
merkel, koch, leader, merkel, minister, november, october, party,
petroleum, president, saudi arabia, state, union, york

Dutch angela merkel, angela dorothea kasner, bundestag, candidate, cdu,
chancellor, chancellor angela merkel, coalition, csu, december, fdp,
fist, french president, german, german chancellor angela merkel,
german christian democrat politician, german federal election,
germany, government, majority, merkel, minister, november,
october, party, president, right, spd, state, union

Overall, our observations confirm that the graph-based context provides a
better overview of the different entity aspects than the article-based method.
The graph-based method can determine the similarities and the differences of
the language contexts, independent of the coverage and completeness of any
dedicated Wikipedia article. The results of the t-test confirm the statistical sig-
nificance of the context similarity differences between the article-based and the
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graph-based methods for all language pairs except the EN-DE. This exception
can be explained by a relatively high coverage of the German Wikipedia pages
with respect to the aspects of the represented entities in our dataset.

The analysis results also confirm our intuition that, although the editors of
different Wikipedia language editions describe some common entity aspects, they
can have different focus with respect to the aspects of interest. These differences
are reflected by the complementary information spread across the Wikipedia lan-
guage editions and can probably be explained by various factors including the
culture and the living environment of the editors, as well as the information avail-
able to them. Our graph-based context creation method is capable of capturing
these differences from different language editions by creation of comprehensive
language-specific entity contexts.

4 Related Work

Due to its coverage and diversity, Wikipedia has been acting as an outer knowl-
edge source to build semantic representations of entities in various areas. Exam-
ples include information retrieval [4,10,14,17,22], named entity disambiguation
[1,2,8,11], text classification [6,20] and text clustering [9].

To extract an entity context, many researches directly used the Wikipedia
article about the entity [1,2,4,7–10,14,17,20–22]; some works extended the arti-
cle with all the other Wikipedia articles linked to the Wikipedia article of the
entity [6]; Others extended the article with the anchor texts and words in a
fixed-sized window around such anchor text [12]; Further works only consid-
ered the first paragraph of the article [2] . Different from these approaches, our
graph-based method do not only employ in-links and language links to broaden
the article set that is likely to mention the entity, but also performs a finer-
grained process: Annotate the sentences that mention the entity, such that all
the sentences in our context are closely related to the target entity.

As to the context of the entity, [1,11] defined it as the tf-idf/word count/
binary occurrence values of all the vocabulary words in the target entity content;
[2] defined it as the binary occurrences of entities; [18] defined it as as number of
occurrences of entities; [4–7,9,10,14,17,20,22] defined it as the tf-idf similarities
between the target entity and some entities in Wikipedia. In this paper, we
employ aspect weights that have a different interpretation of the frequency and
selectivity than the typical tf-idf values and take co-occurrence and language
specificity of the aspects into account.

Following [21], some researches [9,12,14] also employed category links from
the entity’s Wikipedia article. Since the category structure is language-specific,
it does not provide enough insights to compute similarity scores directly.

With the development of multilingual Wikipedia, researchers have been
employing it in many multilingual applications [3,15,16]. Similar to the English-
only contexts, each dimension in a multilingual context represented the related-
ness of the target entity with the set of entities in the corresponding language. As
different language editions of Wikipedia express different aspects of the entity,
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in our research, we take a step further to analyse the differences in the language-
specific entity contexts.

5 Conclusions and Outlook

In this paper we presented the notion of the language-specific entity context
and proposed a measure to compute the context similarity across different lan-
guages. Furthermore, we compared different ways of context creation including
the article-based and the graph-based methods. A Wikipedia article describing
the entity in a certain language can be seen as the most straightforward source
for the language-specific entity context creation. Nevertheless, such context can
be incomplete, lacking important entity aspects. Therefore, in this paper we
proposed an alternative method to collect data for the context creation, i.e.
the graph-based method. This method enables us to obtain a more comprehen-
sive overview of the entity representation in a Wikipedia language edition as a
whole. Our evaluation results show significant differences between the contexts
obtained using different context creation methods and suggest that the graph-
based method is a promising approach to obtain a comprehensive overview of
the language-specific entity representation independent of the Wikipedia article
describing the entity. In our future work, we plan to focus on the development
of the context-aware retrieval applications from multilingual data sources.

Acknowledgments. This work was partially funded by the COST Action IC1302
(KEYSTONE) and the European Research Council under ALEXANDRIA (ERC
339233).

References

1. Bunescu, R.C., Pasca, M.: Using encyclopedic knowledge for named entity disam-
biguation. In: EACL, vol. 6, pp. 9–16

2. Cucerzan, S.: Large-scale named entity disambiguation based on wikipedia data.
In: EMNLP-CoNLL, vol. 7, pp. 708–716

3. Daiber, J., Jakob, M., Hokamp, C., Mendes, P.N.: Improving efficiency and accu-
racy in multilingual entity extraction. In: Proceedings of the 9th International
Conference on Semantic Systems, I-SEMANTICS 2013, pp. 121–124. ACM, New
York (2013)

4. Egozi, O., Markovitch, S., Gabrilovich, E.: Concept-based information retrieval
using explicit semantic analysis. ACM Trans. Inf. Syst. (TOIS) 29(2), 8 (2011)

5. Gabrilovich, E., Markovitch, S.: Computing semantic relatedness using wikipedia-
based explicit semantic analysis. In: IJCAI, vol. 7, pp. 1606–1611

6. Gabrilovich, E., Markovitch, S.: Wikipedia-based semantic interpretation for nat-
ural language processing. J. Artif. Intell. Res. 34(1), 443–498 (2009)

7. Han, X., Sun, L., Zhao, J.: Collective entity linking in web text: a graph-based
method. In: Proceedings of the 34th International ACM SIGIR Conference on
Research and Development in Information Retrieval, pp. 765–774. ACM



208 Y. Zhou et al.

8. Han, X., Zhao, J.: Named entity disambiguation by leveraging wikipedia seman-
tic knowledge. In: Proceedings of the 18th ACM Conference on Information and
Knowledge Management, pp. 215–224. ACM

9. Hu, J., Fang, L., Cao, Y., Zeng, H.-J., Li, H., Yang, Q., Chen, Z.: Enhancing text
clustering by leveraging wikipedia semantics. In: Proceedings of the 31st Annual
International ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, pp. 179–186. ACM

10. Kaptein, R., Kamps, J.: Exploiting the category structure of wikipedia for entity
ranking. Artif. Intell. 194, 111–129 (2013)

11. Kataria, S.S., Kumar, K.S., Rastogi, R.R., Sen, P., Sengamedu, S.H.: Entity dis-
ambiguation with hierarchical topic models. In: Proceedings of the 17th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining, pp.
1037–1045. ACM

12. Kulkarni, S., Singh, A., Ramakrishnan, G., Chakrabarti, S.: Collective annota-
tion of wikipedia entities in web text. In: Proceedings of the 15th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, pp. 457–466.
ACM
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