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Preface and Acknowledgments

The primary purpose of the Applied Clinical Pharmacokinetics and
Pharmacodynamics of Psychopharmacological Agents text is to offer students, cli-
nicians, scientists, and members of the pharmaceutical industry a comprehensive
yet practical information resource for medications that affect the central nervous
system (CNS). Part 1 presents the background for the pharmacokinetic and phar-
macodynamic principles for agents that must reach the CNS to produce their clini-
calactions. Drugdevelopmentandclinical applicationforthe psychopharmacological
agents have progressed to incorporate biomarkers, such as positron emission
tomography (PET) scans, pharmacogenomics, and sophisticated mathematical
modeling with population pharmacometrics. These chapters provide the readers
with a foundational background of these exciting areas. Each chapter in Part 2
offers an important focus on psychopharmacological agents that reinforces the
basic principles in Part 1.

The Part 2 chapters portray a broad scope of psychopharmacological agents
that are available in different formulations, such as long-acting injectable antipsy-
chotics and oral extended-release products; these formulations promote ease of
dosing administration and enhance patient adherence. Some of the earliest works
of pharmacokinetic-pharmacodynamic modeling occurred with the anesthetic
agents, which formed the basis of analysis for the remaining psychopharmaco-
logic medications. Pharmacodynamic parameters assessing CNS drug effects are
challenging and frequently involve a variety of measurements. These measure-
ments include patient clinical rating scales for efficacy and adverse effects, serum
drug concentrations, physiologic assessments, pharmacogenomic markers, and
imaging technologies.

The chapters in Part 3 concentrate on drug-drug interactions with psychophar-
macological agents. Drug-drug interactions with CNS agents can occur via pharma-
cokinetic and/or pharmacodynamic mechanisms. Part 3 serves as a valuable resource
to aid clinicians discerning clinically significant drug-drug interactions commonly
encountered in patient care.
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Chapter 1
Pharmacokinetic Properties

Mark S. Luer and Scott R. Penzak

Abstract Pharmacokinetics is the mathematical characterization of the time course
of drug absorption, distribution, metabolism, and excretion. Over the past 50 years,
dramatic scientific advances have revolutionized drug development and design and
clinical decision making. These include improvements in quantitating drug and
metabolite concentrations in biologic matrices (plasma and tissue), measuring drug
effects, and understanding how genetics, metabolic pathways, and drug transporters
influences drug disposition. A major challenge for health-care professionals in clin-
ical psychopharmacology is in understanding and adjusting for individual differ-
ences in a drug’s response. Knowledge of a drug’s pharmacokinetic characteristics
can be leveraged to help resolve these issues and formulate rational drug therapy
decisions. As an example, understanding the absorption and distribution character-
istics of a drug allows one to predict the amount of an administered dose that is
expected to enter the bloodstream and reach its site of action. Further, an under-
standing of drug metabolism and elimination allows for the prediction of drug con-
centrations when it is administered on a repeated basis (i.e., under steady-state
conditions); this allows for the rational selection of dosing regimens. Dose and regi-
men selection must also take drug interactions, genetic polymorphisms, comorbid
conditions, and aging into account since all of these can impact drug exposure,
efficacy, and toxicity.
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Keywords Absorption ¢ Distribution * Metabolism ¢ Excretion ® Cytochrome P450
* Poor metabolizer * Extensive metabolizer ¢ Ultrarapid metabolizer ¢ Inhibition *
Induction ¢ Drug interaction

1.1 Introduction

Pharmacokinetics is the mathematical characterization of the time course of drug
absorption (A), distribution (D), metabolism (M), and excretion (E) [1]. Taken
together, ADME processes relate to the intensity and time course (onset, duration,
etc.) of drug action, as such their understanding is important to guiding rational drug
therapy. Over the past 50 years, scientific advances have revolutionized drug devel-
opment and design and clinical decision making. These include improvements in
quantitating drug and metabolite concentrations in biologic matrices (plasma and
tissue), measuring drug effects, and understanding how genetics, metabolic path-
ways, and drug transporters influences drug disposition. This chapter will provide
an overview of how ADME and its applications may be used clinically to enhance
the efficacy and minimize the toxicity of centrally acting pharmacologic agents.

1.2 Pharmacokinetics of CNS Active Agents

A major challenge for health-care professionals in clinical psychopharmacology is
in understanding and adjusting for individual differences in a drug’s response.
Knowledge of a drug’s pharmacokinetic characteristics can be leveraged to help
resolve these issues and formulate rational drug therapy decisions. As an example,
understanding the absorption and distribution characteristics of a drug allows one to
predict the amount of an administered dose that is expected to enter the bloodstream
and reach its site of action. Further, an understanding of drug metabolism and elimi-
nation allows for the prediction of drug concentrations when it is administered on a
repeated basis (i.e., under steady-state conditions); this allows for the rational selec-
tion of dosing regimens. Dose and regimen selection must also take drug interac-
tions, genetic polymorphisms, comorbid conditions, and aging into account since
all of these can impact drug exposure, efficacy, and toxicity [2].

1.3 Principles of Pharmacokinetic Models and Relationship
to Psychopharmacology

From a pharmacokinetic perspective, the body is often characterized as a series of
compartments that are reversibly interconnected through a central compartment.
Compartments are purely mathematical locales and do not necessarily represent a
specific physiologic or anatomic area, but are fashioned when organs and tissues
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which display similar pharmacokinetic characteristics for a given drug are grouped
together. Because of these similarities, it is assumed that a drug within each com-
partment is distributed homogenously, and drug movement in and out of each com-
partment displays consistent kinetics. By establishing these compartments,
mathematical models can be created to characterize the separate aspects of ADME
to describe variations in each and help predict drug actions.

Drugs that behave mathematically in the body as though they reside within a
single homogenous space are described using a one-compartment model. These
drugs are treated as though there is one central compartment into which they are
absorbed, rapidly distributed, and eliminated. In reality, the body is not a single
homogenous compartment and actual tissue concentrations will vary considerably
throughout. However, in using this model, it is assumed that there is kinetic homo-
geneity throughout the body, and thus the rate of change of drug concentrations in
one tissue will reflect a corresponding change in drug concentrations in all other
tissues [3]. Typically plasma or serum drug concentration data are used as the pri-
mary reference for this compartment. Consequently, a 10 % increase in plasma drug
concentrations would be reflected by a 10 % increase in tissue drug concentrations
over the same time frame. For one-compartment psychopharmacologically active
agents, this relative increase in tissue concentrations would include the central ner-
vous system (CNS), which represents the site(s) of drug action.

Unfortunately, not all drugs fit well into a one-compartment model and this
includes many psychopharmacologic agents. For such drugs, their tissue distribu-
tion is not necessarily rapid or uniform throughout the body; consequently, rates of
change in tissue drug concentrations do not consistently match those of the central
compartment. These drugs are typically described mathematically as having multi-
ple (two or more) compartments. Such a situation can easily be observed when suf-
ficient plasma concentrations are plotted over time following an intravenous bolus
injection of a drug. Upon injection, plasma concentrations will initially be high
because all of the drug is located in the blood. This is quickly followed by a period
of rapid decline in plasma concentrations, due primarily to drug distribution out of
the central compartment and into the tissues. This period is called the distributive
phase, although some drug elimination (e.g., metabolism by the liver and/or excre-
tion by the kidney) also occurs simultaneously. For drugs with three or more com-
partments, multiple distributive phases, each with distinct rates of decline may exist.
As each distributive phase may last from minutes to hours, they can only be prop-
erly delineated with multiple plasma concentrations obtained during each phase; a
process that is not typically feasible in the clinical setting. Finally as drug distribu-
tion reaches its peak, a pseudo-equilibrium is established between the individual
tissues and the central compartment. The continued decline in plasma concentra-
tions will now slow, and the subsequent changes in plasma concentrations will now
largely represent drug metabolism and/or excretion. This phase is called the elimi-
nation phase; it is during this time that a drug’s elimination half-life (7',) can be
calculated, and it is anticipated that subsequent changes in plasma concentrations
accurately reflect changes in tissue concentrations throughout the body, similar to
that of a one-compartment model.
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XD
Drug Administration
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X, X, ;
Peripheral Compartment = Kz Central Compartment Kis § N X3
< . o - CNS Compartment
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Drug Elimination

Fig. 1.1 Schematic representation of a three-compartment open model describing the kinetics of
a drug that is differentially distributed between compartments. This model assumes that all drug
absorption and elimination occurs via the central compartment. Arrows indicate directional move-
ment of the drug. X, dose of drug, X; amount of drug in central compartment, X, amount of drug in
peripheral compartment, X; amount of drug in CNS compartment, K, first-order absorption rate
constant, K, elimination rate constant, and K,, K,,, K3, and K3, distribution rate constants of drug
between compartments

For drugs acting on the CNS, pharmacokinetic modeling can be even more com-
plicated. Let us look at an example in which a rapid intravenous bolus injection of a
drug is administered into the central compartment, and the rate of drug distribution
into the tissues relates principally to blood flow. In this scenario, drug concentrations
in highly perfused organs and tissues such as the liver and kidney will begin to
equilibrate more quickly with changes in plasma concentrations than would drug
concentrations in poorly perfused tissues such as muscle and fat. These rapidly
equilibrating tissues are frequently grouped together with blood since they have
similar kinetic characteristics and are treated as a common central compartment
where drug absorption, distribution, and elimination occur. Similarly, less well-
perfused tissues are often combined into separate peripheral compartments based on
their like kinetic characteristics.

Characterizing drug disposition can be difficult when considering certain organs
such as the brain, which is highly perfused but is separated by a series of physio-
logic barriers including the blood-brain barrier (BBB) and blood-cerebral spinal
fluid barriers (BCSFB). Because these barriers are lipophilic in nature, a drug’s
physiochemical properties can determine whether it distributes rapidly, distributes
slowly, or not at all into the CNS. Consequently, the CNS may actually reside in the
central compartment if a drug’s distribution is rapid or a peripheral compartment if
it is slower; it all depends on the drug’s individual and often unique distribution
characteristics.

For purposes of this discussion, psychopharmacological agents will be treated as
though they reside in a dynamic system consisting of three distinct compartments
(Fig. 1.1). Again, from a kinetics standpoint, these compartments are mathematical
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in nature and generally do not represent a distinct anatomic location. However, in
this case the CNS will be treated as a compartment separate from the others. While
this three-compartment model is not universally accepted for all psychopharmaco-
logically active agents (i.e., two compartment models may best describe the
disposition of certain centrally acting agents), thinking of the body as three distinct
but connected compartments makes it easier to account for differences in CNS drug
disposition that may result from delayed or selective tissue uptake and/or clearance
that is unique to this system. While these CNS parameters are generally not deter-
mined in the clinical setting, they can be used to rationalize drug effects in the CNS
that would not otherwise be predicted based solely on a measured drug concentra-
tion in the central compartment (i.e., plasma). In addition, as the different aspects of
ADME are discussed in this chapter, it will be easier to refer to the effects of each
parameter on the different compartments with the understanding that changes in
plasma concentrations and/or tissue distributions as reflected in the traditionally
calculated pharmacokinetic parameters do not necessarily indicate corresponding
changes in CNS tissue concentrations.

1.4 Pharmacokinetic Processes

Drug disposition within the CNS is dependent on both the drug’s physicochemical
properties and its ability to permeate physiologic barriers such as the blood-brain
barrier [4]. However, ADME properties each have an impact on drug concentrations
in the central compartment which are ultimately what are presented to these barri-
ers; therefore these characteristics of ADME, either individually or collectively,
affect drug concentrations in the CNS.

1.4.1 Absorption

Absorption is the entry of a drug into the body, and for psychopharmacological
agents, it usually refers to drug entry into the central compartment. In most cases,
these agents are administered orally or intramuscularly, but some are administered
transdermally, intranasally, rectally, and occasionally intravenously. Because intra-
venously (IV) administered drugs are delivered directly into the central compart-
ment, absorption is considered to be 100 %, and thus it is deemed the standard by
which all other routes of drug delivery are compared. This comparison is typically
done by dividing the amount of drug that is quantified in the central compartment
(typically measured as area under the concentration-versus-time curve [AUC]) fol-
lowing non-IV administration by the amount of drug measured in this compartment
following direct IV administration. This comparison is expressed as a fraction or
percent of drug absorbed and is called a drug’s bioavailability, a parameter which
may vary considerably depending on the route of administration [5, 6]. Differences
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in bioavailability are a substantial reason why the dose of a drug may differ so sig-
nificantly from one route of administration to another.

In addition to the extent of drug absorption, the rate of drug absorption may also
impact drug efficacy and clinical usefulness. The rate of absorption into the central
compartment will influence the maximum plasma concentration (C,,,,) and the time
at which it occurs (7;,,,). Importantly, while the rate of absorption by itself may have
an effect on drug dosing because of its influence on C,,;, it does not usually affect
the steady-state concentrations or the overall maintenance dose. For this section on
absorption, the focus will be on the oral and intramuscular routes of administration
as they represent the primary routes by which psychopharmacological agents are
dosed clinically.

14.1.1 Oral

For an oral drug, bioavailability is affected principally by its pharmaceutical formu-
lation, gastrointestinal physiology, and susceptibility to presystemic metabolism in
the GI tract and liver. The entire blood supply of the upper gastrointestinal tract
passes through the liver before reaching the systemic circulation; therefore as drugs
are absorbed into this blood supply, they may be metabolized partially or com-
pletely before ever reaching the central compartment. This process is called the
“first-pass” effect and it can significantly limit the oral bioavailability of some
drugs. Other considerations that can impact oral bioavailability include a com-
pound’s solubility, lipophilicity, susceptibility to degradation by pH extremes in the
gastrointestinal tract, transport by uptake and efflux transporters such as organic
anion transporting polypeptides (OATPs) and P-glycoprotein (P-gp), respectively,
metabolism by cytochrome P450 (CYP) enzymes within the gastrointestinal wall,
concomitant disease states, and drug interactions which could alter one or more of
these factors. An example of the latter is the decreased oral absorption of the pheno-
thiazine antipsychotics, fluphenazine and thioridazine, when they are coadminis-
tered with over-the-counter antacid medications. In one evaluation, solubility was
reduced and the overall AUC and C,,,,, of each phenothiazine were diminished 50 %
or more [7].

Another consideration for oral dosing involves the rate and timing of drug
absorption. In addition to formulation-specific characteristics of a drug such as
extended-release preparations which intentionally slow the rate of absorption, alter-
ations in gastric emptying can also affect an absorption profile since the majority of
drugs are absorbed in the upper portion of the small intestine. Drugs such as meto-
clopramide, which decrease gastric emptying time (i.e., increase gastric emptying),
can shorten the time to absorption (reduce T,,), whereas drugs that slow gastric
emptying may delay the time to absorption (increase T;,,,). As an example, drugs
with antimuscarinic activity such as the tricyclic antidepressants can significantly
delay gastric emptying. This delay may result in a lag in the onset of action of co-
prescribed oral medications. A similar effect can be seen with the intake of food.
High-fat meals in particular can also have a dramatic effect on gastric emptying. For
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example, the absorption of valproic acid (VPA) is significantly delayed when coad-
ministered with food. While, the overall bioavailability and ultimate pharmacologic
effect is not altered, it can take hours longer to achieve peak concentrations when
VPA is coadministered with a meal [8, 9]. In this case, the increased gastric emptying
time does not actually slow the rate of absorption, but it does delay the time before
absorption begins.

1.4.1.2 Intramuscular

When a drug is administered intramuscularly (IM), it avoids first-pass metabolism
in the liver, potential degradation in the gastrointestinal tract, and depending on the
drug’s formulation, a quicker onset of action. For standard formulations of drugs in
aqueous solutions, absorption by the IM route tends to be relatively fast, but the
actual rate of absorption is dependent on blood flow. Differences in absorption rate
may exist between individuals based on differences in body composition and sex.
Differences in absorption rate may also exist between different muscle groups
within the same individual. Obese or emaciated individuals may experience altera-
tions in absorption, and females may experience slower absorption rates based on
sex-related differences in the composition of subcutaneous fat. The IM administra-
tion of drugs in aqueous solutions is used when an immediate pharmacologic
response is not necessary or feasible (e.g., no IV access), but a prompt effect is
desired. One example is the use of a haloperidol lactate IM for the management of
acutely agitated patients with moderate to severe symptoms.

In contrast to the rapid-onset and typically short-lived characteristics of standard
aqueous solutions administered IM, long-acting IM depot formulations of drugs
such as the antipsychotics have grown in popularity. These agents are most com-
monly long-chain esters (e.g., decanoate or palmitate) of the parent drug com-
pounded in a vegetable oil. When injected, the compound forms a “depot” within
the muscle and as the drug ester slowly diffuses into the bloodstream, the compound
undergoes rapid hydrolysis to release the parent drug. Haloperidol decanoate in
sesame oil is an example where such a formulation slows the rate of absorption
considerably. For haloperidol decanoate, peak concentrations after IM administra-
tion may not be observed for up to 7 days, whereas after IM administration of flu-
phenazine decanoate, peak concentrations may be observed within 24 h of dosing;
therefore, dosing of IM depot formulations of antipsychotics must be individualized
[10]. Another formulation approach used to obtain this depot effect is the injectable
suspension. These can be created by encapsulating a drug such as risperidone in a
biodegradable copolymer that is slowly hydrolyzed in the body or by creating a
microcrystalline salt such as olanzapine pamoate that is poorly water soluble on
injection but freely dissociates in plasma [11]. Regardless of the technology used,
these depot formulations exhibit a slow-release pattern of the drug into plasma and
permit the administration of larger doses at less frequent intervals, with the inten-
tion of achieving better adherence and consistent and sustained plasma
concentrations.
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1.4.2 Distribution

After a drug is absorbed into the central compartment, it is distributed throughout
the body and into the peripheral compartments. As mentioned previously, a drug’s
physiochemical properties can significantly impact its distribution characteristics.
Larger molecules generally diffuse more slowly across plasma and cell membranes
than smaller molecules. Drugs that are more hydrophilic tend to collect in the
plasma, whereas drugs that are more lipophilic tend to accumulate in fatty tissues
such as the brain. Finally, when drugs are highly bound to plasma proteins such as
albumin or a;-acid glycoprotein (AAG), the drug-protein complex formed in the
plasma becomes so large that diffusion across plasma membranes is effectively pro-
hibited leaving only the unbound or “free” drug capable of distributing out into tis-
sues. As such, it is this unbound or free drug that is presented to the receptor site and
is considered to be the pharmacologically active moiety [12].

When it comes to drug distribution into the CNS, the BBB and BCSFB are often
considered the primary obstacles to entry. Because the BBB has capillary endothe-
lial cells with tight intercellular junctions and is covered by a layer of glial cells, it
is lipophilic in nature and usually restricts larger and more water-soluble molecules
from crossing [13]. The BCSFB has comparably structured choroid plexus epithe-
lial cells and likewise can restrict drug distribution. Previously, the BBB was con-
sidered to be the dominant barrier to CNS drug accumulation, but this has come into
question as there is evidence that the BCSFB may have a surface area in the same
order of magnitude as the BBB [13, 14]. The implications of this are not clear;
nonetheless, it is less relevant whether a drug preferentially enters the CNS through
one barrier versus another so long as clinically relevant drug concentrations are
obtained at the site of action.

For a drug to distribute into the CNS after reaching systemic circulation, it must
traverse the BBB and/or BCSFB via one of several pathways: simple diffusion,
facilitated transport, or receptor-mediated transport [15, 16]. In terms of CNS drug
distribution, the most prevalent process is simple diffusion. This bidirectional move-
ment is governed by the drug’s concentration gradient across the membrane and is
impacted by drug-specific characteristics such as molecular size, lipophilicity, and
protein binding as previously noted [13]. Increasing the amount of drug in the
bloodstream or central compartment will result in an increase in the concentration
of drug that is presented to the luminal side of the BBB or BCSFB and thus the
amount of drug available for diffusion into the brain. As drug accumulates in the
CNS, a pseudo-equilibrium will eventually be established as concentrations equili-
brate on both sides of the barrier. Then as plasma concentrations decline secondary
to redistribution, metabolism, and/or excretion, the drug will diffuse out of the CNS
and back into the central compartment according to the concentration gradient.
Typically, smaller, more lipophilic molecules tend to cross the BBB more readily in
both directions. A classic example demonstrating this fact is a comparison of the
CNS distribution of diazepam and lorazepam. Given intravenously, the more lipo-
philic diazepam distributes into CNS tissues more quickly than lorazepam and has
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a slightly more rapid onset of action [17]. However, diazepam, because of his high
lipophilicity, will continue to distribute into other tissues as well. This continued
distribution into other (non-CNS) tissues causes diazepam concentrations in the
plasma to decline such that CNS concentrations are comparatively higher. In keep-
ing with the concentration gradient, diazepam diffuses out of the CNS, and within
15-20 min its neuropharmacological effects can be lost. In comparison lorazepam,
which is less lipophilic than diazepam, distributes out of the central compartment
and into all tissues more slowly; consequently lorazepam does not display the same
degree of redistribution as diazepam. Hence, when administered as an IV bolus,
diazepam will have a rapid onset of action that is likely to be short-lived. Conversely,
lorazepam administered as an I'V bolus will have a slightly slower onset on action,
yet its pharmacologic effect may persist for hours [17, 18]. This difference has led
some clinicians to prefer lorazepam over diazepam for the treatment of status epi-
lepticus although clinical data demonstrating that one drug is more efficacious than
the other in this setting are conflicting [19, 20].

While most drugs gain entry to the CNS via simple diffusion, to a lesser extent
drugs may enter the CNS through facilitated diffusion or passive carrier-mediated
transport. This process is similar to simple diffusion in that it works along a concen-
tration gradient, but it requires a helper protein to “facilitate” the transport process
through the membrane. The greatest difference from simple diffusion is that with
facilitated diffusion, the helper protein is finite in number, and thus the process is
subject to being capacity limited. Examples of natural substances which utilize this
method of uptake are amines, amino acids, and small peptides. Thus for drugs such
as gabapentin which have been associated with neutral amino acid transport, satu-
rable uptake into the CNS may occur [21].

The third pathway for centrally acting drugs to gain access to the CNS is receptor-
mediated transport or more specifically receptor-mediated endocytosis and trans-
cytosis [16, 22]. Receptor-mediated transport has generated a tremendous amount
of interest in recent years and is aggressively being explored as a mechanism for
delivering larger drug macromolecules and therapeutic proteins into the CNS. This
approach capitalizes on existing transport systems in the BBB and could revolution-
ize treatment options for all types of neurologic disorders. At this time however, the
utility of receptor-mediated transport to facilitate drug delivery in the CNS is largely
investigational and mostly limited to preclinical studies [16, 22]. Further discussion
of this process and its potential implications will be discussed later in this chapter.

A fourth transport system for crossing the BBB does exist, but its role in drug
transport is thought primarily to limit CNS drug uptake, not facilitate it. The system
is comprised of a group of naturally occurring, membrane-bound proteins that act as
active efflux transporters to move substrates across membranes and against concen-
tration gradients in an energy-dependent manner. Importantly, many drugs serve as
substrates or modifiers for these transporters. One of the most prominent active
efflux transporters in the BBB is P-glycoprotein (P-gp), which can significantly
limit the CNS uptake of many lipophilic drugs that would otherwise be predicted to
have significant distribution into the brain based on their physicochemical proper-
ties alone [23-25]. This mismatch in distribution patterns for some lipophilic drugs
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has been a challenge to CNS drug development for years; because a drug must not
only be able to cross the BBB, it must reside in the CNS long enough to exert its
desired pharmacological effects [26, 27]. In short, these efflux transporters may not
be able to prevent a drug’s diffusion into the CNS, but they do appear to limit its
accumulation and thus minimize its effectiveness as a neuropharmacological agent.
The reader is referred to Chap. 5 for a detailed description of drug transporters and
the role they play in the BBB as well as overall drug therapy.

For most psychopharmacological agents which are lipophilic in nature, the
concentration gradient at the BBB and BCSFB is principally what governs CNS
drug disposition. In general, the rate of CNS drug uptake or loss will be propor-
tional to this gradient, so increases or decreases in plasma concentrations will
likely lead to respective changes in concentration-dependent CNS drug activity.
This dynamic relationship highlights the importance of ADME, since changes in
any one of the ADME parameters can alter plasma concentrations causing
changes to CNS concentrations and ultimately a drug’s neuropharmacological
effects.

1.4.3 Metabolism

The majority of psychopharmacologically active agents are removed from the body
through metabolic processes. Most drug metabolism occurs in the liver and is usu-
ally categorized as phase I or phase II reactions. Phase I involves the processes of
oxidation, reduction, and hydrolysis, and phase II involves conjugation. In general,
metabolism results in the biotransformation of a parent compound or drug into one
or more metabolites, the purpose of which is to make the compound more polar in
nature (i.e., water soluble) and thus easier to eliminate from the body by the liver
and/or kidney [2, 27]. The resultant metabolite(s) may be inactive, less active, or
even more pharmacologically active than the parent compound.

A drug that is metabolized may have as few as one or more than 50 metabolites,
some of which may be pharmacologically and/or pharmacokinetically active. From
a pharmacologic perspective, the metabolite(s) can contribute significantly to the
overall efficacy and/or toxicity profile of the parent drug, and from a pharmacoki-
netic standpoint, the metabolite may alter (i.e., restrict or enhance) its clearance. A
few examples where a metabolite is active and contributes to the drug’s overall
therapeutic effect are amitriptyline’s conversion to nortriptyline, fluoxetine’s con-
version to nor-fluoxetine, and primidone’s conversion to two active metabolites
(phenobarbital and phenylethylmalonamide) [28-30]. In those situations when the
metabolite itself is the pharmacologically active moiety, the parent drug is referred
to as a prodrug. Tramadol, codeine, and fosphenytoin are each prodrugs where met-
abolic conversion is necessary for their desired pharmacological effect. Tramadol,
for instance, is transformed to O-desmethyltramadol (O-DSMT) which is consider-
ably more potent as a mu opioid agonist and has been shown to have a far greater
analgesic effect than the parent drug, tramadol [31, 32].
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Of all the metabolic pathways, the cytochrome P450 (CYP) superfamily of
metabolizing enzymes is the most important to the metabolism and clearance of
drugs and is a major source of variability in pharmacokinetics and plasma drug
concentrations [33-38]. Table 1.1 provides an overview of many of the antipsychot-
ics, antidepressants, anxiolytics, anticonvulsants, opioids, and hypnotics relative to
their role as a CYP subfamily substrate, inhibitor, or inducer. The data compiled for
this table are intended to serve as a reference point from which the discussion on
metabolism will now shift to those specific intrinsic and extrinsic factors that affect
CYP drug metabolism.

1.4.3.1 Genetic Variability

All enzymes involved in drug metabolism are regulated by genes and gene products
(e.g., proteins and RNA). Consequently, an individual’s genetic makeup plays an
important role in determining the amount and activity of each enzyme system
including CYP. This genetic factor accounts for significant interindividual variabil-
ity in both drug metabolism and metabolite formation. Gene mutations result in
enzyme variants with increased, decreased, or no activity. When a gene variant rep-
resents at least 1 % of the general population, it is considered a pharmacogenetic
polymorphism [39]. Genetically, a wide spectrum of variants may occur in a popu-
lation that could potentially create a broad range of enzyme activities, but in prac-
tice these variants are typically categorized into four general pharmacokinetic
phenotypes:

* Poor metabolizers (PM) refer to individuals with variants resulting in highly dys-
functional or inactive CYP enzymes.

* Intermediate metabolizers (IM) refer to individuals with variants resulting in
below normal CYP enzyme activity.

* Extensive metabolizers (EM) refer to individuals with the normal phenotype and
represent the majority of the population. The EM is the reference phenotype by
which others are compared as it is considered normal CYP enzyme activity.

e Ultrarapid metabolizers (UM) refer to individuals with variants that produce
much higher than normal CYP enzyme activity [37].

Polymorphic CYP enzymes of clinical relevance for psychopharmacological
agents include CYP2C9, CYP2C19, and CYP2D6 [37, 40]. While there are also
variants in other important drug-metabolizing enzymes such as CYP1A2 and
CYP3A4, extremes in metabolism such as PM and UM are rare [37]. The clinical
impact of any pharmacogenetic polymorphism must be considered within the con-
text of the drug(s) being used. Equivalent dosing in PM will result in higher plasma
concentrations and possible toxicity relative to EM, while the opposite will occur in
UM (i.e., lower plasma concentrations and a possible lack of efficacy). Differential
effects also occur if the drug must be metabolically activated (i.e., prodrug); in this
case PM will not convert the parent compound to its active metabolite, thus render-
ing the drug potentially ineffective [37, 40]. Conversely, when a prodrug is
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administered to an ultrarapid metabolizer, excess formation of the active metabolite
may occur, resulting in possible toxicity. For example, in one evaluation of a single
30 mg dose of codeine, UM had ~50 % higher plasma concentrations of morphine
and its phase II metabolites than EM [41]. The reader is referred to Chap. 6 for a
detailed description of the influence of pharmacogenetics on the pharmacokinetics
of psychopharmacology agents.

1.4.3.2 Substrates

Substrates are compounds or drugs that are metabolized, wholly or in part, by a
particular enzymatic pathway. CYP2D6 and CYP3A4 are the most common iso-
forms involved in the metabolism of psychopharmacological agents, although in
many cases additional isoforms are also involved. For example, the N-demethylation
of sertraline principally occurs via CYP2B6 although CYP2C9, CYP2CI9,
CYP2D6, and CYP3A4 contribute as well [41]. This is important because if a drug
is exclusively hepatically metabolized and is a substrate for only one pathway, any
modulation of that pathway (i.e., inhibition or induction) would be expected to alter
the pharmacokinetics of that drug. However, if a drug is only partly hepatically
metabolized and/or if it is metabolized by numerous CYP isoforms, then modula-
tion of a single metabolic pathway would be less likely to have a major impact on
the drug’s overall disposition. Consequently, when making therapeutic decisions, it
is equally important to know which CYP isoforms are involved in a drug’s metabo-
lism as well as whether a drug is metabolized at all.

1.4.3.3 Inhibition and Induction

Another important consideration in drug metabolism is that CYP isoforms can be
independently affected by other drugs or biologic compounds that result in changes
in their metabolic activity. CYP inhibitors interfere with an enzyme’s ability to
metabolize substrates, and inducers accelerate the enzyme’s metabolic activity usu-
ally through the synthesis of additional enzyme. The clinical effect of an inhibitor
or an inducer is not always straightforward and depends on the extent to which an
enzyme is affected and whether the substrate has alternative routes of metabolism
available, which can potentially “pick up the slack” when another enzymatic path-
way is inhibited.

As mentioned previously, metabolism represents a major route of elimination for
many drugs. Consequently, the inhibition of metabolizing enzymes is one of the
primary causes of drug interactions [42, 43]. There are several mechanisms of
enzyme inhibition including competition for the catalytic binding site, allosteric
(noncompetitive) interaction with the enzyme, suicide destruction of the enzyme,
and competition for enzyme cofactors. The most common mechanism of inhibiting
CYP metabolism is through competitive inhibition where two or more molecules
compete for the same binding site. Because the interaction is competitive, the
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substrate K, (defined as the substrate concentration at half the maximal velocity of
an enzymatic reaction) and inhibitor K (inhibition constant, defined as the dissocia-
tion constant of enzyme-inhibitor complex) in conjunction with their absolute con-
centrations at the site of enzyme activity will determine the extent and duration of
the enzyme inhibition [42]. Clinically, CYP inhibition typically results in increased
plasma concentrations of a substrate medication, and if this medication has a narrow
therapeutic index and/or if it is subject to capacity-limited metabolism (e.g., phe-
nytoin), toxicity may rapidly occur. As an example, paroxetine and fluoxetine are
both effective inhibitors of CYP2D6 and will inhibit the metabolism of thioridazine,
a CYP2D6 substrate, thereby increasing its plasma concentrations and the risk of
QTc prolongation and cardiac arrhythmias [44—47].

Enzymatic inhibition can also decrease the efficacy of a drug if the parent com-
pound is a prodrug which requires metabolic conversion to its active component.
Again, codeine is a good example because it is metabolized in part to morphine via
CYP2D6 [48]. Because only a small degree of codeine is metabolized to morphine
and the majority is otherwise metabolized by glucuronidation, inhibition of CYP2D6
will not significantly alter the overall pharmacokinetics of codeine, but it will reduce
its metabolic conversion to morphine and thus reduce its overall analgesic activity
[44]. Another consideration for inhibitory reactions involving competitive inhibi-
tion is the fact that the onset and offset of the inhibition are concentration dependent
and will commence as soon as a minimum effective inhibitory concentration of the
inhibitor is achieved. Depending on the dosing of the substrate and inhibitor, this
interaction may occur as soon as the first dose. Conversely the inhibitory effect will
dissipate once that minimum effective inhibitory concentration is no longer main-
tained; this is dependent upon an inhibitor’s elimination half-life.

Like inhibitors, inducers also play a major role in altering substrate metabolism.
However, unlike CYP inhibition, which has a relatively quick onset (i.e., hours to
days), induction is a time-dependent process whose onset and offset each take place
over a period of days to weeks [44, 49-51]. Clinically, induction increases substrate
metabolism, which can produce different pharmacological and toxicological out-
comes depending on the inherent qualities of the substrate affected. For pharmaco-
logically active substrates (i.e., drugs for which the parent compound is
pharmacologically active), induction will reduce plasma concentrations and dimin-
ish the pharmacologic effect. For prodrugs, induction will increase the substrate’s
conversion to its active metabolite, thereby enhancing its pharmacologic effect.
Finally, induction can increase a drug’s toxicity profile through enhanced activa-
tion, decreased detoxification, decreased inactivation, and/or by simply altering the
balance between activation and inactivation [44, 49-52]. For example, drugs such
as carbamazepine, phenobarbital, and St. John’s wort significantly induce the
metabolism of drugs metabolized by CYP3A4. As a result, these three CYP3A4
inducers have been implicated in the loss of therapeutic effect of concomitantly
administered CYP3A4 substrates such as haloperidol [53-56]. Similarly, cigarette
smoking can induce CYP1A2 and significantly reduce plasma concentrations of
clozapine. In one evaluation, clozapine dose-corrected serum concentrations in
smokers were 2.5 times lower compared to nonsmokers [57]. A final consideration
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regarding induction is that some inducers are actually capable of inducing their own
metabolism. This process is called auto-induction and carbamazepine is perhaps the
quintessential agent in which this phenomenon occurs. Carbamazepine auto-induc-
tion typically peaks within the first week of therapy, and the effect is elevated fur-
ther following each increase in dose. Once carbamazepine is discontinued,
enzymatic induction wanes over a time period that is comparable to its onset of
induction. Of note, auto-induction with carbamazepine appears to be independent
of prior exposure [58, 59].

1.4.4 Excretion

Although metabolism is the major route of elimination for most psychopharmaco-
logically active agents, some drugs and/or their metabolites are excreted wholly or
in part through renal or biliary mechanisms. Both routes of excretion correlate
directly to organ function, so interference in either system by disease or drug inter-
action can significantly alter a drug’s excretion from the body.

1.4.4.1 Renal Excretion

In general, most drug excretion occurs via the kidney and can be influenced by
glomerular filtration, tubular secretion, and/or reabsorption. When a filtered com-
pound has negligible active secretion or reabsorption, its renal clearance is essen-
tially equivalent to the glomerular filtration rate (GFR). In the clinical arena,
creatinine clearance (CrCl) or the ability of the kidney to filter creatinine is the
most commonly used measure of GFR, and therefore changes in CrCl are expected
to represent corresponding changes in renal function. Consequently, CrCl values
are commonly used for adjusting drug dosing schedules when a drug and/or its
active metabolites are excreted by the kidney. For example, the clearance of oxcar-
bazepine and its monohydroxy derivatives (MHD) as well as venlafaxine and
O-desmethylvenlafaxine is reduced with renal impairment, and thus a dose reduc-
tion is recommended for each drug in patients with a CrCl <30 mL/min [60, 61].

In addition to considering GFR for drugs that undergo filtration, the step of reab-
sorption is one of the most important factors in determining whether the drug will
be excreted renally. Lipophilic drugs tend to be reabsorbed in the proximal renal
tubule, whereas hydrophilic (i.e., polar) drugs typically are not and end up being
expelled in the urine. Lithium is the most prominent psychoactive drug that fits this
category, as it is excreted almost 95 % unchanged by renal mechanisms. Lithium is
filtered in the glomerulus and about 80 % is reabsorbed by the proximal renal tubule.
Notably, lithium reabsorption is heavily governed by sodium status. Significant
changes in sodium reabsorption, such as that produced by certain diuretics, can
dramatically increase or decrease lithium concentrations and result in either toxicity
or loss of efficacy due to its narrow therapeutic index [2, 40, 62].
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1.4.4.2 Biliary Excretion

Drug excretion into the bile typically involves larger molecular weight compounds that
have a strong polar group. Many are excreted as metabolites and often they are glucuro-
nide conjugates. Typically, these compounds are secreted into bile and upon contrac-
tion of the gallbladder are expelled into the duodenum via the common bile duct where
they are excreted in the feces. A drug or metabolite excreted in bile may also undergo
aprocess termed enterohepatic circulation. This process occurs when the secreted com-
pound is reabsorbed from the gastrointestinal tract back into the systemic circulation or
when a glucuronide conjugate metabolite is converted by the p-glucuronidase enzyme
present in gut bacteria back to the parent compound and then reabsorbed back into the
bloodstream. The clinical importance of enterohepatic circulation is that it may extend
the pharmacological effect of certain drugs and metabolites [63]. Examples of psycho-
pharmacological agents as well as their metabolites which have been associated with
enterohepatic circulation are morphine and imipramine [64, 65].

1.5 Other Factors Influencing ADME

There are numerous host and environmental factors that can impact a drug’s phar-
macokinetic profile. Some are constant, such as sex and genotype, whereas others
are more variable or dynamic over a lifetime and include factors such age, preg-
nancy, drug interactions, and concomitant disease states. Genetic polymorphisms
and their influences were discussed previously so the remainder of this section will
briefly review other factors that can alter ADME parameters.

Sex has an effect on a number of pharmacokinetically relevant factors including
body size and composition, tissue blood flow, as well as the expression of metabo-
lizing enzymes and transporters [37, 66—69]. For some drugs, studies in women
have demonstrated:

» Differences in oral drug absorption and bioavailability with increases in C,,,, and
AUC [70]. Alcohol, for example, has a higher bioavailability in women versus
men; this is attributed to differences in volume of distribution and gastric alcohol
dehydrogenase activity between the sexes; [71].

* A tendency to metabolize some CYP3A4 substrates more rapidly than men [72].

* A higher body fat content relative to total body weight in women versus men.
This is believed to explain the 40 % larger volume of distribution for diazepam —
a highly lipophilic drug — in women compared to men [73].

Advanced age can also influence ADME, which has the potential to impact the
pharmacokinetics of certain centrally acting agents [74]. A number of biological
processes have been implicated in age-related changes in pharmacokinetics. For
example, increases in gastric pH, delays in gastric emptying, decreases in gastric
motility, and reductions in splanchnic blood flow have all been suggested to cause
alterations in oral drug absorption. Changes in body composition (increases in total
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body fat, decreases in lean muscle mass, and decreases in total body water) can
increase the volumes of distribution and elimination half-lives of lipophilic drugs
and/or increase the plasma concentrations of hydrophilic drugs. Changes in plasma
protein binding (decreases in serum albumin and increases in AAG) can change the
plasma free fraction of highly protein-bound drugs. Reductions in hepatic mass and
hepatic blood flow have been implicated in reductions in phase I metabolic pro-
cesses as well as a decline in first-pass metabolism. Finally, a reduction in renal
blood flow and GFR reduces renal drug excretion [74].

Drug interactions and disease states can each also play a major role in influenc-
ing a drug’s pharmacokinetics. The entire third section of this textbook is devoted to
clinically significant drug interactions with psychopharmacological agents, and the
previous sections on ADME introduced the concept of how physiological condi-
tions can impact each parameter. Taking this one step further, any pathophysiologic
effects that alter gastrointestinal function, plasma protein binding, hepatic metabo-
lism, or renal excretion can impact a drug’s disposition in the body. Exactly how
each disease state impacts a particular drug will depend on the individual character-
istics of the drug as well as the extent of the pathology. For example, chronic liver
disease and acute hepatitis each have the ability to diminish the metabolic capacity
of the liver, but the degree to which drug metabolism is altered is highly variable
[75]. In treating an individual with benzodiazepines for alcohol withdrawal, chlor-
diazepoxide, lorazepam, oxazepam, or diazepam can each be used. However, with
advanced alcoholic liver disease, hepatic oxidation can be diminished, which can
reduce chlordiazepoxide and diazepam metabolism resulting in prolonged sedation
and respiratory depression. Conversely, lorazepam and oxazepam are glucuroni-
dated and less affected by advanced liver disease [76, 77]. To this end, it is not suf-
ficient to simply be aware that a drug-drug or drug-disease interaction exists; instead
a comprehensive understanding of the nature and scope of all contributing factors to
an interaction is necessary to determine the optimal therapeutic course of action.

1.6 Pharmacokinetic-Pharmacodynamic Relationships

The intensity of a drug’s effect is largely a function of its concentration at its site of
action [78]. The effect that a drug produces on the body is defined as its pharmaco-
dynamic effect. Evaluation of pharmacokinetic-pharmacodynamic relationships
informs the selection of appropriate drug therapy at optimal doses. Pharmacodynamic
properties of psychopharmacological agents are considered in detail in Chap. 2.

1.7 Future Directions

One of the greatest challenges in developing new psychopharmacological agents
relates to CNS drug delivery [79]. Currently, the vast majority of agents are admin-
istered systemically, and thus their delivery into the CNS is subject to the limitations
of the BBB and BCSFB as described previously. Promising new drug therapies such
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as protein therapeutics are severely hampered because these large molecules cannot
gain access to the CNS. As a result, new approaches of traversing the BBB are being
explored and some of the more exciting concepts are physiological approaches to
drug delivery. These approaches capitalize on endogenous nutrient transport systems
in the BBB as well as methods of attaching drugs to ligands that recognize receptors
expressed at the BBB [16, 22, 80, 81]. For BBB nutrient transport systems, drugs can
be formulated to use carrier-mediated transporters (CMT) for glucose (GLUTI),
phenylalanine (LAT1), arginine (CAT1), etc. to gain access into the CNS; however,
in doing so the drugs must closely mimic the natural substrates for these transporters.
Currently drugs such as L-Dopa, gabapentin, and melphalan each cross the BBB and
achieve clinically relevant pharmacologic concentrations in the CNS via LAT1 by
having structures similar to large neutral amino acids [80, 81]. Because the original
structural characteristics of the substrate class for the targeted CMT must be retained
without significantly altering its pharmacological activity, computational medicinal
chemistry will be an important aspect of continued drug development in this area.
Another physiological approach for CNS drug delivery is to use receptor-mediated
transcytosis (RMT) that capitalizes on the fact that naturally occurring large mole-
cules are delivered to the CNS by specific receptors. Known receptors to date exist
for insulin, transferrin, and low-density lipoprotein (LDL) and its related proteins.
RMT is a three-step process for ligand transport. First, the molecules will undergo
receptor-mediated endocytosis by binding to specific receptors present on the lumi-
nal side of the BBB. It then moves through the cell to the abluminal side of the BBB
where it undergoes exocytosis and finally entry into the CNS. For RMT-mediated
CNS drug delivery, the concept is to target specific ligands or monoclonal antibodies
(mAb) for these receptors [80]. Specifically, the desired therapeutic molecules are
then attached to these ligands or mAb using molecular Trojan horse (MTH) technol-
ogy [82]. The ligand or mAb is then transported into the CNS and the attached thera-
peutic molecule essentially goes with it. Several neurotrophin and peptide
combinations with mAb have already been produced using this technology [80—-82].
Possibly the most promising work to date in this arena involves the LDL receptor-
related proteins 1 and 2 (LRP-1 and LRP-2). Specifically a new family of peptides
derived from proteins that cross the BBB using LRP-1 receptors has been designed
as a new technology for delivering therapeutic agents into the CNS [80]. The tech-
nology is called Angiopep, and one agent ANG1005, a novel paclitaxel-peptide drug
conjugate for the treatment of glioblastoma multiforme (GBM), was granted both
orphan drug and fast track designation by the Food and Drug Association (FDA) in
2014. While this technology has not been used directly to target psychopharmaco-
logical agent delivery, the concept has the ability to deliver a broad array of neuro-
therapeutic agents and could be disease altering for a number of conditions.
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Chapter 2
Pharmacodynamics

Carlos H. Rojas-Fernandez

Abstract Over the past 10-15 years, there have been significant advances in our
understanding of the pharmacodynamics of neuropsychopharmacological agents.
Novel research techniques have allowed for the discovery of multiple receptor sub-
types and have also revealed complex and ofttimes seemingly contradictory physi-
ological effects secondary to manipulation of neural receptors. This chapter
summarizes key concepts in central nervous system pharmacodynamics including
brief descriptions of localization of receptor subtypes, neural pathways, as well as
putative pharmacodynamic properties of drugs that affect these neural systems. The
aim is to provide clinicians with an understanding of general concepts that may be
applied to the relevant chapters in this book and to the literature. This chapter is
arranged according to individual neural systems, yet it should be stressed that this
“splitting” approach is an artificial attempt to describe, in simple terms, systems that
have varying degrees of complex and hitherto not fully understood interrelation-
ships. Indeed, any of the neural systems discussed herein merit their own chapter, if
not their own book. It is for this reason that the reader should consult other chapters
in this textbook, as well as relevant references for additional details in this complex
and quickly evolving field.
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2.1 Introduction

2.1.1 Pharmacodynamic Principles

Pharmacodynamics is the study of the effects that drugs have on the body and how
these effects take place, i.e., their putative mechanism of action. Observed drug
effects may be attributable to biochemical and/or physiological manipulations, and
most drugs must interact with one or more macromolecular components of the
organism (i.e., person) in order to exert their effects. The interactions of a drug with
these components, i.e., drug receptors, result in changes in the function of that com-
ponent, ultimately leading to biochemical and/or physiological responses. Proteins
are ostensibly the most important class of drug receptors/ targets by virtue of their
large numbers. Common examples of particular relevance to the central nervous
system (CNS) include acetylcholinesterases, secretases, and proteins involved in
transport processes (Na*, K*-ATPase). Physiological receptors, which are receptors
for endogenous regulatory ligands, are also a major group of drug receptors. Drugs
that bind to these receptors and mimic the effects of endogenous ligands are referred
to as agonists, while drugs that bind to receptors but do not possess intrinsic activity
are termed antagonists. Partial agonists are drugs possessing only partial efficacy as
agonists at all concentrations; a well-known example of a partial agonist in psycho-
pharmacology is aripiprazole [1, 2].

Lastly, there are drugs such as histamine-1 antagonists, which stabilize receptors
with intrinsic constitutive activity in the absence of endogenous ligand, and are
termed inverse agonists [3, 4]. The dissociation constant of a drug is a measure of
the strength of the reversible interaction between a drug and its receptor and repre-
sents the affinity of one for the other, while a drug’s chemical structure affects its
affinity for a receptor, its intrinsic activity, and its specificity. The latter is of particu-
lar relevance, as drugs that are highly specific for receptors with limited distribution
in the body have little potential for systemic adverse effects (e.g., histamine-2
receptor antagonists such as ranitidine), whereas drugs such as acetylcholinesterase
inhibitors (ACHEISs) or selective serotonin reuptake inhibitors (SSRIs) carry a
greater potential for systemic adverse effects given the distribution of acetylcholin-
esterases and serotonin (5-HT) receptors, respectively. Pharmacodynamic variabil-
ity is a highly complex phenomenon, which may vary according to genetic
influences, effects of diseases on the body, pharmacokinetic factors, drug-induced
changes in receptors, and interactions among all of the aforementioned [5, 6].

2.1.2 The Central Nervous System as a Site for Drug Action

The CNS presents multiple challenges as well as opportunities as a site for drug
action. A well-recognized challenge is the blood-brain barrier, which acts to control
the microenvironment of the brain and protect it against potentially toxic substances
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through a complex set of transport systems and anatomical structures [7, §].
Conversely, while there are many established sites for drug action such as the
nigrostriatal dopaminergic pathway for Parkinson’s disease, the mesolimbic dopa-
minergic pathway for schizophrenia, and others, much remains to be learned about
the role of other putative pathways, intertwining pathways, and/or receptors for
these and other CNS disorders. In addition, effective therapies are lacking for the
treatment of cognitive impairment, which afflicts those with schizophrenia as well
as those with mood and anxiety disorders.

2.1.3 Central and Peripheral Effects
of Psychopharmacological Agents

As previously noted, the CNS not only encompasses a multitude of therapeutic tar-
gets for CNS diseases but is also an important source for unintended consequences,
namely, adverse drug events (see respective sections below and chapters for more
details). Examples include but are not limited to iatrogenic parkinsonism, sedation,
cognitive impairment, insomnia, and psychosis. In addition, CNS-mediated drug
effects may also lead to peripheral adverse or therapeutic effects such as tremors
from dopamine blockade, gastrointestinal effects from SSRIs or ACHEISs, and
decreased aggression from decreased sympathetic nervous system drive (clonidine).
Direct effects of drugs in the periphery may also be observed even if the drug does
not penetrate the BBB (e.g., vasodilation from psychopharmacological agents with
clinically relevant alpha-1 antagonist properties such as clozapine).

2.2 CNS Pharmacodynamics: Receptor Systems

2.2.1 Serotonin

Serotonin has been localized to the gastrointestinal tract, platelets, and the brain,
where it is involved in many diverse functions such as cognition, mood control,
sleep-wake cycles, respiration, feeding behavior, thermoregulation, and motor con-
trol [9]. Serotonergic (5-hydroxytryptamine [5-HT]) neurons originate in the mid-
brain (raphe nuclei) and project widely to nearly every area of the CNS, yet the
overall number of 5-HT neurons is low relative to the total number of neurons in the
brain [9-13]. Specifically, the median raphe projects heavily to the dorsal hippo-
campus, septum, and hypothalamus; and the dorsal raphe sends projections to the
ventral hippocampus, amygdala, and striatum; and both send overlapping projec-
tions to the neocortex. Additionally, both the substantia nigra (SN) and ventral
tegmental areas (VTA) receive input from midbrain 5-HT neurons [14, 15].
Serotonin has been proposed to exert an overall neuromodulatory effect on the
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brain in addition to its contribution to synaptic transmission; it is thought that this
is accomplished by 5-HT modulating the overall tone of the CNS via a regular, yet
slow pattern of activity, akin to a pacemaker [9].

2.2.2 Serotonin and Drugs

The serotonin transporter (SERT) along with various serotonin receptors represent
useful drug targets for diseases such as depression, anxiety, obsessive-compulsive
disorder, and others. As serotonin activity in the synapse is primarily terminated by
its reuptake into serotonergic terminals via the SERT, which is a high-affinity, low
capacity, and saturable transporter, the SERT represents a key target for SSRIs,
which lead to SERT downregulation with chronic SSRI administration [16—19]. The
primary catabolic pathway for 5-HT, namely, monoamine oxidase (MAO), also
presents a useful target, and in fact, some of the earliest antidepressant drugs were
nonselective MAO A and B inhibitors such as tranylcypromine, which inhibits the
catabolism of 5-HT and catecholamines (NE and DA), respectively [20]. In addi-
tion, multiple 5-HT receptors have been identified, all of which can be affected by
various drugs [16, 18, 21, 22]. What follows is a discussion regarding 5-HT recep-
tors that are best understood in the context of drugs which are in contemporary use.

2.2.3 5-HT;, Receptor

The 5-HT,, receptor is present in high density in the hippocampus, lateral septum,
amygdala, cortical limbic areas, as well as in the dorsal raphe nucleus (DRN) and
median raphe nucleus (MRN). It is thought that the 5-HT, receptor plays a role in
emotional states as well as in cognitive function [19]. 5-HT, receptors are located
postsynaptically in terminal field areas of serotonergic innervation and are also
present in high density on cell soma, particularly in the DRN and MRN. In the latter
areas, 5-HT), receptors function as somatodendritic autoreceptors, playing an inte-
gral role in the negative feedback modulation of neuronal serotonergic activity. In
the terminal field areas such as the hippocampus, 5-HT}, receptors lead to opening
of potassium channels, leading to hyperpolarization, thus exerting an inhibitory
effect when stimulated by 5-HT.

2.2.3.1 Presynaptic Somatodendritic 5-HT,, Autoreceptors

These receptors play an important role in homeostatic control of 5-HT levels,
inasmuch as activation of 5-HT),, autoreceptors by endogenous 5-HT or by drugs
(e.g., SSRIs) leads to neuronal hyperpolarization and a reduction in neuronal fir-
ing [23-26]. Somatodendritic 5-HT,, autoreceptors also play an important and
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detrimental role in depressive illness, as patients with an increased activity or
density of presynaptic 5-HT, receptors are more likely to develop mood disorders
and to exhibit a poor response to antidepressants [27-29].

Paradoxically (at least acutely), activation of somatodendritic 5-HT,, autorecep-
tors by 5-HT}, agonists or SSRIs slows the rate of firing of serotonergic soma and
reduces 5-HT neuronal activity and terminal 5-HT release, which limits the activa-
tion of postsynaptic 5-HT receptors. It has been proposed that this effect may play
a role in the somewhat delayed (and possibly limited) efficacy of antidepressants.
With chronic administration of SSRIs, however, SHT, autoreceptors become desen-
sitized, ultimately leading to a recovery of 5-HT cell firing at the dorsal raphe,
allowing for normalized 5-HT release and increased postsynaptic 5-HT neurotrans-
mission [30-33]. These effects translate into antidepressant and antianxiety effects
vis-a-vis increased serotonergic neuronal firing rates [16, 18]. Similarly, buspirone
is an example of a drug that can reduce anxiety by its partial agonist effects at the
5-HT,, autoreceptor, while newer antidepressant drugs such as vortioxetine and
vilazodone possess partial 5-HT, agonist properties [34, 35].

2.2.3.2 Postsynaptic 5-HT,, Receptors (5-HT,,-Rs)

These receptors are expressed in brain regions such as the limbic cortex, cortical fore-
brain, and the spinal cord and are thought to play a prominent role in cortical function.
In addition, as 5-HT,,-Rs are present in up to 80 % of upper cortical layers of human
prefrontal cortex (PFC), activation of 5-HT,-Rs in the PFC may modulate neuronal
function more distally, similar to brainstem monoaminergic nuclei [36]. Indeed, it has
been suggested that 5-HT,-R agonists may enhance forebrain catecholamine release,
an effect which could be involved in antidepressant actions [37, 38]. Furthermore,
chronic antidepressant treatment tonically activates hippocampal 5-HT,,-Rs, and
selective 5-HT,-Rs agonists have demonstrated antidepressant properties in preclini-
cal studies [21, 39, 40]. While these effects appear to contradict the aforementioned
inhibitory action of 5-HT on 5-HT,-Rs, it should be noted that the functional effects
of 5-HT,-Rs result in a paradoxical increase in firing activity [18, 41].

2.2.4 5-HT,, Receptors

5-HT,, receptors are found postsynaptically in high concentrations in the frontal
cortex, parts of the limbic system (hippocampus, amygdala), the basal ganglia,
and the claustrum (connected to the visual cortex). The latter is of particular inter-
est in Parkinson’s disease, as increased 5-HT),, receptors in visual processing and
limbic areas of the brain have recently been implicated in the genesis of visual
hallucinations [42—44]. While pure 5-HT,, antagonists have not been shown to be
effective for these symptoms, a 5-HT,, inverse agonist, pimavanserin, has recently
demonstrated favorable results in the treatment of Parkinson’s disease psychosis
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(PDP) and, if successful in gaining regulatory approval, would represent a novel
approach to the treatment of PDP [45, 46].

The 5-HT,, receptor also continues to be of interest in the pharmacology of anti-
psychotic drugs, where SHT,, antagonism has been proposed to contribute to a more
favorable extrapyramidal side effect profile of some drugs such as risperidone,
though this property can be lost when risperidone is administered in higher doses
[47]. The putative mechanism for this effect relates to the distribution of 5-HT,,
receptors in the basal ganglia, where antagonism of 5-HT,, receptors disinhibits
dopamine (DA) neurons, thus allowing for a more normalized DA release in the
basal ganglia. This receptor is also important in thermoregulation, as activation of
central 5-HT,, receptors leads to an increase in body temperature (one of the signs
of serotonin toxicity), which may be treated by administering 5-HT,, antagonists
such as cyproheptadine [48, 49].

2.2.5 5HT,. Receptors

The 5-HT,, receptor is present in high density in some areas of the limbic system
such as the hypothalamus, hippocampus, septum, and neocortex, as well as in the
substantia nigra and the globus pallidus. 5-HT is known to be an important neu-
rotransmitter for the central regulation of metabolism and appetite, where it has an
inhibitory effect on feeding behavior, and the 5-HT,. receptor is responsible for
mediating the anorectic actions of 5-HT [50]. Accordingly, drugs that activate
postsynaptic 5-HT receptors decrease food consumption, while those that inhibit
5-HT transmission increase food intake. Relevant examples of drugs that can
decrease appetite are lorcaserin, a 5-HT,, receptor agonist recently marketed as an
antiobesity drug, and fenfluramine, 5-HT releaser whose effects include decreasing
meal size, rate of eating (via its active metabolite, norfenfluramine), and eating
between meals. Conversely, drugs with 5-HT,. antagonist properties such as olan-
zapine are associated with weight gain [51-53]. Interestingly, there is evidence that
the functional status of mesocorticolimbic DA system is under tonic and phasic
inhibitory control by 5-HT. 5-HT acts via stimulation of SHT),, receptors, as shown
by the effect of SHT),, antagonists, which enhance mesocorticolimbic DA function
[14, 15, 54].

2.2.6 The 5-HT; Receptor

In the gastrointestinal tract, 5-HT regulates intestinal secretion and motility by acti-
vating 5-HT; receptors [55, 56]. In the CNS, 5-HT; receptors are located postsynap-
tically to 5-HT neurons (hippocampus and entorhinal cortex) and also in the PNS
(spinal cord and medulla). The highest density of 5-HT; receptors is found in the
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area postrema, where the chemoreceptor trigger zone (CTZ) exists. Despite the fact
that the most well-recognized role for 5-HT; antagonists (e.g., ondansetron) are
their antinauseant and antiemetic effects, the therapeutic effect of 5-HT; antagonists
has largely been attributed to their peripheral effects in the gastrointestinal tract, as
peripherally released 5-HT by enterochromaffin cells of the gastrointestinal tract is
largely responsible for increased afferent signals to the CTZ, ultimately leading to
nausea and vomiting.

2.2.7 5-HT;; Receptors

5-HT,4 receptors are found in high density in the substantia nigra, globus pallidus,
and cranial blood vessels; they are involved in migraine pathobiology and may be
involved in diseases of the basal ganglia [10, 57]. 5-HT,4 receptors are located pre-
synaptically on 5-HT neurons where they modulate the release of 5-HT; they are
also located postsynaptically, where they may affect the release of ACh and DA in
the hippocampus and prefrontal cortex, respectively. The triptan family of drugs
(e.g., sumatriptan, rizatriptan) has a well-established place for the treatment of
migraine headaches and is believed to exert their therapeutic effects via cranial
blood vessel constriction and/or inhibition of neurogenic inflammation in the dura
mater [58, 59].

2.2.8 Catecholamines

Catecholamines belong to a larger group of transmitters known as monoamines. In
the brain, dopamine, norepinephrine, and epinephrine are the predominant
catecholamines.

Dopaminergic nuclei are found primarily in the midbrain, and groups A8 to A10
are of most relevance to contemporary neuropsychopharmacology [60]. Specifically,
the A9 nucleus projects to the dorsal caudate putamen, comprising the nigrostriatal
system; the A8 and A10 nuclei project to limbic and frontal cortical areas and com-
prise the mesolimbic and the mesocortical pathways; in addition, an intermediate
projection system of interest is the tuberoinfundibular pathway which projects from
hypothalamic nuclei to the median eminence of the hypothalamus; DA is released
from axons of this pathway into the hypothalamic-hypophyseal portal system and is
subsequently transported to the anterior pituitary gland. The nuclei groups A8 to
A10 make up long projection systems and link the substantia nigra (A9) and the
ventral tegmental areas (A8, A10) with the neostriatum (caudate putamen), limbic
cortex (medial prefrontal, cingulated, and entorhinal areas), and additional limbic
structures (nucleus accumbens, amygdaloid complex, olfactory tubercle, and piri-
form cortex).
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With regard to noradrenergic (NA) nuclei, the locus coeruleus (LC, A6, and A4)
is the most important, projecting from the midbrain widely across the brain to the
cortex, limbic regions, and hindbrain. The LC-NA system plays a key role regulat-
ing energy levels, reactivity, attention, executive function, arousal, and vigilance;
NA stimulation serves to enhance the signal-to-noise ratio in its target areas [61, 62].

2.2.8.1 Dopamine

In the 1950s, dopamine was identified as a potential neurotransmitter by Arvid
Carlsson, which led to the dopamine hypothesis of schizophrenia [63]. Soon there-
after, the role of DA as a key neurotransmitter involved in movement, learning,
pleasure, and mood became evident. There are five different dopamine receptors,
Dl-like (D1, D5) and D2-like (D2, D3, D4), and drugs acting at the D2 receptor
have been available to treat psychotic symptoms since the 1950s. D2-R antagonists
and one partial agonist (aripiprazole) are effective against psychotic and manic
symptoms by virtue of their ability to antagonize the D2 receptor thereby function-
ally lowering the relatively high levels of DA associated with psychotic and/or
manic states. D2-R antagonism in the nigrostriatal, tuberoinfundibular, and frontal
cortical areas also explain the well-known side effects of DA antagonists, namely,
extrapyramidal side effects, hyperprolactinemia, and cognitive impairment [47]. In
addition, various sources of evidence support a role for decreased dopaminergic
neurotransmission in the neuropathophysiology of depression, including the effi-
cacy of drugs that directly act on the dopaminergic neurons or receptors [64].

Psychomotor stimulants such as amphetamines produce increased activity,
euphoria, talkativeness, and a general sense of well-being. The dopamine trans-
porter (DAT), SERT, and norepinephrine transporters (NET) represent important
targets for these drugs. For example, amphetamines increase synaptic DA by block-
ing its uptake (as it is a substrate for the DAT) and reverse the DAT to release DA
into the synapse via exchange effusion, while additional mechanisms may also con-
tribute to its effects [65]. These drugs have an established place in the treatment of
narcolepsy and attention deficit hyperactivity disorder.

2.2.8.2 NE Receptors and Drugs

Various adrenergic receptors in the CNS may be manipulated pharmacologically.
Perhaps one of the earliest examples of relevance is the tricyclic antidepressants
(TCAs), which, after repeated treatment, lead to a downregulation of postsynaptic
beta-adrenergic receptors and presynaptic alpha-2 receptors. These effects are
thought to mediate the antidepressant effect of TCAs by ultimately increasing NE
neurotransmission. Specifically, antagonism of alpha-2 adrenergic autoreceptors
increases NE release, and preliminary preclinical and clinical data support such an
effect [17, 62, 66]. As a clinically relevant example, in a 6-week study comparing
the combination of mirtazapine and paroxetine versus either agent alone, Blier et al.
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noted that the combination resulted in greater improvement in depressive symptoms
as measured by the MADRS (p<0.05) and a faster response with combined treat-
ment at day 7 of therapy [67, 68]. Other contemporary antidepressants such as the
serotonin-norepinephrine reuptake inhibitors (SNRIs) are likewise presumed to
exert their therapeutic effects in part by inhibiting reuptake of 5-HT and NE, ulti-
mately leading to therapeutic effects similar to the combined use of SSRIs and
TCAs [62, 66]. Additionally, various psychiatric states characterized by SNS hyper-
activity and symptoms such as aggression may be treated with clonidine, a centrally
acting alpha-2 agonist which decreases LC firing and NE release and overall CNS
sympathetic output by acting at the presynaptic autoreceptor. Alpha-1-adrenergic
receptor pharmacological manipulation also yields clinically important effects. For
example, antagonism of central alpha-1 receptors by drugs such as prazosin or by
antipsychotic drugs with alpha-1 antagonist properties will lead to sedation due to
the role of NE in sleep neurobiology and the presence of these receptors in the
medial preoptic area [69, 70]. Alpha-1 adrenergic receptors are also central to the
signs and symptoms of posttraumatic stress disorder, and it is for these reasons that
alpha-1 antagonists such as prazosin are used in the treatment of this disorder [71].

2.2.9 GABA Receptors

Gamma aminobutyric acid (GABA) is the major rapid acting inhibitory neurotrans-
mitter in the brain. Accordingly, GABA receptors have been identified in all regions
of the brain, and many neuropsychiatric disorders are associated with altered GABA
function including anxiety, sleep disorders, seizure disorders, drug dependence, and
schizophrenia [72-74]. Two receptor subtypes have been identified, GABA, and
GABA,. The GABA, receptors (chloride, ligand-gated ion channels) currently serve
as the target for many CNS active drugs such as benzodiazepine receptor agonists
(BZRAs), anesthetics, and others, and facilitate Cl ion influx, leading to neuronal
inhibition secondary to neuronal hyperpolarization. GABA, receptors are located on
neuronal terminals, where their activation inhibits neurotransmitter release, be it
excitatory or inhibitory.

Considering the inhibitory nature of GABA, it is not surprising that drugs with
pro-GABA properties have been widely exploited in clinical practice. The most
common drugs include BZRAs, used for insomnia, anxiety, and seizures, general
anesthetics, and muscle relaxants. By enhancing inhibitory neurotransmission,
BZRAs cause an overall CNS depressing effect, leading to anxiolysis, and sedative/
hypnotic effects. Specifically, BZRAs bind to allosteric sites distinct from the
GABA-binding site on the GABA, receptor complex, as do barbiturates, alcohol,
and anesthetics such as propofol; the therapeutic actions of BZRAs are attributable
to an increase in the frequency of channel opening in response to endogenous
GABA, whereas barbiturates may increase the duration of channel opening; these
observations demonstrate that the overall end result of enhancing chloride ion flux
may be achieved by overlapping, yet slightly different means [75-77]. It should be
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noted that unlike benzodiazepines, compounds such as zolpidem and zopiclone,
which also exert their effects at the alpha-1 subunit of GABA, receptors are not
effective as anticonvulsants or muscle relaxants [78]. These differences are not sur-
prising, as preclinical models demonstrate that the alpha-1 subunit of the GABA,
receptor plays a major role in the sedative, amnestic effects, part of the anticonvulsant
effects, and little of the anxiolytic effects, while the alpha-2 subtype mediates anx-
iolytic effects and muscle relaxant effects [72].

As previously noted, GABA, receptor activation at neuronal terminals may
inhibit neurotransmitter release, be it excitatory or inhibitory. These observations
are congruent with recent findings suggesting a role for GABA, receptors in wake-
fulness [79, 80]. Indeed, mounting preclinical data have demonstrated that increas-
ing GABA levels in the pontine reticular nucleus (PnO), oral part, increase
wakefulness, though the mechanisms by which this occurs remain unclear [74].
These novel findings suggest that GABA mimetic drugs have site-specific and
opposite actions on sleep and wakefulness depending on their site of action in the
brain, representing a novel approach to the treatment of disorders characterized by
excessive somnolence.

2.2.10 Glutamate

In contrast to GABA, glutamate is the major excitatory neurotransmitter in the
CNS, being the principal fast CNS excitatory transmitter, and it is involved in nor-
mal synaptic transmission [81, 82]. There are ionotropic (AMPA, Kainate, and
NMDA) and metabotropic glutamate receptors (Groups 1-3) that mediate the
effects of glutamate [83, 84]. NMDA receptors (NMDARSs) are essential for regulat-
ing use-dependent synaptic remodeling, long-term changes in synaptic strength,
and synaptogenesis. These receptors play an important role in learning and memory,
via long-term potentiation (in hippocampus) and long-term depression [85]. In
addition, NMDARs are expressed in certain inhibitory GABA interneurons, whose
activation aids in improving the signal-to-noise ratio in cortical circuits such as the
prefrontal cortex [86].

Excessive excitotoxicity has been attributed to excessive extrasynaptic NDMAR
activation leading to neuronal death in diseases such as Alzheimer’s disease (AD),
multiple sclerosis, and schizophrenia. Currently available NMDA antagonist drugs
include memantine and amantadine and riluzole, the latter being both an NMDA
antagonist and a kainate type receptor antagonist [87, 88]. Memantine is an open-
channel (noncompetitive), moderate-affinity NMDAR antagonist which binds at, or
near, the magnesium-binding site with strong voltage dependency and rapid
blocking-unblocking kinetics [89]. This drug demonstrates a preferential blockade
of excessive NMDAR activity while sparing normal synaptic function and is used in
moderate to severe AD [82]. Memantine’s putative mechanism of action in AD
includes a possible reduction in glutamate-related excitotoxicity which is more
apparent, yet still not fully delineated in more advanced stages of AD [§9-91]. The
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drug may also have direct, yet still poorly defined effects on cognition and neuro-
psychiatric behaviors associated with dementia, though further investigation is nec-
essary [92, 93].

2.2.11 Histamine

Histamine is a signaling molecule perhaps best known for its role in gastric acid
secretion and in immune-based responses such as inflammation and allergies [3, 4].
In the CNS, histaminergic neurons are exclusively found in the tuberomammillary
(TM) nucleus of the posterior hypothalamus and innervate widely across the brain
to hypothalamic nuclei, the medial septum, the ventral tegmental area, and nucleus
of the diagonal band and also in moderate density in the substantia nigra, amygdala,
striatum, and cerebral cortex [94-96]. Histaminergic neurons display state-
dependent spontaneous activity (i.e., pacemaker-like), have their highest firing rates
during periods of wakefulness or attention, and are absent during sleep. It is cur-
rently known that three histamine receptors are expressed in the brain, namely, H,
and H, (excitatory) and Hs, which is an inhibitory autoreceptor [97]. The latter is of
particular importance to ongoing investigations of various CNS diseases (discussed
later in this chapter under Sect. 2.2.11).

In the CNS, histamine largely acts in a manner that is consistent with its ability
to increase neuronal activity [98]. As such, it is not surprising that histamine plays
a key role in sleep disorders such as insomnia. Indeed, TM cells only fire during
waking and are inhibited by GABA-ergic neurons in the preoptic area; the evolving
role of selective, brain-penetrating H, antagonists such as ultra low-dose (3—6 mg)
doxepin and orexin agonists and antagonists is a relevant example of drugs that
specifically target the effects of histamine for treatment of sleep/wake disorders [99,
100]. In addition to its role in sleep, histamine also affects appetite by suppressing
food intake (likely mediated by the ventromedial hypothalamus and also by the
effects of leptin and orexin on histamine), while antagonism of the H; receptor leads
to increases in appetite and weight gain [101, 102] (Table 2.1).

2.2.12 Acetylcholine and the Cholinergic System

Acetylcholine is a neurotransmitter with various effects in the CNS and PNS and
acts as part of the autonomic nervous system [103, 104]. Within the CNS, choliner-
gic neurons are widely distributed from the nucleus basalis of Meynert to all parts
of the neocortex and from the pedunculopontine tegmental nucleus and the dorso-
lateral tegmental nucleus to many areas in the CNS, the most salient of which is the
thalamus; these pathways are central to sleep and cortical arousal [69, 70, 105, 106].
There is also a group of cholinergic neurons in the striatum, namely, interneurons
which are of relevance in the overall functioning of the extrapyramidal system. Two
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Table 2.1 Selected receptors and representative agonists and antagonists

Receptor type Agonists Antagonists

Serotonergic

5-HT,, Buspirone?, vortioxetine® Pindolol®

5-HT\4 Sumatriptan

5-HT,, Lorcaserin Cyproheptadine, risperidone?,

pimavanserin®

5-HT,, Ergotamine (also 5-HT,, Olanzapine!, fluoxetine!
agonist)

5-HT; Ondansetron

Catecholaminergic

DA, Bromocriptine Haloperidol¢, risperidone?

Alpha-2 Clonidine, tizanidine, Yohimbine, mirtazapine!
guanfacine

Alpha-1 Phenylephrine, midodrine Prazosin, alfuzosin, tamsulosin

GABA

GABA, Benzodiazepine receptor Flumazenil, penicillin
agonists (various)

Glutamate

NMDA Memantine, ketamine

Histamine

Hm, Loratadine, doxepin (H;

selective at doses <6 mg)

Hm, Ranitidine

Cholinergic

mAChRs

Peripheral neuronal nAChRs

Peripheral skeletal muscle
nAChRs

Ach, nicotine

Ach, nicotine,
succinylcholine

Mecamylamine
D-tubocurarine, vecuronium

Opioid
Mu Morphine Naltrexone
Kappa Butorphanol Naltrexone

Partial agonist

“Partial agonist and has various other activities including serotonin reuptake inhibition
“Partial agonist and beta-adrenergic antagonist
dAntagonist and also has other activities

Inverse agonist

types of cholinergic receptors exist, namely, muscarinic (mAChR) and nicotinic
(nAChR) cholinergic receptors [107].
Neuronal nAChRs represent a family of receptors with 11 neuronal subunits

in mammals. In the brain, nAChR subunit expression differs according to regions.
The cortex, thalamus, and dopamine neurons are endowed with abundant alpha-4
and beta-2 subunits, whereas in the hippocampus the alpha-7 subunit is highly
expressed. It is likely that neuronal nAChRs exert a modulatory influence on
synaptic transmission that is subtle compared to the fast synaptic transmission
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modulated by neuromuscular junctions and autonomic ganglia receptors in the
periphery. Alpha-7 nAChRs contribute to synaptic plasticity, including long-term
potentiation (i.e., learning and memory) and are associated with glutamate termi-
nals and GABA neurons.

Nicotine promotes dopamine release by activating somatodendritic and presyn-
aptic alpha-4-beta-2* nAChRs, and these effects are key to its reinforcement prop-
erties, which ultimately lead to dependence. This occurs within the ventral tegmental
area (VTA), where nicotine also exerts its effects via GABA neurons and glutamate
nerve terminals to collectively increase DA release. The VTA DA neurons project
to the cortical and limbic target regions, and the nucleus accumbens is of particular
relevance because it is central to reinforcement properties of drugs of abuse.
Additionally, endogenous opioid and endocannabinoid transmission in reward cir-
cuitry play important roles in the behavioral effects of nicotine. Relatedly, vareni-
cline is a partial agonist at alpha4beta2* nAChRs and is proposed to mimic the
effects of nicotine while preventing nicotine from other exogenous sources (i.e.,
cigarettes, smokeless tobacco, etc.) to bind to the receptor [108].

Nicotinic cholinergic receptors are also of great importance to anesthesia. Indeed,
neuromuscular blockade leading to muscle relaxation has been possible for about
100 years via reversible antagonism of nACHRs and has been a key adjunct to sur-
gical anesthesia. Tubocurarine, which is part of the arrow poison used by South
American Indians, represents a naturally occurring nACHR antagonist.
Contemporary neuromuscular antagonists (e.g., vecuronium, pancuronium, atracu-
rium) were developed to allow for rapid reversal of neuromuscular blockade and to
produce a non-depolarizing blockade of muscle nACHRs.

Muscarinic cholinergic receptors are widely distributed in the CNS, PNS and
parasympathetically innervated cardiac and gastrointestinal smooth muscle. In the
CNS, the M; mACHR is the predominant form of mACHRs and is found postsyn-
aptically in the cortex, hippocampus, striatum, and thalamus. Acetylcholinesterase
inhibitors have been in use for over 20 years for the symptomatic treatment of
Alzheimer’s disease and lead to mACHR activation by increasing the availability of
ACh via inhibiting its breakdown. Conversely, in Parkinson’s disease, antimusca-
rinic drugs (e.g., benztropine) are used to restore the dopaminergic-cholinergic
imbalance that results from a relative striatal excess of ACh secondary to dopami-
nergic neuronal loss.

2.2.13 Opioids

Opioid receptors generally mediate neuronal inhibition and include mu-opioid recep-
tors, kappa-opioid receptors and delta-opioid receptors. These receptors are widely
and differentially distributed within the CNS and PNS. The opioid system plays a
pivotal role in analgesia at the supraspinal, spinal, and peripheral levels [109]. Opioid
binding leads to hyperpolarization of the cell membrane secondary to activation of
inwardly rectifying potassium channels, resulting in neuronal hyperpolarization.
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Morphine is the prototypical relatively selective mu-opioid agonist, while endoge-
nous ligands for this receptor include endorphins, enkephalins, and dynorphins.
Analgesia from opioids is mediated largely by their central effects, where activation
of the mu receptor by an agonist such as morphine results in presynaptic inhibition
of glutamate release. In the periphery and dorsal horn, selective reduction of trans-
mitter release (i.e., glutamate, substance P, CRGP) from nociceptors results from the
actions of opioids at mu and delta receptors in the central terminal of A delta and C
fibers. Neurons in the periaqueductal gray area and RVM, thalamus, amygdala, and
somatosensory cortex are also involved in opioid analgesia. Adverse effects of opi-
oids include respiratory depression, constipation, urinary retention, miosis, nausea,
vomiting and urinary retention, drowsiness, euphoria, changes in mood, and cogni-
tive dulling [110].

2.3 Conclusions and Future Directions

This chapter has attempted to summarize key concepts across selected aspects of
CNS pharmacodynamics, yet much more could be written about a plethora of new
and emerging developments in the field. The aim was to introduce the reader to
some of the more well-known (or at least largely agreed upon putative mechanisms)
areas of CNS pharmacodynamics, while acknowledging that much remains to be
learned and that, in some cases, the literature reveals conflicting findings. With that
in mind, it should be noted that common emerging themes exist, including — but not
limited to — ongoing clarification of the role of receptor subtypes that may represent
viable therapeutic targets for CNS diseases with the potential for decreased
toxicity.

Advances have led to development of drugs such as lorcaserin, a 5-HT,, receptor
agonist marketed as an antiobesity agent with no appreciable effect on 5-HT?2,
receptors which are of central importance to valvular and pulmonary toxicity with
fenfluramine [46, 50, 111]. Similarly, pimavanserin, a 5-HT,, inverse agonist was
developed for the treatment of Parkinson’s disease psychosis, demonstrating that
ongoing refinement of therapeutic targets can lead to new approaches for treating
this condition that are void of well-known adverse effects associated with antipsy-
chotic drugs. Likewise, the successful development of peripherally selective alpha,,
antagonists such as tamsulosin and silodosin for prostatic hypertrophy, and selective
antimuscarinic agents such as darifenacin, fesoterodine, and trospium for overactive
bladder, also represents improvements in therapy as these drugs provide effective
treatment with significantly reduced central and peripheral nervous system adverse
events [112, 113]. Nonetheless, despite increasing clarity regarding the role of cer-
tain receptors such as the NDMA receptor in normal neural function and in the
pathobiology of neurologic or psychiatric diseases, such advances represent only
one of the multiple putative mechanisms for these diseases. It is thus becoming
increasingly evident that future drug development will need to address this issue
vis-a-vis development of drugs designed to be added on to existing pharmacothera-
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pies. A salient example includes ongoing efforts to develop compounds such as
alpha-7 and alpha4beta4?2 nicotinic cholinergic receptors to improve cognition in
dementia and schizophrenia when administered as adjunct pharmacotherapy.
Further, continuing developments on the mechanisms of cholinergic modulation of
cognition suggest that this system is far more complex than previously thought
[114, 115].

In addition to the aforementioned, notable developments in drug development
include proof-of-concept studies of ketamine as a fast-acting antidepressant, new
truly mixed action antidepressant drugs such as vortioxetine, and ongoing testing of
triple reuptake inhibitors for depression [116—118]. There is also exciting work in
serotonergic receptor pharmacology that suggests that 5-HT receptors such as
5-HTs and 5-HT; may have potential roles in the treatment of depression and cogni-
tion [22]. In addition, the histaminergic system is being investigated to determine
additional roles for histamine receptors; these include the H; receptor and its poten-
tial role in neurodegenerative diseases, cognition, and other conditions as well as
the orexins for sleep-wake disorders [97, 100]. Additional areas of promise in neu-
ropsychopharmacology include enhancement of neuroplasticity for mood and anxi-
ety disorders, GABA, and glutamate manipulation in schizophrenia. In conclusion,
the pharmacodynamics of centrally acting agents represents a ripe and exciting area
for continued research and drug development.
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Chapter 3
Positron Emission Tomography (PET)
Use in Pharmacology

Jonathon A. Nye and Leonard Howell

Abstract Positron emission tomography (PET) is a sensitive and specific noninva-
sive imaging technology used to measure the 3-dimensional distribution of mole-
cules and their functional outcome over time. This is achieved by detecting the
annihilation photons resulting from the decay of radioisotopes (i.e., oxygen-15,
nitrogen-13, carbon-11, fluorine-18) chemically labeled to biologically active mol-
ecules. The functional fate of these radiolabeled molecules may be determined by
examining the images formed from the 3-dimensional reconstruction of the decay
events. The approximate sensitivity of PET is picomolar, which permits the injec-
tion of molecular masses far below that known to disturb most physiological pro-
cesses. This methodology is known as the “tracer technique” and is the basic
analysis principle used to extract quantitative information from PET images. PET
has the ability to provide valuable information related to functional processes of the
body including blood flow, transport rates, receptor density, and drug occupancy.
This chapter focuses on the physics of PET and its use in answering questions
related to pharmacology. The basic principles of PET imaging will be reviewed fol-
lowed by methods to derive quantitative information related to physiology from the
image data. The application of compartmental modeling will be discussed in detail
as will potential pitfalls that can occur during data collection.
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Positron emission tomography (PET) is a sensitive and specific noninvasive imag-
ing technology used to measure the 3-dimensional distribution of molecules and
their functional outcome over time. This is achieved by detecting the annihilation
photons resulting from the decay of radioisotopes (i.e., oxygen-15, nitrogen-13,
carbon-11, fluorine-18) labeled to biologically active molecules. The functional fate
of these radiolabeled molecules may be determined by examining the images
formed from the 3-dimensional reconstruction of the decay events. The approxi-
mate sensitivity of PET is picomolar, which permits the injection of molecular
masses far below that known to disturb most physiological processes. This method-
ology is known as the “tracer technique” and is the basic analysis principle used to
extract quantitative information from PET images.

The design of the biochemically active molecule depends on the system to be
studied and may be endogenous or an analogue to the functional system. As an
example, the most widely used radiotracer in PET is fluorine-18 labeled glucose
([F-18]FDG). In the synthesis of this compound, a hydroxyl group is replaced with
an F-18 atom resulting in a nonnatural analogue of glucose. The analogue nature of
[F-18]FDG is advantageous as the radiotracer completes only a few metabolic steps
compared to glucose and eventually becomes trapped within a cell following phos-
phorylation. The in vivo fate of [F-18]FDG can be modeled by assigning compart-
ments to processes that lead to the trapping of [F-18]FDG [1]. The rate constants
describing the movement of [F-18]FDG between these compartments are solved for
using principles of pharmacology, which allow for the estimation of regional glu-
cose metabolism. PET has the ability to provide valuable information related to
functional processes of the body including blood flow, transport rates, receptor den-
sity, and drug occupancy.

This chapter focuses on the physics of PET and its use in answering questions
related to pharmacology. The basic physical principles of PET imaging will be
reviewed followed by methods to derive quantitative information related to physiol-
ogy from the image data. The application of compartmental modeling will be dis-
cussed in detail as will potential pitfalls that can occur during data collection.

3.1 Physical Principles of PET Imaging

PET takes advantage of the unique characteristics of positron decay. The purpose of
the decay is to shed positive charge and reach a stable energy state. This decay
process results in a daughter isotope with an atomic number one less than the par-
ent. For example, the positron decay of fluorine-18 results in stable oxygen-18.
Upon decay of the positron, the particle will expend its kinetic energy through scat-
ter and ionization events up to a distance of approximately 1-2 mm from the decay
origin. Once the positron has expended its kinetic energy, it meets its antiparticle,
an electron and annihilates. The annihilation results in two nearly colinear 511 keV
photons. Detection of these photons is accomplished by a ring of detectors; there-
fore, a pair of annihilation photons is ideally detected by opposing detectors which
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Fig. 3.1 Three types of events recorded by a 3D PET scanner are shown. The annihilation event
occurs several millimeters from the decay origin. The dotted line represents the line of response,
along which the scanner assigns the decay event. (a) Scatter event, one annihilation photon under-
goes Compton scattering before reaching the detector. (b) True event, both annihilation photons
reach opposing detectors uninhibited. (¢) Random event, two unrelated annihilation photons from
separate decay events reach the detectors

is called coincidence detection. The two opposing detectors form a line in space,
called a line of response (LOR), along which it is highly probable the original decay
event occurred. If a sufficient number of these events are recorded, the information
can be used to estimate the location of radioactive sources in a 3-dimensional vol-
ume. This process is called tomography, where 2D projections are collected over
many angles and used to recreate the 3-dimensional distribution of the radioactive
sources.

For a subject injected with a radiotracer that emits positrons, the resulting anni-
hilation photons are detected by a cylindrical ring of scintillation crystals. Scanners
are made of several rings sandwiched together, and all detectors are continuously
monitoring for photons. The number of photons intercepting these detectors will
depend on the mode of operation. In 2-dimensional mode, annihilation photons
detected are restricted to a single detector ring by lead collimation placed between
each ring. In 3-dimensional mode, the lead collimation is absent and annihilation
events are free to cross between rings, substantially increasing sensitivity of detec-
tion but also presenting additional challenges (Fig. 3.1).

The process of detection is not perfect and is statistically bound by the conver-
sion of light to electrical signal; thus, a PET scanner will accept a range of photon
energies (450-600 keV). The photons detected in the scintillation crystals are con-
verted to an electrical signal, and from that signal, the photon energy, location, and
time of its arrival at the detector are recorded. Knowing the time is critical. If two
opposing detectors recorded an event within a very short coincidence timing win-
dow (i.e., a few nanoseconds), then there is a high probability that the photons origi-
nated from a single annihilation event. These events are assigned to an LOR and
called prompt coincidence events.

In recording the energy of the detection event, it is important to know whether
the annihilation photon interacted with tissue in the body prior to its detection. If the
recorded energy is 511 keV, then it is overwhelmingly likely the photon did not
interact with tissue in its flight to the detector. Events with less energy suggest the
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photon lost energy by scattering in the body and that its current line of trajectory
does not include the origin of the annihilation event.

There are four categories of prompt coincidence events: true, random, scatter,
and multiple. True events (Fig. 3.1b) occur when both photons originate from a
single annihilation source and intercept the detectors at their original energy,
511 keV. These events occur within the coincidence timing window and are the
most desirable. The reconstruction of these events will estimate the distribution of
the radioactive sources in the imaged volume. Random events (Fig. 3.1c) may also
occur in the coincidence timing window; however, their occurrence results from two
511 keV photons that originated from separate annihilation events. The resulting
LOR does not accurately represent the location of an annihilation event. These
events are random in time and space and add a uniform background to the image.
Fortunately, the randomness in time can be exploited by choosing a coincidence
window of which true events cannot occur; thus, the random rate can be measured
directly during the data acquisition process.

A scatter event (Fig. 3.1a) is when one of the annihilation photons interacts
with tissue resulting in a transfer of energy to the tissue and a change in trajectory
from its original path. The greater the angle of scatter from its original trajectory,
the greater the amount of energy transferred to the tissue. If enough energy is lost
in the scatter event, that photon’s energy will fall below the accepted photon
energy range of the scintillation detectors and the event will not be recorded. If a
scattered photon is recorded, then it will be assigned an LOR. Again, this LOR
will not include the origin of the original annihilation event. The recording of scat-
ter events increases the background causing a loss of image contrast. These events
cannot be measured during the data collection and therefore are modeled using
specialized software. The last event type is a multiple event, which is a combina-
tion of a true and random event resulting in three detected events within the coin-
cidence window. These combinations of events result in three possible LORs, but
it is unknown which is the true LOR. Typically one can be eliminated because one
of the LORs is outside the field of view. What is left over is a random and true
LOR. Correction of the randoms should reveal the true LOR. Overall, these events
are rare.

There is one event that is not recorded in the prompt dataset: an attenuation
event. Attenuation is the loss of annihilation events because they are either absorbed
in the tissue or scattered outside the detector plane. Attenuation depends on the total
path length traveled by the annihilation photons. Therefore, photons originating
from the center of an object have a greater probability of being attenuated compared
to those originating from the periphery of the object. The result of attenuation is a
depressed signal in center of the image compared to the periphery. Estimating these
lost events is relatively straightforward and can be accomplished by collecting
transmission data of the object as explained in the next section.

The spatial resolution of PET is limited by a few primary physical factors:
detector size, positron range, and non-colinearity of the annihilation photons.
Discrete detectors are used to monitor photons which are constructed as long rect-
angular columns focused at the center of the scanner. Their size range from
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4-8 mm on the face and 20-30 mm in depth. The limiting resolution of a detector
is approximately half the size on the face, or about 3—4 mm. Secondly, during a
decay event, the positrons carry kinetic energy and travel a finite distance expend-
ing that energy into surrounding tissue before annihilating with an electron. The
higher the kinetic energy of the positron, the greater the distance traveled from its
decay origin. This distance adds uncertainty to the location of the original decay
site and contributes to resolution degradation in the reconstructed image. Lastly
the majority of annihilation events do not result in perfectly colinear 511 keV pho-
tons because some residual momentum is left with the positron at the time of
annihilation. The loss in spatial resolution of non-colinear photons is ~0.2 % of the
detector ring diameter, which for an 80 cm ring can be as high as 2 mm. These
three physical factors of the detection process limit the intrinsic resolution of a
PET scanner to approximately 6 mm in an 80 cm detector ring. Constructing a
scanner with smaller detectors and a smaller ring diameter will improve the intrin-
sic resolution, but as the size decreases, the positron range will eventually domi-
nate the resolution degradation.

Objects smaller than the spatial resolution of the PET system can still be resolved
in an image, but the measured radioactivity concentration and contrast are dimin-
ished compared to the truth. The spatial resolution of a system is measure by placing
a point object in the scanner field of view and collecting an image. The resulting
image is a sphere with an intensity profile that is Gaussian, having a full width of
3—4 mm at half maximum (FWHM). This is called the system’s point spread func-
tion. A PET system is able to correctly measure the true radioactivity concentration
when the measured object is greater than twice the resolving volume (2 x FWHM)
of the system. When imaging volumes are smaller than the resolving volume of the
PET systems, the pixel intensities in the reconstructed image no longer represent the
true concentration. This physical effect is called the partial volume problem.
However, this loss in signal can be modeled and corrected using methods of partial
volume correction.

3.2 Corrections and Image Formation

The basic approach to image formation is the process of using 2D projections to
estimate the 3D distribution of radioactivity in a structure. This can be done using
stacks of 2D or fully 3D projection data. The image formation process is called
reconstruction, and two general methods are available: (1) a direct inversion process
called filtered back projection (FBP) and (2) an iterative process called maximum
likelihood expectation maximization. The former algorithm requires fewer compu-
tational recourses compared to expectation maximization but is limited by assump-
tions that include geometric invariance across the field of view, noiseless data,
perfect corrections for true events, and no gaps in the tomographic projections.
These assumptions are not necessary for expectation maximization because the
physics of the photon interactions and scanner geometry among other aspects can
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be included in the algorithm during reconstruction. However, before the projection
data can be reconstructed into an image, corrections need to be made to address
random events, scatter events, and attenuation effects in the prompt dataset.

As briefly discussed above, random events are random in time and space. These
events are measured in two ways: (1) direct measurement using a delayed window
or (2) estimated from the single 511 keV count rates between opposing detectors.
The estimate of randoms is obtained for all LORs and subtracted from the prompt
dataset resulting in the sum of the true and scatter coincidence events. Ideally, a
randoms fraction <10 % of the prompt rate is considered desirable, as this rate will
not overly tax the counting electronics. Scatter in a dataset leads to a reduction in
contrast and resolution. The distribution of scatter in an image is dependent on the
structure of the object, and the probability of scatter is higher for LORs that pass
through the center of an object. Thus, a reconstructed image without scatter correc-
tion will have the appearance of higher radioactivity at the center of the object.
Scatter correction is a difficult problem because the source of a scattering event
depends on the radioactivity distribution and attenuating structures of the object.
PET instruments are not sensitive enough to measure scatter directly; thus, scatter is
estimated using knowledge of the radioactive and structural source distributions.
The algorithms that are most commonly used are the single scatter simulation, con-
volution scatter correction methods, and a Gaussian fitting technique. Two funda-
mental difficulties can result in the application of these algorithms. First, these
methods operate on measured data collected inside the field of view; thus, sources
of radioactivity outside the field of view are unknown. Scatter from outside the field
of view is typically overcome by calculating the shape of the scatter profile and then
scaling to scattered radioactivity measured outside the object. The second difficulty
is estimating scatter at low count rates where scaling of the profile can be erroneous
due to increased uncertainty in the detected scatter events. The total scatter in the
prompt dataset depends on the mode of operation. The scatter signal comprises
approximately 10-15 % of the prompt dataset in 2D imaging and 40-50 % of the
prompt dataset in 3D imaging. Scatter correction is performed by subtracting the
estimated scatter from the prompt dataset resulting in the sum of true coincidence
events.

Attenuation correction estimates the loss of signal in a dataset due to photons
absorbed in the object or scattered outside the field of view. For a 20 cm diameter
object, this signal loss can be as high as a factor of x7 in the center of the object. For
PET, attenuation of an object depends on the total path length traveled along an
LOR. The total attenuation can be measured directly by placing a source of radioac-
tivity at the edge of the field of view and acquiring counts with and without the
object in the scanner. The logarithm of the ratio of these measurements will give the
attenuation factor for a given line of response. Traditionally, the transmission scan
is accomplished using an external sealed radioactive source (Ge-68, Cs-137, Co-57)
that is rotated around the object for several minutes. In modern clinical PET sys-
tems, the transmission scan is acquired using a computed tomography (CT) scanner.
These hybrid (PET/CT) systems provide two major advantages compared to tradi-
tional systems. First, the CT provides anatomical detail that can be fused with the
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PET reconstruction for localization and correlation of radiotracer uptake with anat-
omy. Second, CT imaging is a high photon statistical process that provides nearly
noiseless data when compared to external rotating sources, thereby minimizing the
propagation of transmission data noise into the reconstructed image. Attenuation
correction is performed by multiplying the true coincidence events by a set of atten-
uation correction factors.

When randoms, scatter, and attenuation corrections have been made to the data,
the final result should be a dataset made up of true events. FBP requires that the
corrections to randoms, attenuation, and scatter be performed perfectly prior to
reconstruction. There are additional corrections needed to meet the requirements
for filtered back projection, including scanner geometry and detector efficiency.
Although great effort is spent in instrument calibration and computational resources
to generate these corrections, invariably a breakdown does occur in the FBP
assumptions, and the results can be observed in the image. Poisson noise in the
individual lines of response results in streaks in the images radiating out from the
center of the field of view. This is most apparent outside the object where both posi-
tive and negative streaks occur. Some level of image artifacts due to the FBP pro-
cess should be acceptable to take advantage of the fast reconstructions offered by
this algorithm.

The iterative reconstruction process is not constrained by the same assump-
tions as FBP but does have drawbacks. The process of iterative reconstruction can
incorporate many aspects of the imaging process into the algorithm to compute
the most likely source distribution that created the prompt dataset. The iterative
process begins with a guess of the source distribution. The scanning process is
then simulated by forward projecting the guess to create a simulated prompt data-
set. The simulated dataset is then compared to the measured prompt dataset, and a
correction for the guess image is created. The guess image is then updated, and the
process occurs repeatedly through several iterations until the simulated data
match, or closely match, the measured dataset. The advantage of the iterative
reconstruction process is the inclusion of the corrections (i.e., randoms, scatter,
and attenuation). Poisson count statistics and other physical scan processes are
factored into the scanning simulation step of the algorithm. The result is an image
that is much more accurate, as noted by a visual improvement in contrast and
noise compared to FBP. The drawback of the iterative method is a substantial
increase in computational time. The process of simulating the scanner physics is
time consuming, and increasing the number of corrections adds to the computing
time. A second drawback is deciding how many iterations are necessary for the
simulated data to be considered matched to the measured dataset. Because the
decay and acquisition process follow well-known Poisson distributions, the deci-
sion can be made by probabilistically comparing the datasets. In general, there are
a number of iterations that when exceeded result in an incremental improvement
in the guess image; thus, a fixed number of iterations is chosen for practical rea-
sons. The choice of using FBP or iterative reconstruction is often a legacy matter,
but as computation power increases, iterative reconstruction has become
preferred.
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3.3 Quantification

PET offers the possibility of absolute quantitative measurements of radiotracer con-
centration in vivo. This implies that the voxel intensities are directly proportional to
the radioactivity concentration. There are several methods of image processing to
extract physiologically relevant data from PET images, from the simplistic data
normalizations to mathematical modeling of radiotracer time-courses. Whatever the
needed information from the analysis of image data, it is desirable that the process
be easily reproducible and reliable across subjects with various biological states.
This would permit studying populations or the progression/inhibition of biological
states in an individual before and after treatment. The purpose of this section is to
describe techniques to quantify PET image data.

3.3.1 Standardized Uptake Value

The standardized updake value (SUV) is a dimensionless quantity (g/mL) that is
calculated by normalizing the measured radiotracer concentration in a target tissue
to the ratio of the administered radioactivity and subject mass. This normalizing
step is an attempt to compensate for the inter- and intra-subject variation and offers
a fast and easy method of comparing radiotracer uptake in a target. The SUV is a
function of time as the compound distributes and concentrates in tissues. Generally,
given enough time post injection, the radiotracer will reach peak uptake or tran-
sient equilibrium. It is at one of these time points that SUV is typically evaluated.
For a radiotracer evenly distributed throughout the body, the SUV would equate to
one everywhere. An SUV value greater than one suggests that a physiological
mechanism is actively involved in the concentration of a radiotracer. But SUVs are
subject to variability from a number of sources such as the duration of the scan,
physical decay correction, biological variations or nonsteady-state processes,
inaccuracies in body weight (i.e., presence of fat), image noise, and scanner
cross-calibration.

3.3.2 Target to Reference Tissue Ratios

The ratio of target-to-reference tissue regions improves the robustness of the quan-
tification because it does not require calibration of the scanner. Secondly, the PET
data do not need to be corrected for physical decay of the labeled radioisotope. The
target tissue contains the molecular target, whether a transporter process, receptor
site, or other cellular process. The reference tissue is a region that does not include
the molecular target or has a negligible concentration. For example, the target tissue
may be a region in the brain that expresses a receptor that exhibits specific binding
for the radiotracer, but this receptor is absent in the reference region. Some
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challenges are present with this method, as a tissue or region exhibiting negligible
specific binding may not be available. Secondly, the target-to-reference tissue ratios
are a function of time; therefore, care must be taken in selecting the most appropri-
ate time point.

3.3.3 Kinetic Analysis

Quantitative image data from PET allows relationships to be inferred that relate the
kinetics and distribution of a radiotracer to one or more physiological processes in
the body. This usually requires dynamic imaging (acquiring multiple images of the
radiotracer distribution over time) to observe the movement of radiotracer from
region to region or its change within a region over time. Physiological information
regarding processes responsible for the radiotracer’s dynamic distribution can then
be estimated with the help of a mathematical model. This concept has been used to
determine a number of physiologically meaningful parameters such as blood flow,
cellular metabolism, and receptor density. The mathematical model may be carried
out using several approaches such as compartment modeling, graphical transforma-
tion, and evaluating the system at equilibrium.

The process of collecting dynamic PET data starts at the time of injection and
extends for a duration long enough to capture the biochemical process of interest.
The interval of successive images, or frames, should be on the order of the tem-
poral changes of the radiotracer distribution. At the time of injection, the radio-
tracer enters the bloodstream through a peripheral vein and is quickly pumped
though the pulmonary vasculature and the rest of the body. Early images of the
radiotracer contain information primarily influenced by blood flow and intersti-
tial tissue exchange and must be collected rapidly because the distribution
changes quickly. Each successive pass of the radiotracer through the system is
characterized by radiotracer leaving the blood and concentrating in the peripheral
tissue for one reason or another. Over time the accumulated radioactivity is sensi-
tive to differences in cell physiology. Therefore, a dynamic PET acquisition
begins with short time frames to capture blood flow-dependent changes followed
by gradually lengthening time frames to capture slower processes occurring
within the tissues.

It is desirable to image for as long as the relative radiotracer distribution contin-
ues to change. However, the total imaging time is limited by physical, physiologi-
cal, and practical considerations. First, the physical half-life of the labeling isotope
limits the useful imaging time to approximately 3—4 half-lives. After more than
about 4 half-lives, the reduced number of collected counts increases image noise,
decreases image contrast, and leads to a less accurate estimate of the amount of
radiotracer in tissue. Physiological factors such as organs that metabolize, concen-
trate, and excrete the radiotracer can confound image interpretation in areas sur-
rounding those tissues. Lastly, practical limitations such as use of scanner time and
patient or subject comfort will impose limits on the duration of an imaging study.
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Considering these limitations, it is reasonable to assume that no matter the bio-
chemical process of interest, approximately 2 h of useful imaging time (including
positioning and transmission scanning) is available to collect information.

3.3.3.1 Compartment Modeling to Described PET Data

The reconstructed radioactivity concentration contained within a region or voxel in
the PET image arrives from a combination of multiple signals including that from
arterial blood and tissue. The influence of one signal versus the other depends on a
variety of physiological mechanisms including transport from the plasma to the
interstitial tissues and changes in the molecular state such as metabolism or binding
to receptors. Each of these physiological spaces or states is assigned to a compart-
ment. Each of these compartments varies over time in the region or voxel and can
be described by a series of coupled first-order differential equations. The coeffi-
cients, representing the rate of radiotracer exchange between compartments, are
assumed to be invariant over the duration of the study. The rate of exchange of
radiotracer between compartments could be very interesting physiologically. For
example, it could represent a metabolic rate, the rate that the radiotracer binds to a
specific site which in turn is proportional to the number of binding sites, or the rate
at which a radiotracer crosses a capillary membrane, which is in turn proportional
to the amount of blood flowing into that capillary or tissue. The goal of modeling is
to choose an appropriate number of compartments and their associated rate con-
stants to permit the elucidation of pharmacokinetic parameter values that are of
physiological importance.

The sophistication of the compartment model in PET imaging is limited due
to spatial and temporal sampling as well as noise in the image. Image noise is the
largest confounding factor and is influenced by a large number of variables in the
processing of PET data, including camera sensitivity, radiotracer uptake, scan
duration, reconstruction parameters and image corrections, and the size of the
region of interest. One, two, or three compartments are generally sufficient to
describe PET data. A series of compartments might consist of (1) free radiotracer
in blood plasma, (2) free radiotracer in extracellular space, and (3) radiotracer in
intracellular space. The free radiotracer in plasma is generally considered the
first compartment and is measured from arterial blood (see Sect. 3.3.3.2). The
compartments representing the extracellular and intracellular space are com-
monly referred to as “tissue” compartments; therefore, the above example is also
termed a two-tissue compartment model where the plasma compartment is
inferred. The exact physiological meaning of the rate constants assigned to the
compartments will depend on the modeling assumptions and compartment defi-
nitions. For example, a two-tissue compartment model linked by four rate con-
stants is typically sufficient describing a radiotracer that binds to a receptor site
in the brain (Fig. 3.2a, b).

Often the number of compartments corresponds to the number of physical
spaces within the tissue but may also represent a state. These physiological



3 Positron Emission Tomography (PET) Use in Pharmacology 59

Pre-synaptic neuron

4 Neurotransmitter

Y Receptor binding site

Y Transporter binding site
<4 Non-specific binding site
A Radiotracer

ra)

Post-synaptic neuron

Capillary vessel

b
Tissue
Capillary Boundary
1
] j=TT===== 1
1 K Ly I K
Pl : 1 . : > Bound to
(aCsr;]a " : ((r:e(; I receptor
Pl ke " F 1k, (Cp)
=11 1 <+
] [ R _|
1
! Ks Kg
1 mgmadea,
1 [
| Non- I
| specifically 1
1 bound :
: (CNS) 1
s e e I

Fig. 3.2 Simplistic representation of the binding of a radiotracer selective for a receptor on the
postsynaptic neuron (b) A two-tissue compartment model depicting the process in (a). The com-
partments consist of (1) radiotracer in the plasma supplying the tissue, Cp; (2) free radiotracer in
the extracellular space, or bound to a nonspecific site, Cr,ys; and (3) radiotracer bound to the target
receptor, C. The rates of exchange between compartments are denoted by the arrows and their
associated constants (K, ky, k3, k;). The compartment model is considered reversible because the
radiotracer is free to leave the bound state and reenter the extracellular space
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differences, and others like them, must be considered in the compartment model
because they affect how the rate constants are interpreted. The physical scale of
the situation depicted in Fig. 3.1 is on the order of 10 pm. A PET scanner, with
resolution on the order of mm, cannot distinguish between a radiotracer in the
different compartments; thus, the measured PET signal at any given time is the
total of the radioactivity in all compartments. The contribution of modeling is to
infer how the radiotracer is being transported between the compartments by
using mathematical modeling as a basis for understanding the dynamic data mea-
sured by the scanner.

The constants describing the rates of exchange between compartments are
obtained by solving a coupled series of differential equations (Egs. 3.1 and 3.2). The
measured PET signal is the weighted sum of the blood (Cp), extracellular (Cg,ys),
and bound compartments (Cg) (Eq. 3.3). The weighting factors (Vp, Vi, Vi) are the
fraction of an image pixel that each of the compartments occupies. There are more
constants than available equations; therefore, the problem is mathematically under-
determined, and there is not be a single unique set of rate constants that describe the
measured data. In the model’s application, the rate constants are determined simul-
taneously using iterative methods, and the solution is restricted to physiologically
relevant values. Equations for the model depicted in Fig. 3.1 are:

dc,
d_tF = K\Co =k, Crins =k Crins +5,Cy G.D
d¢
dl‘B =k Crns —k,Cy (3.2)
PET =V,Cp +V.Cpns TV Cy (3.3)

If the radiotracer freely exchanges between compartments for a sufficient
length of time, and the radioactivity concentration in the plasma is held constant,
the concentrations in the extracellular and intracellular spaces eventually reach
equilibrium. At this point the individual compartment concentrations do not
change, and the left side of Eqgs. 3.1 and 3.2 are zero. At equilibrium, it is very
difficult to accurately separate the individual influx and efflux rate constants for
each compartment because of the underdetermined nature of the problem.
However, the ratio of rate constants is considered unique and useful for repre-
senting the ratio of concentrations of radiotracer in two compartments. The equi-
librium ratio is termed a volume of distribution and can be calculated as an
appropriate combination of rate constants. By convention, the total volume of
distribution, V7, is the ratio of the radioactivity concentrations in the tissue to that
in plasma. For the two-tissue compartment model in Fig. 3.2, V; is the summa-
tion of the distribution volumes in the free compartment and cellular compart-
ments (since Vi and Vy are equal in this case). The distribution volume in the free
compartment is also referred to as the non-displaceable distribution volume,
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Vxp = Cr/Cp. The relationship to the rate constants can be derived from Eqgs. 3.1
and 3.2 and the equilibrium condition as:

C K
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where the last approximate equality arises from Eq. 3.4, assuming V} is small and
Vr= V3. The analysis techniques below can be used to quantitatively determine com-
binations of rate constants even if the system under investigation is not in equilib-
rium. In this case, a quantitative value can be derived from the dynamic PET data
that is directly related to the physiology being studied.

In the brain, the compartment model for receptor imaging has two-tissue
compartments. The first corresponds to the radiotracer residing in extracellular
space and the second corresponds to the radiotracer bound to the receptor target.
The latter tissue compartment is not defined in space but a change in state of the
radiotracer from “free” to “bound.” The rate constants describing the movement
of the radiotracer in the receptor model are as follows: K; [mL/g/min] and &, [1/
min] represent the unidirectional fractional rate constants, corresponding to the
influx and efflux of radioligand diffusion across the blood brain barrier, respec-
tively. k, is the rate that tracer leaves the extracellular compartment for the
plasma, k;=k,,B,.i since this is a tracer experiment, and k, =k, the off rate
from the transporter [2]. The kinetic parameter of interest is the number of
available receptors for binding (B,.;) in a brain region compared to that in the
free space,

(VT _VND) CB _ E — konBavail — Bavail (3 5)
VND CF+NS k 4 k off K D

where K is the disassociation constant. This term is commonly referred to as bind-
ing potential (BP).

For a radiotracer that is trapped in a cellular process, whether by incorporation
into another molecule, the model has at least one compartment that is irreversible
(Fig. 3.3). In this case, the concept of equilibrium distribution volume is not use-
ful. Instead, the rate at which the radiotracer is incorporated into protein is more
relevant and related to the rate that the radiotracer enters the irreversible compart-
ment. The flux into the extracellular space is the product of the blood flow and
extraction fraction (the probability that a radiotracer molecule will cross the cap-
illary membrane during a single pass through the capillary). The flow and extrac-
tion fraction product is the unidirectional rate constant K; in the compartment
model. Multiplying this quantity by the radiotracer arterial plasma concentration
gives an estimate of the rate of transfer of radiotracer into tissue. Let K represent
the rate of glucose delivery to the free space. Then the net rate of glucose delivery
across the cell membrane can be determined by multiplying K, by the fraction of
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Fig. 3.3 A two-tissue compartment model representing the trapping of a radiotracer in a cell

radiotracer that leaves the free space and enters the cell. This quantity represents
the net influx of a radiotracer into the cell.

k
influx Kl : (36)
k, +k,

This is represented in Fig. 3.3.

3.3.3.2 Input Function

The concentration of the radiotracers in tissue depends on the time varying concen-
tration of the radiotracers in arterial blood. The input function can be determined by
measuring arterial blood samples. Following a bolus injection, blood samples are
initially drawn at a high frequency and as the dose distributes throughout the body,
blood samples are collected less frequently. The blood is then centrifuged to sepa-
rate blood cells and proteins from the plasma. Only radioactivity contained in the
plasma fraction is measured because it represents the amount of radiotracer that is
free to cross the capillary boundary and enter the tissue.

Another technique to derive a suitable input function is to measure it directly
from image data. This technique entails placement of a large ROI over an arterial
structure, such as the left ventricle, aorta, or another large artery. If number and
proportion of labeled metabolites in blood are known or they are rapidly and effi-
ciently excreted from the bloodstream, this approach may permit comparisons
between kinetic parameter estimates and actual arterial samples [3, 4].

A third technique to estimate an input function is the reference region approach
which is widely used in receptor imaging [5]. A reference region is defined as a
tissue region that is identical in all aspects to the region of interest except there are
negligible specific binding sites. This technique provides several advantages
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compared to arterial sampling including reduction in discomfort to the patient, need
for fewer personnel, and reduced errors in the compartment model parameter esti-
mates because the reference region and region of interest are derived from the same
image data. The reference procedure introduces a second compartment model that
describes the delivery of radioligand to the interstitial space of the reference region.
This in turn permits construction of a mathematical model that describes the plasma
input in terms of the reference region and the estimation of kinetic parameters.

3.3.3.3 Modeling Assumptions

There are a number of implicit assumptions made when using compartment models
to describe the kinetics of a radiotracer in a complex biological system. The first and
most important assumption is that the mass of injected radiotracer (labeled and
unlabeled) is a trace amount. That is, its concentration is negligible to the extent that
is does not alter in any way the process that it is intended to mimic. This is equiva-
lent to saying that so little compound is administered that it does not produce even
the slightest pharmacological effect. This assumption is met when the specific activ-
ity, which is radioactivity divided by the total mass (GBg/micromole), of the tracer
is sufficiently high. Second, the endogenous molecule mimicked by the radiotracer
must be at steady state throughout the duration of the experiment. This condition is
met if there are no changes in external factors such as administration of compounds
that alter the physiological state or compete with the radiotracer for binding in the
tissue. Thirdly, the mixing of the radiotracer with other molecules in the compart-
ment must occur at a substantially faster rate than its exchange between compart-
ments. Often this assumption is referred to as instantaneous mixing. Lastly, the
labeled isotope does not change the behavior of the radiotracer in relation to the
stable label. For example, [C-11]raclopride is expected to behave exactly as raclo-
pride containing stable carbon. This is termed the isotope effect.

3.3.4 Graphical Transformation

A common approach to estimating kinetic parameters that is often performed in
parallel with compartmental modeling is graphical analyses because it is simple and
does not require complete knowledge of the underlying physiology of the system.
Current graphical methods only require knowledge that the radiotracer is either
freely reversible in all compartments or irreversibly trapped by at least one compart-
ment, regardless of the number. In both cases, transformations are performed on the
time and measured radioactivity so that, when plotted, the graph approaches a
straight line at later time points.

The Patlak plot is a graphical method that has been used in analyzing [F-18]
FDG data because it assumes at least one compartment is irreversibly trapped
[6, 7]. This compartment would represent the phosphorylation of [F-18]FDG. This
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graphical approach estimates fractional uptake rate of [F-18]FDG described in the
two-tissue compartment model (Fig. 3.3). The approach works, because after the
reversible compartments reach quasi-equilibrium, the change in radioactivity levels
in tissue is due solely to trapping in the irreversible compartment. The data trans-
formation described by Patlak is such that when equilibrium in the reversible and
plasma compartments is achieved, the plot approaches a straight line and the slope
of the line is the influx constant, Kja,x. A second graphical approach is applicable
when all compartments are reversible and is referred to as Logan analysis [8, 9].
Such an analysis may be appropriate for tracers that are reversible, such as receptor
binding studies. Following the graphical transformation, the slope of the linear
region is the distribution volume. Both the Patlak and Logan graphical transforma-
tion methods can be used with a reference tissue input if arterial blood is not
measured.

3.4 Application of PET in Pharmacology

The PET tracer technique permits the characterization of in vivo drug interactions
with specific protein targets while not perturbing the physiological system. Choosing
an appropriate radiotracer, of high affinity for a target of interest, can provide
insights into neurochemical interactions related to behavioral observations. Some of
these insights include drug interactions with neurotransmitter receptors and trans-
porters, changes in cerebral blood flow, and alterations of cerebral metabolism. A
straightforward application of PET is characterization of the radiotracer uptake
kinetics and biodistribution, including overall magnitude (SUV), time-to-peak
uptake, and the washout phase. This simplistic analysis has lead to several notable
contributions including radiolabeling of cocaine and methylphenidate with car-
bon-11 to examine their in vivo kinetics in humans [10, 11]. These psychostimu-
lants have roughly equal affinity for all three monoamine transporter systems
(dopamine, serotonin, and norepinephrine); however, their kinetics vary consider-
ably. The washout phase of methylphenidate is substantially slower than cocaine,
and this observation is thought to contribute to differences in abuse potential
between these agents despite their similar binding profiles. Radiolabeling of drugs
has led to a number of insights into how behavioral outcomes relate to drug kinetic
profiles and their interactions and continues to be a powerful technique with PET
[12, 13].

Compartment modeling analysis can lead to a deeper understanding of underly-
ing physiological processes in vivo by estimating rate constants that govern radio-
tracer uptake. One aspect is calculation of binding potential, which is related to the
total number of available binding sites and plays an essential role examining the
acute and chronic integrity of protein targets [2]. Furthermore, binding potential
may be calculated in the presence of competitive drug binding to determine occu-
pancy at the target site [14]. Occupancy experiments are generally conducted in two
steps, an initial study in the presence of no drugs to measure the baseline density
followed by exposure to the drug then immediately repeating the study to measure
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the density with drug on board. The ratio of the measured binding potential between
these two states can be used to calculate the occupancy of drug in the target tissue,

_ ( ) — J
Occupancy % =100%| | -———
baseline
Calculation of occupancy has been crucial in determining the relationship between
drug concentration in vivo and pharmacological onset. For many psychostimulants,
it has been determined using PET that a minimum drug occupancy of at least 65 to
75 % is needed to observe behavioral changes [11, 15, 16]. These experiments can
be conducted in a single session starting with an initial baseline phase followed by
a drug chase that displaces the baseline signal [17, 18].

Similar to the occupancy protocol, PET has been used to measure drug-induced
endogenous neurotransmitter release. In this case, the drug administered evokes
release of endogenous neurotransmitters that compete with the radiotracer for bind-
ing. The classic case is displacement of [C-11]raclopride from D2/D3 receptors by
release of dopamine after administration of amphetamine or similar analogues. This
experiment is different than drug occupancy described above because the displace-
ment action is due to competitive interactions with an endogenous molecule rather
than an exogenously administered drug. Again, the binding potential can be calcu-
lated using compartmental modeling concepts and the difference between the base-
line and drug induction are typically compared.

Lastly, assessments in changes of cerebral metabolism are useful for monitoring
changes in brain activity under various drug actions. The actual calculation of
regional cerebral glucose metabolism is complicated by the need for arterial blood
sampling to determine the input function. Secondly, FDG imaging does not follow
the complete glucose metabolic pathway, and a conversion factor is needed to relate
FDG metabolism to glucose metabolism, called the lumped constant. FDG data are
compared using SUV quantitation or by group analysis packages such as statistical
parametric mapping [19]. Hyper- and hypometabolic changes can be determined in
these studies compared to a baseline or normal control population [20]. These tech-
niques have been used extensively in studies of acute and chronic drug interactions
[16, 20-23].

PET offers a great value in translational sciences from simple experiments to
measure brain penetrability of radiolabeled drugs and their biodistribution to more
sophisticated studies including calculation of occupancy using radiotracer displace-
ment protocols.

3.5 Challenges to Using PET

The uptake and distribution of radiolabled molecules will depend, in part, on the
laboratory conditions during the study including the environment, normal physiol-
ogy, and use of anesthetics. These factors add variability to the outcome
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measurement and anticipating such pitfalls can improve the quality of the data.
Below is a brief discussion of some particular challenges.

PET imaging requires that the subject be still throughout the exam. Motion on
the order of the resolution of the scanner (by as little as a few millimeters) degrades
the achievable reconstructed resolution, reduces contrast, and may lead to the erro-
neous application of attenuation correction. In dynamic PET imaging, scan dura-
tions may be in excess of 1 h, and invariably a subject will shift a small amount to
ease discomfort over this duration. A motion event may be voluntary or involuntary.
For example, motion such as moving an arm to tend to an itch or respiratory motion
during normal breathing. Additional movement may result from the subject’s physi-
ological state such as muscle tremors or forgetting instructions. It is desirable to
correct for motion events as best as possible by either closely monitoring the subject
or using software tools. In brain imaging there are generally two types of motion to
consider: (1) motion between the emission (PET) and attenuation scans and (2)
motion within an emission frame. The former is relatively easy to address using
software to align the transmission data with the emission data and re-reconstruct the
PET images. The latter presents more challenges and has been addressed by subdi-
viding the emission data into shorter frame durations, throwing out the time dura-
tion that included the motion or incorporating more sophisticated motion correction
algorithms in the reconstruction. Head restraints help prevent a great deal of these
troubles but not all.

With the exception of a few laboratories, anesthesia is used in the preclinical
imaging environment to sedate animals and maintain the quiescent state needed for
PET imaging. There is ample evidence showing that anesthesia alters the physiologi-
cal state of an animal including blood flow, metabolism, and neurotransmitter expres-
sion in the brain [24-26]. A large number of commonly used anesthetics including
ketamine and isoflurane have been shown to alter brain homeostasis. Many of the
effects listed above are dose and species dependent. Minimizing physiological alter-
ations secondary to anesthetics generally entails careful monitoring and simplifying
laboratory procedures so they can be easily replicated.

A well-controlled environment including warming devices and monitoring
equipment is crucial to a successful study. Control of these conditions is most
important in animal imaging, where the mouse, rat, or nonhuman primate is sedated
during the study. A reduction in an animal’s core body temperature results in con-
striction of blood vessels and redistribution of blood to conserve vital functions.
These changes will alter the uptake of radiotracers, generally reducing the
contrast.

3.6 Dosimetry

Radiation dosimetry refers to the amount of energy deposited in an organ and the
whole body (i.e., dose) resulting from the internal administration of radionuclides.
This information is important in assessing deterministic (e.g., cataract,
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radiotoxicity) and stochastic (cancer induction) effects from radiation exposure.
Some regulatory bodies limit the amount of internally deposited radiation dose;
therefore, estimating internal dose from radiopharmaceutical injections may be
warranted. The purpose of this section is to provide an overview of how absorbed
dose is estimated for internally deposited radiolabeled molecules.

The absorbed dose is a function of the radiotracer’s kinetics, the number and
energy of the emitted radiations, and the organ sizes and positions. The latter can be
obtained from anatomical imaging (either CT or MR); however, capturing the radio-
tracer kinetics for calculation of individual absorbed doses requires long scan times
and is not feasible in a clinical setting. Thus, methodology has been developed to
estimate dose based on anthropomorphic phantoms that is then extrapolated to pop-
ulations of subjects. The following sections briefly describe the Medical Internal
Radiation Dose Committee (MIRD) method and present published absorbed dose
results for some common radiotracers used in PET research.

3.6.1 Acquisition Protocols and Calculation of Time Activity
Curves

Serial whole-body scans spanning from the head to mid-thigh are used to gather the
radiotracer kinetics for absorbed dose calculations. Bed durations are typically short
following administration of the radioactivity to measure the blood pool changes and
then gradually increase to capture longer retention kinetics within organs. Fast excre-
tion kinetics may necessitate that scans begin at the mid-thigh rather than the head in
order to capture the initial elimination of the tracer and its metabolites by the kidney
before it is taken up into tissue. As with compartment modeling, the total scan duration
that a subject can tolerate is limited to about 2 h. Information beyond this point is
estimated by extrapolation assuming only physical decay beyond the last measured
data point or by using more sophisticated methods of curve fitting and compartment
modeling.

3.6.2 Absorbed Dose

To standardize the dose calculation, Stabin et al., 1996, published the MIRDOSE
software which calculates the internally deposited dose from the number of decays
that take place in each organ [27]. The software includes the International
Commission on Radiological Protection (ICRP) GI tract model and Cloutier
dynamic bladder model (ICRP 30) which account for radioactivity moving through
these excretory systems [28, 29]. The software provides the absorbed dose and
effective dose per unit of administered radioactivity as detailed in the MIRD primer
[30]. The MIRDOSE code has since been updated to comply with FDA 510k rules
and renamed OLINDA/EXM [31]. OLINDA contains all the features of MIRDOSE
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with some additions such as an expansion of the radionuclide library, the ability to
change organ masses to better match patient populations, and updates to absorbed
fractions of marrow, bone, and skin.

The organ dose result from the MIRD schema is reported in units of equivalent
dose as defined by the ICRP that are then normalized by the administered
radioactivity [mSv/mBq]. The equivalent dose (Sv) is the absorbed dose (Gy) mul-
tiplied by a weighting factor called the relative biological effectiveness (RBE). The
RBE is proportional to the amount of energy needed to produce a biological effect
relative to a standard (200 keV x-rays). It is an empirical weighting factor that
ranges from 1, for x-rays, to 20, for alpha particles. For establishing annual limits,
the ICRP introduced the effective dose to take into account the probability of sto-
chastic effects such as cancer caused by radiation-induced cell mutations. The
effective dose is a sum of the individual organ contributions to the whole-body
stochastic radiation burden, for which each organ is multiplied by a weighting fac-
tor proportional to an organ’s susceptibility to cancer induction [32]. This effective
dose is used in comparisons of radiation risk and for recording cumulated radiation
burden. It is also of interest to know which organ receives the highest equivalent
dose. This organ is referred to as the critical organ. Often the limit for an individual
organ dose is reached before the limit established for the whole body. The US Food
and Drug Administration in Title 21 CFR Part 361 suggests limits for whole-body
radiation dose to adult research subjects to less than 30 mSv for a single injection
and 50mSv annually. A single organ cannot receive more than 50 mSv in a single
injection and 150 mSv annually. These constraints on dose will limit the maximum
number of injections for research subjects.

The whole-body effective dose per unit administered radioactivity for a variety
of Fluorine-18 labeled compounds typically ranges between 0.015 and 0.025 mSv/
MBq (6-10 mSv for 370 MBq). The whole-body dose is a function of isotope half-
life, but the reduction in dose from using short-lived isotopes is often offset by the
need to inject more activity to provide suitable counting statistics in the image. The
dose per administered activity is roughly greater by a factor of 3 for the *F-labeled
compounds.

3.7 Conclusions

The application of compartmental modeling in PET provides a simplified mathe-
matical interpretation of the time varying uptake of radiotracers that is used to
extract physiological information. Prior to application of a model, it is important to
understand both the biochemical behavior of the injected radiotracer and underlying
physiology of the disease. This information is crucial for choosing an appropriate
number of compartments and rate constants and in the interpretation of the esti-
mated parameters. A well-constructed model will give more insight into the physi-
ological mechanisms that characterize a disease and be more sensitive to changes in
the disease state.
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Chapter 4
Population Pharmacokinetics

Ayyappa Chaturvedula

Abstract Population pharmacokinetics is the study of sources and correlates of
variability in drug exposure and response. The study of population pharmacokinet-
ics represents an important aspect of drug development and plays a key role in find-
ing the right dose to inform product labeling decisions. Application of novel
mathematical and statistical tools to the study of population pharmacokinetics has
revolutionized the drug development process. Pharmacostatistical models com-
posed on pharmacokinetic, pharmacodynamic, disease progression, trial design
aspects, and econometrics are widely used in decision-making at every stage of drug
development. Nonlinear mixed-effects modeling methodology enables the analysis
of sparsely collected pharmacokinetic and pharmacodynamic data from large-scale
late-stage clinical trials to understand drug exposure—response relationships.
Regulatory authorities such as the US FDA and EMEA have supported and worked
with pharmaceutical industry to bring about a successful culture of change in drug
development, which has evolved into a concept called model-based drug develop-
ment (MBDD). MBDD uses modeling and simulation to implement a “learn and
confirm” paradigm. This chapter is intended to provide the reader with a basic
understanding of the various methods involved in population pharmacokinetics with
an emphasis on the current gold standard of nonlinear mixed-effects modeling
methodology.
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Population pharmacokinetics is defined as the study of the variability in plasma
drug concentrations between individuals when standard dosage regimens are admin-
istered [1]. Studying the sources and correlates of variability in plasma concentra-
tions provides clinicians with important information for designing appropriate
dosing regimens. Important sources of interindividual variability in drug exposure
may be due to various factors such as food, drug—drug interactions, pathophysiolog-
ical conditions, and patient demographics.

During the course of new drug development, it is imperative to understand the
safety and efficacy of a new chemical entity by taking into account experimental
results from preclinical and clinical studies. Clinical development of a drug includes
phase I-IV studies in which a candidate compound progresses through studies in
healthy volunteers to clinical trials in patient populations. These trials typically
require collection of several plasma concentrations followed by pharmacokinetic
data analysis (compartmental or non-compartmental methods) and statistical analy-
sis to test the study hypothesis. This method is known as standard, two-stage popu-
lation pharmacokinetic analysis. The methodology first requires the estimation of
individual pharmacokinetic parameters and then calculation of the summaries that
represent population parameters (mean and standard deviation); this is followed by
hypothesis testing via statistical analysis. This classical clinical pharmacological
approach is somewhat limited to the early phase clinical trials with healthy popula-
tions where extensive pharmacokinetic sampling is feasible. It is logistically impos-
sible to collect such data in large-scale clinical trials (phase III) where only sparse
samples (1-2 samples per subject) are collected at intermittent clinical visits. Data
collected in this manner is not amenable to traditional pharmacokinetic analysis;
nonetheless, these trials contain plasma concentration data from the relevant patient
population in which the drug will ultimately be used.

Lack of pharmacokinetic methodology to analyze sparse data limits the utility of
routine therapeutic drug monitoring from actual patient populations. Other
approaches such as naive pooling and naive averaging of the data have been pro-
posed to handle sparse sample data but were shown to result in large biases in
parameter estimates or to lack the inference on variability [2].

The pioneering work by Drs. Sheiner and Beal on nonlinear mixed-effects mod-
eling (NLME) approaches set the stage for sparse sample pharmacokinetic data
analysis. The NLME approach is a parametric model-based approach to study popu-
lation pharmacokinetics. The NLME approach provides unbiased mean pharmaco-
kinetic parameters as well as the estimate of variability by partitioning total
variability in parameters into between-subject variability and residual variability
[3]. The software developed to implement this analytical approach was named after
the analytical method (nonlinear mixed-effects modeling (NONMEM™)) by the
University of Southern California and is currently licensed and managed by Icon
Development Solutions (Baltimore, MD). Currently, NONMEM™ is considered
the gold standard for population pharmacokinetic analysis; however, other software
options that use different algorithms for parameter estimation are also available.
These include Monolix (Lixoft, France), Phoenix (Certara, USA), ADAPT (BMSR,
University of Southern California, USA), and Pmetrics (LAPK, University of
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Southern California, USA). Of note, it is now common in the pharmacometrics
community to use the term NONMEM to describe the software program as opposed
to the NLME analytical approach. Also, for purposes of clarification, the terms
“population pharmacokinetics” and “NLME approach” are used interchangeably.

The objective of the current chapter is to describe the basic principles of popula-
tion pharmacokinetic modeling. This will include basic terminology, statistical con-
cepts of error structures, mixed-effects modeling, and methodology used to build a
population pharmacokinetic model. An in-depth mathematical discussion is beyond
the scope of this text. For a more extensive discourse, the reader is referred to
reviews by Ene et al., Bonate et al., and Giltinan et al., as well as the NONMEM™
user guide (Icon Development Solutions Inc., MD, USA) [2, 4, 5].

4.1 Basic Terminology and Concepts

The term “model” in this chapter refers to a mathematical model that describes the
pharmacokinetics or pharmacodynamics of a drug. These mathematical models origi-
nate from various compartmental model assumptions and are generally in the form of
differential equations that describe the temporal profile of plasma concentrations that
result from a particular dosage regimen. For example, the pharmacokinetic profile of
a drug that is administered as an I'V bolus and follows first-order elimination from a
one-compartment model can be described by the following mathematical equation:

C,="re™ A.1)

where Cj represents the concentration at the jth time point and CL and Vd represent
clearance and volume of distribution, respectively; ¢ is the time elapsed between dose
ingestion and plasma sample collections. The above model consists of dose as input,
time as an independent variable, concentration as a dependent variable, and CL and
Vd as pharmacokinetic parameters. When a clinical pharmacokinetic experiment is
conducted, post-dose plasma samples are collected from an individual at various time
points. These data (longitudinal) are then fit to a model such as that described by
Eqg. 4.1 to estimate individual pharmacokinetic parameters CL and Vd. The process
of estimating the parameters by fitting a model to the data is called “modeling.” Once
the appropriate pharmacokinetic model is fit to the data and pharmacokinetic param-
eters are estimated, Eq. 4.1 can be used to calculate the resulting plasma concentra-
tions from various inputs (i.e., dose and dosing frequency); this process is referred to
as pharmacokinetic simulation. Modeling and simulation have become a vital com-
ponent of clinical pharmacology and drug development programs, as they provide
the tools for building predictive pharmacostatistical models. These predictive models
are based on prior preclinical and clinical information and assist investigators in plan-
ning future confirmatory (phase III) clinical trials with a greater probability of suc-
cess [6]. Pharmacometrics can be defined as the branch of science that is concerned
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with the interplay between mathematical models of biology, pharmacology, disease,
and physiology. Pharmacometric data are used to describe and quantify interactions
between xenobiotics and patients, including both beneficial and adverse effects [7].
This ideology has given birth to a new approach to developing drugs called model-
based drug development (MBDD) [8]. MBDD involves the application of various
mathematical and statistical modeling and simulation tools to assist in key drug
development decisions, such as dosage selection and clinical trial design.

Pharmacokinetic modeling and simulation are both math and statistic intensive,
and a basic appreciation of both is necessary. These topics are briefly addressed here
but do not represent an exhaustive review of either subject. For more information,
readers are referred to detailed texts on linear algebra, calculus, mathematical statis-
tics, and probability theory. Nevertheless, a brief refresher is provided in this section
on the required terminology. Random variables are real-valued functions of a sam-
ple space with a probability distribution function. The value of the random variable
is determined by the outcome of a particular experiment. Random variables can be
discrete, such as categorical scoring for a pharmacodynamic effect or continuous
such as plasma concentrations. Expectation of a random variable and a function of
a random variable can be calculated from probability theory for both discrete and
continuous random variables, representing a weighted average of the possible val-
ues that it can take [9]. Random variables can have several probability distributions
such as Bernoulli, binomial, Poisson, geometric, hypergeometric, and negative
hypergeometric for discrete variables and uniform, normal, exponential, gamma,
chi-squared, and Cauchy for continuous variables. Central limit theorem provides
the theoretical basis that many random phenomena obey — at least approximately —a
normal probability distribution [9]. Normal distribution of a continuous random
variable is applicable to many assumptions in population pharmacokinetic model-
ing. A univariate, normal-variable distribution can be characterized by the mean and
variance of that distribution. Multivariate normal-variable distribution can be char-
acterized by a mean and a variance—covariance matrix [4, 9].

4.1.1 Methods for Studying Population Pharmacokinetics

Pharmacokinetic parameters in a population differ between individuals due to
intrinsic and extrinsic factors. Intrinsic factors include age, weight, gender, genet-
ics, and metabolic status of individuals, and extrinsic factors include concomitant
medications, comorbid conditions, and food. An individual pharmacokinetic model
consists of individual pharmacokinetic parameters, while a population pharmacoki-
netic model consists of population pharmacokinetic parameters and variability
parameters. Variability parameters of interest include between-subject variability,
between-occasion variability, and residual variability arising from errors in analyti-
cal methods, sampling, dosing, etc. For this introductory text, we will not detail the
intercession variability. Traditionally, various methods have been applied to the
study of population pharmacokinetics. Although some methods are more common
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than others, we will discuss a variety of such methods to provide a complete picture
of their use in the study of population pharmacokinetics. When drug administration
and sampling schedules are identical in all subjects in a study, one can take average
plasma concentrations across the same time points and fit a model to the mean data.
This approach is called naive average data approach (NAD). It is not a reliable
method for estimating population pharmacokinetic parameters because the averag-
ing may completely smooth the pharmacokinetic variability and completely change
the temporal pharmacokinetic profile (bi-peak phenomenon in individual pharma-
cokinetic profile may not be shown in a population average profile). Moreover, this
method does not provide any information on the between-subject variability. This
approach is currently only being used for preclinical experiments because other
sources of variability such as variability between animals or between occasions are
less than those observed in a clinical setting [2].

In situations where the sampling schedules are different between individuals, a
naive pooled approach (NPA) can be used. Using this approach, plasma concentra-
tions from all subjects are pooled and fit to a model as if they originated from a
single individual [10]. This approach can provide reliable population pharmacoki-
netic parameter data but as with NAD, it does not provide information on parameter
variability. However, this approach has been shown to provide biased estimates
when there is higher between-subject variability and heterogeneity in the sampling
schedules. A standard two-stage (STS) approach involves the fitting of individual
pharmacokinetic data and summarizing mean and variance data to determine popu-
lation parameters. This method is applicable in situations where extensive sampling
is performed; however, simulation studies show that this method provides upward
biases in the variability parameters [3, 11, 12].

An NLME approach has been proposed as the appropriate theoretical mathemati-
cal framework for analyzing longitudinal pharmacokinetic data from clinical pharma-
cology studies [5, 10]. The NLME takes a midway compared to STS, NPD, and NPA
approaches to appropriately pool the samples from various individuals and fit a popu-
lation model with parameters of typical pharmacokinetic parameters and variability
parameters. This approach can handle sparse samples in individuals (2-3 per subject)
and nonuniform study designs and thus can be applied to data from late phase clinical
trials and data from routine clinical practice. Some important features of NLME that
differ from traditional methods discussed above include (1) collection of relevant
pharmacokinetic information from a target population, (2) identification and mea-
surement of variability in drug exposure during development, and (3) determination
of the sources and estimating the magnitude of unexplained variability in the patient
population [13]. It is vital to prospectively plan a population pharmacokinetic study
with regard to study design (sample size, covariate selection), methodology, and ana-
lytical plan. The US FDA recommends population pharmacokinetic study designs
that include single-trough, multiple-trough, and full-population pharmacokinetic
sampling designs. The single-trough design has limited utility in that it only allows
for inferences on drug clearance — and only if the samples are collected around the
time of the true trough concentration of the drug. This design will not be useful in
estimating other pharmacokinetic parameters such as absorption rate constant. The
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multiple-trough design consists of two or more blood samples obtained near the time
of the trough concentration under steady-state conditions. The full-population phar-
macokinetic sampling design involves the collection of multiple post-dose samples
(typically 1-6) at various times that may differ between individuals [13].
Pharmacokinetic variability was once considered a nuisance variable when it
came to data analysis; however, it is now appreciated that the magnitude of random
variability is important because drug safety and efficacy are inversely proportional
to the unexplainable variability in a drug’s pharmacokinetic and pharmacodynamic
profile. The model shown in Eq. 4.1 must take into account errors in individual
observations. A correct representation of the model is as follows:
CL*t

= %e’ﬁ ‘e 4.2)

where ¢; is the error associated with the plasma concentration at the jth time point;
generally the errors are assumed to be independent and have a normal distribution
with a mean of zero and some (unknown) variance (¢?). The same model in a popu-
lation context will have at least another level of variability in addition to the residual
error as described above in Eq. 4.2. This additional level of variability is referred to
as between-subject variability (BSV) which occurs at the pharmacokinetic param-
eter level. Interindividual differences in pharmacokinetic parameters must be
accounted for in a population model. A typical population model for a group of
subjects administered an IV bolus dose is written as follows:

Dose i,
C, = Vd"e Y e, 4.3)

i

where C; represents plasma concentration in the ith subject at the jth time point;
Dose; and t; represent individual dose and time of sample collection, respectively;
CL; and Vd; represent individual clearance and volume of distribution, respectively.
In a population model, we will mathematically relate the individual pharmacoki-
netic parameters to the population parameters as shown in the equations below:

CL, =TVCL*¢e™ (4.4)
Vd, =TVVd*e™ 4.5)
where TVCL and TV Vd are the typical values for population clearance and volume
of distribution, respectively; n; represents the difference between the population
parameter and the individual parameter on a logarithmic scale. One can understand

this by simply rearranging the variables in Eq. 4.4 or Eq. 4.5:

n, =LOG(CL,)-LOG(TVCL) (4.6)
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The LOG in Eq. 4.6 is a natural logarithm, and 7, is the difference between an
individual pharmacokinetic parameter and a typical population value. One can see
from this equation that 1, can be either a positive or a negative value because a
person can have a clearance value that is greater or less than the population average.
The 7, is a vital concept to population modeling and mixed-effects concepts; it is
discussed in greater detail below.

4.1.2 Fixed Effects, Random Effects, and Mixed Effects

Fixed effects are those variables whose levels represent an exhaustive set of all pos-
sible levels. Random effects are variables whose levels do not exhaust the set of
possible levels, and each level is equally representative of the other levels [4]. Fixed
effects are those that can be measured in an experiment; they include dosages and
covariates such as age, gender, race, and creatinine clearance. Fixed effect parame-
ters relate these fixed effects to the population pharmacokinetic parameters in a
quantitative manner. For example, if one wants to relate creatinine clearance mea-
sured in individuals to the population clearance of a drug given as an IV bolus, then
the population model is written as below:

CL,
Dose, g i
,~j =%e Ve, +é, (without covariate) 4.3)
CrRCL, Y
CL, = TVCL*( _120 ij * M (With covariate) 4.7

CRCL,; and 8 in Eq. 4.7 represent the individual measured creatinine clearance and
effect of creatinine clearance on the typical population estimate of clearance
(TVCL), respectively. The individual creatinine clearance is normalized to a refer-
ence value of 120 mL/min in this case. The 0 in Eq. 4.7 is a fixed effect parameter.
The covariate submodel can be in the form of additive, proportional, exponential, or
power models [14]. Typical values for pharmacokinetic parameters in the model are
also considered a special case of fixed effects, because they do not vary between
individuals. Random effect parameter quantifies the random unknown variability in
the pharmacokinetic parameters and residual variability in the concentrations.
Random effects in the population model include between-subject random effects,
which are quantified by between-subject variability, and residual random effects,
which are quantified by residual variability or intraindividual variability. Because
plasma concentrations are a result of multivariate normal distributions of pharmaco-
kinetic parameters (i.e., multiple parameters in the model have different distribu-
tions), the parameters that quantify the random effects are represented in a
variance—covariance matrix or covariance matrix. The 7, is assumed to be normally
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distributed with a mean of zero and a variance of w?. The population model in
Eq. 4.3 will include the following covariance matrix to quantify random effects:

w12 wal
00, o

where w,? and w,? represent the variances in 7; and #,; in the population, which rep-
resents between-subject variability in clearance and volume of distribution, respec-
tively. The w,w, or w,m, represent covariance between clearance and volume of
distribution. Covariance matrices are generally represented as lower triangular matri-
ces because the upper triangular elements are the same as the lower triangular matrix
elements. The individual parameter estimates in nonlinear mixed-effects modeling
are estimated using Bayesian methodology, and they are generally referred to as
empirical Bayes estimates (EBEs). The use of the phrase “empirical Bayes” empha-
sizes that the parameters for the prior distribution are estimated from the data and are
used as if they were known to obtain the posterior distribution [15]. When there is less
information in an individual, the model assumes the person to be a typical individual,
and the individual parameters shrink toward population parameters. The opposite
occurs when there is more information in an individual subject, which means more
samples were collected for that person at informative time points. If the population
model is adequate, the quality of the individual parameter estimates will depend
heavily on the observed data. The variance of EBE distribution will shrink toward
zero as the quantity of information at the individual level is reduced; this phenome-
non is defined as #-shrinkage. Similarly, in cases where data are less informative, the
individual weighted residual (IWRES; discussed below) distribution shrinks toward
zero, which is defined as e-shrinkage and is sometimes called “overfitting” [15].

The residual error (i.e., the difference between model predicted and observed
concentration) can have a structure. Most important error structures encountered in
pharmacokinetic modeling include additive, proportional, and combination errors.
Additive error has the following structure:

v, =ipred, +¢; (4.8)

where y; is the observed data in the ith individual at the jth time point; ipred; is the
predicted concentration in the ith individual at the jth time point and ¢; is the ran-
dom effect with a mean of zero and a variance of ¢>. Additive error is also called
homoscedastic error; this error is not dependent on the magnitude of the prediction
(higher or lower concentration). Proportional error, as the name indicates, is propor-
tional to the magnitude of the concentration in the following way:

y; =ipred, (1 + sl./.) (4.9)

. . . . «
This is also equivalent to y, =ipred, +ipred, *¢, .



4 Population Pharmacokinetics 79

In this type of error, the higher the concentration, the greater the error, but the
coefficient of variation (ratio of the standard deviation to the mean) is constant.
Thus, it is also called a constant coefficient variation model. In this model there is
an interaction between residual error (g;) and between-subject variability (77), due to
the dependency of ipred; on the EBEs. A proper estimation algorithm method that
accounts for 7-¢ interaction should be used to avoid biases in parameter estimation,
which will be discussed below. A combination error model combines the additive
and proportional error models and is also sometimes called a “slope and intercept”
model as shown below:

Y, =ipred,; (1 +é&, ) +&y (4.10)

where ¢;; and &,; represent proportional and additive error components,
respectively.

A mathematical model containing both fixed and random effects is called a mixed-
effects model. Mixed-effects models can describe a linear or nonlinear relationship
between an independent variable and a dependent variable. If the function describing
this relationship is a linear model, then it is a linear mixed-effects model and is com-
monly used to assess bioequivalence data, QTc data, and dose-response relationships
[16]. The functions that relate the plasma concentrations (dependent variables) to
time (independent variables) are nonlinear as in Eq. 4.3, and nonlinear mixed-effects
modeling (NONMEM) methodology is applied. As mixed-effects modeling includes
random effect parameters, the optimization methods play an important role in esti-
mating the parameters of the model. Several basic estimation algorithms that are
commonly used in NONMEM methodology will be discussed below.

4.2 Estimation Methods Used in NONMEM

Parameter estimation in mixed-effects models is complex; hence ordinary least
square-based methods are not optimal when residual variance is dependent on the
model parameters [4]. Although estimation methods discussed thus far have focused
on those available in NONMEM™, other software packages with slightly different
(or the same) algorithms are also available. Most of the NLME methods use maxi-
mum likelihood approach for parameter estimation. Likelihood is a conditional
probability of an event occurring, given that another event has occurred. The prob-
ability of the data to which the model is being fit is written as a function (likelihood
function) of model parameters; the maximum likelihood estimates (MLEs) repre-
sent where this probability is maximum. Several mathematical approximations
were developed to calculate likelihood function to linearize the random effects, due
to the nonlinear dependence on the observations [2].

The first-order (FO) approximation was the first to be used and takes a first-order
Taylor series expansion of the population model with respect to the random effects
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around zero. Currently FO is not recommended due to the availability of better
approximations such as first-order conditional estimation (FOCE) and first-order
conditional estimation with interaction (FOCEI). FOCE takes a first-order Taylor
series expansion around the conditional estimates of the interindividual random
effect (1), instead of zero. The FOCEI method accounts for the interaction between
the between-subject and within-subject variability components and should be used
when heteroscedastic error models (e.g., proportional error) are used.

A number of newer NLME methods have been introduced based on expectation—
maximization principles such as stochastic approximation expectation maximiza-
tion (SAEM), Monte Carlo importance sampling (IMP, IMPMAP), and Markov
chain Monte Carlo (MCMC) Bayesian methods in the newer versions of
NONMEM™, The EM-based methods are advantageous because they do not use
linearized approximations (e.g., FO, FOCE) and therefore can theoretically induce
less bias. MCMC Bayesian methods do not provide point estimates but provide a
series of fixed effect parameters that are distributed according to their ability to fit
the data. A comparison among FOCEI, ITS, IMP, IMPMAP, and Bayesian methods
in a simulated, complex, target-mediated drug disposition model showed that newer
methods performed similarly to FOCEI in parameter bias and standard error of the
estimate (SE) [17]. It is important to realize that the calculated objective function
value that represents the global fit statistic to the data cannot be compared between
estimation algorithms, as the method of calculation varies significantly. For instance,
the NONMEM™ software calculates the objective function in first-order
approximation estimation methods as equivalent to —2* log likelihood, which is
approximately distributed to the chi-square (y2) statistic with q degrees of freedom,
where q is the number of parameters in the model. NONMEM™ objective function
can be used for hypothesis testing for hierarchical models, such as covariate analy-
sis; this process is called log likelihood ratio testing. The objective function, calcu-
lated using the SAEM method in NONMEM™, cannot be used for hypothesis
testing; however, the parameters do represent maximum likelihood estimates. In the
newer version of NONMEM™ software, multiple estimation methods can be used
where SAEM is used for parameter estimation and important sampling-based meth-
ods (IMP, IMPMAP) for hypothesis testing and calculation of asymptotic standard
error of parameters. Readers are referred to the NONMEM™ technical guide for
mathematical derivations and further information on the differences in objective
functions [18-20].

4.2.1 General Principles of Population Pharmacokinetic
Model Development

Population pharmacokinetic models are hierarchical in nature in that they have a
structural pharmacokinetic model, a covariate submodel, and a statistical model.
The structural model consists of the compartmental model equation that describes
the temporal profile of plasma concentrations. The statistical model includes
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submodels that may incorporate between-subject variability or interindividual
variability, residual variability or intraindividual variability, and between-occasion
variability. The structural model is generally based on a prior understanding of a
drug’s pharmacokinetics from preclinical studies or phase I studies where exten-
sive sampling was performed.

When only sparse data are available, the ability to identify a more complex compart-
mental model is compromised. For example, data from a drug that is optimally described
by a two-compartment model may fit a one-compartment model better if plasma con-
centrations are missing during the drug’s distribution phase. Identifiability of a model
and its parameters is an important consideration when framing a structural model.
Structural identifiability is the ability to uniquely estimate a model’s parameters.
Parameter identifiability is the ability to estimate a structurally identifiable model [4].

Let us consider a compartmental model that consists only of plasma concentra-
tion samples, yet we desire to estimate both renal and nonrenal clearance. It is
impossible to separate these two parameters unless either the urine compartment or
the nonrenal compartment (metabolite) is sampled. These identifiability issues arise
quickly when the model gets complicated such as parent drug—metabolite models
where both a parent drug and its metabolite are modeled in an integrated model such
as in Fig. 4.2. In this model, it is not possible to estimate all three parameters: (1)
metabolite formation rate, (2) volume of the metabolite compartment, and (3)
metabolite elimination rate [21]. Generally, some assumptions involving the meta-
bolic fraction or volume of metabolite compartments are made so that only two of
the three parameters are estimated. Statistical models consist of between-subject
variability in pharmacokinetic parameters and residual variability that cannot be
explained by the between-subject variability. An exponential error model is gener-
ally used for between-subject variability in pharmacokinetic parameters to represent
the log-normal distribution because negative values for pharmacokinetic parameters
are not meaningful. Residual error models were discussed in the previous section,
namely, proportional, additive, and combination error models.

First, a base model that includes a structural model with random effect parame-
ters will be finalized. Generally, the base model will not contain any covariates.
However, it is now common to include weight as a covariate for volume and clear-
ance parameters based on established allometric scaling methods [22, 23]. The base
model provides individual pharmacokinetic parameters (EBEs), which are used to
evaluate potential covariate relationships using plots of EBEs versus covariates such
as age, weight, and gender. When a large number of covariates are present, several
screening methods are proposed, which use generalized additive modeling and
Wald’s approximation to the likelihood ratio test [24, 25]. It is important to have an
extensive discussion between the clinical and pharmacometrics teams to determine
which covariates should be included in the model; this should be determined by
clinical relevance and final utility of the model. Covariate modeling represents the
model-based hypothesis testing framework and actually represents the act of finding
sources and correlates of variability as per the definition of population pharmacoki-
netics. Two important methods currently used in covariate modeling are stepwise
addition and full model estimation [26-28].



82 A. Chaturvedula

Stepwise covariate modeling includes a forward addition step where covariates are
progressively added based on their statistical significance and a backward elimination
step where each of the covariate parameters entered in the forward addition step are
removed, and the statistical result is evaluated. As mentioned, the objective function
that is used as global goodness of fit is a y? statistic. For hierarchical models, the drop
in objective function value by 3.84 points with an addition of one new parameter addi-
tion compared to the base model (no covariates) is statistically significant (a=0.05).
When a significant covariate is removed from the model, the objective function must
increase by a similar magnitude. In stepwise addition, generally, a lower significance
step is selected (@=0.05 or lower) compared to backward elimination (@=0.01 or
higher); this is done to control for false positives. There is an automated computer pro-
gram that performs stepwise covariate modeling (SCM); it is available in PsN tools
[29]. For nonhierarchical models, Akaike criterion can be used for model selection [30].

For full model evaluation, it is recommended to add clinically relevant covariates
and to construct a full model without statistical significance and then reduce the
model by backward elimination. In this approach clinical relevance and utility of the
covariate in clinical practice are more important than statistical significance [27,
31]. In cases where there is no covariate available but the base model shows clear
multimodal distribution of EBEs, one can apply mixture models to assign an indi-
vidual to two or more models. Mixture modeling helps to explain such multimodal
distributions, and also the probability of each mixture population is estimated as a
parameter [32]. The objective function value (OFV) that is minimized in mixture
model is the sum of the OFVs for each patient (OFV,), which in turn is the sum
across the k subpopulations (OFV, ;). The individual probability of belonging to a
subpopulation can be calculated using the OFV in that individual together with the
total probability in the population [33]. An example of mixture model for risperi-
done is discussed in the subsequent sections.

4.2.2 Evaluation of a Population Model

Population pharmacokinetic model development involves fitting several (100 or
more) models with varying structural, statistical, and covariate models to come up
with a parsimonious model that has no redundant parameters and is also an irreduc-
ible model. Several model diagnostics are commonly used to make decisions at
every stage of modeling. Commonly used diagnostics include likelihood-based
objective function value modulation, basic goodness of fit plots, residual plots, stan-
dard error of estimates, and normalized predicted distribution errors (NPDE). The
likelihood objective function value is a global objective measure of model fit and can
be used to retain a parameter in the model using the LRT method for hierarchical
models. It is important to recognize that the LRT method theoretically does not apply
to parameters with boundary conditions such as between-subject variability param-
eters and absorption lag time. However, the LRT method is applicable for inclusion
decisions for covariance parameters (covariance can be a positive or negative value).
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Fig. 4.1 Basic goodness of fit plots in population pharmacokinetic model evaluation. Plots in top
panel have a line of identity (lighter solid line) and a regression line (darker solid line) as trend
line. Plots in bottom panel have a (lighter solid) horizontal line at zero and a (darker solid) smooth
line as trend line. The data was simulated from a one-compartment IV bolus model in NONMEM
and refitted to the model to generate these plots

Diagnostic plots are generally created using XPOSE library in R software, which is
created specifically for evaluating population pharmacokinetic models [34, 35].
These plots will enable the modeler to visually inspect whether the model-predicted
concentrations match the observed data and to also check model assumptions such
as normality of random effects, statistical outliers, and covariate relationships.
Population modeling results in individual predictions (IPRED), population pre-
dictions (PRED), residuals (RES, IWRES, CWRES, WRES, etc.), and EBEs. These
variables are used along with covariates and time after dose to prepare diagnostic
plots or goodness of fit (GOF) plots. The most commonly reported plots for popula-
tion pharmacokinetic models and those recommended by regulatory guidance agen-
cies are discussed here. PREDs account for explainable between-subject variability
by covariates, and IPREDs have additional between-subject variability [14]. A plot
of observed data (DV) versus IPRED and PRED shows any structural model mis-
specifications or need of covariates to explain variability. A line of identity (solid
line in Fig. 4.1 with a slope of one) and trend line (dark solid line in Fig. 4.1, prefer-
ably a regression line) are recommended for DV versus IPRED or PRED plots. Any
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deviations between the line of identity and trend line represent potential model mis-
specification. The DV versus PRED plots are more sensitive to covariate effects and
the modeler looks for perceivable differences and lack of correlations before and
after inclusion of a particular covariate. The DV versus IPRED plots can look
artificially better in case of shrinkage (>30 %). Commonly calculated residuals in
population modeling include individual weighted residuals (IWRES), weighted
residuals (WRES), and conditional weighted residuals (CWRES).

Residual is defined as the difference between observed concentration and pre-
dicted concentration in an individual. WRES is calculated as the ratio of residual-
to-weight (generally variance) and is calculated based on FO approximation. WRES
is not appropriate to use with FOCE or FOCEI approximations to the true model.
CWRES is calculated based on FOCE approximation and have better qualities in
identifying model misspecification [36]. The time after dose versus CWRES or
IWERS plot with a horizontal line at 0 and a trend line is recommended for check-
ing the independence of the residuals with the independent variable, which is a
fundamental assumption in regression analysis. The trend line (preferably a smooth
line) should be horizontal and must not show any trends (Fig. 4.1, bottom panel).
The same should be the case with PRED versus residual plots. It is also suggested
that any individual observations with an absolute CWRES > 6 be identified as statis-
tical outliers, as the CWRES has a mean of zero and unit variance [31]. The SE is
generated from the variance—covariance matrix during the minimization process;
95 % confidence intervals of the parameters can be calculated as the parameter esti-
mate+2*SE. Generally, SE greater than or equal to 50 % represents a parameter
with high imprecision [30]. The histograms and Q-Q (quantile—quantile) plots of
EBEs are used to check the assumption of normality. If all points fall on the line of
unity, then the normality assumption is satisfied (Fig. 4.2). NPDE is a simulation-
based diagnostic that is used for model discrimination. By derivation, NPDE fol-
lows a standard normal distribution (normal distribution with mean of 0 and standard
deviation of 1); any deviations from the model-predicted NPDE indicate a mis-
specification of the model [37]. Some other plots that are commonly used in popula-
tion pharmacokinetic model development include IPRED versus time after dose,
parameter versus parameter correlations, and EBE versus EBE plots [38].

Once a final model is selected, several computing-intensive statistical methods
are used for qualification and validation. These include visual predictive check
(VPC), numerical predictive check (NPC), bootstrapping, cross-validation, and
jack-knifing methods. VPC is a simulation-based diagnostic that takes into
account all the model components (structural, fixed, and random effects) and is
used to make model comparisons, suggest model improvements, and support
appropriateness of a model. VPC is conducted by first simulating several datasets
with the same design aspects as the clinical trial that generated the observed data
used for model development. Then percentiles (5th, 50th, and 95th) of the all
simulated concentrations (not to be confused with IPRED or PRED) and overlay-
ing in a plot with observed data percentiles for the same. The entire distribution
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Fig. 4.2 Histograms and Q-Q plots of the between-subject random effects from the same model
in Fig. 4.1 to check the assumption of normality. A probability density curve was added to the
histogram. Any deviation from the line of unity in Q—Q plot represents the deviation from the
normality assumption. ETA1 and ETA?2 represent the random effect parameters on clearance and
volume of distribution, respectively

of the observed data should match the predicted data from the model [39]. When
there are major differences in study design, such as different doses and sample
collection times, it is recommended to use standardized VPC and prediction-cor-
rected VPC, which are preferred over traditional VPCs [40, 41]. Numerical pre-
dictive check is very similar to VPC except instead of a visual display of
concentrations, a metric (i.e., AUC) is calculated from simulated datasets and
compared to the observed data. Bootstrapping is a resampling-based technique
where original data are resampled to create several bootstrap samples; the final
model is then fit to all the samples to calculate the nonparametric CIs of the
parameters and distributions. These Cls are generally considered more reliable
than the parametric SE-based CIs calculated from the variance—covariance matrix.
Please refer to extensive descriptions on the cross-validation and jack-knifing
techniques that can identify influential subjects and provide a more robust evalu-
ation of the predictive capabilities of a model [42, 44].
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4.2.3 Population Pharmacokinetic Modeling of Antipsychotics

In this section, several examples of population pharmacokinetic modeling applied
to antipsychotic drugs are reviewed. Feng et al. reported an integrated population
pharmacokinetic model for risperidone after oral administration from highly sparse
sampling measurements from the CATIE study [43]. Risperidone is an atypical anti-
psychotic with selected antagonistic properties at serotonin 5-HT2 and dopamine
D2 receptors [44]. The structural model was a one-compartment model with first-
order absorption for risperidone that was linked to the active metabolite (9-hydroxy
risperidone) compartment by formation clearance. The fraction of parent drug con-
verted to metabolite was estimated as a function of parent clearance. Due to identifi-
ability issues, it was assumed that the volume of the metabolite compartment was
the same as that of the parent compartment. In this study, a total of 1236 plasma
risperidone and 9-hydroxy risperidone concentrations were collected in 490 sub-
jects. A clear multimodal distribution in individual risperidone clearance parame-
ters was observed in the base model; this was likely due to the fact that risperidone
is metabolized by the polymorphic cytochrome P 450 (CYP) 2D6 enzyme [45].
Therefore, a mixture modeling approach in the clearance parameter was utilized to
capture the CYP2D6 polymorphism and explain the multimodal distribution in ris-
peridone clearance. The mixture model was able to capture the CYP2D6 poor
metabolizers (PM), intermediate metabolizers (IM), and extensive metabolizers
(EM) successfully. The probability of being a PM, IM, or EM was estimated at
41 %, 52 %, and 7 %, respectively. The final model identified age as a significant
covariate affecting 9-hydroxyrisperidone clearance.

Data from the above investigation suggest that older individuals may experience
higher exposure to the active 9-hydroxy metabolite, thereby placing them at risk for
toxicity. Combination error models with additive and proportional components
were separately estimated for risperidone and its 9-hydroxy metabolite. Sherwin
et al. applied the above model to data from 28 children and adolescents and success-
fully described the data, thereby suggesting that this model may be potentially use-
ful for individualizing risperidone therapy in this population [46].

Thyssen et al. studied the population pharmacokinetics of oral risperidone in
children, adolescents, and adults [47]. The modeling was conducted using a pooled
dataset of 304 pediatric and 476 adult subject plasma concentration samples.
Different models were developed for risperidone and active antipsychotic fraction
(calculated as risperidone plus 9-hydroxyrisperidone concentrations at each sample
collection time point). The structural model consisted of two compartments with
first-order absorption, with body weight added as a covariate on clearance, and
volume parameters based on allometric principles. Testing for statistical signifi-
cance by LRT was not performed. In contrast to the study conducted by Feng et al.
[43] mixture modeling was employed to describe the oral bioavailability of risperi-
done. Data from two subpopulations, representing PMs and EMs were modeled.
Age and creatinine clearance were identified as significant covariates affecting the
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risperidone clearance. The probability of being an EM or a PM was estimated at
19 % and 81 %, respectively. Simulations from the model showed that risperidone
and the active antipsychotic fraction were similar in children, adolescents, and
adults.

Like risperidone, clozapine is another atypical antipsychotic; it is used in the
treatment of refractory schizophrenia. After oral administration, clozapine is exten-
sively metabolized by CYP1A2 to form the pharmacologically active metabolite,
norclozapine. Ismail et al. characterized the population pharmacokinetics of clozap-
ine and norclozapine in an integrated model [48]. Data from this investigation were
collected retrospectively and fit to a final model that included one compartment for
the parent compound and one compartment for the metabolite. The volume for the
metabolite compartment was fixed to twice the amount of the parent compartment
to avoid the identifiability issue. The fraction of conversion of clozapine to norclo-
zapine was estimated separately for tablet and suspension formulations and found to
be 0.015 and 0.4, respectively. Age and gender were significant covariates affecting
the clearance of norclozapine. Different absorption rate constants were estimated
for different formulations, with tablet and suspension formulations displaying a
more rapid absorption compared to tablet formulations [48].

4.3 Summary and Conclusion

Population pharmacokinetic modeling provides valuable tools for studying the phar-
macokinetics of drugs in a real world patient population. Model development is typi-
cally performed in a stepwise manner in which a hierarchical model is built that
contains both structural and statistical components. Population pharmacokinetic mod-
eling involves an understanding and mastery of several key disciplines, including
math, statistics, pharmacology, and pharmacokinetics. Expertise in all of these disci-
plines must be carefully applied to concentration versus time data to synthesize appro-
priate population pharmacokinetic models that can be used to optimize drug therapy.
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Chapter 5
Drug Transporters

Scott R. Penzak

Abstract Membrane transporters are present in a variety of anatomical locations
and organ systems throughout the body. Transporters control the absorption, distri-
bution, intracellular penetration, and excretion of numerous drugs. ATP-binding
cassette (ABC) and solute carrier (SLC) superfamilies comprise the majority of
clinically relevant transport proteins. In intestinal and liver epithelia, transport pro-
teins control the access of certain medications to systemic circulation. In the kidney,
transporters may facilitate or impair drug excretion depending on their specific
location and function. However, it is at the blood-brain barrier (BBB) where mem-
brane transporters regulate access of endogenous and exogenous compounds to the
central nervous system (CNS). This chapter will review the common drug transport
proteins in the intestine and liver as they impact the systemic exposure of drugs that
exert their primary pharmacologic effects in the CNS; drug transporters in the kid-
ney that may influence the excretion of such agents will also be addressed. The
primary focus of this chapter will be drug transport of centrally acting agents at the
BBB, primarily via the efflux transporter and ABCBI gene product, P-glycoprotein
(P-gp). Additional transport proteins will be considered for their documented or
putative involvement in drug interactions involving centrally acting medications.
Lastly, approaches to circumvent the influence of drug efflux at the BBB will be
considered, including modulation of centrally located membrane transporters.
Approaches to developing drugs that bypass the effects of efflux transporters at the
BBB will also be discussed.
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Membrane transporters are present in a variety of anatomical locations and organ
systems throughout the body. In their various roles, these transporters control the
absorption, distribution, intracellular penetration, access to organs, and excretion of
many drugs. Currently, more than 400 transport proteins have been identified, which
primarily include transporters from the ATP-binding cassette (ABC) and solute car-
rier (SLC) superfamilies [1]. In intestinal and liver epithelia, transport proteins can
control the access of medications to systemic circulation [2]. In the kidney, transport-
ers may facilitate or impair drug excretion depending on their specific location and
function [3]. However, it is at the blood-brain barrier (BBB) where membrane trans-
porters regulate access of numerous endogenous and exogenous compounds to the
central nervous system (CNS) [4]. The blood-cerebrospinal fluid (CSF) barrier also
contains transport systems that can control permeability of the choroid plexus (CP)
membrane to xenobiotics [5]. Accordingly, the ability of drug transporters to regu-
late access of medications to the CNS is particularly important for drugs that exert
pharmacologic effects (efficacy and/or toxicity) on receptor systems located in the
brain. Indeed, a number of agents used for the treatment of schizophrenia, seizure
disorders, depression, pain, and anxiety are substrates for transport proteins present
at the BBB, particularly P-glycoprotein. P-glycoprotein (P-gp) is an efflux trans-
porter and ABCBI gene product that has been studied more than any other trans-
porter [4, 6]. Pharmacologic modulation (inhibition or induction) of P-gp at the BBB
has the potential to alter the distribution characteristics of substrate medications and
either enhance or reduce their penetration into the CNS; this may result in clinically
relevant drug-drug interactions. In addition, ABCBI genetic polymorphisms impact
P-gp expression, which has the potential to influence drug entry into the CNS [7].

This chapter will review the common drug transport proteins in the intestine and
liver as they impact the systemic exposure of drugs that exert their primary pharma-
cologic effects in the CNS; drug transporters in the kidney that may influence the
excretion of such agents will also be addressed. However, the primary focus of this
chapter will be drug transport of centrally acting agents at the BBB, primarily via
P-gp. Data from humans, animals, and in vitro cellular systems will be assessed
with regard to specific transport mechanisms that influence drug access to the brain.
Individual transport proteins will be considered for their documented or putative
involvement in drug interactions involving centrally acting medications. Lastly,
approaches to circumvent the influence of drug efflux at the BBB will be consid-
ered, including modulation of centrally located membrane transporters. Approaches
to developing drugs that bypass the effects of efflux transporters at the BBB will
also be discussed.

5.1 Presystemic Drug Transport in the Gastrointestinal Tract

Orally administered medications that exert their pharmacologic effects in the central
nervous system (CNS) must first achieve adequate systemic concentrations prior
to distribution across the BBB. This process involves absorption via the
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gastrointestinal (GI) tract and passage through the liver. A number of variables can
influence drug absorption, including GI pH, presystemic intestinal metabolism, gas-
tric emptying time, drug solubility and permeability, presence or absence of food,
and drug transport processes [2, 8].

A number of uptake and efflux transporters have been identified in human entero-
cytes [2]. Uptake transport proteins are located on the apical (luminal) or basolateral
(abluminal; blood) cell membranes and facilitate xenobiotic uptake into entero-
cytes — a gradient-mediated process that largely tends to potentiate drug absorption
[2]. The major uptake transporters include the two solute carrier superfamilies, SLC
and SLCO (2). The SLCO family consists of the organic anion transporting poly-
peptides (OATP) such as OATP1A2, OATP2B1, OATP3Al, and OATP4A1l. The
SLC superfamily contains a large number of transporters including organic anion
transporters (OAT), organic cation transporters (OCT), the electroneutral organic
cation transporters (OCTN), the equilibrative nucleoside transporters (ENT), and
others [2]. There is currently a paucity of information with regard to which psycho-
active agents, if any, are transported by these intestinal uptake proteins in the GI
tract [2].

Similar to uptake transporters, efflux transport proteins are also located on the
apical and basolateral membranes of enterocytes; however, unlike uptake transport-
ers, efflux transport proteins, at the apical membrane, extrude drugs from entero-
cytes and pump them back into the intestinal lumen, thereby reducing their
absorption [2]. Efflux transporters expressed in intestinal tissue include members of
the ATP-binding cassette superfamily, which includes P-glycoprotein (P-gp), multi-
drug resistance proteins 1-6 (MRP1-MRP6), and breast cancer-related protein
(BCRP) [9, 10].

Numerous preclinical studies using in vitro cellular systems and mdr! (ABCB1)
knockout mice (mice lacking mdri, which subsequently do not express P-gp) have
documented the involvement of P-gp on drug absorption [11]. A general finding in
these studies is that the absence or pharmacologic inhibition of intestinal P-gp
results in reduced efflux and increased absorption of P-gp substrates; this may result
in increased toxicity or enhanced efficacy of the substrate medication. A potentially
clinically relevant example of such an interaction in humans is the 1.5-fold increase
in the AUC of the antidepressant and P-gp substrate paroxetine (P<0.5) that
occurred when it was coadministered with the P-gp inhibitor itraconazole [12].
However, despite its role as an efflux transporter in intestinal tissue, P-gp does not
always significantly limit the absorption of orally administered substrate medica-
tions [13, 14]. To clarify, just because a drug is a P-gp substrate does not automati-
cally imply that it will be poorly absorbed through the GI tract secondary to
P-gp-mediated efflux. Many drugs that are well-described P-gp substrates display
reasonably good bioavailability; this is likely due to saturation of intestinal P-gp at
clinically relevant doses of these agents (where GI drug concentrations are in the
mg/mL range) [15]. Examples of centrally acting P-gp substrates that achieve ade-
quate oral availability include aripiprazole, risperidone, lamotrigine, and citalopram
[16-19]. Typically, drugs that are most likely to experience reduced absorption sec-
ondary to P-gp-mediated efflux include those that are poorly water soluble, dissolve
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slowly, and are large in size [20]. Examples of centrally acting agents that meet
these criteria are rare, with paliperidone being an exception [21]. Conversely, induc-
tion of intestinal P-gp would be expected to reduce the bioavailability of substrate
medications, potentially compromising their pharmacologic activity in the CNS. It
also bears mentioning that anatomical sites beyond the GI tract (brain, liver, and
kidney) are likely to encounter lower plasma concentrations of orally administered
P-gp substrates (i.e., ng/mL) that do not saturate this transporter and are amenable
to P-gp-mediated efflux and subsequent drug interactions [22].

Intestinal P-gp can influence the absorption of substrate medications by effluxing
substrate medications into the intestinal lumen and reducing absorption; the co-role
of intestinal CYP3A4-mediated metabolism must also be considered for drugs that
are substrates for both of these intestinal proteins. In such cases, a drug is absorbed
into the enterocyte and is then extruded back into the intestinal lumen prior to pre-
systemic metabolism by CYP3A4. After extrusion into the lumen, the drug is once
again passively absorbed where it reencounters CYP3A4 [23]. Thus, intestinal
CYP3A4 “sees” the drug multiple times; this increases intracellular contact time
between the drug and CYP3A4 and augments the degree of intestinal metabolism
that the drug undergoes [23]. Thus, P-gp (and presumably other intestinal efflux
proteins) works in concert with CYP3A4 to protect the body from potentially dan-
gerous foreign substances, which include medications. A number of centrally acting
medications including diazepam, aprepitant, aripiprazole, buspirone, haloperidol,
methadone, ondansetron, pimozide, risperidone, ziprasidone, and zolpidem are sub-
strates for P-gp and CYP3A4 (to varying degrees) [21, 24-32]. Since the majority
of these agents are readily orally bioavailable (>60 % in most cases), it is unlikely
that P-gp, under normal conditions, potentiates the presystemic metabolism of these
agents by CYP3A4. Nonetheless, it is possible that induction of P-gp by agents such
as St. John’s wort, rifampin, or other P-gp inducers may enhance the CYP3A4-
mediated metabolism of these agents and lower their bioavailability upon oral
administration.

Intestinal absorption may also be influenced by single nucleotide polymorphisms
(SNPs) in the genes that encode for various transport proteins in the GI tract [33].
This is most notably appreciated among the ABCBI gene, which encodes for
P-glycoprotein. The presence of T alleles at positions 3435, 2677, and 1236 has
generally been associated with decreased expression and increased plasma concen-
trations of a number of substrate medications, although it bears mentioning that
opposite results have also been reported in which C,G, and C alleles at these respec-
tive positions correlated with increased absorption of the P-gp substrate digoxin
[34-36]. Lazarowski et al. reported persistently subtherapeutic plasma concentra-
tions of the P-gp substrate anticonvulsant medications, phenytoin and phenobarbital,
in a patient with refractory epilepsy who overexpressed ABCBI [37]. These data
suggest that drug absorption was limited in this patient secondary to increased intes-
tinal P-gp-mediated efflux, which resulted in inadequate drug exposure and uncon-
trolled epilepsy. In a separate report exemplifying the impact of intestinal P-gp
expression on the absorption of psychoactive medications, a higher fluvoxamine
concentration/dose ratio was found among men with depression who possessed the
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3435 TT versus the CC genotype (P=0.026) [38]. A detailed discussion on the
pharmacogenomics of ABCBI and other transporter genes potentially involved in
drug absorption is beyond the scope of this chapter but can be found in several
recent reviews [2, 7, 39, 40].

In general, drug interactions arising from intestinal P-gp inhibition tend to be
overstated. Drug interactions due to P-gp inhibition at the intestinal level are more
likely to be clinically relevant for those centrally acting medications that are given
as small oral doses or have slow dissolution and/or diffusion rates [41]. Conversely,
drug interactions due to induction of intestinal P-gp are far more plausible, even if
there aren’t readily available examples that involve psychoactive medications
[42-44].

5.2 Presystemic Drug Transport in the Liver

Similar to transport proteins in the intestine, transporters in the liver can affect
the amount of an oral dose that ultimately reaches systemic circulation [2].
Uptake transport proteins in the liver are located on the basolateral (sinusoidal)
membrane of hepatocytes and control substrate access to the liver [45]. These pro-
teins include OCT1, OAT2, OATP1B1, OATP1B3, OATP2B1, OATP1A2, and
sodium-taurocholate cotransporting polypeptide (NTCP) [2]. Pharmacologic inhi-
bition of these transporters can lead to elevated plasma concentrations and possible
toxicity of substrate medications. A notable example of this is the 2.1-fold elevation
in rosuvastatin AUC that occurred with concurrent administration of lopinavir-rito-
navir [46]. The mechanism of this interaction was presumed to involve inhibition of
hepatic uptake of rosuvastatin via OATP1B1 by lopinavir-ritonavir. Although an
important uptake transporter in the liver, OATP1B1 has not been shown to transport
centrally acting medications such as antidepressants, antipsychotics, anxiolytics,
anticonvulsants, or centrally acting pain medications [45, 47].

In contrast to uptake transporters in the liver, efflux transporters extrude drugs
from the hepatocyte either into the bile or back into the blood [1, 2, 45].
P-glycoprotein, MRP2, BCRP, bile salt export pump (BSEP), and multidrug and
toxin extrusion protein 1 (MATE1) are located at the apical (canalicular) membrane
of hepatocytes facing the bile duct lumen where they extrude drugs into the bile,
thereby facilitating their removal from plasma [1, 2, 45]. Multidrug resistance pro-
tein 3, MRP4, and MRP6 are also efflux transporters; however, they are located at
the basolateral membrane of the hepatocyte where they pump drug back into the
blood [1, 2, 45].

Unlike the respective processes of efflux and metabolism that occur in the intes-
tine, in the liver, drugs enter into the hepatocyte (via passive diffusion or active
transport) and undergo intracellular trafficking where they are exposed to phase I
and phase II metabolic enzymes prior to encountering P-gp and other canalicular
transport proteins [20, 41]. Therefore, only drugs that are not significantly metabo-
lized in the liver yet undergo considerable biliary excretion via P-gp will be
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susceptible to drug interactions resulting from P-gp modulation; examples of such
medications are relatively rare and include digoxin and fexofenadine [22]. Examples
of psychoactive medications reported to potentiate digoxin toxicity, potentially due
to P-gp inhibition, include fluoxetine and tramadol [48, 49]. However, since these
putative interactions are based on case reports and not formal pharmacokinetic
investigations, it remains speculative whether observed changes in digoxin plasma
concentrations were due to P-gp modulation, and if so, at what anatomical location
the interaction occurred (i.e., intestine vs. liver vs. kidney). Although current infor-
mation suggests that drug transport processes in the liver do not significantly con-
tribute to efficacy, toxicity, or drug interactions with psychoactive medications, this
may change as new information becomes available and new drugs are developed.

5.3 Drug Transport in the Kidney

Secretory transport proteins located on basolateral and apical (luminal) membranes
of the proximal tubule play a significant role in the disposition of numerous medica-
tions [3]. Cationic drug secretion is largely mediated by organic cation transporter 2
(OCT?2), which is located on the basolateral membrane, and the multidrug and toxin
extrusion proteins MATE1 and MATE2/2K, which are located on the apical mem-
brane. Conversely, weakly acidic drugs tend to be transported by OAT1 and OAT3
on the basolateral membrane and MRP2 and MRP4 on the apical membrane.
P-glycoprotein and BCRP, which transport a large number of structurally and chem-
ically unrelated compounds, are also located on the luminal membrane where they
secrete drugs from the proximal tubular cell into the urine [50, 51]. Variability in the
expression and activity of membrane transporters in the kidney can contribute to
interpatient heterogeneity in drug exposure and response. Modulation of transport
proteins in the kidney, where one medication alters the secretion or reabsorption of
another, is a well-recognized mechanism by which drug-drug interactions can occur.

Despite the high level of drug transport that takes place in the kidney, psychoac-
tive agents do not appear to be appreciably affected by alterations in drug transport
processes. This is likely because psychoactive medications have not been identified
as substrates for common renal tubular transporters such as OCT2, OAT1, MRP4,
OAT3, BCRP, MATEI1, and MATE2K [3, 52]. Nonetheless, a number of centrally
acting agents have been shown to inhibit transporters involved in renal elimination.
These include amantadine, amitriptyline, chlorpromazine, clonidine, cocaine,
desipramine, diphenhydramine, and doxepin [3]. Similarly, flurazepam, imipra-
mine, ketamine, and phencyclidine have been found to inhibit OCT2 [3]. Multidrug
and toxin extrusion proteins MATE1 and MATE2K are also inhibited by several
psychoactive agents including amantadine, chlorpheniramine, desipramine, and
imipramine [3]. Clinically relevant transport-mediated drug interactions at the site
of the kidney have not been routinely observed with these agents.

Although a number of psychoactive agents have been identified as substrates for
P-gp, renal P-gp does not appear to be a significant source of pharmacokinetic
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variability or an important site for drug interactions involving these medications.
This may be due to the fact that, as in the liver, renal P-gp does not “see” drugs, drug
metabolites, or drug conjugates until intracellular trafficking has occurred, at which
point compounds are excreted into the urine by P-gp [20, 41]. Thus, medications
that are secreted into the urine unchanged are most likely to be affected by P-gp
modulation in the kidney. Since the majority of centrally acting agents are exten-
sively metabolized by phase I and II enzymatic systems, they do not fall into this
category. This likely explains why P-gp modulation in the kidney does not appear to
be a common mechanism by which drug interactions occur with psychoactive
medications.

5.4 Drug Transport in the Brain

Drug transport into and out of the brain is largely regulated by the BBB and blood-
CSF barrier. The BBB serves as both a physical and metabolic interface between the
microenvironment of the brain and systemic circulation [6, 53]. It consists of a sin-
gle layer of adjacent brain capillary endothelial cells that contain very tight junc-
tures (zonulae occludens) between them. This monolayer of endothelial cells
contains a dearth of fenestrae and pinocytotic vesicles, which restricts brain uptake
of endogenous and exogenous substances [6]. It was largely held that drug transport
across the BBB was solely dependent on the physiochemical properties of the xeno-
biotic such as molecular weight, lipophilicity, and state of ionization [6]. It is now
clear that ABC transport proteins, particular P-gp and to a lesser extent MRPs and
BCREP, limit the brain uptake of a number of lipophilic drugs that would otherwise
be expected to diffuse across the capillary endothelium and into the brain [6, 54].

A number of membrane transporters have been identified at both the apical
(luminal) and basolateral (abluminal) cell membranes of the brain capillary endo-
thelium (Figs. 5.1, 5.2, and 5.3) [4]. Only drug efflux proteins that are located at the
luminal (apical) cell membrane of the brain capillary endothelium are in the appro-
priate position to extrude drugs back into the blood and restrict drug uptake into the
brain [4]. Apically located transporters include P-gp, MRP1, MRP2, MRP4,
MRPS, and BCRP [6]. Additional transporters, including several MRPs, appear to
be located at the basolateral membrane. The exact cellular location of MRPs in
brain capillary endothelial cells is unclear, as is the specific role of basolaterally
located transporters, although it has been suggested that transporters located at the
basolateral membrane may function in concert with those located at the apical
membrane [4].

The epithelial blood-CSF barrier, located at the choroid plexuses and outer
arachnoid membrane, also functions, along with the BBB to control brain entry of
certain nutrients and xenobiotics [5]. The choroid plexus differs in that it contains
fenestrated, readily permeable capillaries facing the blood side of cells (basal loca-
tion); these cells are enveloped by a monolayer of tightly conjoined epithelial cells,
which face the CSF (apical location) [5].
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Fig. 5.1 Transport proteins in intestinal epithelia, hepatocytes, and kidney proximal tubules.
Transport proteins of potential clinical relevance to centrally acting medications are included in the
organs presented. Only root names of the transport proteins are defined below; individual families,
subfamilies, and isoforms are not addressed here but are listed in the figure. The reader is referred
to Refs [1-3, 23, 45, 47] for detailed reviews of drug transport protein function, activity, and clini-
cal relevance in intestinal, hepatic, and kidney tissue. OCT organic cation transporter, OSTa-OSTf
heteromeric organic solute, MRP multidrug resistance protein transporter, OATP organic anion
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Drug transporters that control the influx and efflux of drugs at the blood-CSF
barrier have been identified, yet exploration of the identity, location, and function of
these transporters at the blood-CSF barrier has only recently begun, and much infor-
mation remains to be learned. To this end, drug entry into the brain primarily
depends on the physical barriers of the BBB and blood-CSF barrier and the affinity
of drugs for the membrane transporters located at each of these sites [55-60]. It is
the interplay between these factors that govern drug exposure response in the brain.

5.4.1 Drug Transporter-Mediated Efflux in the Brain:
Examples of Clinical Relevance

P-glycoprotein (P-gp) is the most extensively studied of the ATP-binding cassette
(ABC) proteins, which also include the multidrug resistance proteins (MRPs) and
breast cancer resistance protein (BCRP) [41, 51]. P-gp is principally expressed at
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Fig. 5.2 Localization of drug transporters on brain capillary endothelial cells of the blood-brain
barrier (BBB). Please see Fig. 5.1 legend for root names of transport proteins contained within this
figure. Arrows indicate directional movement of substrates (i.e., brain to blood or vice versa)
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transporting polypeptide, PEPT peptide transporter, ASBT ileal apical sodium/bile acid cotrans-
porter, MCT monocarboxylic acid transporter, BCRP breast cancer-related protein, P-gp
P-glycoprotein, OAT organic anion transporter, NTCP sodium/taurocholate cotransporting peptide,
BSEP bile salt export pump, MATE multidrug and toxin extrusion pump, OAT organic anion trans-
porter, URAT urate transporter, OCTN organic cation/ergothioneine transporter. Arrows pointing
inward to the organ are uptake transporters (i.e., OATP, PEPT1, ASBT, and MCT]1 in the intes-
tines); arrows pointing away from an organ are efflux transporters (i.e., BCRP and P-gp in the
liver). In the liver, 5 transport proteins extrude drug into the bile (MRP2, MATE1, BCRP, BSEP,
and P-gp)
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Fig. 5.3 Graphic representation of the blood-cerebrospinal fluid (blood-CSF) barrier. Please see
Fig. 5.1 legend for root names of transport proteins contained within this figure. Arrows indicate
directional movement of substrates (i.e., cerebrospinal fluid to blood or vice versa)

the luminal (apical) membrane of capillary endothelial cells of the human brain
(under normal physiologic conditions) where it functions to pump substrate medica-
tions back into systemic circulation [51, 61-63]. Of note, in certain pathologic states
(i.e., epilepsy), P-gp expression and its localization in the BBB may be altered, as
will be discussed in greater detail below. Genetic polymorphisms can also alter the
degree of P-gp expression at the BBB, which can impact drug access to the brain.

One of the most important models for studying the impact of drug transport at the
BBB involves the use of genetically deficient animals (i.e., aforementioned “knock-
out mice”) [4]. In a classic example, the impact of P-gp in preventing CNS-mediated
toxicity was serendipitously realized in a scenario in which mdrla knockout mice
(mice devoid of P-gp expression at the BBB) were administered the antiparasitic
and well-recognized neurotoxic drug, ivermectin, to treat a mite infection [64].
When mdrla knockout mice received ivermectin, they developed severe neurologic
toxicity and nearly all the animals died. When ivermectin was quantitated in brain
tissue of the mdrla knockout mice, it was present in 10—100-fold higher concentra-
tions compared to wild-type mice that expressed functional P-gp [64]. As a result of
this study, and further data in Collies and other dog breeds that exhibit severe iver-
mectin neurotoxicity, P-gp became widely accepted as a “gatekeeper” at the BBB
that impeded brain penetration of potentially toxic compounds [65, 66].

Analgesia In addition to its protective role in preventing CNS toxicity, P-gp-
mediated efflux has also been observed to impact drug efficacy in both animals and
humans; this has been effectively illustrated with opiate analgesics [53]. A number



5 Drug Transporters 101

Table 5.1 Examples of clinically relevant psychoactive medications that are substrates and/or
inhibitors of P-glycoprotein [1, 4-6, 21, 51, 53, 63]

Substrates Inhibitors

Antipsychotics

Amisulpride, aripiprazole, chlorpromazine, Aripiprazole, chlorpromazine, clozapine,
clozapine, fluphenazine, haloperidol, loxapine, fluphenazine, haloperidol, loxapine,
lurasidone, mesoridazine, olanzapine, lurasidone, mesoridazine, olanzapine,
paliperidone, perphenazine, pimozide, paliperidone, perphenazine, pimozide,
quetiapine, risperidone, thioridazine, thiothixine, | quetiapine, risperidone, thioridazine,
ziprasidone thiothixine, ziprasidone

Antidepressants

Anmitriptyline, paroxetine, clomipramine, Anmitriptyline, paroxetine, clomipramine,
doxepin, imipramine, trimipramine, citalopram, doxepin, imipramine, trimipramine,
escitalopram, fluoxetine, fluvoxamine, fluoxetine, venlafaxine, nefazodone,
venlafaxine, duloxetine, nefazodone, trazodone trazodone

Analgesics (and antidiarrheals with opioid receptor activity)

Morphine, methadone, fentanyl, loperamide, Tramadol, loperamide, diphenoxylate,
diphenoxylate, tramadol, hydromorphone, meperidine, butorphanol, pentazocine
oxycodone, hydrocodone, meperidine, codeine,

butorphanol, pentazocine

Anticonvulsants

Phenytoin, phenobarbital, carbamazepine,
lamotrigine, valproate, gabapentin, topiramate,
felbamate

Antianxiety agents

Chlordiazepoxide, clonazepam, diazepam,
lorazepam, buspirone

Sedative/hypnotics

Zolpidem, melatonin, flurazepam, eszopiclone Flurazepam
Drugs for the treatment of attention deficit hyperactivity disorder
Methylphenidate, atomoxetine, clonidine

Agents for the treatment of Alzheimer’s disease

Donepezil, galantamine Donepezil
Antiaddiction agents

Buprenorphine, naloxone

of opioid analgesics (and antidiarrheals that act upon peripheral opioid receptors)
have been identified as P-gp substrates [53, 67]. Such agents include morphine,
fentanyl, methadone, loperamide, diphenoxylate, and others (Table 5.1). Several
studies in mice showed improved brain access and greater analgesic effect with
morphine in mdrla or mdrla/b knockout mice [68—70]. Similar results in mice lack-
ing functional P-gp were also observed for fentanyl and methadone [70]. Consistent
with these reports, investigators have shown that selectively blocking P-gp in wild-
type rats with an inhibitor such as GF120918 increases extracellular fluid concen-
tration and analgesic efficacy of morphine and methadone [71, 72]. Preclinical data
such as these have led to “proof of concept” studies in humans with the antidiarrheal
agent, loperamide [73]. Loperamide acts upon peripheral opioid receptors to reduce
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GI motility and exert its antidiarrheal effect [74, 75]. At clinically relevant doses,
loperamide does not cross the BBB due to its strong affinity for P-gp; therefore, it is
void of CNS effects typically associated with centrally acting opiates (analgesia,
euphoria, respiratory depression, drowsiness, etc.) [76]. Sadeque et al. administered
a 16 mg dose of loperamide with and without the P-gp inhibitor quinidine 600 mg
to 8 healthy male volunteers [73]. In the presence of quinidine, loperamide pro-
duced a statistically significant reduction in ventilator response to carbon dioxide
(i.e., respiratory depression) (P<0.001) that was not explained by increased loper-
amide plasma concentrations. Results from this study demonstrate the ability of
P-gp to prevent CNS side effects — and possibly thwart the abuse potential — of
loperamide, which can be reversed by the P-gp inhibitor quinidine [73].

In a separate investigation in healthy volunteers, the effect of quinidine on the
CNS-mediated pharmacodynamic effects of loperamide was found to be influenced
by ABCBI genotype [77]. Individuals with the G2677T(A)/C3435T haplotype
experienced a more pronounced increase in mitotic effects when quinidine 800 mg
was coadministered with loperamide 24 mg. These results are consistent with previ-
ous data that show that this haplotype is associated with reduced P-gp activity [35].
As such, the clinical relevance of P-gp inhibition at the BBB is likely to vary
between individuals based upon their genetic predisposition, thereby making it dif-
ficult to predict the clinical significance of P-gp-mediated drug interactions on a
case-by-case basis.

Not all opiates that are P-gp substrates are susceptible to interactions with P-gp
inhibitors at the human BBB [78]. Fentanyl and methadone were both subject to
P-gp-mediated brain extrusion in mice; however, neither drug, when administered
intravenously to healthy human subjects, produced changes in respiration or miosis
when coadministered with quinidine [70, 79]. One reason for these disparate results
may lie in the fact that fentanyl is a relatively lipophilic drug that would be predicted
to permeate the endothelial lining of the BBB to a greater extent than other, com-
paratively less lipophilic opiate analgesics such as morphine [80]. As a result, for
more lipophilic drugs, such as fentanyl, P-gp-mediated efflux may be less pro-
nounced [6]. Another potential reason why various P-gp substrates and inhibitors
may interact differently with regard to their BBB-penetrating characteristics
involves the presence of multiple P-gp binding sites [81]. A number of substrate
binding sites throughout the transmembrane domains of P-gp have been recognized,
and these sites differentially interact with P-gp substrates and inhibitors; therefore,
the ability of a drug (i.e., quinidine) to inhibit P-gp may depend upon the specific
P-gp substrate (i.e., loperamide vs. fentanyl) with which it is coadministered [81,
82]. To illustrate, both colchicine and quercetin were found to enhance the transport
of the P-gp substrate thodamime-123; in contrast, these medications were found to
inhibit the transport of the P-gp substrate Hoechst 33342 [81]. The affinity of a
particular drug for P-gp (i.e., strong vs. weak substrate) also undoubtedly contrib-
utes to a drug’s susceptibility to P-gp-mediated drug interactions at the BBB as does
the potential contribution of transport proteins in addition to P-gp (such as MRPs
and BCRP). A “one size fits all” approach then cannot be used to predict
transport-mediated interactions with opiate analgesics at the BBB. The ability to
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predict these types of interactions should become easier as more data become avail-
able regarding the transport characteristics of specific opiate analgesic/P-gp inhibi-
tor combinations.

Seizure Disorders Approximately 20—40 % of patients receiving therapy for sei-
zure disorders are resistant to anticonvulsant therapy [83, 84]. Despite the fact that
anticonvulsants act by different pharmacological mechanisms, most patients who
are resistant to anticonvulsant therapy are resistant to multiple, if not all available
anticonvulsant medications [85]. The potentially severe clinical consequences of
uncontrolled epilepsy include a shortened lifespan and neurological and psychiatric
disorders [85, 86]. Uncovering the mechanism(s) responsible for anticonvulsant
drug resistance is of great interest. One potential mechanism is localized overex-
pression of drug transporters such as P-gp, which can limit the access of anticonvul-
sants to epileptogenic brain regions [87]. The following anticonvulsant medications
have been identified as substrates for P-gp and/or MRPs: phenytoin, phenobarbital,
carbamazepine, topiramate, valproate, and lamotrigine [88]. As stated earlier, under
normal physiologic conditions, P-gp is primarily expressed by capillary endothelial
cells; however, animal data have shown that repeated seizures induce overexpres-
sion of P-gp in different cell types of the brain, including perivascular astrocytes,
parenchymal astrocytes, and neurons [89-91]. These data are consistent with those
of Tishler et al. who found that brain expression of ABCBI (formerly MDRI) is
significantly increased in patients with intractable partial (predominantly) temporal
lobe epilepsy [92]. In addition to P-gp, a number of MRPs were also found to be
overexpressed in brain capillary endothelial cells and/or astrocytes in patients resis-
tant to anticonvulsant therapy [93-98]. BCRP does not appear to be overexpressed
in brain tissue in anticonvulsant drug-resistant patients. These data, along with those
of others, have led researchers to hypothesize that overexpressed multidrug resis-
tance transporters reduce the extracellular concentration of anticonvulsant medica-
tions in the localized area of the brain expressing epileptogenic pathology [4]. This
idea is supported by data from Rizzi et al. who observed a 30 % decrease in the
brain/plasma ratio of phenytoin in rodents with increased hippocampal ABCBI
mRNA after kainite-induced seizures [99].

For direct proof of principle regarding the role of enhanced P-gp activity at the
BBB and antiepileptic drug resistance (AED) resistance, several studies in rat mod-
els showed that administration of the P-gp inhibitor tariquidar improved seizure
control in phenytoin and phenobarbital-treated chronic epileptic rats [100, 101].
This led to the conduct of several pilot studies using the P-gp inhibitor verapamil in
human subjects with AED-resistant seizure disorders [102, 103, 105, 106]. Due to
the small size of these studies and the lack of double-blinded placebo-controlled
investigations, it is not possible to determine whether verapamil or other P-gp inhib-
itors may have a future role as adjunct agents for the treatment of AED-resistant
epilepsy. Further evidence supporting the role of P-gp overexpression and AED
resistance is the fact that levetiracetam, a non-substrate for P-gp, was highly effec-
tive in treating patients with epilepsy who were unresponsive to previous antiseizure
medications — all of which were presumably P-gp substrates [104].
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Overexpression of P-gp as well as other drug transporters at the BBB and in
parenchymal glial cells in the brain likely contributes to AED resistance. One poten-
tial strategy to combat this phenomenon involves the use of antiseizure medications
that are not substrates for P-gp, such as levetiracetam. Another involves the admin-
istration of add-on therapy with P-gp inhibitors such as verapamil, in hopes that
they can enhance the CNS penetration of AEDs and improve seizure control; how-
ever, this approach is premature at this time and requires data from large well-
controlled trials before it can be supported. Lastly, new drug formulations that
circumvent the influence of drug transporters at the BBB may prove useful for the
treatment of patients with AED-resistant seizure disorders.

In addition to seizure activity increasing drug transporter expression in brain tis-
sue, overexpression of drug transporters at the BBB has also been postulated to arise
secondary to anticonvulsant administration; however, data from several preclinical
studies suggest that this is not the case. Long-term administration of phenytoin and
phenobarbital, respectively, did not induce the expression of P-gp in the brain in rats
[105]. Similarly, 7-day administration of therapeutic doses of phenytoin and carbam-
azepine did not alter ABCBI mRNA in the hippocampus of mice [99]. These data
suggest that seizure activity in the brain, as discussed above, and not anticonvulsant
drug therapy is responsible for overexpression of drug transporters in the brain [4, 6].

Functional genetic polymorphisms in genes that encode for drug transporters at
the BBB (i.e., ABCBland ABCC2) represent another mechanism by which enhanced
transporter expression and reduced access of anticonvulsants to epileptogenic brain
regions may occur [106, 107]. Numerous studies have investigated the relationship
between AED and the ABCBI polymorphism (C to T) at position 3435 [108]. The
first of these studies, performed by Siddiqui et al., found that patients with drug-
resistant epilepsy, defined as >4 seizures during the previous year despite trials with
>3 anticonvulsant medications at maximally tolerated doses, were more likely to
possess the ABCBI 3435 CC genotype versus the TT genotype (odds ratio, 2.66;
95 % confidence interval, 1.32-5.38; P=0.006) [107]. This study involved 200
AED-resistant patients, 115 AED-responsive patients, and 200 control subjects
without epilepsy. These data are consistent with previous data that show that the
3435 CC genotype is associated with increased P-gp expression and activity in a
number of in vitro and in vivo investigations (although conflicting evidence has also
been reported) [34-36]. This increase in P-gp expression at the BBB is postulated to
reduce AED access to the brain, resulting in AED resistance [107].

Since the initial study by Siddiqui et al., numerous investigations have been con-
ducted assessing the influence of ABCBI polymorphisms on AED resistance [107,
109-120]. Most of these studies assessed the role of C3435T on AED resistance and
they reported conflicting results, with some studies identifying a relationship
between 3435 CC and AED resistance, some identifying a relationship between
3435 TT and AED resistance, and some not finding any relationship at all. To
address discordant results among the studies, at least 6 meta-analyses have been
performed to date, with only the most recent showing a significant relationship
between 3435C and AED-resistant epilepsy [108, 121-125]. A meta-analysis
reported on results from 38 studies involving 8716 patients. An association between
the 3435C allele and AED resistance in patients experiencing >10 seizures per year
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was observed [108]. The association was most notable in Caucasians, adults, and in
patients treated with multiple medications.

In addition to C3435T, G2677T and C1236T (which are in linkage disequilibrium
with C3435T) have also been associated with P-gp expression and activity and have
been assessed in AED resistance [126]. Although the 3435, 2677, 1236 CGC haplotype
has traditionally been associated with increased P-gp activity (and the TTT haplotype
with comparatively less P-gp activity), a study conducted in Japanese patients with
AED drug resistance found that the TTT haplotype was associated with carbamaze-
pine-resistant epilepsy [127]. These results would appear counterintuitive, considering
that the TTT haplotype would be expected to be associated with reduced P-gp expres-
sion and increased penetration of carbamazepine into epileptogenic brain tissue. Similar
results were observed by Subenthiran et al. who reported a significant association
between 2677TT and 3435TT and resistance to carbamazepine monotherapy in 314
Malaysian patients [128]. Given the overall lack of consistency in data describing the
association between ABCBI and AED resistance, other transporters, such as ABCC2,
may represent additional avenues of drug resistance in patients with seizure disorders.

ABCC2, which encodes for the MRP2 transporter, has been assessed in a small
number of studies of AED resistance [126, 129, 130]. ABCC2 C24T and C3972T
were associated with AED resistance in 537 Chinese patients [129]. Similarly,
another study in 221 German patients with epilepsy (103 responders and 118 non-
responders to first-line AED therapy) found that nonresponders were more likely to
carry the “T” allele of the C24T variant of the ABCC2 gene [130]. These data are
surprising in that the ABCC2 24T allele has been associated with reduced activity
in vitro, and reduced MRP2 activity would be expected to correlate with adequate
AED penetration into the brain and a reduced incidence of AED resistance [131]. A
number of postulated mechanisms for these results have been put forth, most nota-
bly the likelihood that other drug transporter genes (i.e., ABCBI) are upregulated in
the presence of the low-function ABCC2 24T allele.

In conclusion, the pharmacogenomics of drug transporters at the BBB represents
a complex area where study results are often counterintuitive or in disagreement.
Numerous reasons exist for disparity between studies attempting to characterize the
roles of ABCBI and ABCC2 on P-gp expression at the BBB and anticonvulsant drug
activity. These include a variety of covariates such as compensatory upregulation of
other transport proteins; differences in transporter expression between tissues (i.e.,
the BBB vs. the liver or intestine); types of drugs being studied (i.e., stronger vs.
weaker P-gp substrates); the presence of drug-drug interactions; ethnicity of the
study populations, which may display differential haplotype frequencies; and poly-
morphisms in drug metabolizing enzymes (i.e., cytochrome P450) that may impact
systemic drug exposure.

5.4.2 Depression

Approximately 30—50 % of patients with depression exhibit an incomplete response
to antidepressant medications of adequate dose and duration [132]. Common
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antidepressant drug classes include selective serotonin reuptake inhibitors (SSRIs),
tricyclic antidepressants (TCAs), serotonin-norepinephrine reuptake inhibitors
(SNRIs), and tetracyclic antidepressants, all of which must cross the BBB to exert
their pharmacologic effects. Evolving evidence suggests that P-gp may impede the
uptake of antidepressant medications into the CNS, thereby contributing to the high
degree of treatment failure associated with current antidepressant regimens [133]. It
has also been postulated that P-gp inhibition by antidepressant medications contrib-
utes to their antidepressant activity by altering glucocorticoid penetration across the
BBB, resulting in reduced hypothalamic-pituitary-adrenal (HPA) axis activity [134].

It remains controversial which antidepressants are substrates and/or inhibitors of
P-gp and whether or not P-gp contributes to treatment-resistant depression (TRD)
[133]. The interaction between antidepressants and P-gp can be attributed to the use
of different in vitro assays; lack of a validated, highly reliable predictive screening
model to identify P-gp substrates and inhibitors; interlaboratory differences that
yield disparate results despite use of a common assay; differences in data interpreta-
tion between investigators; use of different cell lines for P-gp experiments; differ-
ences in knockout mouse models (single- vs. double knockout mice); and animal
dosing strategies (single-dose vs. chronic drug administration) [133]. These incon-
sistencies represent challenges to understanding the complex relationship between
P-gp expression at the BBB and patients with TRD.

Despite uncertainty as to which antidepressants are P-gp substrates, emerging
clinical data suggest that P-gp plays a role in antidepressant drug response. A PET
study using [''C]-verapamil observed increased P-gp function in patients being
treated for major depression [38]. Reasons for the increase in P-gp activity may
include ABCBI induction due to chronic antidepressant therapy, increased P-gp
expression secondary to cytokines resulting from immune activation, or functional
SNPS in the ABCBI gene [135-140]. A number of studies have been conducted to
assess the influence of ABCBI polymorphisms on TRD, with the prevailing hypoth-
esis being that low-function SNPs will be associated with greater CNS penetration
of antidepressant medications and improved clinical response.

The most compelling data supporting a relationship between predicted P-gp
activity and antidepressant efficacy was reported by Uhr and colleagues [141]. The
authors investigated the relationship between remission rates in 443 depressed
Caucasian patients treated with antidepressants and 95 SNPs in ABCBI. Eleven rare
intronic SNPs, presumably associated with reduced P-gp activity and greater CNS
antidepressant penetration, were associated with a 7.7-fold greater chance of remis-
sion (P<0.001) after 5 weeks of therapy with P-gp substrate antidepressants that
included citalopram, paroxetine, amitriptyline, and venlafaxine [141]. This associa-
tion was not due to differences in plasma concentrations or antidepressant drug
doses, and no association was found between ABCBI SNPs and remission in sub-
jects receiving the non-P-gp substrate, mirtazapine. Of particular interest, these
findings were reproduced by Sarginson et al. for the P-gp substrate paroxetine and
the non-P-gp substrate mirtazapine [142]. However, a large retrospective analysis
failed to replicate the findings of Uhr and colleagues with regard to a potential rela-
tionship between ABCBI SNPS and citalopram [143].
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A number of additional studies have investigated the association between ABCB1
SNPs and antidepressant clinical response and toxicities; however, despite the posi-
tive pharmacogenetic results discussed above, there is a prevailing disagreement in
the literature regarding the involvement of different ABCBI SNPs and antidepres-
sant drug response. Reasons for disparity in study results are similar to those dis-
cussed for the relationship between AED resistance and P-gp; they include
differences in ethnicities of studied populations, the unlikelihood that an individual
SNP or gene is responsible for antidepressant drug response, the role of other trans-
porters at the BBB besides P-gp, uncertainty regarding the degree to which a drug
is a substrate for P-gp (strong vs. week), and the possible contribution of P-gp inhi-
bition by antidepressant medications to their mechanism of action in the CNS [133].

Hypothalamic-pituitary-adrenal (HPA) axis hyperactivity is a consistent finding
in patients suffering from depression [144]. Patients typically have elevated plasma
cortisol and ACTH, which is indicative of HPA axis dysregulation [145]. This com-
promised negative feedback inhibition process is hypothesized to result from P-gp-
mediated efflux of endogenous glucocorticoids at the BBB (or in neuronal tissue),
thereby preventing the glucocorticoids from binding to their receptors within the
CNS. Pariante and coworkers hypothesize that P-gp inhibition at the BBB by anti-
depressant medications allows endogenous glucocorticoids (i.e., cortisol) greater
access to the CNS, subsequently restoring normal HPA axis function and reducing
depressive symptoms [134]. This hypothesis is supported by data in mice in which
desipramine reduced basal and activated HPA axis activity [146]. This theory has
been challenged based on (1) uncertainty regarding whether antidepressant medica-
tions could achieve concentrations at the BBB high enough to inhibit P-gp to a clini-
cally relevant degree, (2) failure to demonstrate that acute or chronic desipramine
administration leads to increased glucocorticoid penetration into the brain second-
ary to P-gp inhibition in an in situ mouse model, and (3) a dearth of in vivo data
supporting this hypothesis in humans [133, 147]. The primary impact of P-gp on
antidepressant activity would appear to be related to its ability to limit access of
antidepressant medications to the CNS.

Despite the absence of prospective, controlled, adequately powered trials to
characterize the role of ABCBI gene variants on antidepressant activity, it is con-
ceivable that pharmacologic inhibition of P-gp at the BBB may augment antidepres-
sant efficacy in patients with TRD [133]. Anecdotal evidence suggests that
adjunctive treatment with the P-gp inhibitor verapamil produced a beneficial effect
in severely depressed patients refractory to SSRI treatment [148]. This approach
also appears to be supported by data which show that the addition of an antipsy-
chotic medication such as aripiprazole, olanzapine, quetiapine, or risperidone can
be used to enhance antidepressant treatment response in patients with TRD [149].
Since some of these antipsychotics have been shown to inhibit P-gp in vitro, it has
been speculated that this is the mechanism by which these antipsychotic medica-
tions augment antidepressant treatment response (i.e., by enhancing CNS penetra-
tion of antidepressant medications secondary to P-gp inhibition). Further supporting
this premise are data which show that risperidone coadministration with sertraline
resulted in a trend toward increased brain concentrations of sertraline in of CF1
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mice [150]. The ability of antipsychotics to achieve P-gp inhibitory concentrations
at the BBB, which is usually in the micromolar range, has been called into question
[53]. Nonetheless, these observations are largely preclinical and anecdotal.
Controlled studies are necessary to determine the role, if any, of P-gp inhibition in
improving antidepressant treatment efficacy in TRD.

5.4.3 Schizophrenia

Schizophrenia that is resistant to antipsychotic therapy (pharmacoresistant schizo-
phrenia) is prevalent in approximately 13—-50 % of all schizophrenic patients and by
definition continues despite combination drug therapy [151-154]. Because most
typical and atypical antipsychotics are, to varying degrees, substrates for P-gp
(Table 5.1), and these medications require brain access to exert their pharmacologic
activity, it has been postulated that P-gp may contribute to pharmacoresistant
schizophrenia by limiting penetration of these drugs into the CNS. It has also been
hypothesized that low P-gp activity at the BBB is associated with increased penetra-
tion of psychotropic medications into the brain and subsequent toxicities such as
cognitive impairment, weight gain, and polydipsia [155-157].

In a similar investigative process as that observed with anticonvulsant medica-
tions, a number of studies have assessed the influence of ABCBI polymorphisms
(primarily C3435T, G2677T, and C1236T) on antipsychotic efficacy and toxicity
[155-166]. Lin et al. observed a relationship between the 3435T allele, olanzapine
plasma concentrations, and a reduction in positive symptoms of schizophrenia
which include hallucinations, delusions, thought disorders, and movement disorders
[158]. The investigators also reported a similar relationship between the linked
SNPs, C1236T and G2677T and olanzapine dose-response. The authors speculate
that enhanced brain access with the ABCBI T alleles may have led to the improved
drug response with olanzapine. However, the authors also caution that because of
the small sample size (n=41), their results should be considered preliminary.
Similar results were reported by Bozina et al. who observed a significantly better
initial treatment response to olanzapine in 117 female schizophrenic patients who
possessed a 2677 T allele [160]. Results from this investigation are noteworthy in
that subjects had not received chronic antipsychotic therapy and were not receiving
concurrent antipsychotic medications, each of which have the potential to modulate
P-gp activity and confound study results. The all-female population eliminated any
sex-related differences in olanzapine treatment response that may exist.

In addition to olanzapine, several studies also observed positive relationships
between ABCBI genotypes and risperidone treatment response [157, 162, 167].
Xing and coworkers found that the percentage improvement in the brief psychiatric
rating scale (BPRS) in 130 Chinese patients (85 female) treated with risperidone
was better in patients with the 1236 TT genotype [162]. These results are not unex-
pected, considering that numerous preclinical studies have shown that risperidone
has a greater affinity for P-gp than most other typical or atypical antipsychotic
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medications. Consistent with these findings, the 1236 TT genotype was associated
with increased improvement during risperidone therapy in 45 Portuguese patients
with autism spectrum disorder [167]. Nonetheless, as has been noted in studies with
antiseizure and antidepressant medications, results from other studies with antipsy-
chotics have failed to identify a relationship between P-gp activity (as represented
by ABCBI genotype) and drug response [159, 168, 169].

In contrast to the above results, Nikisch et al. observed significantly lower plasma
and CSF concentrations of the P-gp substrate quetiapine in 22 German schizo-
phrenic patients possessing the TT genotype at positions 3435, 2677, and 1236
[164]. The ABCBI 2677TT carriers exhibited a 2.6-fold lower quetiapine plasma
concentration compared to noncarriers and a 5.4-fold lower quetiapine CSF concen-
tration compared to noncarriers after 4 weeks of quetiapine therapy. The compara-
tively lower concentration in the CSF versus the plasma suggests that the low CSF
concentration could not be explained solely on the basis of reduced drug diffusion
into the CSF from the plasma — but likely occurred due to active drug efflux at the
BBB. These results, which show reduced CNS penetration and poorer treatment
response with TT genotypes at positions 3435, 2677, and 1236, are in opposition to
those previously reported with olanzapine and risperidone, which showed greater
treatment response (and better presumed CNS penetration) in TT individuals at at
least one of these positions [158, 160, 162]. Reasons for these disparate results may
be due to ethnic differences in the treatment populations, differences in transport
characteristics of the studied medications, and the possibility that other transport
proteins (i.e., MRPs) are upregulated in the presence of low-activity ABCBI
genotypes.

In addition to drug response, several studies have noted relationships between
ABCBI SNPS and toxicity with antipsychotic medications. A hallmark of each of
these studies is that the reported toxicity occurred more frequently in subjects pos-
sessing the low-activity (T) allele [155—157]. Yasui-Furukori et al. noted a relation-
ship between the 3435 TT genotype and poor improvement in cognitive function in
a study of 31 acutely exacerbated schizophrenic patients receiving bromperidol, a
structurally related analogue to haloperidol [155]. The authors speculate that higher
brain concentrations of bromperidol in patients with the 3435 TT genotype would
be expected to be associated with worsening cognitive function [155]. In a separate
study, a significant relationship was identified between ABCBI TT variants at posi-
tions 3435 and 2677 and weight gain with risperidone after 4 months of treatment
in 108 female schizophrenic patients of Croatian descent [157]. Presence of 3435
and 2677 T variants was not associated with weight gain secondary to olanzapine
treatment in this study. This may be due to the fact that olanzapine is an intermediate
substrate for P-gp compared to risperidone, which is a strong substrate [170, 171].
Shinkai and colleagues reported that polydipsia occurred more frequently in 84
schizophrenic polydipsic patients with the 3435 T allele compared with 247 non-
polydipsic controls (odds ratio=1.46; 95 % CI=1.03-2.07; P=0.0.35) [156]. The
authors speculate that the C3435T polymorphism may play a role in the pathophysi-
ology of polydipsia in schizophrenia, presumably by allowing greater brain penetra-
tion of antipsychotic medications which is believed to contribute to this disorder.
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In addition to genetically controlled differences in P-gp expression at the BBB
and in neuronal tissue, concomitant administration of P-gp-modulating medications
is another mechanism by which the pharmacologic response of antipsychotic medi-
cations may be impacted, especially in patients with pharmacoresistant schizophre-
nia [172]. Patients with pharmacoresistant schizophrenia typically receive multiple
psychotropic medications including antipsychotics, antidepressants, and mood-
stabilizing anticonvulsants such as carbamazepine [172]. Chronic therapy with cer-
tain medications may modulate P-gp activity and alter the CNS penetration (and the
subsequent efficacy and/or toxicity profile) of antipsychotic medications. To illus-
trate, chlorpromazine can act as both an inhibitor and inducer of P-gp-mediated
efflux, depending on the medication with which itis coadministered [173]. Assuming
that other medications can also differentially affect P-gp-mediated transport, chronic
polypharmacy in patients with pharmacoresistant schizophrenia may be associated
with transport-mediated drug interactions that either positively or negatively influ-
ence antipsychotic drug response. A number of factors likely influence such putative
interactions, including ABCBI genotype, ethnicity, diet, age, gender, and specific
medications that are being coadministered. Large, prospective, randomized, care-
fully controlled trials are necessary to ferret out the influences of these factors on
antipsychotic drug response in patients with pharmacoresistant schizophrenia.

5.5 Conclusions and Future Directions

In recent years, a remarkable amount of progress has been made in understanding
the role of transport proteins, especially P-gp, on drug absorption and disposition.
One of the most interesting and difficult areas to study involves the role of efflux
transporters as “gatekeepers” that control drug distribution across the BBB and into
the CNS. While the ability of efflux transporters, P-gp in particular, to protect the
brain from xenobiotic-induced toxicity is well-recognized, P-gp is also capable of
hindering the pharmacologic activity of drugs that must gain CNS access to exert
their pharmacologic activity. A number of approaches have been suggested to deal
with this phenomenon. First and foremost, however, is the need to gain a better
understanding of drug transport at the BBB.

Despite the increase in transporter information that has become available in the
biomedical literature over the last decade, the optimal approach to in vitro and animal
testing to determine whether a drug is a P-gp substrate or modulator remains unclear,
as does a standardized manner in which to interpret such data [4]. While information
on MRPs, BCRP, OATPs, and OATS has increased recently, it still lags significantly
behind P-gp. More information is needed with regard to the regulation, genetics,
substrates, and modulators of these membrane transporters. Detailed information is
necessary regarding the potential overexpression of these transporters when P-gp
expression/activity is reduced or absent. While clearly a daunting task, large, well-
controlled studies are necessary to elucidate the role of multiple transporters (and
their various polymorphisms) on drug disposition and drug interactions. Such studies
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will need to take numerous additional factors into account such as ethnicity, sex, diet,
smoking, concurrent medications, disease states, and age to determine the impact of
various transport proteins on psychoactive drug responses. A multiple logistic regres-
sion approach with large sample sizes will likely be necessary to identify the combi-
nation of factors that can potentially influence drug distribution into the CNS.

In the meantime, several approaches have been suggested to circumvent the
influence of P-gp on drug transport at the BBB. One such tactic includes direct
pharmacologic inhibition, as was mentioned earlier with regard to the P-gp inhibitor
verapamil in combination with AEDs and antidepressants. This approach though
can only be used to enhance, as opposed to reduce, brain drug delivery and it allows
for little control over the extent and duration of barrier opening [174]. Moreover,
most inhibitors aren’t selective for a specific protein, which may result in unwanted
side effects. Conversely, targeting transporter regulation by modulating the effects
of inflammatory mediators (i.e., cytokines such as tumor necrosis factor-o [TNF-
a], interleukin-1 p [IL-1 B], and interleukin-6 [IL-6]), mediators of oxidative stress
such as reactive oxygen species, and nuclear receptors including the pregnane X
receptor (PXR) can be turned off for brief, controlled time periods [174].

Attention has focused on developing new molecular entities that do not interact
with P-gp or other efflux transporters [175]. Drugs that are not substrates for mem-
brane transporters at the BBB would be expected to reach therapeutic concentra-
tions at their site of activity in the brain. While this has the potential to be
therapeutically advantageous, such medications will need to be carefully developed
and studied to avoid untoward toxicities when such medications have unfettered
brain access. A current example of a medication that is not a P-gp substrate and is
active against AED-resistant epilepsy is levetiracetam [104]. Drug-containing
nanoparticles with the capability of passing through the luminal membrane of the
BBB represent another means by which drug formulations may be developed that
circumvent the actions of centrally located efflux transporters.

In conclusion, centrally located membrane transporters restrict drug delivery to
the brain and can compromise the efficacy of psychoactive medications. When
pharmacologically inhibited or minimally expressed due to genetic polymorphisms,
these same transporters may allow unopposed brain access to certain drugs resulting
in toxicity. An evolving understanding of these phenomena, as well as novel thera-
peutic strategies is necessary to improve CNS drug delivery and optimize the safety
and efficacy of psychoactive pharmacotherapy.
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Chapter 6
Pharmacogenomics

Kristen M. Wiese, Stephanie A. Flowers, and Vicki L. Ellingrod

Abstract Pharmacogenomics is a rapidly growing field dedicated to identifying
genetic markers that will allow practitioners to identify safe and effective therapy
that is tailored to the individual patient. As a result, pharmacogenomic testing has
the potential to optimize drug therapy for a variety of disease states. The landmark
Sequenced Treatment Alternatives to Relieve Depression trial, commonly known as
the STAR*D trial, showed that only a disappointing 30 % of patients experience
remission from depression symptoms with their initial trial of antidepressant ther-
apy. Furthermore, other studies have shown that 70 % of patients not remitting after
their first medication trial may endure symptoms for months before experiencing
relief secondary to drug therapy. In the future it is hoped that advancing pharma-
cogenomics research will help identify the safest and most effective medication for
each patient—not only for the treatment of depression but for other disease states as
well. Currently pharmacogenomic testing is not widely implemented; however, this
is likely to change as clinicians become increasingly familiar with this field. This
chapter will familiarize clinicians with the field of pharmacogenomics by (1) build-
ing a simple understanding of how genetic variability can alter drug response, (2)
discussing current approaches in pharmacogenomics research, (3) describing help-
ful resources for practitioners, (4) providing an overview of the clinical application
of pharmacogenomics and the associated issue of reimbursement, and (5) reviewing
opinions on the future of pharmacogenomics in the clinical setting.
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Pharmacogenomics is a rapidly growing field dedicated to identifying genetic mark-
ers that will allow practitioners to identify safe and effective drug therapy tailored
to the individual patient. As such, pharmacogenomics is a key component of person-
alized medicine, which is a broad term encompassing preventative, diagnostic, and
treatment strategies based on the molecular profile of the individual.

The potential for pharmacogenomics to make a significant impact on the practice
of pharmacy is impressive. As an example, for those with depression, the landmark
Sequenced Treatment Alternatives to Relieve Depression trial, commonly known as
the STAR*D trial, showed that only a disappointing 30 % of patients experience
remission from depression symptoms with their initial trial of antidepressant ther-
apy [1, 2]. Furthermore, other studies have shown that 70 % of patients not remitting
after their first medication trial may endure symptoms for months before experienc-
ing relief secondary to drug therapy [3]. In the future it is hoped that advancing
pharmacogenomics research will help identify the safest and most effective medica-
tion for each patient starting a new course of drug therapy. Patients, practitioners,
and third-party payers would all be expected to benefit from the impressive amount
of time, money, and frustration saved by eliminating this trial and error period.

Currently pharmacogenomics is not widely applied by clinicians; however, with
the constant expansion of personalized medicine tailoring therapies and diagnostics
to the individual, knowing when pharmacogenomics tests are appropriate, where to
order them, and how to interpret and apply the results will be important tools for
healthcare practitioners in the near future. The following chapter objectives are
structured to familiarize clinicians with pharmacogenomics by (1) building a simple
understanding of how genetic variability can alter drug response, (2) discussing cur-
rent approaches in pharmacogenomics research, (3) describing helpful resources for
practitioners, (4) providing an overview of the clinical application of pharmacoge-
nomics and the associated issue of reimbursement, and (5) reviewing opinions on
the future of pharmacogenomics in the clinical setting.

6.1 Objective 1: Genetic Variability and Drug Response

Interindividual variation in the DNA sequence occurs approximately once every
300 base pairs, or in roughly ten million locations [4]. By far the most common
source of genetic variation, and the source of the above estimate, refers to single-
nucleotide polymorphisms (SNPs), commonly referred to as “snips.”

SNPs occur when one of the four DNA base pairs (adenine [A], cytosine [C],
thymine [T], or guanine [G]) is substituted for another. In pharmacogenomics litera-
ture, SNPs are often designated by their position on the gene of interest and include
some indication of the more common base pair, for example, 109T>C or T109C. In
this instance the SNP occurs at position 109 on the gene, and the most common
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nucleotide found is thymine, followed by cytosine. Therefore, 109T and 109C are
different variants of this fictional gene and may occur on one or both alleles (or stands
of DNA). In some situations, sets of SNPs that are inherited together due to close
proximity on the DNA strand are studied as a group, or haplotype.

Another mechanism of genetic variation that has demonstrated importance in
drug response is called a copy number variant (CNV). This type of mutation is
observed when large sections of DNA are repeated (or deleted altogether) in an indi-
vidual’s genome. Whereas SNPs are estimated to occur at roughly ten million loca-
tions on the human genome, far fewer regions of variable copy number have been
identified [4, 5]. In a 2006 analysis of 270 individuals, only 1447 regions of variable
copy number greater than 1 thousand base pairs were identified [5]. The estimated
occurrence of CNVs per individual has been quoted at anywhere from 11 to 140 [6].

The presence of an SNP or CNV alone is not enough to confer impact on clinical
outcome with respect to drug response. In fact, the vast majority of SNPs and CN'V's
likely have no impact on pharmacogenomics. As illustrated in the upcoming exam-
ples of pharmacogenomics research, genetic variants that are most likely to impact
drug response often have one of the following characteristics: they change the
activity of enzymes important for medication metabolism, they occur in a site
important to the mechanism of action (such as in the binding pocket of a drug target
or a change in the promoter region of the gene that regulates expression), or they
impact a medication’s side effect profile. The outcomes that are measured and
assumed to be due to genetic variability are called phenotypes. Phenotypes are a
reflection of the impact of a person’s genotype. Common phenotypes in pharma-
cogenomic studies include treatment response, tolerability, side effects, and drug
pharmacokinetics.

An additional consideration unique to pharmacogenomics research is variant fre-
quency. Genetic variants often differ in occurrence by ethnicity, and for a study to
be feasible with respect to participant size, a variant typically needs to be present in
at least 5 % of the general population. Otherwise, the number of study participants
necessary to show a statistically significant impact becomes unattainable for many
investigators (in the thousands depending on expected clinical impact). Examples of
methods used in pharmacogenomics research to detect and analyze SNPs, haplo-
types, and CNVs will be discussed in more detail in the following section.

6.2 Objective 2: Current Approaches
in Pharmacogenomic Research

6.2.1 Targeted Genotyping

The targeted genotyping method is employed when a predetermined SNP is linked
to a disease or drug response phenotype. Identification of candidate genes is particu-
larly useful when disease pathophysiology or drug mechanism of action is known.
Often for these studies, one or more genes are sequenced, and a few SNPs are exam-
ined in relation to the identified phenotype.
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An example of utilizing a candidate gene approach in pharmacogenomics of
mental health is defining the mechanism of antidepressant-associated sexual dys-
function (SD). Sexual dysfunction is a frequently described side effect of antide-
pressants, specifically those associated with the serotonergic pathway [7]. Selective
serotonin reuptake inhibitors (SSRIs) are first-line agents for the treatment of
depression but have a reported SD rate that approaches 40 % [8]. Males typically
describe a decrease in desire and ability to achieve orgasm, while females report a
decrease in arousal that is attributed to SSRI use. As a result of SD, clinicians report
decreased compliance with antidepressant treatment [9]. Most research on SSRI-
associated SD has focused on the 5-HTTLPR variant, which is a 44 base pair inser-
tion/deletion in the promoter of the gene SLC6A4 [10, 11]. This gene encodes a
serotonin transporter 5-HTT and, due to its involvement in the serotonergic path-
way, is a logical gene to interrogate by the candidate gene approach in this popula-
tion. Upon sequencing the SLC6A4 loci, analysis showed that the longer 5-HTTLPR
variant (44 bp insertion present) is associated with greater SSRI efficacy; however,
the long allele is also associated with greater SD in carriers [12—15]. Clinically, we
may find that although homozygous carriers of the long 5-HTTLPR variant respond
well to antidepressant therapy, compliance may become an issue as the patient is
likely to experience SD [11, 16].

6.2.2 Genome-Wide Association Studies (GWAS)

The majority of pharmacogenomics research has generally focused on genes related
to drug metabolism. However, as sequencing technology improves along with our
understanding of disease pathophysiology, we find a greater need to understand
additional pathways that may determine treatment response. GWAS uses array chip
technology to associate specific phenotypes with genetic variants, or SNPs, across
the entire genome [17]. Unlike candidate gene studies, the GWAS method does not
require prior knowledge of the pathophysiology of the disease state and has the
potential to identify novel candidate variants.

GWAS design requires several elements. DNA is required from a large pheno-
typically relevant population in addition to the ability to detect polymorphic alleles
that can be genotyped and have adequate coverage of the genome [18]. Importantly,
GWAS also requires rigorous statistical methodology to determine genetic associa-
tions [19]. For many recent GWA studies, the few common associated SNPs show a
small effect size and explain small portions of genetic risk [20]. Aside from mono-
genic diseases, or an inherited disease controlled by a single pair of genes, the
genetic cause of more complex disease may need to consider a graded quantitative
genetic risk that includes the involvement of high-risk and low-risk genes. In many
cases, researchers feel that current GWAS methods are only the first step in the
identification of target genes [21]. Additionally GWAS investigations can examine
the accumulation of gene variants in a specific network that may result in complex
disease.
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Genome-wide association studies have been widely utilized to identify target
genes responsible for varying treatment response phenotypes in psychiatric medicine.
The STAR*D trial, previously mentioned, provided the largest cohort of DNA from
patients with major depressive disorder (MDD) [2]. One of STAR*D’s goals was to
determine the effectiveness of alternate therapies for patients who were nonresponders
to initial antidepressant treatment, and a genetic portion of the trial examined how
differences in patient response may be explained in part by pharmacogenetics [22].

To do this, researchers examined DNA sequences from 68 suspect genes col-
lected from 1297 STAR*D participants, comparing those who responded to treat-
ment with citalopram as opposed to nonresponders [23]. This initial analysis
established a response relationship with a variant of the HT2RA gene (rs7997012),
which is a serotonin receptor. A later analysis of the STAR*D trial expanded the
population to include 1816 patients and duplicated the analysis between the citalo-
pram responders and nonresponders [24]. This study reproduced the previous asso-
ciation with the HT2RA variant and treatment response but additionally found an
association of the GRIK4 gene variant (rs1954787) with the higher likelihood of
treatment response. This was the first report that highlighted the role of GRIK4, a
glutamate receptor, in the pathogenesis and treatment outcome of MDD.

6.2.3 Whole-Exome Sequencing (WES)

Out of the approximate three billion base pairs that configure the human genome,
only 1 % of this sequence actually translates into protein [25]. An exon is the
protein-coding portion of the gene and the exome consists of all the genome’s
exons. Therefore, whole-exome sequencing is a technique in which genomic DNA
binds to a predefined target of sequences that correspond to the protein-coding por-
tion of the genome. As next-generation sequencing platforms become cheaper and
more available, it is now possible to cost-effectively target variation in the coding
portion of the genome [26]. The obvious drawbacks to WES are that structural
changes and intergenic and promoter sequences that may influence gene transcrip-
tion or splice variants will be excluded from analysis. Additionally, our current
understanding of the genome limits our analysis as parts of the genome not cur-
rently recognized as translatable will not be interrogated by this method [27].
Despite these limitations, WES has been shown to be highly effective at identifying
high-penetrance exonic mutations causing disease.

Much like the GWAS STAR*D trial, which examined the genetics of nonre-
sponders to SSRIs, WES has also been employed to investigate pharmacogenomics
of antidepressant treatment. Wong and colleagues compared the effectiveness of
fluoxetine and desipramine therapy in a prospective pharmacogenetic study in first-
generation Mexican Americans to identify specific SNPs that correlated with treat-
ment response [28]. Although the study showed that fluoxetine was generally more
effective after 8 weeks of treatment, whole-exome sequencing was performed for 36
treatment responders and 29 subjects who did not respond to treatment.
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Pharmacogenetic analysis showed that exm-rs1321744 achieved significance for
the treatment remission group. Interestingly, the location of the variant suggests an
epigenetic function, as it’s situated in a brain-methylated DNA immunoprecipita-
tion sequencing site, which further implicates its functional role in antidepressant
treatment response.

6.2.4 Whole-Genome Sequencing

Most loci identified by genome-wide association analysis do not result in amino
acid substitutions in proteins or may not even locate to an exome sequence [29].
Instead, these mutations can potentially alter gene expression and translational
activity or affect gene splicing. Current array-based methodologies such as WES
identify common allele variants in a population, but these may only have minor
effects on phenotype or have variable penetrance due to epigenetic confounders.
Whole-genome sequencing offers the most comprehensive picture of an individu-
al’s genome by providing both uncommon variant sequence data as well as struc-
tural data. As the cost of genome sequencing continues to decrease, experts predict
a shift from array-based technologies to whole-genome sequencing approaches
[30]. Whole-genome sequencing analysis requires redundant sequencing of mil-
lions of short DNA fragments [31]. Construction of the genome can be performed
de novo but is more commonly done with the aid of the reference genome. The most
important element of whole-genome sequencing is the quality of the genome assem-
bly defined by the assembly and alignment algorithms.

Whole-genome sequencing is now employed to identify variants in pharmacoge-
nomic biomarkers for commonly prescribed drugs [32]. Mizzi and colleagues ana-
lyzed whole-genome sequences from 482 unrelated individuals of mixed ethnic
backgrounds. Analysis revealed over 400,000 variants in 231 pharmacogenes associ-
ated with the absorption, distribution, metabolism, excretion, and toxicity (ADMET)
of several drugs. Of these variants, 26,807 were in exon sequences and regulatory
regions, whereas 16,487 were previously undetected. Interestingly, when authors
focused their analysis on defined pharmacogenes, CYP2D6, CYPCY9, VKORCI,
UGTIAI, and TPMT, 11 novel exonic variants were revealed that reached a frequency
of over 1 %. These data emphasize the potential of whole-genome sequencing to cap-
ture several novel and potentially important ADMET-associated variants in patients.

6.2.5 Copy Number Variant

In addition to identifying sequence changes in the genetic code, current genomic
research also focuses on structural changes in genetic representation of genes
(duplications, deletions) such as copy number variations (CNVs) [5, 6]. When
CNVs are at least 1 kb in length, vary from the reference genome, and are identified
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in a population at a frequency of at least 1 %, they are called copy number polymor-
phisms (CNPs) [5, 33]. CNVs are common in the human population, affect about
15 % of the genome, and are likely to result in the change of expression levels of
genes in or close to the effected regions [34]. With specific regard to psychiatric ill-
ness, CNVs have been shown to contribute to conditions such as Alzheimer’s dis-
ease, schizophrenia, and autism [35-37].

CYP2D6 is a highly polymorphic gene that encodes an enzyme responsible for
metabolizing 25 % of currently used drugs [38]. Included in this list of substrates
are SSRIs, tricyclic antidepressants, and some antipsychotics. To date there are 75
individual variant CYP2D6 alleles documented in the Human Cytochrome P450
Allele Nomenclature Database (http://www.cypalleles.ki.se), which include those
with normal, reduced, and nonfunctional enzymatic activity levels resulting from
different combinations of SNPs. In addition to SNPs, CNVs of CYP2D6 wild-type
and variant alleles have been observed resulting in increased expression levels of
this enzyme in vivo [39]. Carriers of multiple functional alleles of CYP2D6 can
result in rapid metabolization of substrates, and standard dosing recommendations
for CYP2D6-metabolized medications may not suffice.

6.3 Objective 3: Pharmacogenomics Resources

There are a multitude of online resources available regarding the research and clini-
cal implementation of pharmacogenetics.

6.3.1 HapMap Project

The HapMap Project (www.hapmap.org) is an international collaboration of scien-
tists and different funding agencies that have developed a haplotype map of the
human genome. This resource is designed to describe common patterns of DNA
sequence variations, where they occur on the chromosome, and how they are dis-
tributed in different populations. These data are devised to be a resource for research-
ers to identify genes affecting disease, drug response, and environmental health.

6.3.2 The 1000 Genomes Project

The goal of The 1000 Genomes Project (www.1000genomes.org/) is to discover and
locate genetic variants that have frequencies of at least 1 % in various populations.
Although the title stipulates 1000 genomes, the project intends to combine the light
sequencing (4x coverage) data from a total of 2500 genomes to provide an accurate
picture of estimated variants and genotypes that were not sequenced directly. This
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project was designed with the intent that individual researchers will utilize the 1000
Genomes dataset to expand their personal data to include millions of additional
variants beyond those genotyped directly by the investigator. This process is entirely
computational and requires no genotyping cost. The additional genotype data allows
investigators to localize phenotype-associated loci and target associated genes more
precisely.

6.3.3 The Psychiatric GWAS Consortium (PGC)

The PGC (http://www.med.unc.edu/pgc) is the largest psychiatric consortium that
serves as a repository for the genome-wide genetic data for over 170,000 subjects
submitted by over 500 investigators from at least 80 institutions. As discussed ear-
lier, GWAS data analysis requires large sample sizes to identify robust genetic asso-
ciations, and obtaining this data for investigators can be a challenge. The PCG
repository of genetic data can be used by individual investigators to conduct mega-
analysis of gene associations of psychiatric disorders. Initially, analysis was focused
on autism, attention-deficit hyperactivity disorder, bipolar disorder, major depres-
sive disorder, and schizophrenia but has expanded to encompass other disorders in
addition to CNV analysis.

PGC is also involved in the Psych Chip project where they are conducting new
genotyping of large numbers of new cases and controls. To accomplish this, the
Infinium® PsychArray BeadChip from Illumina (http://products.illumina.com/)
was developed in collaboration with the PCG in order to evaluate genetic variants
associated with common psychiatric disorders. The PsychArray BeadChip, or the
Psych Chip, is a SNP array that contains 250,000 exome variants selected by the
PGC, high-density sequencing coverage of loci associated with psychiatric illness,
and genome-wide common variants that allow comparison to other GWAS studies.

6.3.4 PharmGKB

PharmGKB (www.pharmgkb.org) is a knowledge base and resource center that con-
tains and disseminates clinical information about pharmacogenomics and drug
response. In 2009, a collaboration between PharmGKB and Pharmacogenomics
Research Network (PRN) created the Clinical Pharmacogenetics Implementation
Consortium (CPIC). The purpose of CPIC is to develop clinical guidelines from the
interpretation of rigorous laboratory genetic testing into applicable instructions for
clinicians to implement pharmacogenetic information into practice. Guidelines can
either focus on specific genes or drugs and encompass directions on how to assign
phenotypes to genotypes in addition to drug-specific prescribing recommendations.
CPIC guidelines are published in peer-reviewed journals and are periodically
updated with supplemental data; these guidelines and additional resources are
located on the CPIC webpage (http://www.pharmgkb.org/page/cpic).
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6.4 Objective 4: Current Clinical Applications
of Pharmacogenomics and Reimbursement

As discussed in objective 3, there are multiple resources that provide dosing recom-
mendations for psychiatric medications based on genetic profile, but there is very
little guidance on when to order a genetic test. The following examples will address
this knowledge gap by illustrating how providers are currently employing pharma-
cogenomics in a clinical setting. Additional considerations, such as the quality con-
trol regulation of laboratories that offer genetic testing, and the issue of insurance
reimbursement will also be discussed.

At this time, the mood stabilizer carbamazepine is the only medication used in
psychiatric medicine that includes a labeling recommendation to obtain genetic test-
ing prior to use in individuals of Asian ancestry [40]. This recommendation was
added to the product packaging label based on research showing that patients of
East Asian descent were at an increased risk of developing a serious, potentially
life-threatening rash when taking carbamazepine [41]. At least 5 % of this risk was
attributed to carrying a particular variant of the human leukocyte antigen allele:
HLA-B*1502 [42]. This allele is present at a much greater frequency in East Asians
(10-15 %), as compared to those of Japanese or Korean (<1 %) descent [43]. This
situation provides a fairly straightforward example of when SNPs distant from the
site of a medication’s mechanism of action significantly impact a drug’s side effect
profile.

Outside of this recommendation for carbamazepine, how do healthcare providers
know when to order genetic testing to guide drug therapy? Many would consider the
following two situations: (1) for patients being treated with medication for a new
indication in order to avoid multiple medication trials and (2) for patients who are
refractory to treatment with a particular medication for the dual purpose of
determining the cause of suboptimal treatment response and assisting with the
selection of a different medication. A common focus of genetic tests offered by
commercial laboratories to improve medication use is the analysis of drug metabo-
lizing enzyme activity, most often enzymes within the cytochrome P450 family.

As part of the genetic testing process, samples (usually blood or saliva) are
sent to laboratories where the DNA is sequenced and analyzed for the presence of
multiple SNPs and CNVs that have been associated with variable drug response
in pharmacogenomics studies. The results of these assays are then interpreted to
classify the genotyped individual as a poor, intermediate, extensive, or ultrarapid
metabolizer of medications metabolized by the tested enzyme. In this classifica-
tion system, extensive metabolizers are considered to have an average level of
metabolizing capacity, while poor and intermediate metabolizers have a lower
metabolic capacity. Poor or intermediate metabolizers typically have higher
plasma concentrations of substrate medications, experience more side effects,
and require lower-than-normal doses. Alternatively, ultrarapid metabolizers have
higher-than-normal enzyme activity resulting in reduced efficacy; these patients
may require higher-than-average doses of drugs metabolized by the tested
enzyme.
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After classifying the metabolizing status of each tested enzyme, a report will
typically be sent to the ordering healthcare professional that describes the dosing
recommendations made by organizations such as CPIC or the Dutch
Pharmacogenetics Working Group [44, 45]. Consider the following example situa-
tion: you just diagnosed a 45-year-old woman with depression. This is her first
diagnosed episode, and her comorbid conditions include migraines and chronic
back pain. She tells you that her sister has had depression for the past several years
and that she is still struggling to find a medication that works well for her. She is
worried this will happen to her so you broach the topic of pharmacogenomics and
she agrees to genetic testing.

The test results return and you note that her CYP2DG6 status is classified as exten-
sive (or normal), but that her CYP2C19 status is classified as poor. Your first impres-
sion was to select nortriptyline to simultaneously target her migraine, mood, and
pain symptoms, but you know that this medication is metabolized in part by
CYP2C19. You refer to the report and read that CPIC recommends considering a
50 % reduction in the recommended starting nortriptyline dose in patients with this
genetic profile and to utilize therapeutic drug monitoring to guide dose adjustments
[46]. In this situation, pharmacogenomic testing alerted a practitioner to initiate and
titrate treatment more cautiously than standard recommendations dictate.
Additionally, the provider is now aware that medications the patient may take in the
future which are metabolized by CYP2C19, such as diazepam, may be present in
higher-than-average plasma concentrations, and lower starting doses may be
prudent.

Like TDM for lithium, genetic testing can be a helpful tool to improve medica-
tion use when it is implemented correctly. Unlike lithium TDM, genetic tests do not
need to be repeated unless new variants are found to impact the response of medica-
tions your patient is currently receiving or plans to receive in the future. Another
dissimilarity between pharmacogenomics tests and the majority of labs used in
healthcare decisions (such as lipid and blood glucose screening) is that the provider
has to select the lab that will perform the pharmacogenomic testing. In most cases,
clinicians cannot simply write an order for pharmacogenomics testing and instruct
the patient to visit the genetic test retailer nearest them.

This leads to the question: how do you select a pharmacogenomics laboratory to
sequence your patient’s DNA, and who is regulating these tests? The Food and Drug
Administration (FDA) has the authority to regulate the clinical validity of pharma-
cogenomics tests. However, so far the FDA has only exercised this authority over
genetic tests sold as kits [47]. Therefore, clinicians may wish to refer to resources
such as PharmGKB for current literature and guideline summaries prior to deter-
mining how applicable specific test results may be to their patient. The Centers for
Medicare and Medicaid Services (CMS) also regulates laboratory testing through
the Clinical Laboratory Improvement Amendments (CLIA) [48]. CLIA certification
is focused on analytical validity and the overall quality of laboratory practices [49].
Practitioners planning to order genetic tests may wish to consider selecting facilities
that have CLIA certification because it ensures that an independent body has
approved their employees’ training and analytical laboratory quality.
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CLIA certification is also necessary for reimbursement from Medicare and
Medicaid [48]. Currently there are very few pharmacogenomics tests that are cov-
ered by insurance. As noted in a detailed review of pharmacogenomic reimburse-
ment, Milligan stated that private third-party payers tend to take cues from Medicare
with respect to what tests should be covered [50]. Pharmacogenomics tests for many
medications are not covered because they are considered experimental and lack
established clinical value [51]. However, as time progresses the costs of these tests
will decrease, and the body of evidence supporting the relationship between genetic
variation and drug response will accumulate. It is reasonable to predict that person-
alized drug prescribing will be a cost effective, reimbursable means of improving
drug response in the future.

6.5 Objective 5: Future of Pharmacogenomics

Several issues complicate the widespread adoption of genetic testing in psychiatric
pharmacy. As noted in many reviews, there is an absence of large, prospective ran-
domized clinical trials comparing the cost and outcomes of patients treated with or
without pharmacogenomics-based medication algorithms in the field of mental
health. Some speculate that a large-scale study necessary to prove the cost/benefits
analysis of pharmacogenomics within the mental health arena will never be
attempted due to unacceptably high costs [52].

In 2009, a retrospective analysis of the STAR*D trial attempted to assess whether
the benefits of pharmacogenomics testing outweighed the costs [53]. For this study,
the author used genotype data from one SNP in a serotonin gene that was previously
associated with citalopram response in combination with a rather complex cost
analysis assessment that assumed that patients entered treatment at age 40 and were
followed over the course of their lifetime [23, 53]. The authors concluded that the
genetic testing for this one SNP was not cost effective [53]. However, the authors
did state that incorporating multiple genetic variants into a cost-benefit analysis
might improve the predictive power of a pharmacogenomics test and push the cost-
benefit analysis in favor of testing [53].

This comment leads to several important considerations regarding the future of
pharmacogenomics testing. First, like any new technology, the cost of running
sequencing assays is steadily decreasing. Costs are already below $100 for the
reagents used to analyze about 500,000 SNPs [52]. Furthermore, it is highly likely
that incorporating more loci of genetic variability will improve the predictive power
of pharmacogenomics.

No discussion of pharmacogenomics would be complete without addressing the
ethical issues associated with collecting and storing DNA. Patient uncertainty
regarding the use and confidentiality of collected DNA may become a substantial
barrier to the widespread adoption of genetic testing once reimbursement is no lon-
ger an issue. In the research setting, patient rights are protected via a detailed
informed consent process, which informs individuals that they are surrendering
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their DNA for current and future genetic testing. Alternatively, “tiered” approaches
to genetic research are being used where patients can consent to have their DNA
studied for the current trial in which they are participating but decline consent for
future research [54].

When genetic information is used for diagnosis or treatment decisions, there is
concern that test results could be used to discriminate against individuals when they
seek future employment or health insurance. The United States enacted a law in
2008 to protect individuals from this type of discrimination. It is called the Genetic
Information Nondiscrimination Act (GINA). GINA contains two parts that expressly
prohibit health insurance providers from using genetic information to make eligibil-
ity or coverage decisions. In addition, GINA forbids employers from making
employment decisions based on an individual’s genetic profile [55]. There are a few
uncovered groups in this act, such as those serving in the military or those working
for employers with less than 15 employees. Furthermore, GINA does not apply to
any other insurance type, such as life or disability insurance.

6.6 Conclusion

As the cost of genetic testing decreases and evidence supporting the utility of phar-
macogenomics in drug prescribing continues to grow, it will be increasingly impor-
tant for clinicians to understand the resources available to them for interpreting the
quality and relevance of pharmacogenomic test results. This chapter was designed
to provide an introduction to the application of pharmacogenomics in the mental
health field. The interested reader is referred to the websites discussed throughout
the chapter and those listed here:

PharmGKB: www.pharmgkb.org

CPIC dosing guidelines: http://www.pharmgkb.org/page/cpic

1000 Genomes: www.1000genomes.org/

The Psychiatric GWAS Consortium: http://www.med.unc.edu/pgc

HapMap Project: www.hapmap.org

Dutch Pharmacogenetics Working Group: http://www.pharmgkb.org/page/dpwg
CLIA lab certification: http://www.cms.gov/Regulations-and-Guidance/Legislation/
CLIA/index.html?redirect=/clia/

8. GINA: http://www.genome.gov/24519851
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Chapter 7
Antipsychotics

Michael W. Jann and W. Klugh Kennedy

Abstract Antipsychotic medications have been used for the treatment of patients
with schizophrenia, schizoaffective, bipolar disorders, and other psychotic condi-
tions. Antipsychotics administration can occur by various routes that includes oral,
sublingual, intramuscular, and inhalation. Long-acting depot antipsychotics offer
the clinician an additional option for chronic disease management. Most antipsy-
chotics are metabolized by the hepatic CYP enzymes except ziprasidone and
paliperidone. Antipsychotics are either substrates or inhibitors of P-glycoprotein.
A “therapeutic” plasma concentration range has been recommended for antipsy-
chotics except for asenapine, iloperidone, and lurasidone due to their recent entrance
into clinical practice. Each antipsychotic agent possesses a different pharmacody-
namic profile with receptor binding that accounts for their varying therapeutic
effects regarding daily doses and their different adverse event characteristics. The
antipsychotic doses are at the lower therapeutic range that achieves a dopamine
receptor subtype 2 (D2) blockade of 65-85 % as measured by the PET technology.
Yet, routine daily practice exceeds these low doses based upon the patient’s clinical
response and tolerability indicating the limitations of linking pharmacokinetic and
pharmacodynamic models with complex psychiatric diseases such as schizophre-
nia. Other pharmacodynamic effects include QT/QTc prolongation, prolactin
changes, anticholinergic, sedation, and cardiovascular actions. Population pharma-
cokinetic analysis has been extended to antipsychotics, yielding some interesting
findings regarding pharmacokinetic and pharmacodynamic models.
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7.1 Introduction

The advent of antipsychotics ushered into the treatment of various psychiatric dis-
orders that contain psychotic symptoms is an important intervention to improve
patient care. The psychiatric conditions that commonly employ the use of antipsy-
chotics include schizophrenia and bipolar disorders. These diseases are chronic in
nature with relapses and remissions over the patient’s lifetime. Antipsychotics also
have been used to treat depression, various anxiety disorders, and other psychiatric
illnesses. Antipsychotics have been grouped into several categories: typical, atypi-
cal, and dopamine stabilizers (e.g., aripiprazole). The typical agents are the older
drugs (e.g., chlorpromazine) and have been used for greater than (e.g., chlorproma-
zine) 35 years to treat patients. The atypical agents have become the first-line medi-
cations for the treatment of patients with schizophrenia and bipolar disorders.
Whereas a mutual definition of atypical agents remains to be elucidated, it is gener-
ally accepted by clinicians that these agents produce little or negligible extrapyra-
midal side effects, efficacy in treating the negative and cognitive symptoms, a
relative absence of tardive dyskinesia, and moderate serum prolactin increases at
therapeutic dosages.

The clinical pharmacokinetics of antipsychotics has been extensively studied due
to the technological advances in assay methodology that allow for the accurate
detection and measurement of plasma drug concentrations (see Chap. 1). However,
the routine monitoring for clinical utility of antipsychotic drug concentrations con-
tinues to be of questionable use. The wide interpatient variability of antipsychotic
agents poses challenges for clinicians to interpret these findings applied to direct
patient care. Identification and validation of a “therapeutic” range for these agents
enhance usage of serum concentration monitoring to maximize efficacy while mini-
mizing adverse effects. Drug-drug interactions or suspicion of excessive drug serum
concentrations despite modest drug dosages can be reasonable explanations for
obtaining a sample. Linking serum concentrations to pharmacodynamic effects at
the receptor level have been applied to dosages and dopamine receptor (D2) block-
ade determined by positron emission tomography (PET; see Sect. 7.4.1).

This chapter will present the clinical pharmacokinetics and pharmacodynamics
of antipsychotics with a focus on the atypical agents and includes only a selected
number of the typical agents [1]. For a more detailed review of the older typical
agents, the reader is referred to the other resources [2].


http://dx.doi.org/10.1007/978-3-319-27883-4_1
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7.2 Clinical Pharmacokinetics

7.2.1 Absorption
7.2.1.1 Oral Administration and Bioavailability

The pharmacokinetic properties of selected typical and atypical antipsychotics are
presented in Table 7.1. The physiologic mechanism for antipsychotic drug absorp-
tion is passive diffusion through the gastrointestinal (GI) membranes. P-glycoprotein
(Pgp; see Chap. 1) is present in the GI tract, and all antipsychotic agents were
reported to be Pgp substrates in varying magnitudes [1, 3]. As a result, Pgp can also
influence antipsychotic drug absorption rates contributing to the interpatient vari-
ability found with these agents. The time-to-maximal serum or plasma concentra-
tions (T,,) for the majority of both typical and atypical antipsychotics normally
occur between 1 and 5 h (data not shown) from capsule and immediate-release
tablet formulations [4, 5]. Several agents have been formulated as oral disintegrat-
ing tablets (olanzapine, risperidone, aripiprazole). Asenapine must be given sublin-
gually to achieve a bioavailability of at least 30 %; oral administration is associated
with less than 2 % systemic availability [6, 7]. A slightly longer T,,., was reported
for olanzapine (mean 6 h) [4]. Quetiapine extended-release (ER) tablet had a mean
Tax Of 5 h (versus a mean of 2 h for the immediate release), while paliperidone
extended-release capsule reported a mean T, of 24 h [8, 9].

The effect of food was shown to increase ziprasidone’s bioavailability up to 60 %
[10]. A high fat meal had the greatest impact increasing ziprasidone area under the
plasma concentration-time curve (AUC). A high fat meal also increased quetiapine
AUC and peak plasma concentration (Cy.x) by 15 % and 25 %, respectively [11].
Lurasidone is recommended to be taken with at least a 350 Kcal meal independent
of fat content to ensure maximum exposure [12]. Food decreased the absorption rate
of risperidone but not the extent [13]. Food did not significantly affect the absorp-
tion rate of the other antipsychotics [1, 2].

7.2.2 Inhalation

An inhalation device was developed to administer loxapine via inhalation for
patients who refuse oral or intramuscular antipsychotic administration. Single doses
of 0.625-10 mg given to healthy volunteers produced a mean T;,,, of 5 min [14].
Although this route has a faster T;,,, compared to other administration routes includ-
ing intramuscular loxapine [15], additional clinical studies should be explored to
determine the feasibility of inhalation antipsychotic therapy for agitated patients.
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7.2.3 Intramuscular (IM) Administration

Acute Treatment The administration of IM antipsychotics is designated for agi-
tated and psychotic patients who refuse oral administration. Generally, IM adminis-
tration achieves higher plasma drug concentrations than the oral route due to the
bypassing of the gastrointestinal absorption barriers.

Haloperidol remains a commonly used agent with established pharmacokinetic
parameters [16]. The T, of haloperidol takes place after 20 min (faster than oral
administration) with a C,,, about twice the amount of the oral route [17, 18].
Haloperidol IM doses can be repeated every 30 min for several doses to manage very
agitated patients. Based upon the bioavailability data of the IM haloperidol, a conver-
sion factor of 1.0-1.5 times higher than the IM dose is suggested for converting
patients to the oral dose [19]. IM ziprasidone also has a C,,,; of about 30 min [20].
Olanzapine IM administration compared to the oral route has a 7}, of 30 min with a
2-5-fold higher C,,.x [21]. Peak plasma aripiprazole concentrations were achieved at
0.5 h, and a 90 % higher AUC was reached in the first 2 h with the IM formulation
compared to oral aripiprazole [22]. The elimination half-lives from IM antipsychotic
administration do not significantly differ from oral administration [1, 5, 6].

Long-Acting Depot Treatment A number of long-acting injectable (LAI) depot
antipsychotics are available worldwide. Depot agents were developed to enhance
patient adherence to treatment. The older typical antipsychotic, fluphenazine enan-
thate, was the first depot agent introduced in 1964, and then over the next decade, a
variety of agents such as fluphenazine decanoate, haloperidol decanoate, and others
became available. The chemical characteristic that all of these molecules have in
common is the presence of a terminal alcoholic group (—OH), which allows the
combination with carboxylic acid by esterification. These esters display very low
solubility in water but are highly soluble in oil. Therefore, sesame oil or viscoleo
was used, and after injection into the muscle, a depot of drug is formed that slowly
diffuses into the bloodstream. The LAI atypical agents lack the —OH group requir-
ing other strategies to produce a depot preparation [23]. The methods used were
drug encapsulation in a biodegradable polymer (risperidone, iloperidone, aripipra-
zole) or an aqueous suspension of an insoluble compound in water (olanzapine
pamoate, paliperidone palmitate). The absorption rate for depot formulations is
slower than their elimination rate; thus, the time needed to achieve steady-state
conditions is a function of the absorption rate. A principle referred to as “flip-flop”
kinetics [23, 24].

The Tr,.x and Ty, of fluphenazine enanthate slightly differ from fluphenazine dec-
anoate with a T, of 2-3 days and shorter elimination 7,, of 3.5-4 days [23].
Fluphenazine decanoate has an earlier 7,,, than other LAIs due to its manufacturing
process where “free” fluphenazine is present. The elimination half-life of LAIs
shown in Table 7.1 displays a range between 21 and 46.5 days except for risperi-
done microspheres which has a shorter half-life of 3-6 days. Due to their
formulations, risperidone and aripiprazole LAls are unable to include initial
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“loading” dose approach, and oral supplementation is recommended for 2-3 weeks
after starting LAI therapy [23, 24]. The T, for risperidone LAI occurs at 4-5
weeks [25]. Both aripiprazole decanoate and long-acting iloperidone injection
(a crystalline salt structure like paliperidone palmitate) are given on a monthly basis
[26, 27]. Recently, a new paliperidone LAI formulation has been approved the US
FDA for an administration once every 3 months by injection. The T, occurs
between 30 and 33 days with elimination half-lives from the deltoid and gluteal
injection sites between 84-95 days and 118-139 days, respectively (Package Insert,
Invega Trinza™, Janssen Pharmaceuticals, 2015). The extended time period for the
3-month injection is due to the nanocrystal technology, increased drug concentra-
tion, and larger injection volume up to 2.6 mL.

A loading dose approach saturates the tissue compartment due to the agent’s
large volume of distribution (Vd; see Sect. 7.2.4). A conversion factor of 1.6 times
the oral fluphenazine dose administered weekly during the first month has been
recommended for fluphenazine decanoate [23]. After the initial month, the fluphen-
azine decanoate dosing interval can be increased to every 2 weeks for 1 month and
then every 4 weeks afterward. Various loading dose methods were described for
haloperidol decanoate; these include multiplying the oral dose by 10, 20, or 30
times the oral daily dose given during the first month divided into 2 injections [28].
A weekly 100 mg dosing method can be used for less stable patients for 4 weeks,
then every 2 weeks for 1 month, and then every 4 weeks [29]. The time interval can
be shortened to 2-3 days for the first two injections, and in specialized forensic
units, a loading dose of up to 300 mg can be given weekly for 3 weeks [30].
Paliperidone palmitate is given in the deltoid muscle (28 % higher Cps versus glu-
teal muscle) 234 mg and then a second injection of 156 mg with a +4-day window
[31]. Olanzapine pamoate loading dose is based on the oral dose for stable patients.
For patients taking olanzapine 10 mg daily, the pamoate formulation can be given
210 mg every 2 weeks or 405 mg every 4 weeks. When oral olanzapine 15-20 mg
daily is used, the pamoate is dosed 300 mg every 2 weeks. After 8 weeks, dosing
can be individually titrated based on the oral daily dose with the highest dose of
300 mg every 2 weeks [24].

7.2.4 Distribution

Antipsychotics are highly lipophilic agents that need to enter the central nervous sys-
tem (CNS) by penetrating the blood-brain barrier (BBB). These drugs directly bind to
tissue components and can readily penetrate or accumulate within the adipose tissue.
This principle is one of the aspects that allows for the LAIs loading dose method in
dosing initiation. From Table 7.1, antipsychotics have a wide and a large volume of
distribution (Vd) with values greater than 1.0 L/kg indicating widespread diffusion
throughout the body. The large Vd contributes to the wide interpatient pharmacoki-
netic variability of these agents [1, 2, 5, 6]. Serum concentration profiles of antipsy-
chotics from single-dose pharmacokinetic studies display a biphasic or triphasic
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exponential decline as the drug enters various body compartments prior to elimina-
tion. Antipsychotics bind to the CNS and peripheral receptors that lead to their thera-
peutic and adverse side effect profile. Plasma or serum concentration represents the
amount of drug in the peripheral compartment but not in the tissue compartments.

7.2.5 Protein Binding

All of the antipsychotics are highly protein bound (>90 %) with the exception of
quetiapine (83 %) and paliperidone (74 %) [1, 2, 4, 5]. These agents are bound to
various plasma proteins albumin and alpha-one acid glycoprotein (AAG) to varying
degrees. For example, olanzapine was reported to be bound to AAG and albumin by
77 % and 90 %, respectively [32]. Theoretically, when two different antipsychotics
are used during treatment, protein-binding displacement could occur resulting in an
increase of “free” drug into the system for one or both agents. In vitro models
reported that when thioridazine was added to plasma from patients taking haloperi-
dol or fluphenazine, increased free concentrations of haloperidol and fluphenazine
of 50 % and 30 %, respectively, were found [33, 34]. Displacement reactions could
also possibly occur when antipsychotics are coadministered with warfarin or
digoxin, and these types of studies are a regulatory agency requirement for the drug
approval process. Nonetheless, the clinical significance of protein-binding displace-
ment interactions may be minimal as antipsychotics exhibits a low extraction ratio
such as clozapine (mean 0.17+0.11), and most display a wide therapeutic safety
index for this type of potential drug-drug interaction [35-37].

7.2.6 CNS Distribution

Based on pharmacokinetic and pharmacodynamics models, drug concentration in
the cerebrospinal fluid (CSF) represents the amount of medication presented in the
brain that becomes available to the CNS receptors (see Chaps. 3 and 4). As previ-
ously mentioned, antipsychotics are highly lipophilic and must pass through the
BBB. Also located in the BBB is the Pgp efflux transporter that has been shown to
transport all antipsychotics to varying degrees [2, 38]. Pgp-mediated efflux contrib-
utes toward the CNS accessibility of these agents and influences their therapeutic
and adverse effect profile (see Chap. 6).

Due to their invasive nature, studies of antipsychotic drug distribution into the
CSF are challenging to complete in patients with psychiatric disorders. Only a few
studies have been conducted. Antipsychotic drug CSF concentrations are lower than
the plasma concentrations. The mean CSF/serum thioridazine concentration ratio
was reported to be 0.010 (range 0.005-0.26) in 48 patients [39]. Fluphenazine CSF/
plasma concentration ratios were ported in six patients taking the LAI decanoate;
four patients had a ratio of 0.02, one patient 0.18, and one patient 0.85 (this patient
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did not experience any significant adverse effects) [40]. CSF haloperidol concentra-
tions measured in ten patients had an equal amount of drug (10 %) as the amount of
free haloperidol assayed in the serum [17]. Olanzapine CSF and serum concentra-
tions were measured in 37 outpatients taking 2.5-25 mg daily for at least 14 days
[41]. Smoking and other factors were included in the data analysis. The mean serum
olanzapine concentration was 34.0+19.7 ng/mL, and the mean CSF olanzapine con-
centration was 6.9+3.3 ng/mL (20 %). A strong linear correlation between serum
and CSF olanzapine concentrations was found (r=0.93, p<0.05). This was the first
study that also examined the influence of Pgp gene expression and reported that
patients with the carriers of the ABCB1 1236 T/2677 T/3435 T haplotype had higher
mean serum olanzapine concentrations (influencing drug absorption rates; see
Sect. 7.2.1) of 37.3+21.0 ng/mL versus 22.5+7.9 ng/mL (p=0.035) and 1.8 times
higher CSF concentrations (4.7 +£2.4 ng/mL versus. 2.6 +0.8 ng/mL, p=0.018) [42].

7.2.6.1 P-Glycoprotein (Pgp)

The relationship between Pgp and antipsychotics has been described elsewhere, but
as previously indicated, antipsychotics are Pgp substrates by varying extents [2, 38].
Pgp is located in the GI tract, liver, kidney, and BBB; therefore, the ABCB1 SNP
could impact the antipsychotic drug distribution (see Chap. 6). Drugs that are sub-
strates of Pgp also often overlap with CYP3A4 [42]. The ABCBI1 gene that encodes
Pgp has most of this research investigating three SNPs, C1236T, G2677T/A, and
C3534T, and their relationship with antipsychotic drug concentrations [43]. As
mentioned in the Sect. 7.2.6, olanzapine serum and CSF concentrations were
reported to be significantly (p=0.01) higher in patients with ABCBI
1236 T/2677 T/3435 T haplotype [41]. Significantly higher quetiapine AUC was
found in pharmacokinetic study in healthy volunteers (N=24) with the ABCBI
genotypes C3435T not the C1236T SNPs and was suggested that the polymorphic
C3435T SNP may influence plasma concentrations [44]. Two studies reported that
median clozapine plasma concentrations were about 1.6-fold higher in patients with
the C3435T haplotypes compared to the other patients [45, 46]. Several studies have
reported that ABCB1 SNPs variants were not associated with steady-state plasma
concentration of risperidone and 9-hydroxyrisperidone metabolite [47, 48]. Based
upon these limited studies, it appears that the Pgp T haplotypes may influence
plasma concentrations in some but not all antipsychotics. The role of Pgp and its
SNPs in antipsychotics continue to be explored.

7.2.7 Metabolism and Elimination

Agents with pharmacologically active metabolites are notable considerations when
clinicians evaluate patients for treatment. Antipsychotic metabolites are listed in
Table 7.1 as 7-hydroxy, desalkyl, N-desmethyl, and other prefixes that do not
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include the parent compound name [1]. The complete metabolite name can be
derived by including the name of the parent drug such as 7-hydroxychlropromazine.
Of note, thioridazine is converted to mesoridazine, and risperidone is metabolized
to 9-hydroxyrisperidone (known as paliperidone). Haloperidol is transformed to a
reduced haloperidol which is partially converted back to haloperidol [49]. A similar
metabolic profile occurs with clozapine where it is converted to clozapine N-oxide
and also is partially converted back to the parent drug clozapine, but its major
metabolite is desmethylclozapine [50]. The perphenazine metabolite
N-dealkylperphenazine is present in concentrations of 1.5-2.0 times that of the par-
ent drug with the 7-hydroxymetabolite about 50 % of the parent drug [51].
Tloperidone and lurasidone have reported metabolite identification [52, 53].
Quetiapine is converted to norquetiapine (via N-dealkylation) which binds to the
norepinephrine reuptake transporter (NET) and is suggested to possess antidepres-
sant properties [54]. Paliperidone is primarily metabolized by phase II glucuronida-
tion and is renally eliminated, while ziprasidone is metabolized by aldehyde oxidase
[55, 56].

The elimination half-lives of the antipsychotics are presented in Table 7.1 [1, 2,
4, 5]. These values originate from the most commonly reported studies and show the
wide interpatient variability in the elimination of antipsychotics as a result of the
variability in Vd and CL. The depot antipsychotics also have elimination half-lives
that can be measured in days. Fluphenazine enanthate has a shorter elimination half-
life compared to the decanoate and can be dosed every 2 weeks [23]. The other
depot agents are commonly given every 4 weeks. However, when patients have been
on LAIs for extended time periods, antipsychotic drug concentrations may persist
for prolonged time periods. Haloperidol and fluphenazine plasma concentrations
remained detectable for up to 12 weeks post depot drug cessation when patients
were treated with these agents for greater than 6 months [57, 58]. Clinicians should
continue to monitor patients for potential adverse side effects for 2-3 months after
depot agents are discontinued.

7.277.1 CYP Metabolism and Polymorphism

Phase I hepatic oxidative metabolism by cytochrome P450 (CYP) enzymes repre-
sents the major pathway of metabolism and elimination for many antipsychotics as
shown in Table 7.1 [59-61]. There are some exceptions such as paliperidone and
ziprasidone as previously mentioned. Phase II glucuronidation is also an important
pathway that contributes to antipsychotic disposition, but very few studies have
been conducted to specifically determine its impact in psychopharmacology com-
pared to oxidative phase I metabolism [62]. Olanzapine is primarily metabolized by
glucuronidation to its 10-N-glucuronide, but CYP1A?2 also significantly contributes
to its metabolism [63]. Genetic variations in different CYP enzymes occur and can
impact drug disposition in various populations (see Chap. 6). CYP2D6 polymor-
phisms may impact antipsychotic disposition for those agents where this enzyme is
metabolized by this pathway. Table 7.1 lists the antipsychotics that are CYP2D6
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substrates: chlorpromazine, haloperidol, perphenazine, thioridazine, aripiprazole,
clozapine, iloperidone, and risperidone. These agents except perphenazine are also
metabolized by other CYP enzymes (e.g., CYP3A4). The contributions of CYP2D6
polymorphisms and multiple CYPs on drug metabolism are additional factors that
contribute to the wide interpatient variability found with antipsychotics. It is beyond
the scope of this chapter to review every study examining CYP2D6 polymorphisms
and antipsychotic drug disposition. For example, clearance of chlorpromazine and
clozapine was not associated with CYP2D6 EMs versus PMs [64, 65]. This chapter
will present selected studies where CYP2D6 polymorphisms display a significant
impact on specific antipsychotics.

Perphenazine disposition is primarily influenced by CYP2D6 and CYP1A2 [66].
This agent serves as an interesting example as one of the early antipsychotics whose
pharmacokinetic profile was examined based upon CYP2D6 genetic variants. A
single-dose pharmacokinetic study with perphenazine 6 mg in healthy volunteers
(N=12, 6 EMs and 6 PMs) reported significantly higher C,. in the PMs
(2.4+£0.6 nmol/L versus 0.7+0.3 nmol/L, p<0.05) and AUC (18.5+6.2 nmol/L-h
versus 4.5+2.5 nmol/L-h, p<0.001) [67]. Median perphenazine serum concentra-
tions per dose at steady state were found to be significantly higher in psychiatric
patients who were PMs compared to EMs (0.195 nmol/L-mg versus 0.098 nmol/L-mg,
p<0.01) [68]. In another study in psychiatric patients, three groups were identified
based upon genotype: EMs without two mutant alleles, EMs with one mutant allele,
and PMs with two mutant alleles [69]. Mean perphenazine clearance significantly
differs between the three groups (EMs without 754+385 L/h, EMs with
454+279 L/h, PMs 250+30 L/h, p<0.01).

Metabolism of thioridazine to mesoridazine occurs via CYP2D6. Thioridazine is
converted via N-demethylation and 5-sulfoxidation by CYP1A2 and CYP3A4 [70].
A single thioridazine 25 mg dose was given to healthy volunteers (N=13 EMs and
N=6 PMs) where the mean thioridazine AUC was about 4 times greater in the PMs
compared to the EMs (709 +425 nmol/L-h versus 3179 +420 nmol/L-h, p<0.001)
[71]. Mean mesoridazine AUC did not significantly differ between the PMs and the
EMs. Mesoridazine conversion to sulforidazine may be partly influenced by
CYP2D6, and its pharmacokinetics has been described from oral and intramuscular
administration [72—75]. Thioridazine, mesoridazine, and sulforidazine steady-state
concentrations have been described in psychiatric patients (N=76) with a median
thioridazine dose of 150 mg/day for at least 15 days (median 170 days) [75]. Patients
were genotyped for CYP2D6 and CYP2C9 status. PM patients (N=5) with the
CYP2D6 genotype *4/*4 and *6/*6 had significantly higher dose-corrected plasma
thioridazine concentrations compared to other populations with greater than 1 active
gene (N=19, *1/*4 and *1/*3) and the functional wild-type CYP2D6 *1 allele
(N=47). The mean dose-corrected thioridazine concentration for the PM group was
15.2 nmol/L-mg compared to the 1 active gene 7.2 nmol/L-mg and the functional
CYP2D6 group 4.0 nmol/L-mg (p<0.01).

With renewed interest in loxapine, which can be administered by inhalation,
metabolism of loxapine has been revisited. Loxapine is converted to amoxapine (an
antidepressant) and loxapine N-oxide via CYP3A4. Loxapine is also metabolized to
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7-hydroxyloxapine by CYP2D6 and 8-hydroxyloxapine by CYP1A2 [76]. The
in vitro D2 (see Sect. 7.3) potency of 7-hydroxyloxapine was reported to be similar
to haloperidol or trifluoperazine, whereas amoxapine and 8-hydroxyloxapine are
less potent than loxapine [77]. Loxapine disposition dependent upon CYP2D6
genetic variants remains to be determined. Loxapine is also a P-glycoprotein sub-
strate; however, the influence of ABCB1 SNPs on its disposition has not been evalu-
ated [78].

Haloperidol has a complex metabolic profile with the involvement of multiple
CYP enzymes shown in Fig. 7.1. Haloperidol is converted to a reduced haloperidol
metabolite by the reductase enzyme and is partially converted by about 25 % back
to haloperidol by CYP2D6 [19, 49]. Haloperidol is metabolized by CYP2D6,
CYP1A2, and CYP3A4 to two metabolites. Therefore, the CYP2D6 polymorphism
can influence two potential metabolic pathways. An early study in healthy volun-
teers phenotyped for CYP2D6 with debrisoquine reported the mean haloperidol
elimination half-life to be significantly longer in PMs than EMs (29.4+4.2 h versus
16.3+6.4 h, p<0.01) and slower clearance (1.16+0.36 L/h versus 2.49+1.31 L/h,
p<0.05) [79]. In a separate study, the metabolic ratio of dextromorphan to dextror-
phan, a marker of CYP2D6 activity, was reported to significantly correlate with
steady-state haloperidol concentrations [80]. Mutated CYP2D6 alleles have been
identified that result in a lack of enzyme activity. These include CYP2D6%*3,
CYP2D6*4, CYP2D6*5, CYP2D6*6, and CYP2D6*10 [81]. The *10 allele is pres-
ent in about 50 % of Asians and the *3 and *4 alleles are rarely identified. However,
the relationship between haloperidol plasma concentrations in Japanese patients
and CYP2D6*10 allele has been inconsistent [81, 82]. In Caucasian patients, halo-
peridol was reported to have a dose-dependent inhibitory effect on CYP2D6 and
influence steady-state haloperidol plasma concentrations which is suggested to
enhance potential drug interactions with other drugs that undergo CYP2D6 metabo-
lism [83].

Risperidone and 9-hydroxyrisperidone concentration/dose (C/D) ratios were
compared in patients genotyped with CYP2D6*1*1 (reference) versus patients with
the CYP2D6*3, CYP2D6*4, CYP2D6*5, or CYP2D6*6 alleles [84]. After oral
risperidone administration, the mean C/Dratios of risperidone, 9-hydroxyrisperidone,
and risperidone +9-hydroxyrisperidone were significantly greater in patients with-
out the functional reference alleles (e.g., mean C/D risperidone 1.15+2.10 ng/mL/
mg/day versus 8.18+4.73 ng/mL/mg/day, p<0.01). A similar finding was found
with patients treated with the risperidone LAI (mean C/D 0.12+0.03 ng/mL/mg/
day versus 0.86+0.71, p<0.01). A later study investigated CYP2D6 IM patients
genotyped into three subgroups treated with risperidone [85]. Patients with the non-
functional allele (def) or reduced-function allele (red) had significantly higher
median risperidone serum concentrations that were 4.5- and 3.4-fold higher, respec-
tively, than patients with the functional allele (p<0.01). CYP2D6 was found to be
the only enzyme that correlated with risperidone dose or plasma concentrations,
whereas CYP2C9, CYP3A4, and ABCBI status did not correlate [48, 86].

Aripiprazole metabolism to dehydroaripiprazole (OPC-14857) occurs via
CYP3A4 and CYP2D6 with the metabolite having an equal pharmacologic activity
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Fig. 7.1 Metabolism of haloperidol (With permission from Perel et al. [1], p. 819)

to the parent drug [87]. Healthy Japanese volunteers were genotyped by CYP2D6
status as EMs (N=9), IMs (N=9), and PMs (N=2). Then, a pharmacokinetic study
conducted with a single 6 mg dose and then 3 mg/day for 14 days [88]. The mean
pharmacokinetic parameters in the IMs and PMs groups did not significantly differ
from the Caucasian EMs population shown in Table 7.1. Among the Japanese
groups, the mean aripiprazole clearance was significantly greater in the EMs versus
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IMs and PMs (4142 +553 mL/h versus 2451 £631 mL/h and 2983 mL/h, p<0.01)
in the single-dose study. The mean elimination half-life for the EMs was signifi-
cantly shorter than the IMs and PMs (45.8+8.6 h versus 75.6+16.3 h, 65.8 h;
p<0.05). The mean aripiprazole elimination half-life reported in Japanese PMs
patients resembles the general population presented in Table 7.1. The 3 mg/day dose
given for 14 days was associated with a significantly higher mean AUC obtained
over 24 h for total drug concentration (aripiprazole + OPC-14857) in PMs compared
to EMs (731.5+397.0 ng * h/mL versus 977.2+396.6 ng * h/mL, p<0.01). Steady-
state aripiprazole and dehydroaripiprazole plasma concentrations and CYP2D6*10
allele status were compared in Japanese patients with schizophrenia [89]. Patients
were genotyped into three groups: zero, one, and two *10 alleles. The C/D ratios of
aripiprazole were significantly higher (p <0.001) in patients with the two *10 alleles
compared to patients with the one or zero *10 alleles (19.0+6.8 ng/mL/mg versus
12.7+4.4 ng/mL/mg and 9.0+2.9 ng/mL/mg, respectively). Similar results were
reported for the dehydroaripiprazole and total drug concentrations. A further analy-
sis of CYP3AS genotype and the ABCB1 genotype revealed an unlikely impact on
of polymorphism in those genes on aripiprazole plasma concentrations in the
Japanese patients [90].

Olanzapine disposition was shown to not be impacted by CYP2D6 polymor-
phism in a previous study; its metabolism occurs via CYP1A2, CYP1A expres-
sion regulator AHR, UGT, and FMO systems [63]. Caffeine is used as a
phenotypic tool for CYP1A2 metabolism. A significant correlation was not
found between olanzapine clearance and caffeine clearance (r=0.19, p=0.56)
when compared in healthy volunteers who were CYP2D6 PMs and EMs [91].
However, a later study reported that olanzapine clearance was significantly cor-
related (p<0.05) to caffeine and its metabolite ratios measured in plasma
(r=0.701), two saliva time points of 6 (r=0.644) and 10 (0.701) hours, and two
urinary time points of 8 (r=0.745) and 24 (r=0.701) hours [92]. Application of
phenotype and genotype information was suggested to be used in optimizing
olanzapine dosage in patients with schizophrenia [93]. CYP1A2 metabolism
occurs with clozapine (see Table 7.1), and clearance was reported to be signifi-
cantly correlated with caffeine N1 and N7 demethylation (r=0.89 and r=0.85,
respectively; p<0.005) indicating that the CYP1A2 enzyme has a significant
role in clozapine disposition [94].

7.2.7.2 Population Pharmacokinetics

The application of population pharmacokinetic (Pop PK) analysis has been used for
antipsychotic medications in patient applications and drug development. The prin-
ciples of Pop PK have been described in Chap. 4. An early study using a Pop PK
regression-pharmacokinetic-statistical model was conducted with haloperidol in
patients with schizophrenia. It was reported that haloperidol clearance was influ-
enced by the covariates carbamazepine and smoking with only a variability of 36 %
in the population left unexplained [95]. A subsequent analysis in Japanese patients
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reported that antiepileptics (e.g., carbamazepine, phenobarbital, phenytoin) signifi-
cantly influenced haloperidol clearance [96]. An additional finding was that age
(persons > 55 years) also affected haloperidol clearance, but concurrent administra-
tion of CYP2D6 substrates (e.g., thioridazine) did not. Risperidone and
9-hydroxyrisperidone (9-OH-R) metabolite plasma concentrations were analyzed
by Pop PK methodology with data collected from the CATIE clinical trial, which
was conducted in patients with schizophrenia [97]. Risperidone and 9-OH-R plasma
concentrations, representing risperidone dosage adjustments, could be predicted
with Pop PK with observed and predicted parent and metabolite plasma concentra-
tions being highly correlated (r=0.96, p<0.0001 and r=0.92, p<0.0001,
respectively).

Covariates were found to have significant effects on olanzapine plasma concen-
trations using the Pop PK mixed-effects regression model which included smoking,
carbamazepine, and lamotrigine [98]. Using a one-compartment model with first-
order absorption, the apparent clearance of aripiprazole was found to be signifi-
cantly impacted by CYP2D6 status as IM metabolizers had about 60 % lower drug
clearance than EM [99]. CYP2DG6 status did not affect dehydroaripiprazole clear-
ance. However, CYP2D6 PMs were not included in this study as it may have been
difficult to identify a significant number of patients expressing this phenotype. From
a routine therapeutic drug monitoring (TDM) program with clozapine, a Pop PK
analysis was conducted examining clozapine and desmethylclozapine plasma con-
centrations [100]. A one-compartment model with first-order absorption and elimi-
nation best described the data and reported that smoking and gender (males) had
significantly lower clozapine and desmethylclozapine plasma concentrations. Based
upon the series of studies in patients treated in the clinical setting, Pop PK has
revealed a variety of covariates that can significantly influence antipsychotic clear-
ance and highlighted possible applications to patient care such as dose adjustments
based on plasma concentration predictions.

Risperidone and 9-OH-R plasma concentrations from bipolar patients during
drug development were analyzed by the Pop PK approach [101]. A two-compartment
disposition model was used from the single-dose trials. A depot compartment model
from the risperidone dose via a zero-order process with the final amount of drug
absorbed split into two models that accounts for risperidone and 9-OH-R concentra-
tions. Patients were also taking other mood stabilizer medications, and other covari-
ates (e.g., age, weight, CYP2D6 status — PM, IM, EM) were included in the analysis.
Carbamazepine was reported to significantly influence both risperidone and 9-OH-R
clearance, while CYP status did not be impact overall drug clearances.

The development for the dosing strategies for paliperidone LAI involved the
application of Pop PK [102]. Data was obtained from the clinical trials and pharma-
cokinetic data from the phase I, II, and III studies. A one-compartment model with
first-order elimination that included application of the “flip-flop” model absorption
rate constant (Ka) for depot agents (dual absorption zero/first order) was used. The
following covariates were reported to have significant influence on paliperidone
disposition — sex, body mass index (BMI), age, injection site (deltoid over gluteal
for the first two injections), and needle length. Paliperidone clearance was found to
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be related to creatinine clearance and Vd related to BMI and sex. Further applica-
tion of Pop PK analysis of depot paliperidone was developed to make dosing and
switching recommendations from other oral and depot antipsychotic agents.
Treatment recommendations for missed doses of paliperidone LAI from the second
dose on day 8 and during the monthly maintenance doses were also developed for
clinicians. Finally, options for the dosing day variability of administration for the
second paliperidone LAI dose on day 8 and the subsequent monthly dosing days
were determined as +4 days for the second dose and +7 days for the monthly main-
tenance dose [103].

7.3 Clinical Pharmacodynamics

Pharmacodynamic (PD) effects of antipsychotics, like many central nervous system
drugs, are categorized into therapeutic effects and adverse side effects. The relation-
ship between these two effects can be dose and/or concentration dependent and
pharmacologic receptor mediated. Please note that a patient can have a therapeutic
benefit from an antipsychotic and also experience an adverse effect but tolerated the
medication overall. The recommended plasma concentrations for therapeutic effects
for the different antipsychotics are listed in Table 7.1 [104—106]. For some agents,
the plasma concentration range remains to be identified either through clinical tri-
als, through fixed-dose design, or from routine therapeutic drug monitoring (TDM)
programs. Active metabolites for some agents have been incorporated with the par-
ent drug plasma concentrations (total drug concentration) in determining the sug-
gested therapeutic range. Blood samples were generally obtained at “trough”
conditions at least 12 h post-evening dose and prior to the morning dose for oral
agents and prior to the next scheduled administration for LAIs under steady-state
conditions unless otherwise specified. This section will only discuss agents where
extensive studies support the suggested therapeutic range with key studies. Each
agent will be divided into typical and atypical antipsychotics and presented in
alphabetical order.

Clinical rating scales form the basis of patient evaluation for efficacy and adverse
side effects in neuropsychiatry. In patients with schizophrenia, the two most com-
mon rating scales for therapeutic response are the Brief Psychiatric Rating Scale
(BPRS) and the Positive and Negative Syndrome Scale (PANSS). The BPRS was
used in early studies prior to the 1990s and afterward; the PANSS evaluation has
become the “gold standard” for antipsychotic drug development. A reduction of
30-50 % for the BPRS and 20-30 % for the PANSS from baseline to an end point
of 4-6 weeks in an acute trial has been established to define therapeutic improve-
ment. To evaluate potential extrapyramidal side effects (EPS), a variety of scales are
employed: the Abnormal Involuntary Movement Scales (AIMS), Simpson-Angus
Scale (SAS), and the Barnes Akathisia Scale (BAS). Other adverse side effects such
as anticholinergic effects are determined by the clinician’s assessment of the patient.
Efficacy and adverse side effect assessments are usually conducted at baseline and
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weekly for 4-8 weeks with the change in baseline to the study’s end points that
establish the drug’s profile [107]. Clinicians have accepted the use of antipsychotic
plasma concentrations in the overall aspects associated with patient management
[108].

7.3.1 Serum or Plasma Concentration Relationships

Typical Antipsychotics: Fluphenazine (FPZ) Various clinical studies have
reported a therapeutic range for FPZ between 0.5 and 2.0 ng/mL as shown in
Table 7.1. Using a fixed-dose design of 5, 10, and 20 mg per day, these clinical stud-
ies reported that patients did not display significant improvement when plasma FPZ
concentrations were below 0.2 ng/mL or greater than 2.8 ng/mL [109]. An “opti-
mal” benefit was noted with FPZ concentrations between 0.13 and 0.70 ng/mL with
levels greater than 2.4 ng/mL with associated less benefit [110]. Patients with FPZ
concentration greater than 4.2 ng/mL reported improvements but experienced sig-
nificantly more adverse side effects which can limit higher dose usage in patients
[111]. A logistic regression modeling approach reported an optimal therapeutic
benefit-to-risk ratio with FPZ concentrations up to 2.72 ng/mL with disabling side
effects that occurred at higher levels [112]. A higher fixed-dose study with FPZ 10,
20, and 30 mg per day and an optimal threshold response with FPZ plasma concen-
tration around 1.0 ng/mL was reported [113]. A modest correlation was found
between FPZ levels and akathisia with higher drug concentrations above 2.0 ng/mL,
but some patients tended to also show clinical improvement. A recommended FPZ
plasma level of 0.6-0.8 ng/mL for patients sensitive to EPS and a higher a range of
1.0-1.2 ng/mL for acute and maintenance treatment was suggested. A few patients
might require FPZ concentrations >1.5 ng/mL for efficacy while balancing the side
effects. This study used FPZ doses higher than what would be used today. However,
these results confirm higher doses can lead to increased incidences of adverse
effects with minimal to modest therapeutic benefit for most patients.

Haloperidol (HAL) Haloperidol has been extensively studied and continues to be
studied in examining correlations between therapeutic response, adverse side
effects, and plasma concentrations [2]. From the various studies from the past 20
years, Table 7.1 reports the recommended HAL therapeutic plasma concentration
range between 5 and 17 ng/mL.[4, 19, 104]. Like FPZ, early studies used higher
HAL doses >20 mg/day, and a logistic regression model analysis reported that the
incidence of adverse effects tended to increase when plasma HAL concentration
was beyond 20 ng/mL. A threshold analysis found that 50 % of disabling EPS
effects occurred more frequently when HAL plasma concentration approached
9 ng/mL and increased to 60 % at 12 ng/mL [114]. Although an “upper” therapeutic
limit remains to be elucidated with HAL, these studies verify that higher drug doses/
plasma concentrations that exceeded a certain juncture are unlikely to produce
added clinical benefits.
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The HAL metabolite, reduced HAL (RHAL), was examined to determine its
potential role in therapeutic response. At RHAL plasma concentrations of about
25 ng/mL, below this level there appears a linear relationship with HAL plasma
levels, whereas above this concentration, a nonlinear relationship was reported
[115]. A RHAL/HAL ratio of greater than 1.0 was suggested to be associated with
adecreased response to HAL, but this finding was not confirmed [116, 117]. Another
interesting aspect is that RHAL/HAL ratios > 1.0 were associated with an increased
incidence of EPS [118]. However, this outcome has not been observed by other
investigators [19]. Another HAL metabolite, pyridinium, was suggested to be
related to EPS occurrence, but the assay for this compound is unavailable from
commercial laboratories [119].

Perphenazine (PPZ) Plasma concentrations of PPZ and its dealkylated metabolite
did not found to significantly correlate with therapeutic response, but a lower thresh-
old of 0.8 ng/mL (about 2.0 mmol/L) for improvement was suggested [104]. A pos-
sible explanation for the lack of response to plasma concentrations to clinical
response could be due to the short study time period of 10 days. Even though drug
concentrations would have reached steady-state conditions, the time period for this
study is considerably shorter than the typical 4-8 weeks for antipsychotics. An early
pilot study showed that BPRS scores improved in patients with PPZ concentrations
greater than 1.5 ng/mL, but that EPS occurred with levels greater than 3.0 ng/mL
[120]. A larger study reported a PPZ therapeutic range of 2—6 mmol/L with a higher
EPS incidence when drug levels were from 4 to 6 mmol/L [121].

Thioridazine (TM) and Mesoridazine (MES) TM and MES plasma concentra-
tions were measured during a 3—7-week study open-label study and a flexible-dose
design study with thioridazine [122]. A significant correlation between TM concen-
trations and clinical response was found (0.7-2.0 mmol/L (250-1250 ng/mL)). For
patients aged 18—40 years, it was suggested that a TM + MES total concentration of
at least 2.0 mmol/L has been achieved as these “younger” patients may be more
likely to tolerate potential side effects. The study also reported that higher plasma
concentrations significantly correlated with tremors and dry mouth but not with
sedation or EPS. Schizophrenic patients who did not respond to chlorpromazine
(500-600 ng/mL) were transitioned to TM [123]. Although the chlorpromazine
plasma concentrations were greater than the suggested therapeutic range, adverse
effects were not reported with patients at the upper therapeutic range of 300 ng/mL
prior to the dosage increase. When switched to TM, plasma TM + MES was mea-
sured with significant improvement in BPRS scores (p <0.02) when total drug con-
centrations were from 500 to 1100 ng/mL.

Atypical Antipsychotics: Aripiprazole (APZ) APZ and its dehydroaripiprazole
(DHAPZ) metabolite plasma concentrations were measured during various TDM
programs in patients with different psychiatric conditions that included adults, chil-
dren, and adolescents populations [106]. A threshold APZ plasma concentration of
150 ng/mL was suggested, and only one study reported plasma levels up to 420 ng/
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mL with higher APZ doses of 30 mg/day [124]. Total drug concentrations
(APZ+DHAPZ) were reported in some studies, but the general findings showed
that an upper level of about 300 ng/mL was found. A fixed-dose 6-week study was
reported in patients with schizophrenia and assessed with the PANSS scale [125].
Clinical response was defined as a PANSS score reduction by 20 % at 6 weeks.
Mean daily APZ doses did not significantly differ between responders and nonre-
sponders (15.0+5.9 versus 12.9+6.9, p=0.203). Responders had a trend toward a
higher mean APZ plasma concentration than nonresponders (234.4+156.7 ng/mL
versus 163.5+77.2 ng/mL, p=0.117) and a significantly higher mean DHAPZ
plasma concentration (101.6+58.0 ng/mL versus 66.0+48.4 ng/mL, p=0.023).
Since the nonresponding patients had APZ plasma concentrations at the lower sug-
gested therapeutic range, it would be interesting to determine if increasing the APZ
dose to achieve higher plasma levels would lead to improvement. However, fixed-
dose designs do not allow for flexible dosing to address this possibility.

Clozapine (CLZ) Obtaining CLZ plasma concentrations has been widely accepted
by many clinicians to assist in patient management compared to the other atypical
agents shown in Table 7.1 [50, 104]. The pivotal studies were conducted in patients
with schizophrenia and refractory schizophrenics. These studies dependably reported
a threshold of 350 ng/mL for therapeutic response [125] with one study adding the
N-desmethylclozapine plasma concentrations for a total drug concentration of
450 ng/mL [126]. An upper therapeutic limit of 600—700 ng/mL was suggested since
patients tended to benefits less with these higher concentrations [127, 128].

Olanzapine (OLZ) OLZ plasma concentrations and clinical response have been
extensively studied with a suggested therapeutic range of 20-80 ng/mL presented in
Table 7.1, describing the overall findings from clinical trial studies to TDM pro-
grams [104]. The initial study was a fixed-dose method with OLZ 1-10 mg/day for
6 weeks using the BPRS scale for clinical response [129]. Only 13 % of the patients
with OLZ plasma concentrations below 9.3 ng/mL had improved, whereas 45 % of
the patients showed improvement with levels greater than 9.3 ng/mL. This study did
demonstrate a possible lower threshold of clinical response with modest OLZ doses.
A large fixed-dose study with OLZ 10 mg, 20 mg, and 40 mg per day reported a
wide interpatient variability in OLZ plasma concentrations (mean 19.7+11.4 ng/
mL — 10 mg, mean 37.9+22.8 ng/mL — 20 mg, mean 74.5+43.7 ng/mL — 40 mg/
day) which did not show any significant correlations with clinical response using the
PANSS scale [130]. However, in studies from the routine TDM programs combined
with the fixed-dose studies, the OLZ therapeutic range of 20—80 ng/mL was recom-
mended [131, 132]. A review article examined a dose-response relationship for OLZ
and reported that 10-15 mg/day achieves optimal therapeutic response and higher
doses can be considered if plasma concentrations were less than 20 ng/mL [133].

Quetiapine (QTP) Various TDM studies have measured QTP plasma concentra-
tions in psychiatric patients presented in Table 7.1 [94]. A lower threshold of QTP
plasma level of 77 ng/mL was reported using the Clinical Global Impression (CGI).
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Another study reported significantly higher EPS effects in female patients when
median QTP plasma concentrations were greater than 210 ng/mL [11]. A 2-year
study with hospitalized patients defined a 40 % improvement in the BPRS scores as
a responder, and 57 % of that patient population had QTP serum concentrations
between 70 and 170 ng/mL [134, 135]. Correlations between serum concentrations
and EPS, sedation, weight gain, and cardiovascular effects were not found.

Paliperidone (PAL) and Risperidone (RIS) RIS is metabolized to
9-hydroxyrisperidone (9-OHRIS) which has been developed as an antipsychotic
agent — PAL. Clinical response and plasma or serum concentration studies with RIS
have combined RIS +9-OHRIS together as a total drug concentration. As these two
agents are so similar, grouping the two drugs into one category is appropriate. From
a TDM program using the CGI scores for clinical response, it was reported that the
recommended therapeutic concentration range for RIS (total concentration) and PAL
was 20-52 ng/mL and 20-60 ng/mL, respectively [106]. These plasma concentration
ranges can apply to the oral and LAIs formulation of both products [136]. Although
some studies failed to demonstrate a significant relationship between plasma concen-
trations and clinical response [137], the AGNP-TDM consensus panel has recom-
mended these two plasma concentration ranges for PAL and RIS [104].

Ziprasidone (ZIP) A pilot study with ZIP monotherapy (mean dose
123.1+£30.4 mg/day) for 8 weeks showed that plasma ZIP levels from 20 to 160 ng/
mL (Mean 75.8 ng/mL) had significant clinical improvement with noted benefit
with negative symptoms [138]. In a large analysis of ZIP plasma concentrations
with patients with schizophrenia, schizoaffective, and affective disorders, clinical
improvement measured by the CGI scale reported that concentrations between 50
and 130 ng/mL were found [139]. The range can be applied to either serum or
plasma interchangeably. Correlations with adverse side effects were not found with
plasma ZIP concentrations.

7.4 Central Nervous System (CNS) and Peripheral
Effect Relationships

Antipsychotics exert their pharmacodynamic therapeutic actions and adverse effects
in the CNS and periphery by binding to the various receptors. The recommended
therapeutic plasma concentrations for antipsychotics provide a basis for CNS and
peripheral pharmacologic activity. For antipsychotics to bind to CNS receptors,
adequate drug concentrations are needed, as lower CSF concentrations are generally
found compared to the plasma or serum concentrations (see Sect. 7.2.4). However,
a strong correlation exists between antipsychotic plasma or serum and CSF concen-
trations [140]. Patients can have plasma drug concentrations within the therapeutic
range and also possibly experience tolerable or intolerable adverse effects. When
plasma drug concentrations reach the upper therapeutic range and beyond, adverse
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effects predominate which diminishes any therapeutic benefits. High drug concen-
trations in the periphery also contribute toward pharmacologic receptor activity
potentially leading to clinical adverse effects. Pharmacokinetic variables (e.g., CYP
metabolism) and drug transporters contribute to the wide interpatient variability in
plasma concentrations that must be taken into consideration when interpreting anti-
psychotic actions. The pharmacologic profile of the antipsychotics is presented in
Table 7.2 with the interpretation of each agent based upon in vitro published data
[141-145]. Receptor occupancy at the dopamine receptor subtype 2 (D2) is related
to therapeutic effects and extrapyramidal side effects (EPS). Serotonin receptor

Table 7.2 Summary of the antipsychotics receptor pharmacology and pharmacodynamics
[140-145]

Alpha | PET D2 receptor
Drug D2 SHT2A |M HI -1 @65-85 %
Reference compound
Spiperone ++++ | — - - - _
Ketanserin - ++++ - - - —
3-Quinuclidinyl-4- - - ++++ | — - -
iodobenzilate (QNB)
Pyrilamine - - - ++++ | — —
Prazosin - - - - 4+ | —
First-generation typical antipsychotics

Chlorpromazine +++ |+ ++ +++ |+ 100 mg [146]
Fluphenazine ++++ |+ + ++ ++ N.R.
Haloperidol +++ | ++ + + + 4 mg [146]
Loxapine +++ ++ + ++ ++ 10-50 mg [147]
Mesoridazine +++ |+ + +++ |+ N.R.
Perphenazine ++++ |+ + +++ ++ 4 mg [146]
Thioridazine +++ +++ ++ ++ +++ 100 mg [146]
Second-generation atypical antipsychotics
Aripiprazole ++++ |+ + ++ + 10-30 mg [104]
Asenapine +++ |+ + ++ +++ See text
Clozapine + ++++ +++ | 300 mg [146]
Iloperidone +++ | + ++ ++++ |N.R.
Lurasidone +++ +++ + + + 40-80 mg [148]
Olanzapine ++ +++ ++ ++++ |+ 12 mg [133]
Paliperidone +++ |+ + +++ |+ 6-9 mg [147]
Quetiapine + ++ + ++ ++ 300-600 mg (XR)
[134] See text
Risperidone +++ + +++ |+ 3-6 mg [149, 150]
Ziprasidone +++ |+ + ++ + 120 mg [157]

+ negligible, + low, ++ moderate, +++ moderate high, ++++ high, reference compound, D2 dopa-
mine receptor subtype 2, SHT2A serotonergic receptor subtype 2A, M muscarinic receptor, H/
histamine receptor subtype 1, Alpha-1 alpha adrenergic receptor subtype 1, PET D2 Receptor @
65-85 % positron emission tomography dopamine receptor subtype 2 at 65-85 % occupancy, XR
extended-release product, N.R. not reported
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subtype 2A (SHT2A) has several possible actions that include improvement in neg-
ative symptoms, mitigation of EPS, and improvement in depression and anxiety.
Histamine receptor subtype 1 (H1) activity can be related to sedation and weight
gain [151]. A therapeutic benefit of alpha-1 adrenergic receptor subtype 1 has not
been identified, but postural hypotension, dizziness, and reflex tachycardia are
related.

7.4.1 Positron Emission Tomography (PET) Studies

PET technology has been incorporated into CNS drug discovery and development
for various agents beyond antipsychotics [151]. However, PET applications can be
limited due to small sample sizes, studies in healthy volunteers versus patients with
the medical conditions, drug dose, and expense. A basic question to reflect upon is
“Is receptor occupancy data useful in dosing guidelines and is that the right ques-
tion?” [152]. Antipsychotic pharmacodynamics utilizing PET technology have
examined three main brain regions — putamen, striatum, and caudate, which have
focused mainly on D2 receptor occupancy and its effects in balancing therapeutic
efficacy and EPS effects. The mathematical models of PET applications are pre-
sented in Chap. 3— that typically follows a hyperbolic relationship between receptor
occupancy and plasma drug concentrations shown in Fig. 7.2.

PET studies with antipsychotics originated over 25 years ago, and it is widely
accepted that blockade of central D2 receptors is related to antipsychotic efficacy in
the positive symptoms of schizophrenia (e.g., hallucinations). Although SHT2A or
other serotonin receptors have been studied, this chapter will examine only the D2
receptor actions with the antipsychotics. Initial work with typical antipsychotics
and clozapine reported that therapeutic doses given to patients that had D2 receptor
occupancy ranged between 65 and 85 % [146]. This range has been used for subse-
quent PET studies with antipsychotic drugs where about 65 % receptor occupancy
achieves the minimal threshold for efficacy and above 85 % occupancy associated
with adverse effects. A review article of PET studies reported that mean D2 receptor
occupancy was significantly higher in patients with EPS (77+9 % versus 63+17 %,
p=0.011). Using a reduction in total PANSS or BPRS scores by 25 % defined as
efficacy, a strong trend was found in patients with improvement when a mean
threshold D2 receptor occupancy of 66 % was achieved (66 + 14 % versus 58 +19 %,
p=0.054) [153]. This section will present the findings from various PET studies and
the antipsychotic drug doses or plasma concentrations that reach the D2 receptor
occupancy within this range (see Table 7.2). Presently, PET applications with ilo-
peridone have not yet been reported, and only a few older typical antipsychotics
have been studied.

The D2 receptor occupancy for typical antipsychotic loxapine in patients with
schizophrenia (N=10) was reported. Loxapine doses were between 10 and 50 mg/
day for eight patients, while the other patients had higher doses of 75 mg/day and
100 mg/day [154]. The D2 receptor occupancy of about 65 % was achieved in one
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patient at 10 mg (out of four patients) and up to 85 % at 20-50 mg/day. The other
two patients had D2 receptor occupancy at 90 % without any reported adverse side
effects. Aripiprazole 10 mg/day and 30 mg/day achieved a mean D2 receptor occu-
pancy of 85 % and 91 %, respectively [104]. During asenapine’s early development,
a 100 pg dose given to three healthy subjects reported a very low D2 receptor occu-
pancy of 12-23 % but demonstrated that this agent did possess dopamine receptor
activity [147]. Lurasidone 40 mg and 80 mg given to healthy subjects (N=20)
achieved mean D2 receptor occupancies of 66.7+3.2 % and 75.3+13.0 %, respec-
tively. Lurasidone doses at 20 mg/day and below had mean D2 receptor occupancy
at 50 % or less [148]. A threshold for olanzapine that reached 65 % D2 receptor
occupancy was reported with a dose of about 12 mg/day. An OLZ mean plasma
concentration of 22.7 ng/mL had a mean D2 receptor occupancy of 50 % [133].
Risperidone 6 mg/day was given to patients with schizophrenia (N =8) that produced
a mean total drug concentration of 34.8 ng/mL (range 27.4-42.6 ng/mL) and a mean
D2 receptor occupancy of 82 % (range 79-85 %). Doses >6 mg/day were suggested
to lead to an increased incidence of EPS [149]. A subsequent study in patients also
reported similar findings with risperidone doses 2—6 mg/day. Patients with the high-
est D2 receptor occupancy of >80 % (N=9) had mild EPS [150]. The pivotal clinical
risperidone trial (N=388) used daily doses of 2 mg, 6 mg, 10 mg, and 16 mg versus
haloperidol 20 mg [155]. The EPS incidence for risperidone 2 mg (7.9 %) and 6 mg
(10.9 %) was below or equal to the placebo group with a slightly higher frequency
for the 12 mg dose (12.3 % versus 10.6 % placebo). The EPS occurrence for risperi-
done 16 mg and haloperidol 20 mg was 25.0 % and 25.8 %, respectively, which was
significantly greater than the placebo group (p <0.05). Paliperidone doses of 6-9 mg
in patients (N=13) had a reported D2 receptor occupancy of 70-80 % [156].
Quetiapine studies have reported interesting results, that is, the 300-600 mg
doses of the extended-release formulation achieves the recommended therapeutic
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concentrations [104], but have a low D2 receptor occupancy of <15 % [133].
Significant differences were found when samples were obtained within several
hours of drug administration versus at trough times. Quetiapine sampling time may
be the key variable with its elimination half-life and different D2 receptor-binding
affinity [157]. A fixed-dose study with ziprasidone 40, 80, 120, and 160 mg/day in
patients (N=16) showed that the mean D2 receptor occupancy was 56 % (S.D. =
18 %), the mean plasma concentration was 53.4 ng/mL (S.D. = 16.0), and the opti-
mal effective dose was 120 mg/day [158]. Each of these studies reported a hyper-
bolic relationship between the recommended therapeutic drug concentration ranges
and D2 receptor occupancy except for clozapine and haloperidol [159]. Clozapine
exhibited wide interpatient variability, and as a result, individual patient monitoring
is the only accurate method for patient assessment. Haloperidol displayed a very
sharp hyperbolic curve with a therapeutic range of 5-17 ng/mL for D2 receptor
occupancy. LAIs agents and D2 receptor occupancy had similar results to their oral
agents when taken at the end of their dosing interval 28 days, except for risperidone
LAI obtained at 14 days [158]. Whether or not sustained D2 receptor occupancy is
required for maintaining therapeutic benefit has not been verified and continues to
be evaluated [160].

7.4.2 Pharmacogenetic Relationships to Therapeutic or
Adverse Effects

Several review articles have been recently published examining the various pharma-
cogenetic aspects with antipsychotics [161-163]. Most of these pharmacogenetic
studies have included risperidone, olanzapine, and clozapine that analyze both effi-
cacy and adverse effects. The CYP2D6 metabolizer phenotype has significant dos-
ing implications for aripiprazole, iloperidone, and risperidone [162]. Various
pharmacogenetic variants have been identified including dopamine D3 receptor
polymorphisms, the TagIAl allele of the DRD2 gene, serotonin SHT2C-759C/T
polymorphism, and the leptin gene variant 2548-G/A (possible weight gain) [161,
162]. Other genetic biomarkers may be indentified with further research. This sec-
tion presents a selected review of the atypical agents. Few studies have been con-
ducted with the typical agents. For example, the incidence of EPS was reported with
HAL, which is partially related to CYP2D6 genotype and HAL metabolism, while
another study reported an association between EPS and the SLC6A3 VNTR and
COMT Vall158Met polymorphisms [164, 165].

Clozapine (CLZ) Clozapine metabolism is influenced by several CYPs (see
Table 7.1). However, CYP1A2-163C> A polymorphism *1F/*1F was found to be
associated with seizures in patients [166]. A dose-dependent relationship between
seizures and clozapine has been established [50]; however, CLZ doses > 650 mg/
day was found not to be significant (p=0.723) [166]. Elevated serum clozapine
concentrations above 750 ng/mL were reported to have an increased risk of seizures
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with an odds ratio of 5.15 (p=0.03) [167]. Case reports of CLZ-induced seizures
due to high CLZ plasma concentrations have been reported [50]. An upper threshold
for CLZ has been questioned as there are very few studies with antipsychotics at
their higher doses to determine safety and tolerability [167, 168]. CLZ-induced
agranulocytosis in Ashkenazi Jews was associated with the haplotype HLA-B38,
HLA-DR4, and HLA-DQ?3 [163].

Olanzapine (OLZ) Although some adverse effects of OLZ were reported to be
related to CYP2C9, TPMT1, UGT1A1, MDRI1, and SHT2A polymorphisms, the
increased risk of adverse effects with these genetic factors remains to be estab-
lished [169].

Risperidone (RIS) RIS disposition has been correlated with CYP2D6 status but
not CYP3A5 and ABCBI1 genotypes [170]. While some trends were between with
increased adverse effects in CYP2D6 PMs status, the therapeutic outcomes were
reported not to be significant and routine genotyping not recommended [171].
Higher total PANSS scores were found in patients who were MDR1 3435C>T car-
riers and CYP2D6 PMs status [172], thereby suggesting that more than one geno-
type can be involved with RIS pharmacodynamics. A large number of other
genotypes have been reported to be associated with an increased RIS adverse effect
profile which include SHT2A, SHT2C, SHT6, DRD2, DRD3, BDNF, and NR1/2
(coding for the pregnane X receptor). However, evidence supporting routine screen-
ing for these genotypes in clinical practice is presently insufficient [86, 173].

7.4.2.1 QT/QTc Interval Pharmacodynamics

Several antipsychotics have been associated with QTc prolongation, and this assess-
ment has become a required element for the pharmaceutical industry during anti-
psychotic drug development. The FDA cites a QTc interval greater than 500 ms as
a clinically significant parameter. Increased QTc prolongation is associated with the
risk of torsades de pointes and possibly linked to elevated plasma antipsychotic
concentrations [174]. Case reports of torsades de pointes are published with intrave-
nous haloperidol [175, 176]. The patient package insert for thioridazine and
mesoridazine includes a “black box” warning for QTc prolongation. Thioridazine
and QTc effects were compared with other antipsychotics (ziprasidone, risperidone,
olanzapine, quetiapine, and haloperidol) where thioridazine exhibited the largest
mean increase from baseline of 28 ms. Ziprasidone produced a modest QTc effect
with a mean increase of 20.3 ms, followed by quetiapine at 14.5 ms. Concurrent use
of CYP inhibitors ketoconazole and paroxetine added to the antipsychotics pro-
duced similar results on QTc prolongation [177]. Loxapine was recently reported
not to produce QTc prolongation with the inhalation product [178].

QTc prolongation with iloperidone was compared to quetiapine and ziprasidone
with and without concomitant CYP2D6 and CYP3A4 inhibitors [179]. lloperidone
caused a mean increase in the QTc interval of 8.5 ms which was similar to ziprasidone
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(9.6 ms) and higher than quetiapine (1.6 ms). Addition of CYP inhibitors did not
lead to further QTc prolongation, and no subjects had QTc intervals > 500 ms. The
QTec interval change was assessed in healthy volunteers who were genotyped as
CYP2D6 PMs, and EMs were given a single 10 mg HAL dose [180]. Although
haloperidol clearance and elimination half-life were significantly reduced in PMs
versus EMs, these differences did not translate to marked QTc changes. The ABCBI1
C3435T genotype CT and TT alleles were reported to be possibly involved with
QTec prolongation and not CYP2D6 alleles with risperidone [181]. Investigations of
potential pharmacogenetic sources for antipsychotic-induced QTc prolongation are
at an early stage of investigations.

7.4.3 Other Pharmacodynamic Effects

Antipsychotics produce prolactin (PRL) elevations that can be possibly associated
with sexual dysfunction and hyperprolactemia (HPRL); these effects have been
linked to D2 receptor antipsychotic actions at the anterior pituitary [141-144]. The
highest HPRL rates have been reported with risperidone and paliperidone. The
newer agents asenapine and iloperidone are comparable to clozapine. Lurasidone
PRL elevation is similar to olanzapine. PRL profiles in children and adolescents
receiving antipsychotics are comparable to those observed in adults. Clinicians need
to match patient symptoms with PRL elevations and monitor PRL levels based upon
individual patient response [182]. Thioridazine still remains the only antipsychotic
drug that has a clear dose limit of 800 mg/day due to the pigment retinopathy
described since 1960 in four patients treated with 2 g for 30-50 days [183]. A dose-
dependent and time-dependent relationship was described, as long-term treatment
with doses >800 mg became the most important factors leading to retinopathy
[184]. Whereas case reports of retinopathy also occurred at lower thioridazine
doses, thus, clinicians are advised to have patients undergo annual eye evaluations
with the slit-lamp procedure especially if the patient is also taking another antipsy-
chotic like chlorpromazine [185, 186].

7.4.4 Integrating Pharmacokinetics (PK)
and Pharmacodynamics (PD) of Antipsychotics

The kinetics of pharmacologic response has been described over 30 years ago
examining the mathematical approaches to the dose-effect relationship using the
direct and indirect link. Modeling PK with different PD models used the fixed
effects, linear, and log-linear regression analyses [187]. The advent of population
pharmacokinetics provided a foundational mathematical tactic to incorporate both
PK and PD aspects from routine clinical data in patient care [188, 189]. The next
step in utilizing population PK studies from clinical data examined the effects of
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different covariates such as sex, body weight, laboratory assessments, and comedi-
cations on plasma antipsychotic concentrations [95-101]. Subsequent additional
factors were included to expand the overall PK-PD model. For example, smoking is
a major factor among psychiatric patients that can also effect plasma concentrations
of some antipsychotics [190]. Pharmacogenetic information was added and found
to be a significant variable for antipsychotics metabolized by CYP2D6 [191].
Antipsychotic serum or plasma concentrations shown in Table 7.1 were added to the
PK-PD models to examine the recommended therapeutic ranges [192].

The population pharmacokinetic approach has been extended to incorporate
patient clinical response data. Patients with schizophrenia participating in clinical
trials during drug development were assessed with the Positive and Negative
Syndrome Scale (PANSS) that included 1436 patients from 16 trials from 1989 to
2009 [193]. Using different models, the Weibull model and the indirect response
model adequately described the PANSS data. The following covariates were found
to be important predictors for the placebo effect: disease condition, geographic
regions, and drug administration route. Study duration and trial phase were reported
to be predictors for the high dropout rates. Antipsychotic response with PANSS data
(positive, negative, and general subscales) was evaluated among five different anti-
psychotics using the PK-PD method that incorporated the log-linear Emax model
for maximum drug effect. Improvement (defined as 30 % decrease in PANSS score)
occurred with antipsychotics when D2 receptor occupancy was greater than 65 %
[194]. PK-PD modeling of EPS with seven different antipsychotics using the
Markov elements reported that agents with greater than an 80 % D2 receptor occu-
pancy were likely to experience these adverse side effects [194].

Interestingly, when assimilating plasma antipsychotic concentrations to D2
receptor occupancy and clinical response, the steady-state effective concentration
(Effective Css) for the antipsychotics was discovered to be below the recommended
therapeutic plasma concentrations except for ziprasidone (63.1 ng/mL) shown in
Table 7.1 [104, 195]. For example, the Effective Css for haloperidol was 2.7 ng/mL,
and the recommended oral dose was 5.6 mg/day [196]. Despite the implementation
of these sophisticated PK-PD models, the lack of “fit” between antipsychotic plasma
concentrations and D2 receptor occupancy reflects upon the complex nature of anti-
psychotic drugs and various psychiatric disorders. The absence of association
between these two variables leads to an apparent discrepancy. However, current
limitations in science and technology may be the most likely reasons as PET utiliza-
tion to determine clinical efficacy may not be a sufficient quantitative biomarker
when dealing with complex psychiatric diseases such as schizophrenia [152].

7.5 Conclusions and Future Directions

Antipsychotics are foundational therapeutic agents to treat various psychiatric dis-
orders where psychotic symptoms occur. Drug development for antipsychotics has
grown to include PK and PD applications. Antipsychotic pharmacokinetics can be
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determined using various analytical assay methods that accurately measure minute
drug quantities in plasma or serum samples. Routine TDM programs for antipsy-
chotics have been implemented successfully in European countries but have found
limited applications in other countries due to their wide interpatient variability in
PK and PD. Pharmacogenetic findings partially account for the interpatient vari-
ability. Data analysis combining PK and PD models has been developed to identify
the many diverse factors that impact antipsychotic pharmacotherapeutics. Although
specific quantitative biomarkers for complex psychiatric diseases remain to be
ascertained, technology continues to progress, with the goal of maximizing antipsy-
chotic therapy. Antipsychotic drug development has incorporated PK and PD strate-
gies to enhance patient care, minimize adverse side effects, and optimize research
and developmental costs.
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Chapter 8
Mood Stabilizers

Edoardo Spina and Domenico Italiano

Abstract Mood stabilizers have been used to primarily treat bipolar and
schizoaffective disorders. However, these agents are also employed as adjunctive
treatments for schizophrenia, depression, and other psychiatric illnesses. Lithium
has been a mainstay of therapy for bipolar disorders for over 50 years. Lithium’s
pharmacokinetic profile is well known as this agent is primarily excreted from the
body by the kidney, which is about 20 % of the glomerular filtration rate. The anti-
epileptic agents evolved as mood stabilizers; however, the regulatory agencies have
only approved the following agents — carbamazepine, valproic acid, and lamotrig-
ine. Other antiepileptics have been used “off-label.” Carbamazepine undergoes
autoinduction for the first month of therapy and is a well-known hepatic CYP
enzyme inducer. Valproic acid metabolism mainly takes place via glucuronide con-
jugation by the UGT and mitochondrial f-oxidation. CYP metabolism accounts for
10 % of valproic acid metabolism primarily by CYP2C9. Lamotrigine is also largely
metabolized by glucuronidation to three main metabolites. A small amount of auto-
induction of 17 % was found to occur with lamotrigine serum concentrations that
were determined to be clinically insignificant. Therapeutic plasma or serum concen-
trations have been established for lithium, carbamazepine, and valproic acid, while
a threshold of 3.0 pg/mL for lamotrigine was recommended. Incidence of lamotrig-
ine toxicity significantly increased with >15 pg/mL. Mood stabilizers have complex
pharmacodynamic profiles that involve various receptors, ion channels, and second-
ary messenger systems. Lithium adverse events due to intoxication are linked to
toxic plasma concentrations and decreased renal function. Carbamazepine plasma
concentrations >14 pg/mL are associated with a variety of adverse effects with
symptom severity increasing with rising drug concentrations that include coma and
death. Valproic acid has a wider therapeutic range, and hyperammonemic encepha-
lopathy correlations with serum concentrations are poor. Lamotrigine skin rashes
are associated with large initial doses, rapid dose escalation, and concurrent val-
proic acid usage.
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8.1 Introduction

Mood stabilizers are therapeutic agents used for the treatment of bipolar disorder, a
recurrent, chronic, and disabling illness that is characterized by periods of depres-
sion and mania. A mood stabilizer can be defined as a drug that has “efficacy in the
treatment of acute manic and depressive episodes’ and is also “effective in the pre-
vention of recurrences” [1].

Since the early 1950s, lithium has been the gold standard for the acute and pro-
phylactic treatment of bipolar disorder. However, lithium therapy is associated with
a number of limitations such as high percentage of nonresponders (~40 %), lower
efficacy in depression than in mania, and adverse effects due to its narrow therapeu-
tic range. Given these limitations, in recent years other medications, in particular
some antiepileptic drugs, have broadened the armamentarium of potentially effec-
tive options for the overall management of bipolar disorder [2]. Although most anti-
epileptics have been investigated for their mood-stabilizing properties, only valproic
acid, carbamazepine, and lamotrigine have documented clinical efficacy and gained
FDA and EMA approval [3].

This chapter focuses on the clinical pharmacokinetics and pharmacodynamics of
lithium and the antiepileptics carbamazepine, valproic acid, and lamotrigine which
are indicated for the treatment of one or more phases of bipolar disorder. Other
medications including antipsychotics and antidepressants, which may be used for
the management of one or more phases of bipolar disorder [4], are discussed in
other chapters of the book.

8.2 Lithium

8.2.1 Introduction

Lithium has been used for over half a century for the treatment of bipolar disorder
as the prototypical mood stabilizer and has a wealth of empirical evidence and clini-
cal experience supporting its efficacy in this role. Numerous studies report that
lithium is effective in the treatment of acute mania and for long-term maintenance
and prophylaxis [5]. For maintenance therapy, lithium is more effective in prevent-
ing episodes of the manic/hypomanic type than in preventing depressive episodes.
Lithium is also frequently used in acute bipolar depression, but its efficacy as mono-
therapy for acute bipolar depression is still controversial. However, lithium pos-
sesses unique anti-suicidal properties that set it apart from other medications used
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for the treatment of bipolar disorder [6]. Despite this, the specific mechanisms by
which lithium exerts its mood-stabilizing effects remain elusive. Lithium is a poten-
tially toxic drug and has a narrow therapeutic range. Adverse effects are believed to
be a direct consequence of the distribution of lithium to compartments in which it
concentrates such as the brain, kidney, or thyroid [7]. Lithium dosage needs to be
individualized, primarily by the use of serum/plasma lithium concentrations.
Knowledge of the clinical pharmacokinetics and pharmacodynamics of lithium is a
prerequisite for safe and effective prescription of this drug.

8.2.2 Clinical Pharmacokinetics

Lithium, a naturally occurring ion, is administered as a salt in the form of lithium
carbonate, lithium citrate, lithium chloride, or lithium sulfate. Lithium is available
in both standard- and slow-release preparations. Sustained-release formulations
have been proposed as a means of diminishing post-dose variation in serum concen-
trations and associated adverse effects. The pharmacokinetics of lithium have been
investigated by a number of studies in healthy volunteers and using carbonate salts
administered in both standard-release and sustained-release dosage formulations
[8—12]. Mean pharmacokinetic parameters of lithium are summarized in Table 8.1.

8.2.2.1 Absorption

Water-soluble salts, such as chloride and sulfate, are rapidly and almost completely
absorbed from the upper gastrointestinal tract, while the less soluble carbonate salt is
absorbed more slowly. Gastrointestinal absorption of lithium carbonate tablets or cap-
sules appears to be virtually complete (95-100 %). The absorption of sustained-
release lithium products is more variable and ranges from 60 to 90 %. The absorption
half-lives were found to be 0.78 £0.05 h and 3.73+0.37 h for standard- and sustained-
release forms of lithium carbonate, respectively [10]. After a single dose of lithium
carbonate, peak plasma concentration is reached at 1-2 h for standard-release dosage
forms and at 4-5 h for sustained-release forms. Concomitant ingestion of food tends
to increase lithium absorption. Although the extent of absorption is generally not
altered in elderly subjects, delayed gastric emptying and intestinal transit times may
increase the risk of gastrointestinal adverse effects in this patient population.

8.2.2.2 Distribution

Lithium is not bound to plasma proteins. Although the volume of distribution of
lithium is approximately equal to that of body water (0.7-1.0 L/kg), lithium concen-
trations in various intra-compartmental spaces equilibrate very slowly with the
extracellular fluid volume. Distribution of lithium across the blood—brain barrier is
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slow, and peak concentration in the brain is reached about 24 h after ingestion. Brain
lithium concentrations, evaluated by using “Li magnetic resonance spectroscopy,
were found to be approximately half those in serum, occasionally increasing to
75-80 % [13]. As lithium distributes to erythrocytes, it was occasionally suggested
that lithium concentrations in red blood cells may more closely reflect brain concen-
trations and therefore be more predictive of lithium neurotoxicity, than serum con-
centrations [14]. However, the clinical relevance of measurement of red blood cell
lithium concentrations appears to be poorly substantiated [15].

8.2.2.3 Elimination

Lithium is not metabolized and is almost completely excreted (>95 %) via the kid-
ney as a free cation. Negligible amounts (less than 5 % the administered dose) are
lost through feces, saliva, and sweat. Similarly to sodium, lithium is able to freely
cross the glomerular membrane. Eighty percent of lithium is reabsorbed by passive
diffusion in the proximal tubules. A small proportion is reabsorbed more distally via
the epithelial sodium channel. The renal tubular reabsorption of lithium is very
closely linked with sodium reabsorption and is influenced by changes in the renal
clearance of sodium. Lithium clearance varies from 0.6 to 2.4 L/h with high interin-
dividual variability and is closely associated with creatinine clearance, averaging
about 20 % of glomerular filtration rate. The plasma half-life of lithium is 18-24 h
in subjects with normal renal function.

8.2.2.4 Factors Affecting Lithium Pharmacokinetics

Excessive sweating, vomiting, diarrhea, inadequate fluid intake, and low sodium
diet are potential causes of dehydration that may lead to compensatory increases in
lithium reabsorption in the proximal tubule with subsequent decreased lithium clear-
ance. Concomitant administration of other medications including thiazide diuretics,
nonsteroidal anti-inflammatory drugs, and angiotensin-converting enzyme inhibi-
tors may decrease lithium elimination potentially leading to toxic effects [16, 17].

With increasing age, a reduction in lithium clearance occurs in association with
a decrease in creatinine clearance [18]. Thus, elderly patients usually require lower
lithium dosages to achieve a target serum lithium concentration.

During the last months of pregnancy, lithium clearance increases by 30-50 %, in
association with the progressive increase in plasma volume and glomerular filtration
rate [19]. Therefore, lithium dose needs to be increased to maintain therapeutic
lithium levels.

Lithium clearance is decreased in patients with abnormal renal function, and,
therefore, the risk of lithium intoxication is considerably increased [12]. The use of
lithium is contraindicated in cases of severe renal insufficiency, while in patients
with mild or moderate reduction in renal function, dosages must be adapted accord-
ingly to prevent lithium toxicity.
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8.2.3 Clinical Pharmacodynamics

Lithium has been shown to exert a variety of pharmacological actions [20, 21].
However, the precise mechanisms by which lithium achieves its therapeutic benefits
are not yet fully understood. This is partly related to the complex, underlying patho-
physiology of bipolar disorder, involving many interacting neurotransmitters and
neuronal circuits within the brain [2]. Moreover, many studies investigating the
potential mechanism of action of lithium were performed at the preclinical level,
in vitro or in vivo, by using concentrations of lithium much higher than those that
are used therapeutically. Therefore, many findings from these investigations cannot
be easily translated for application in human studies, especially as appropriate ani-
mal models of bipolar disorder have not yet been established.

Research into the mechanisms of action of lithium has been conducted at multiple
levels, ranging from macroscopic changes in brain structure to microscopic altera-
tions at the cellular, intracellular, and molecular levels [20]. Macroscopically, lithium
can alter brain structure. In particular, it appears to preserve or increase the volume
of certain brain regions primarily implicated in bipolar disorder such as the prefron-
tal cortex, hippocampus, and amygdala, possibly reflecting its neuroprotective
effects. At the neuronal level, lithium acts both pre- and postsynaptically to modulate
neurotransmission. In particular, lithium modulates neuronal function by decreasing
excitatory neurotransmission through glutamate and dopamine and increasing inhib-
itory neurotransmission via gamma-aminobutyric acid (GABA). At the intracellular
and molecular levels, lithium alters the second messenger systems that operate within
neurons such as the adenyl cyclase (AC) and cyclic adenosine monophosphate
(cAMP) system, the phosphoinositide cycle (“inositol depletion hypothesis™), pro-
tein kinase C (PKC), myristoylated alanine-rich C-kinase substrate (MARCKS), and
intracellular calcium, which ultimately alter neurotransmission and promote cellular
viability. These processes are complex and often interrelated and involve a number
of different proteins. As bipolar disorder is increasingly recognized as a degenerative
disease, it has also been proposed that the neuroprotective effects of lithium may
mediate its therapeutic actions [22]. In this regard, lithium has been shown to reduce
the oxidative stress caused by multiple episodes of mania and depression. Further, it
promotes neuroprotective pathways facilitating the actions of protective proteins
such as brain-derived neurotrophic factor (BDNF) and B-cell lymphoma 2 (Bcl-2),
and reduces apoptotic processes through inhibition of glycogen synthase kinase 3f
(GSK3p) and autophagy. Recent experimental evidence indicates that lithium
decreases the brain arachidonic acid cascade, another signaling pathway possibly
involved in the pathophysiology of bipolar disorder [23].

8.2.3.1 Serum or Plasma Concentration Relationship

A number of pharmacodynamic studies have investigated the relationship between
serum/plasma lithium concentrations and therapeutic response and adverse effects.
Overall, there seems to be a correlation between lithium concentrations and clinical
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effect, and therapeutic ranges for the acute and prophylactic treatment of bipolar
disorder have been identified. However, several issues may complicate the clinical
interpretation of these studies [24]. Some factors are related to the serum lithium
concentrations and include the timing of blood sampling relative to the last dose, the
daily lithium dosage schedule, and the lithium formulation. In this respect, substan-
tial variations in lithium levels usually occur over a 24 h period, depending on the
time, interval, dose, and formulation. Due to this, it is generally accepted that lith-
ium dosage should be adjusted on the basis of the concentrations in serum drawn
(optimally) 12 h (security interval 10—14 h) after the last dose [8]. Another impor-
tant aspect that has to be considered when evaluating studies on the relationship
between concentrations and therapeutic effect is the definition of response. As bipo-
lar disorder is an episodic illness, relapse rates are commonly used, particularly in
the prophylactic treatment. On the other hand, efficacy studies in the acute treatment
may use measures of morbidity severity such as clinical rating scales. In patients
with bipolar disorder, the most common rating scales for therapeutic response are
the Young Mania Rating Scale (YMRS) or the Bech—Rafaelsen Mania Rating Scale
(BRMS). Depressive symptoms are usually evaluated by the Hamilton Rating
Scale for Depression (HRSD) or the Montgomery—Asberg Depression Rating
Scale (MADRS).

Early efficacy trials of lithium in the treatment of acute manic episodes found
that most patients had an increased chance of responding at serum lithium concen-
trations above 0.8 mmol/L, although individual patients responded at lower concen-
trations [25, 26]. A study specifically designed to evaluate the relationship between
lithium dose/concentration and treatment response in acute mania found an increas-
ing response as lithium concentrations increased from 0.8 to 2 mmol/L [25]. Prien
et al. [26] documented that manic patients required lithium concentrations between
0.9 and 1.4 mmol/L. Conversely, Takahashi et al. [27] reported that there was no
significant correlation between serum lithium concentration and the degree of
improvement in 80 Japanese patients with acute mania. There have been no studies
that have specifically evaluated the relationship between serum lithium concentra-
tions and clinical response in the treatment of bipolar depression.

The optimal serum lithium concentration for preventing mania and depression in
maintenance treatment is far from well established. Typically, it has been consid-
ered that lithium concentrations should be maintained between 0.6 and 1.0 mmol/L
[28], but some authors still favor 0.8—1.2 mmol/L [29]. After examining potentially
relevant parameters for the prophylactic antidepressant efficacy of lithium in recent
randomized controlled trials, Severus et al. [30] concluded that lithium efficacy
against manic relapse/recurrence appears rather robust at plasma concentrations
between 0.8 and 1.2 mmol/L but may be more modest against depressive relapse/
recurrence and dependent on whether a response during the preceding acute episode
was achieved by lithium treatment. Concentrations below 0.6 mmol/L have been
shown in controlled trials to be less effective in preventing relapses [31]. A system-
atic review of controlled studies, reporting on the long-term treatment of mood dis-
orders in bipolar patients who were assigned to specific target lithium concentration
ranges [32], concluded that 0.4 mmol/L is the minimum efficacious serum lithium
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concentration and that optimal response is achieved at serum concentrations
between 0.6 and 0.75 mmol/L. Higher concentrations may be useful for patients
with predominantly manic symptoms but are associated with increased incidence of
adverse events and decreased adherence.

In conclusion, plasma lithium concentrations should be optimized to the indi-
vidual symptom and tolerability profile of patients. Bipolar patients likely to develop
depressive episodes may benefit from prophylactic levels of 0.4-0.8 mmol/L,
whereas in those more likely to develop mania, levels of 0.6—-1.0 mmol/L may be
more effective [33-35].

8.2.3.2 NS Effect Relationship

After demonstration of the feasibility of ’Li magnetic resonance spectroscopy
(MRS) to measure human brain tissue lithium concentrations in vivo, some studies
have characterized the brain pharmacokinetics of lithium in patients with bipolar
disorder [13]. Preliminary investigations have examined the possible relationship
between brain lithium levels and therapeutic response, with suggestions that lithium
brain levels may be of clinical significance [36, 37]. In a study of 14 patients with
bipolar disorder, Kato et al. [36] found that improvement in manic symptoms cor-
related with brain lithium concentrations (r=0.65, p<0.05), but not with serum
lithium concentrations (r=0.33). On the other hand, Sachs et al. [37] did not find a
correlation between lithium brain levels and outcomes for 25 patients with bipolar
disorder during maintenance treatment. Because the relationship between lithium
brain concentrations and response has only been investigated in small patient sam-
ples, more comprehensive studies are needed to evaluate the potential clinical rele-
vance of these techniques.

8.2.3.3 Adverse Events Relationships

Lithium is associated with both acute and chronic adverse effects that can limit
tolerability [5]. Most are determined by treatment dose and duration and patient
characteristics, but some are idiosyncratic. Common acute adverse effects of lith-
ium include nausea, vomiting, diarrhea, fine hand tremor, fatigue, headache, poly-
dipsia, and polyuria. These adverse effects are usually transient and are often
associated rapid increases in plasma lithium concentration and, therefore, can also
occur when the dose of lithium is raised. However, serious adverse effects can
develop with long-term treatment, including hypothyroidism, renal insufficiency,
diabetes insipidus, and changes in cardiac function and cognition. These chronic
adverse effects are relatively uncommon and usually occur after many years of
treatment with lithium.

Lithium toxicity may arise as a consequence of an accidental or intentional
intake of excessive amounts of lithium or may be due to accumulative high levels
during ongoing chronic therapy [21]. The most common symptoms and signs of
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acute toxicity are gastrointestinal (nausea, vomiting, and diarrhea), neurological
(tremor, ataxia, dysarthria, nystagmus, confusion, seizures, and coma), renal (poly-
uria and renal failure), and cardiovascular (ECG changes in the form of prolonged
QT interval and T-wave inversion, conduction disturbances, and arrhythmias).
These manifestations of toxicity occur when the serum concentration exceeds
1.5 mmol/L [38]. Serum levels of more than 2.5 mmol/L could be fatal, and such
individuals should therefore be promptly treated immediately after stopping lithium
treatment [39, 40]. The symptoms of lithium intoxication vary according to concen-
trations: with 1.5-2 mmol/L, gastrointestinal complaints and tremor; with
2-2.5 mmol/L, confusion and somnolence; and with >2.5 mmol/L, seizures and
death. Chronic toxicity usually develops when renal function decreases, resulting in
lithium accumulation. Symptoms may even occur in patients with lithium concen-
trations within the therapeutic range [38, 41]. Chronic intoxication primarily pres-
ents as neurotoxicity, but toxic effects may also involve the kidney, heart, and gut.
The gradual accumulation of lithium within the brain is accentuated by the fact that
the half-life of lithium is longer in neural tissue than in plasma [38, 41]. Furthermore,
lithium excretion via the kidneys has an upper limit, and once this is reached lithium
accumulation becomes rapid [12].

8.2.3.4 Integrating Clinical Pharmacokinetics and Pharmacodynamics:
Dosing Regimen

As lithium has a relatively narrow therapeutic index, monitoring of serum/
plasma lithium concentrations is the basis for optimal use and dosing of lithium.
This requires achieving a balance between therapeutic benefits and adverse
effects. Patients are usually initiated on low, divided doses of lithium, which are
then adjusted until the desired concentration is reached. In this respect, different
dosing methods, mainly based on pharmacokinetic principles, have been
described, and a direct proportionality between the renal clearance of lithium
and the dosage required to reach a certain serum lithium concentration is well
established [7]. It is generally recommended to prescribe lithium in a two- or
three-times daily regimen. Such multiple daily schedules are thought to be
advantageous in maintaining more constant plasma lithium concentrations than
single daily regimens, which are associated with significant fluctuations
throughout the day, possibly resulting in adverse effects or breakthrough symp-
toms. However, single daily or alternate daily schedules have been recently sug-
gested as useful options for lithium administration [42]. With regard to this, in
clinical practice, no significant differences have been demonstrated in adverse
effect profile or control of manic symptoms between either dosing regimen [43].
Moreover, a single daily regimen may have additional potential benefits in terms
of increasing compliance and reducing the risk of long-term renal damage. The
administration of lithium every alternate day as opposed to a daily single dose
has been reported to reduce the risk of adverse effects while increasing the
relapse rate [44, 45].
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8.2.4 Conclusions and Future Directions

Although the pharmacological treatment of bipolar disorder has evolved rapidly
during the last decade, lithium is still a suitable first-line treatment option in the
management of this condition. Monitoring of serum/plasma lithium concentrations,
in association with clinical judgment, still represents the best guide for dosage indi-
vidualization and for safe and effective prescription of this drug. The optimum lith-
ium serum concentrations for the treatment of bipolar disorder and those associated
with the risk of toxicity and relapse are shown in Fig. 8.1 [46]. With the advances in
pharmacogenomics and in understanding the mechanism of action, a further devel-
opment of personalized lithium therapy will presumably be reached.

Indications Lithiumeter Risks
1.4 mmol/L -
Acute
1.3 mmol/L {4 | toxicity
12mmolll + ,
1.1 mmol/L
[P 1.0 mmol/L -
Mania 1 0.9 mmol/L -
e 0.6-1.0 mmol/L
e 0.8 mmol/. | | Chronic
toxicity
Maintenance 4 0.7 mmol/L
SRR b h bbb bbbkl by 0.6 mmol/L
) Depression
0.4-0.8 mmol/L 1 0.5mmol/L Relapse/
recurrence
R A 0.4 mmol/L

Fig. 8.1 The optimum lithium serum concentrations for the treatment of bipolar disorder and
those associated with the risk of toxicity and relapse (From Mahli and Berk [46], with
permission)
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8.3 Antiepileptics

8.3.1 Introduction

In addition to the treatment of epilepsy, antiepileptics are extensively prescribed for
the management of a variety of nonepileptic neurological conditions, such as neuro-
pathic pain, migraine, and essential tremor, and psychiatric disorders, such as bipo-
lar disorder and anxiety [3, 47]. This presumably reflects their complex mechanism
of action involving a wide range of pharmacological effects on different neurotrans-
mitter systems and ion channels.

Antiepileptics began to be studied as mood stabilizers in the late 1970s when a
logical parallel was drawn between affective and seizure disorders, based on the
theory that mania may “kindle” further episodes of mania [48]. Since the first com-
pounds tested, namely, carbamazepine and valproic acid, proved effective in treat-
ing the manic phase of bipolar disorder, it was hypothesized that any anticonvulsant
would be a mood stabilizer, especially for mania.

Three antiepileptic agents, namely, carbamazepine, valproic acid, and lamotrig-
ine, are currently approved for the treatment of various aspects of bipolar disorder in
most countries [49]. Large-scale, randomized, double-blind, well-controlled studies
have documented that carbamazepine and valproic acid are highly effective in the
treatment of acute mania [48, 50]. On the other hand, neither carbamazepine nor
valproic acid has robust evidence supporting their efficacy in the treatment of acute
bipolar depression. Valproic acid and, to a lesser extent, carbamazepine appear to be
effective in the prophylactic treatment of many bipolar patients, including those
refractory or intolerant to lithium. Lamotrigine is approved for maintenance treat-
ment of bipolar I disorder [51, 52]. Differently from valproic acid and carbamaze-
pine which are predominantly antimanics, lamotrigine is most effective for preventing
the recurrent depressive episodes of bipolar disorder. The effectiveness of lamotrig-
ine in the acute treatment of mood episodes has not been established. In recent years,
several other antiepileptic drugs, including gabapentin, topiramate oxcarbazepine,
levetiracetam, tiagabine, or zonisamide, have been investigated for their potential
mood-stabilizing properties with diverging or inconclusive results [53].

8.3.2 Clinical Pharmacokinetics

Pharmacokinetic parameters of carbamazepine, valproic acid, and lamotrigine are
summarized in Table 8.1.

8.3.2.1 Carbamazepine

Carbamazepine is an iminodibenzyl derivative structurally related to the tricyclic
antidepressants. It is commercially available as immediate-release tablets, chewable
tablets, controlled-release tablets, sustained-release formulations, suspensions, and
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suppositories. The pharmacokinetics of carbamazepine in humans have been exten-
sively investigated [54, 55].

Absorption of carbamazepine from the gastrointestinal tract is rather slow and
extremely variable, probably due to its slow dissolution in the gastrointestinal fluid
and/or to its anticholinergic properties [54, 55]. Peak plasma carbamazepine con-
centrations usually occur between 4 and 8 h after administration of single oral doses
of the immediate-release tablets but may be considerably longer depending on the
formulation employed. Oral suspensions of carbamazepine are absorbed more rap-
idly and produce higher peak concentrations than tablets. Conversely, sustained-
release formulations are absorbed more slowly than immediate-release tablets and
produce more stable serum drug concentrations during the dosage interval. Food
has not been shown to significantly affect the gastrointestinal absorption of carbam-
azepine. Because of the lack of an injectable formulation, the absolute bioavailabil-
ity of carbamazepine in humans has not been determined. However, based on the
recovery of radiolabeled carbamazepine in urine and feces after single-dose admin-
istration of *C-labeled carbamazepine in a gelatin capsule, the oral bioavailability
has been estimated to range from 75 to 85 % [54, 55]. The bioavailability of carba-
mazepine is similar whether given as immediate-release or chewable tablets, solu-
tions, suspensions, or syrups. The bioavailability of many sustained-release
formulations, however, is about 15-35 % lower than that of immediate-release for-
mulations, resulting in lower serum concentrations at steady state when patients are
switched from immediate- to sustained-release dosage forms.

Carbamazepine is highly bound (75-80 %) to plasma proteins, including albu-
min and a;-acid glycoprotein. The protein binding is independent of total plasma
concentrations over the therapeutic range but may be reduced at supratherapeutic
levels. The binding of carbamazepine to plasma proteins shows very little interindi-
vidual variation, suggesting that there is no need to monitor free rather than total
plasma concentrations. The plasma protein binding of the active metabolite
carbamazepine-10,11-epoxide is about 50 %. Carbamazepine is a neutral and lipo-
philic compound that distributes rapidly to various organs and tissues. The apparent
volume of distribution of carbamazepine ranges between 0.8 and 2.0 L/kg in human
adults. These values have been calculated assuming complete bioavailability of the
drug, and the real volumes therefore might be slightly lower and less variable. Both
carbamazepine and its epoxide metabolite readily pass into the central nervous sys-
tem (CNS), and their concentrations in cerebrospinal fluid reflect the free fraction of
the drug. Transport of carbamazepine at the blood-brain barrier is presumably
mediated by drug efflux transporters such as P-glycoprotein (P-gp) [56, 57]. The
ratio between brain and plasma concentrations has been reported to range from 0.8
to 1.6 for carbamazepine and from 0.5 to 1.5 for carbamazepine epoxide [54].
Salivary concentrations of carbamazepine and carbamazepine epoxide in humans
are similar to the unbound concentrations in plasma and have been reported to range
from 20 to 30 % of plasma concentrations for parent drug and from 30 to 40 % for
the metabolite. Determination of salivary carbamazepine concentrations may repre-
sent a useful and easy tool for measuring unbound drug. Carbamazepine penetrates
the placenta extensively and rapidly and distributes to different tissues and organs of
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the fetus homogeneously. Fetal plasma concentrations of carbamazepine, deter-
mined in the human umbilical cord, were found to range between 50 and 80 % of
maternal levels. Carbamazepine is transferred to breast milk where its concentra-
tions of carbamazepine in breast milk have been reported to be approximately
3040 % of those in maternal plasma.

Carbamazepine is extensively metabolized in the liver, with less than 2 % of an
oral dose excreted unchanged in urine. The major pathways of carbamazepine bio-
transformation include the epoxide—diol pathway, aromatic hydroxylation, and con-
jugation reactions [54, 55]. The epoxide—diol pathway is quantitatively the most
important and results in the formation of carbamazepine-10,11-epoxide. This
metabolite is pharmacologically active and accumulates in serum at clinically rele-
vant concentrations, contributing to both therapeutic and adverse effects. The epoxi-
dation reaction is catalyzed by CYP3A4 and, to a lesser extent, CYP2C8. The
epoxide metabolite is subsequently hydrolyzed to an inactive diol metabolite by a
microsomal epoxide hydrolase and then excreted in urine. An additional, but quan-
titatively less important, pathway of carbamazepine metabolism is represented by
aromatic hydroxylation, mediated by CYP1A2 and resulting in the formation of
four possible phenolic products, 1-, 2-, 3-, and 4-hydroxycarbamazepine.
Conjugation reactions of carbamazepine and its metabolites are usually regarded as
the third most important route of biotransformation and include glucuronidation and
sulfuration. The glucuronidation reactions are catalyzed by uridine diphosphate
glucuronosyltransferases (UGTs). The specific UGT isoform responsible for these
reactions is yet unidentified.

Carbamazepine metabolism follows first-order kinetics and may vary consider-
ably across subjects, resulting in a poor correlation between dose and serum con-
centration of both parent drug and its metabolites. It is well documented that
carbamazepine induces its own metabolism during long-term therapy (autoinduc-
tion). The autoinduction process involves the epoxide—diol pathway, and it has been
demonstrated that both the carbamazepine epoxidation and the subsequent epoxide
hydrolysis are induced, although the latter reaction to a lesser extent. The course of
the autoinduction process appears to be complex, discontinuous, and prolonged
[58]. There is evidence that it may start within 24 h of first exposure to carbamaze-
pine and seems to be complete within 1-5 weeks of treatment. Autoinduction of
carbamazepine is dose dependent, so each increase in dose will result in further
autoinduction. Carbamazepine metabolism is also subject to heteroinduction by
concomitant administration of enzyme-inducing antiepileptic drugs (e.g., phenyt-
oin or phenobarbital) [54, 55]. Like other first-generation antiepileptics such as
phenobarbital and phenytoin, carbamazepine is potent and a broad-spectrum
inducer of several metabolic enzymes including CYPs (CYP1A2, CYP2AG,
CYP2B6, CYP2C9, CYP2C19, and CYP3A4), UGTs, and microsomal epoxide
hydrolase [59].

After a single dose, the half-life of carbamazepine varies between 20 and 65 h,
but after autoinduction is completed (about 20-30 days after starting treatment),
half-lives are in the range of 5-26 h [54]. The clearance of carbamazepine appears
to be age dependent, with higher clearance reported in younger children and lower
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clearances reported in older patients. Carbamazepine is cleared more rapidly in the
third trimester of pregnancy. Patients with significant liver disease may have a
decreased clearance of carbamazepine. Renal disease and dialysis do not alter the
clearance of carbamazepine.

Carbamazepine is eliminated by biotransformation followed by urinary and bili-
ary excretion of the parent drug and the formed metabolites. After administration of
a single oral dose of *C-labeled carbamazepine, 72 % of the radioactivity was
excreted in the urine, and the remaining 28 % was recovered in feces [54].

8.3.2.2 Valproic Acid

Valproic acid is structurally related to free fatty acids and differs from all other
known antiepileptics. Three different chemical forms of valproic acid are com-
monly used: the free acid, the sodium salt (sodium valproate), and valproate semi-
sodium or divalproex, which is composed of equal parts of valproic acid and sodium
valproate. Several formulations are available including a syrup, a gelatin capsule,
uncoated tablets, enteric-coated (delayed-release) tablets, and extended- or
sustained-release tablets. Different reviews are available on the pharmacokinetics of
valproic acid in man [60-62].

When administered as uncoated tablets containing the sodium salt, valproate dissoci-
ates rapidly in the stomach to the corresponding acid. Valproic acid is well absorbed
from all the oral dosage forms. The oral bioavailability of standard formulations (includ-
ing enteric-coated and the sustained-release formulations) is almost complete. On the
other hand, the rate of absorption is quite variable, depending on the oral formulation.
Peak concentrations usually occur within 2-3 h for syrup, capsules, and uncoated tab-
lets, between 3 and 5 h for enteric-coated tablets, and between 5 and 10 h for sustained-
release formulations. Maximum concentrations are considerably lower with
sustained-release formulations, which ensure a reduced fluctuation in plasma drug con-
centration during the dosing interval. When enteric-coated tablets are used, concomitant
intake with food may result in retention of the tablet in the stomach for up to several
hours, with a consequent delay in drug absorption; however, when the tablet reaches the
intestine, dissolution of the active principle occurs rapidly and unhindered.

Valproic acid is highly (=90 %) bound to plasma proteins, primarily albumin.
Protein binding is saturable at therapeutic concentrations. Accordingly, the extent of
binding decreases with increasing valproate concentration, resulting in an increase
in the percent free or unbound drug. As a consequence of the high binding to plasma
proteins, valproic acid is subject to displacement interactions with other drugs [59].
The apparent volume of distribution of valproic acid is relatively small and appears
to range from 0.13 to 0.19 L/kg. Despite its hydrophilic nature, valproic acid enters
the CNS rapidly. The processes governing the passage of the drug across the blood—
brain barrier involve both passive diffusion and a bidirectional carrier-mediated
transport, presumably involving P-gp. The brain to plasma concentration ratios
based on the total and unbound plasma concentration are on average around 0.1 and
0.5, respectively, with considerable interindividual variability. The ratio between
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the cerebrospinal fluid concentration and the unbound concentration in plasma
ranges between 0.6 and 1.0. Valproic acid distributes to a variety of other tissues
such as the liver, kidney, bones, and intestines.

The elimination of valproic acid occurs virtually entirely by metabolism. Only a
minor fraction of the administered dose of valproic acid is excreted unchanged in
the urine. The biotransformation of valproic acid involves a variety of processes
including direct glucuronide conjugation (40 %), mediated by UGT (UGT1A3,
UGT2B7), mitochondrial B-oxidation (35 %), and minor CYP-dependent oxidation
(10 %), mainly mediated by CYP2C9, but also CYP2A6 and CYP2B6. Valproic
acid glucuronide and 3-oxo-valproic acid are by far the most abundant metabolites,
representing about 40 % and 33 %, respectively, of the urinary excretion of valproic
acid dose. Two desaturated metabolites of valproic acid, 2-ene-valproic acid and
4-ene-valproic acid, retain anticonvulsant activity, but their serum and brain concen-
trations are probably too low to contribute significantly to therapeutic activity. The
4-ene-valproic acid metabolite has been associated with liver toxicity. As formation
of this hepatotoxic metabolite is mediated by CYP enzymes, concomitant adminis-
tration of valproic acid with enzyme-inducing antiepileptics such as phenobarbital,
phenytoin, and carbamazepine may increase the risk of hepatotoxicity. However,
elevation of 4-ene-valproic acid levels has not been clearly documented in patients
with valproic acid hepatotoxicity. Valproic acid is considered to be a broad-spectrum
inhibitor of various drug-metabolizing enzymes as it inhibits different CYPs includ-
ing CYP2C9 and, to a lesser extent, CYP2C19 and CYP3A4; some UGTs, namely,
UGT1A4 and UGT2B7; and epoxide hydrolase [59].

The half-life of valproic acid is in the order of 9-18 h, but shorter values (5-12 h)
are observed in patients taking enzyme-inducing comedication. The elimination is
slower in newborns, especially those born prematurely. On the other hand, children
eliminate the drug at a faster rate compared with adults and therefore require larger
dosages per unit of body weight to achieve plasma drug concentrations comparable
with those observed in adults. Although total plasma valproic acid concentrations in
the elderly are similar to those found in the young, unbound drug concentrations are
increased in the elderly (as a result of an age-related decrease in intrinsic metabolic
clearance, in the presence of a reduced plasma protein binding), and, therefore, the
possibility of a reduction in dose requirements should be contemplated in these
patients. Alterations in the pharmacokinetics of valproic acid are also observed in
pregnancy, with a progressive decrease in total concentration and little or no change
in unbound concentration.

8.3.2.3 Lamotrigine

Lamotrigine is a phenyltriazine chemically unrelated to other anticonvulsants.
Lamotrigine is available as a conventional tablet and a chewable/dispersible tablet. The
pharmacokinetic profile of lamotrigine has been extensively reviewed [63—66].
Lamotrigine is rapidly and completely absorbed after oral administration, with
negligible first-pass metabolism and an absolute bioavailability of >95 %. Peak
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plasma concentrations are reached within 1-3 h. A second peak or plateau may occur
after 4-6 h post dose, which is possibly due to enterohepatic recycling of the drug.
The absorption of lamotrigine is not appreciably altered by the presence of food.

Lamotrigine is approximately 55 % bound to plasma proteins. Due to this rela-
tively low degree of binding to plasma proteins, clinically significant interactions
with other drugs through competition for protein binding sites are unlikely.
Lamotrigine is uniformly and widely distributed to all tissues and organs, including
the brain, and has an apparent volume of distribution ranging between 0.9 and
1.5 L/kg. Transport through the blood-brain barrier is presumably mediated by
P-gp, lamotrigine being a substrate with moderate/high affinity [56, 57]. The cere-
brospinal fluid to serum concentration ratio has been reported to be 0.43, which is
comparable to unbound concentration of lamotrigine. Lamotrigine crosses the
placenta, with fetal and/or placental concentrations similar to those in maternal
plasma. Concentrations in breast milk are 40-80 % of those in maternal blood.

Lamotrigine is extensively metabolized in the liver, predominantly via
N-glucuronidation, to inactive metabolites, mainly a 2-N-glucuronide conjugate, a
5-N-glucuronide, and a 2-N-methyl metabolite. Glucuronidation is primarily medi-
ated by UGT1A4 but UGT1A1 and UGT2B7 also contribute. Minimal, presumably
not clinically relevant, autoinduction of metabolism is observed, with a 17 % reduc-
tion in lamotrigine serum concentrations [67]. The mean plasma elimination half-
life of lamotrigine in adults is 15-35 h. The apparent oral clearance of lamotrigine
(1.6-2.6 L/h) shows great interindividual variation and is significantly influenced by
age and concomitant medication. Clearance is increased by 20-170 % in children
[68], while it is reduced by about a third in the elderly [65]. The clearance of
lamotrigine is markedly increased during the third trimester of pregnancy, with
plasma concentrations increasing significantly in the first 2 postpartum weeks [69].
Renal impairment appears not to significantly affect lamotrigine pharmacokinetics,
although the half-life is longer in patients with renal failure. Moderate to severe
hepatic dysfunction decreased lamotrigine clearance and increased the median
half-life. The elimination of lamotrigine is increased with enzyme-inducing drugs,
such as phenobarbital, phenytoin, and carbamazepine, and is decreased with the
inhibitor of UGT1A4 such as valproic acid [59]. Lamotrigine is neither an inhibitor
nor an inducer of drug-metabolizing enzymes.

Approximatively 70 % of a single dose is recovered in the urine during the first
6 days, of which 80-90 % is in the form of the 2-N-glucuronide metabolite and the
remainder in the form of the 5-N-glucuronide and parent drug. About 2 % of an oral
dose is excreted in the feces.

8.3.3 Clinical Pharmacodynamics

Carbamazepine, valproic acid, and lamotrigine have several pharmacological
actions which may explain therapeutic and adverse effects [70]. Although the exact
mechanism of action of these antiepileptics in the treatment of bipolar disorder
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Table 8.2 Biochemical targets of carbamazepine, valproic acid, and lamotrigine

Drug Effect

Valproate Inhibition of voltage-gated sodium channels
Inhibition of GABA transaminase
Inositol depletion
Inhibition of protein kinase C
Activation of the ERK/MAPK pathway
Inhibition of glycogen synthase kinase 3
Inhibition of histone deacetylase
Decreased turnover of brain arachidonic acid

Carbamazepine Inhibition of voltage-gated sodium channels
Inhibition of adenylate cyclase
Inositol depletion
Decreased turnover of brain arachidonic acid

Lamotrigine Inhibition of voltage-gated sodium and calcium channels
Inhibition of glycogen synthase kinase 3
Decreased turnover of brain arachidonic acid

remains largely unknown, some pharmacological mechanisms are believed to be
responsible for their clinical efficacy including increase in GABAergic inhibitory
neurotransmission, decrease in glutamatergic excitatory neurotransmission, block-
ade of voltage-dependent sodium or calcium channels, and interference with intra-
cellular signaling pathways (Table 8.2) [42]. In addition, indirect mechanisms may
be involved, such as modulation of other neurotransmitters, including the
monoamines.

Carbamazepine, valproic acid, and lamotrigine differ in their effects on neuro-
transmission and ion channels which may be related to the pathophysiology of bipo-
lar disorder [70]. Carbamazepine may act by blocking the voltage-gated sodium
channels and may also interfere with calcium and potassium channels. Valproic acid
inhibits voltage-gated sodium channels and potentiates the inhibitory action of
GABA, either by increasing its release, decreasing its reuptake, or slowing its meta-
bolic inactivation. Valproic acid may also interact with other ion channels, such as
voltage-gated calcium channels, and also indirectly blocks glutamate action. As
with carbamazepine, the mood-stabilizing effect of lamotrigine is probably related
to the inhibition of sodium and calcium channels in presynaptic neurons and subse-
quent stabilization of neuronal membrane. In addition, lamotrigine may reduce the
release of the excitatory neurotransmitter glutamate.

Interference with intracellular mediators and signaling pathways is an important
postulated mechanism in the pathophysiology of bipolar disorder [71]. It has been
hypothesized that mood-stabilizing agents may exert long-term beneficial effects by
activating intracellular signaling pathways that promote neuronal plasticity, neuro-
genesis, or cell survival [70, 72]. As with lithium, the mood-stabilizing action of
valproic acid and, possibly, carbamazepine has been linked to inositol depletion.
Lithium and valproic acid block inositol monophosphatase (IMPase), preventing
conversion of inositol-1-phosphate (IP;) to myo-inositol. This effect is considered to
result in stabilization of the structural integrity of neurons and enhancement of
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synaptic plasticity. Valproic acid shares with lithium other effects on downstream
signal transduction cascades, such as inhibition of protein kinase C (PKC) and
myristoylated alanine-rich C-kinase substrate (MARKCS). Valproic acid and
lamotrigine also inhibit glycogen synthase kinase 3p (GSK3p), an enzyme that con-
tributes to many cellular functions including apoptosis, whereas carbamazepine
does not. Other common effects of lithium and valproic acid are to increase the
activity of the extracellular signal-regulated kinase (ERK) pathway, resulting in
enhanced transcription of neurogenesis and cell survival factors, such as antiapop-
totic protein Bcl-2 and BDNF. Valproic acid may also regulate gene expression and
transcription by acting as histone deacetylase inhibitor. Another intracellular path-
way recently involved in the mechanism of action of mood stabilizers is the brain
arachidonic acid cascade. Chronic administration of mood stabilizers, such as lith-
ium, valproic acid, carbamazepine, and lamotrigine, has been reported to decrease
the turnover of brain arachidonic acid [23].

8.3.4 Relationship Between Serum or Plasma Concentrations
and Clinical Effects

8.3.4.1 Carbamazepine

Several studies have investigated the relationship between plasma carbamazepine
concentrations and clinical effects in patients with epilepsy, and a therapeutic range
has been estimated at 4—12 pg/mL [73]. However, both the lower and the upper limit
of the therapeutic range are poorly defined.

A limited number of studies have assessed the relationship between plasma car-
bamazepine levels and clinical response in bipolar patients, and results have been
somewhat controversial. Some early investigations suggested that plasma
carbamazepine level could be used as a predicting marker of therapeutic effect in
patients with bipolar disorder [74]. In this respect, Ballenger and Post [75] reported
that carbamazepine levels of 7-12 pg/mL should be recommended for use in affec-
tive disorders, while Okuma et al. [74, 76] found that 7 pg/mL of carbamazepine
plasma concentration would be sufficient to exert antimanic and prophylactic effects
in Japanese patients. Vasudev et al. [77] reported that 3—9 pg/mL of carbamazepine
levels with an average of 6.0+2.4 pg/mL may represent the therapeutic range in
favorable responders. By contrast, other studies documented that carbamazepine
levels in plasma or cerebrospinal fluid were not related to the degree of antidepres-
sant or antimanic response [78, 79]. Concerning the role of carbamazepine epoxide,
it was suggested that this metabolite might contribute to overall clinical efficacy of
carbamazepine in bipolar patients [77]. In this respect, Petit et al. [80] reported a
significant correlation found between carbamazepine-10,11-epoxide and the clini-
cal response in affective disorders. Chbili et al. [§1] have recently assessed the rela-
tionship between plasma levels of carbamazepine and its active epoxide metabolite
and the therapeutic response in 13 patients with bipolar disease kept on a fixed
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individual dose of carbamazepine for 19 weeks. The psychopathologic state, evalu-
ated by the Brief Psychiatric Rating Scale (BPRS), did not correlate with the plasma
levels of carbamazepine, whereas both mean plasma levels of carbamazepine-
10,11-epoxide concentrations and carbamazepine-10,11-epoxide to plasma carba-
mazepine ratio were closely correlated with mean values of BPRS scores (r=0.80,
p<0.01, r=-0.89, p <0.01, respectively). Optimum therapeutic response was
observed among patients who had a plasma metabolite level of 1.4 pg/mL and a
plasma carbamazepine concentration of 7 pg/mL simultaneously. These results sug-
gest that both plasma carbamazepine and carbamazepine-10,11-epoxide levels must
be fixed to achieve optimum therapeutic response.

The most common adverse effects of carbamazepine include diplopia, dizziness,
headache, vomiting, sedation, and lethargy and appear to be related to the peak
serum concentrations. Although side effects have been reported to occur over a wide
range of carbamazepine concentrations, they are more likely to appear at concentra-
tions exceeding 10—12 pg/mL [73]. In massive CBZ poisoning, plasma concentra-
tions above 40 pg/mL have been associated with an increased risk of coma, seizures,
respiratory failure, and cardiac conduction defects [82]. Weaver et al. [83] described
four clinical stages of carbamazepine intoxication: (a) coma and seizures (serum
concentrations >25 pg/mL); (b) moderate stupor, combativeness, hallucinations,
and choreiform movements (concentrations 15-25 pg/mL); (c¢) drowsiness and
ataxia (concentrations 11-15 pg/mL); and (d) mild ataxia, but otherwise normal
neurological examination (concentrations <11 pg/mL).

Carbamazepine may occasionally cause cardiovascular adverse effects such as
sinus bradycardia and varying degrees of atrioventricular conduction disturbances,
decreased bone mineral density, and endocrinological effects such as an antidiuretic
hormone-like effect, resulting in water retention and hyponatremia. The risk of
hyponatremia increases with increasing carbamazepine dosages and concentrations
and is generally more common in elderly subjects. Carbamazepine is rarely associ-
ated with potentially lethal adverse effects including agranulocytosis, aplastic
anemia, toxic hepatitis, and severe cutaneous rashes such as Stevens—Johnson syn-
drome and toxic epidermal necrolysis. These reactions are generally considered
idiosyncratic and unpredictable irrespective of dosage. A strong association has
been documented between the human leukocyte antigen HLA-B*1502 and Stevens—
Johnson syndrome/toxic epidermal necrolysis induced by carbamazepine in Han
Chinese [84]. FDA recognized this allele as a valid pharmacogenomic biomarker,
and screening should be performed for patients with Asian ancestry before starting
carbamazepine.

8.3.4.2 Valproic Acid

Many studies have evaluated the correlation between plasma concentration of val-
proic acid and therapeutic/toxic response in patients with epilepsy. Concentrations
of 50 pg/mL and higher are required for therapeutic effects, whereas concentrations
exceeding 100 pg/mL have been associated with toxicity [73]. As a consequence,
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therapeutic monitoring of plasma levels of valproic acid is well established in the
treatment of epilepsy.

Available studies on the relationship between valproic acid concentrations and
response in bipolar disorder produced conflicting results [85, 86]. A target concen-
tration range for the mood-stabilizing action of valproic acid has not yet been estab-
lished, but a concentration of at least 50 pg/mL was required in most studies. In a
study of 65 acutely manic patients, Bowden et al. [87] found that patients with val-
proate serum concentrations between 45 and 100-125 pg/mL were much more
likely to have efficacious and well-tolerated responses that those with lower or
higher levels. In another investigation involving 30 patients with manic disorder,
Vasudev et al. [77] reported that valproic acid responders (>50 % reduction in
YMRS) had mean levels of 67.6+12.0 pg/mL, although sampling time was unclear.
A modest but significant correlation between increasing valproic acid levels and
reductions in YMRS was evident at week 2 (r=0.64, p<0.05), but not maintained
thereafter. Allen et al. [88] performed a post hoc analysis of pooled intent-to-treat
data from three randomized, placebo-controlled studies of divalproex treatment for
acute mania involving 374 patients to test a hypothesized linear relationship between
serum concentration and response and to determine optimal blood levels for treat-
ment of acute mania. The results of this study suggested that the best response in
acute mania is seen at valproate levels >94 pg/ml. In general, most of these trials
used fixed-dose scheduling and did not measure valproic acid concentration as an
outcome measure. Moreover, they shared a number of methodological limitations
including retrospective nature or open-label and uncontrolled design, unclear meth-
ods or lack of details regarding specific assay used, administration of the rating
scales, and blood sampling.

In summary, evidence from the literature suggests that correlations between
serum or plasma concentrations of valproic acid and effects are weak, and attempts
to define therapeutic cutoffs are presently unclear. However, even in the absence of
a well-established correlation between plasma concentrations and clinical effects in
patients with bipolar disorder, therapeutic monitoring of valproic acid may still
prove useful as a measure of compliance, as a means to monitor drug interactions,
and in special patient populations [85, 86].

The association between plasma concentrations of valproic acid and adverse
effects is unclear. Nausea and vomiting, lethargy, dizziness, and tremor have all
been reported already at levels >60 pg/mL [77]. However, nausea, vomiting, and
sedation were otherwise reported as more common in patients with levels >125 mg/L,
but dizziness frequently first reported at levels even <25 pg/mL [87]. Increased
weight gain has occurred at levels >125 pg/mL, while reductions in white blood
cells and platelets weakly correlated to valproic acid concentrations [89]. Although
valproic acid is known to cause elevated serum ammonia levels and rarely induce
hyperammonemic encephalopathy, correlations with drug concentrations are poor
[90-93]. Carbamazepine is rarely associated with potentially lethal adverse effects
such as aplastic anemia, hepatotoxicity, and pancreatitis. These reactions are unpre-
dictable irrespective of dosage and do not appear to be related to valproic acid con-
centrations, dose, or treatment duration [94, 95].
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8.3.4.3 Lamotrigine

Studies in patients with epilepsy have documented that no clear-cut relationship
exists between clinical response and serum lamotrigine concentrations [73, 96].
In most studies a considerable overlap in the serum concentrations of lamotrig-
ine between responders and nonresponders or between patients with or without
adverse effects has been reported [96-98]. Patients treated with therapeutic
doses have serum lamotrigine concentrations in the order of 2.5-15 pg/mL.
Morris et al. [99] suggested that an appropriate reference range of serum con-
centrations for lamotrigine would be 3-14 pg/mL in patients with refractory
epilepsy.

To the best of our knowledge, no study has so far evaluated the relationship
between plasma concentrations of lamotrigine and therapeutic and/or toxic effects
in the maintenance treatment of bipolar disorder. On the other hand, an open-
label, prospective study has recently investigated the possible correlation between
plasma concentrations of lamotrigine and its therapeutic effects in 34 inpatients
with treatment-resistant depressive disorder during an 8-week treatment of
lamotrigine augmentation [100]. The subjects were depressed patients who had
already shown insufficient response to at least three psychotropics, including anti-
depressants, mood stabilizers, and atypical antipsychotics. The diagnoses were
major depressive disorder (n=12), bipolar I disorder (n="7), and bipolar II disor-
der (n=15). The final doses of lamotrigine were 100 mg/day for 18 subjects who
were not taking valproate and 75 mg/day for 16 subjects taking valproate. There
was a significant linear relationship between the plasma concentrations of
lamotrigine and percentage of depressive symptom improvements, as evaluated
by the MADRS, at week 8 (r=0.418, p<0.05). The receiver operating character-
istics analysis indicated that a plasma lamotrigine concentration of 12.7 mmol/L
or greater was significantly (p<0.001) predictive of response (50 % or more
reduction in the MADRS score). The present study suggests that an early thera-
peutic response to lamotrigine is dependent on its plasma concentration and that
a plasma lamotrigine concentration of 12.7 pmol/L (corresponding to 3 pg/mL)
may be a threshold for a good therapeutic response in treatment-resistant depres-
sive disorder.

Lamotrigine is generally well tolerated. The most common side effects are
dose dependent and include headache, nausea, insomnia, vomiting, dizziness, dip-
lopia, ataxia, and tremor. According to a retrospective survey in patients with
epilepsy, the incidence of lamotrigine toxicity was found to increase significantly
with concentrations >15 pg/mL [99]. Skin rash complicates the initial treatment
with lamotrigine. The incidence of skin rash is increased by large initial doses,
rapid dosage titration, and concurrent use of valproic acid. As a consequence,
rashes caused by lamotrigine can be minimized by very slow up-titration of drug
during initiation of therapy and by avoiding or managing drug interaction with
valproic acid. Skin rash occurs more frequently in children. Severe Stevens—
Johnson syndrome/toxic epidermal necrolysis rarely develops during lamotrigine
treatment.
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8.3.5 Conclusions and Future Directions

The pharmacokinetic properties of the three antiepileptics currently approved as
mood stabilizers are relatively complex, and their mechanism of action in bipolar
disorder is largely unknown. While therapeutic monitoring of plasma levels of car-
bamazepine, valproic acid, and, to a lesser extent, lamotrigine is well recognized in
the management of epilepsy, this practice is less frequently used to optimize the
treatment of bipolar disorder. This is partly related to the lack of a clear-cut correla-
tion between plasma concentrations of these agents and therapeutic response, as
documented by the available studies in patients with bipolar disorder. However,
several characteristics of these antiepileptics, such as the large interindividual phar-
macokinetic variability, the narrow therapeutic range, and the high potential for
drug interactions, suggest that their effective use may be facilitated by application
of therapeutic drug monitoring, as strongly recommended by recent consensus
guidelines [101]. With the expanding role of these mood stabilizers in the manage-
ment of bipolar disorder, further investigation of the correlation between serum con-
centrations and efficacy is warranted to maximize clinical benefit and/or avoid
adverse events and nonadherence.
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Chapter 9
Antidepressants

Patrick R. Finley, Jennifer Le, and Kelly C. Lee

Abstract Antidepressants have made major contributions towards the treatment of
anxiety and mood disorders. A variety of pharmacologic classes of these agents
emerged since the 1960s. Tricyclics and monoamine oxidase inhibitors were early
agents developed and remain in use today. Plasma concentration monitoring for
therapeutic effects were initiated with the tricyclic agents. However, safety concerns
persisted with these agents and the selective serotonin reuptake inhibitors (SSRIs)
arose. Since the introduction of the SSRIs, these agents became the foremost pre-
scribed medications for depression and anxiety disorders. The SSRIs have also
expanded the understanding of cytochrome P450 (CYP) metabolism, drug trans-
porters, and drug-drug interaction mechanisms. Serotonin norepinephrine reuptake
inhibitors (SNRIs) joined the SSRIs but with a dual pharmacologic mechanism of
action. Various other pharmacologic types of antidepressants have been fostered
such as bupropion, vilazodone, mirtazapine, and vortioxetine. Persons with poly-
morphic CYP metabolism (e.g., poor or ultrarapid metabolizers) may explain the
occurrence of adverse events despite modest drug dosages or the lack of efficacy
regardless of the appropriate doses. Pharmacokinetic and pharmacodynamics stud-
ies have been conducted for all the antidepressants, exploring the potential associa-
tion of plasma concentrations with therapeutic outcomes (efficacy and toxicity) but
routine therapeutic drug monitoring (TDM) is only recommended for a few agents.
There is reason to believe, however, that the incorporation of pharmacogenetic
information with TDM practices may ultimately lead to enhanced efficacy, reduced
toxicity, and minimized risk for drug interactions.
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9.1 Introduction

Antidepressants are one of the most commonly prescribed classes of medications in
healthcare today. The major classifications of antidepressants include selective sero-
tonin reuptake inhibitors (SSRI), serotonin-norepinephrine reuptake inhibitors
(SNRI), norepinephrine reuptake inhibitors (NRI), tricyclic and tetracyclic antide-
pressants (TCA), and monoamine oxidase inhibitors (MAOI). The clinical flexibil-
ity of antidepressants offer these medications utility in effectively treating a broad
spectrum of mental illnesses, encompassing depression, anxiety disorders, insom-
nia, obsessive-compulsive disorder, and post-traumatic stress disorder.

While the older classes of antidepressants have been utilized clinically for nearly
three decades, the successful development and release of fluoxetine in 1988 repre-
sented a seminal event, not only in the treatment of depressive illness but also in the
age of modern pharmaceutics. Fluoxetine’s introduction was met with almost
immediate commercial success and three other medications from this same antide-
pressant class (SSRI) were released within the next decade. New medications or
formulations from other antidepressant classes soon hit the market as well, includ-
ing SNRI and NRI. Together, these newer antidepressant medications greatly
expanded the pharmacological armamentarium for depression and anxiety disor-
ders, and their popularity continued to soar through the intervening years. In 2011,
the Department of Health and Human Services reported that one in ten adults older
than 12 years of age had received a prescription for an antidepressant within the past
year.

The burgeoning popularity of antidepressants can be attributed to many fac-
tors, including extensive marketing, a growing awareness of the high prevalence
of mood disorders, or the common perception that newer agents are better toler-
ated than older compounds. With time, we came to realize that, while these medi-
cations represent a significant scientific breakthrough in the management of
mental illness, they are also quite complex from a pharmacological perspective.
They are fully capable of inducing serious toxicities and a wide variety of drug
interactions which are often overlooked by clinicians. Given the ubiquity of
antidepressant prescribing, it is imperative that health professionals have an excel-
lent understanding of how these medications can be safely and effectively
administered.

In this chapter, we have provided a summary of the current medical literature
describing the pharmacokinetic and pharmacodynamic characteristics of antide-
pressants with an emphasis on the clinical relevance of their respective actions.
While the evidence supporting routine therapeutic monitoring for these medications
is rather limited, the pharmacokinetic disposition and pharmacological activity of
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all antidepressants is highly relevant in consideration of drug interaction potential,
adverse effects, withdrawal phenomenon, toxic exposures, and other therapeutic
misadventures.

9.2 C(linical Pharmacokinetics

9.2.1 Selective Serotonin Reuptake Inhibitors (SSRI)

At the present time, there are six members of the SSRI class that have been released
in the United States. Collectively, they have been approved and marketed for a rela-
tive broad array of indications primarily relating to depression and anxiety disor-
ders. While they all have the same basic pharmacological propensity for blocking
the presynaptic reuptake of serotonin, they are remarkably different in regard to
basic chemical structure and pharmacokinetic disposition.

Fluoxetine is formulated as a racemic mixture, with the S isomer of the parent
compound having an affinity for the serotonin transporter (SERT) which is 1.5
times greater than the R isomer [1]. This difference is even greater with the stere-
oselective species of the demethylated active metabolite, where S-norfluoxetine has
a SERT affinity which is 20 times greater than R-norfluoxetine. Fluoxetine is slowly
absorbed from the gastrointestinal (GI) tract with peak concentrations achieved
approximately 6-8 h after oral administration of the immediate-release preparations
and 7-10 h later with the weekly formulation [2]. The rate of absorption is delayed
slightly (e.g., maximum concentration achieved 1-2 h later) by coadministration
with food, which is clinically relevant as patients often are instructed to take fluox-
etine with meals to minimize GI upset. Approximately 80 % of fluoxetine is ulti-
mately absorbed (i.e., bioavailability) and this is not affected by food (Table 9.1)
[30]. Fluoxetine, like all other SSRI, is quite lipophilic and has a large volume of
distribution once it is absorbed. It readily crosses the blood-brain barrier where
CNS concentrations are greater than those found in the periphery [31]. It is also
highly protein bound with 94.5 % of the drug bound to plasma proteins in peripheral
circulation.

Owing to the stereoselective nature of fluoxetine, its metabolic fate is quite com-
plex. It appears that the parent compound is metabolized primarily by the CYP2D6
and CYP2C9 isoenzymes, and pharmacokinetic studies of the dose/concentration
relationship indicate that this is a nonlinear process [32]. CYP2D6 isoenzymes are
responsible for demethylating the S and R isomers, while CYP2C9 metabolizes the
R species. Pharmacogenetic studies also reveal that concentrations vary consider-
ably with CYP2D6 phenotypes as poor metabolizers were found to have fluoxetine
levels that were four times greater than ultra-rapid metabolizers [33]. In spite of this,
the Clinical Pharmacogenetics Implementation Consortium (CPIC) did not endorse
a change in dosing recommendation based on CYP2D6 phenotypes due to the fact
that the combination of fluoxetine and norfluoxetine is responsible for therapeutic
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Table 9.1 Pharmacokinetic parameters for antidepressants [3—6]

Volume of
Bioavailability Clearance | distribution | Half- Active

Drug (%)? (L/h)° (L/kg) life (h) | metabolite
Amitriptyline [7-9] 30-60 19-72 6-36 9-46 Yes
Amoxapine [10] 46-82 42-73¢ 8-14 6-16 Yes
Bupropion [11, 12] N/A 126-140 19 18 Yes
Citalopram [13] 80 23-38 14 26-36 | No
Clomipramine [14-16] | 36-62 23-122 9-25 15-62 Yes
Desipramine [17] 33-51 78-168 24-60 12-28 No
Desvenlafaxine 80 210 3-5 9-15 No
Doxepin [18] 13-45 41-61 9-33 8-25 Yes
Duloxetine 43-50 114 20 10-12 | No
Escitalopram 80 36 12-26 27-33 No
Fluoxetine [19] 80 5-42 12-42 26-220 | Yes
Fluvoxamine [13] 53 33-320 25 32 No
Imipramine [20, 21] 30-70 32-102 9-23 6-28 Yes
Ketamine 16 58 3 2.5 No
Levomilnacipran 92 21-29 6 12 No
Maprotiline [22] 70-90 17-34 16-32 27-50 | No
Mirtazapine [13] 50 ¢ 4.5 13-34 No
Nortriptyline [23, 24] 46-70 17-79 15-32 18-56 | No
Paroxetine 50-64 15-92 2-12 18-21 No
Phenelzine ¢ ¢ ¢ 1.5-4.0 | No
Selegiline transdermal | 25-30 16 ¢ 18-25 | No
Sertraline >44 96 >20 26 No
Tranylcypromine ¢ ¢ 1.1-5.7 1.5-3.5 |No
Trazodone [25, 26] 70-90 7-12 1-2 3-14 No
Trimipramine [27] 18-63 40-105 17-48 16-40 Yes
Venlafaxine [13] 13-45 40-129 5 4-5 Yes
Vilazodone [28] 75 32.7 28 66 No
Vortioxetine [29] 72 (with food) 70 37 25 No

Adapted from Finley PR. Antidepressants (AHFS 28:16.04)

*Values are low due to extensive presystemic elimination

"Values approach or exceed hepatic blood flow due to an inherent artifact in calculating clearance
from oral dose data

‘Reliable values are not available in the literature

N/A =data are not available

activity and the total concentration of these two species may not vary with gene
status [34]. The elimination half-life for fluoxetine is 4-6 days in multiple-dose
studies, and the half-life of the active metabolite is 4-16 days, suggesting that
steady-state dynamics may not be achieved for as long as 1 month in some
subjects.

Pharmacokinetic drug interactions are a major concern with fluoxetine. Both
fluoxetine and norfluoxetine are potent inhibitors of CYP2D6 activity, with the
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S-norfluoxetine species exhibiting CYP2D6 inhibition that is fivefold higher than
R-norfluoxetine [35]. Fluoxetine is also a potent inhibitor of CYP2C19 activity, and
possibly CYP2C9, but the in vivo effects of the parent compound and metabolite on
CYP3A4 substrates are moderate at most [36]. Fluoxetine does not appear to be a
substrate for p-glycoprotein (Pgp), but in vitro evidence suggests that it is an inter-
mediate inhibitor of this important CNS transport protein [37].

The pharmacokinetic disposition of fluoxetine may be quite different in certain
populations. For example, the half-life of both fluoxetine and its active metabolite
are prolonged substantially in patients with significant liver impairment, but renal
compromise did not appear to affect plasma concentrations [38]. Results from
studies of elderly subjects do not suggest that there is a marked difference in
fluoxetine concentrations (vs younger controls), but comparisons of pharmacoki-
netic disposition in children versus adolescents indicate that the former popula-
tion has concentrations that are twofold higher, when adjusted for total body
weight [2].

Sertraline was the second SSRI released in the United States, but in comparison
to other antidepressants, the pharmacokinetic disposition has not been well charac-
terized. It is slowly absorbed from the upper GI tract, with maximum concentra-
tions achieved between 4 and 8 h after oral administration [39, 40]. The
bioavailability has been reported to be >44 %, but this value has not been con-
firmed or quantified more precisely with comparative oral and intravenous study
data. The absorption of sertraline appears to increase with food, as maximum con-
centrations were 25 % higher and achieved 2.5 h earlier (vs fasting controls) but
the clinical significance of this finding is unclear [41]. Sertraline is highly bound to
plasma proteins (98 %) and has a large volume of distribution but the precise value
has not been published.

Sertraline is metabolized primarily by the CYP2C19 enzyme and genetic poly-
morphisms have been demonstrated to have a significant effect on plasma concen-
trations [42]. As a result, CPIC guidelines recommend a 50 % decrease in daily
dose when initiating treatment in CYP2C19 poor metabolizers [43]. Sertraline
appears to exhibit linear pharmacokinetics in daily doses up to 400 mg with an
average terminal half-life of 26 h reported with multiple-dose regimens [44].
Desmethyl-sertraline is the primary product of sertraline metabolism and it has
demonstrated an in vitro affinity for serotonin reuptake which is only 5-10 % as
potent as the parent compound [45]. Desmethyl-sertraline has a considerably lon-
ger half-life, however, and plasma concentrations are threefold higher than sertra-
line at steady state [46].

Early in vitro studies suggested that sertraline and its primary metabolite had
high inhibitory potential for the CYP2D6 isoenzyme [47]. Subsequent prospective
studies with CYP2D6 substrates revealed that sertraline had minimal effects on
plasma concentrations [48]. Research conducted more recently suggests that sertra-
line may have more significant CYP2D6 inhibitory potential among extensive
metabolizers [49]. Sertraline has demonstrated potent inhibitory properties in regard
to Pgp activity, but pharmacokinetic studies examining this action on relevant sub-
strates have not been published at the present time [37].
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Sertraline’s metabolism appears to be quite sensitive to hepatic function. In a
study of subjects diagnosed with mild liver impairment, sertraline’s terminal half-
life was significantly prolonged (52 h vs 22 h in controls). Renal disease did not
appear to alter sertraline’s disposition to an appreciable extent. The clearance of
sertraline in the elderly has been reported to decrease by 40 % (vs younger subjects)
and the corresponding half-life was determined to be 37 h (vs 22 h). No significant
differences in sertraline pharmacokinetics have been found when comparing plasma
concentrations in pediatric subjects versus adult controls.

Paroxetine is slowly absorbed from the GI tract, with maximum plasma concen-
trations occurring 5-6 h after oral dosing [50]. Peak concentrations of the con-
trolled preparation range from 6 to 10 h after administration [50]. Food does not
appear to affect the rate or extent of absorption. Paroxetine undergoes extensive
first-pass metabolism, and bioavailability estimates range from 50 % with single
dose administration to 64 % with multiple dosing, reflecting the partial saturability
(or nonlinearity) of its pharmacokinetic disposition [51, 52]. Paroxetine is highly
protein bound (95 %) and achieves much higher concentrations in the CNS than
peripheral circulation. Reported values for the volume of distribution range from 2
to 12 L/kg [48].

Paroxetine is converted via the CYP2D6 system into an unstable catechol inter-
mediate before becoming methylated, most likely via catechol-O-methyltransferase
(COMT). There is indirect evidence that CYP3A4 may also play a role in parox-
etine degradation, as carbamazepine has been shown to induce metabolism. This
metabolic process is saturable at doses considered to be within the therapeutic
range, resulting in a nonlinear increase in plasma concentrations with repeated or
escalating exposures. Paroxetine metabolites are not believed to contribute
significantly to therapeutic effects or side effects. The terminal half-life is approxi-
mately 18 h at steady state with daily doses of 20 mg and 21 h with 30 mg [53].
Pharmacogenetic investigations have demonstrated a strong influence of CYP2D6
phenotypic variations on plasma levels, with ultra-rapid metabolizers experiencing
very low or undetectable concentrations of paroxetine. As a result, CPIC guidelines
recommend that clinicians avoid paroxetine in patients who have demonstrated this
CYP2D6 phenotype.

Studies designed to investigate differences in paroxetine pharmacokinetics in
special populations have been hampered by the comparatively large range in plasma
concentrations. This is true of studies comparing elderly subjects to younger con-
trols, as well as for investigations conducted among patients with hepatic disease.
Of note is that paroxetine’s pharmacokinetic disposition is significantly affected by
severe renal disease (creatinine clearance <30 ml/min) where a fourfold increase in
plasma concentrations has been reported. Mild renal disease did not appear to have
an effect [50, 54].

Paroxetine has demonstrated the highest in vitro affinity for inhibiting CYP2D6
activity among the SSRI, and this pattern has been evident in controlled investiga-
tions of CYP2D6 substrates as well [55]. This appears to be a dose-dependent
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phenomenon, and CYP2D6 is the only enzyme in the P450 family that paroxetine
effects. It is also, however, a potent inhibitor of Pgp activity [37].

Citalopram hydrobromide is manufactured as a racemic mixture of S and R
enantiomers, with the S moiety (escitalopram) commercially available as a separate
formulation. Citalopram is more rapidly absorbed than other SSRI with peak con-
centrations occurring 1-4 h after administration [56]. Bioavailability has been
reported to be 80 % in comparison to intravenous formulations, and food did not
appear to affect the absorption process [57, 58]. In the peripheral circulation, 80 %
of citalopram can be found bound to plasma proteins.

Citalopram is metabolized by CYP2C19 to N-desmethylcitalopram. This species
also exists in a racemic mixture, and S-desmethylcitalopram has been demonstrated
to have an affinity for serotonin reuptake which is comparable to S-citalopram.
Research characterizing the disposition of this metabolite indicates that it does not
readily penetrate the blood-brain barrier, and CNS concentrations are low or unde-
tectable. In vitro evidence suggests that citalopram may also be a substrate for the
CYP3A4 isoenzyme, but controlled studies examining the impact of potent CYP3A4
inhibitors (e.g., ketoconazole) and inducers (carbamazepine) yielded conflicting
results [48]. Subsequent demethylation of these metabolites by CYP2D6 produces
a didesmethylcitalopram species which is believed to be responsible for QT prolon-
gation in susceptible patients. The relationship of citalopram dose to plasma con-
centration appears to be linear, and the terminal half-life has been reported to range
from 26 to 36 h [56, 59]. Because CYP2C19 is the primary metabolic pathway for
citalopram conversion, the FDA has recommended that patients who have the poor
metabolizer phenotype should receive an initial dose of citalopram that is 50 %
lower than normal.

The pharmacokinetic parameters for citalopram can differ widely among spe-
cial populations. Liver impairment has a significant effect on disposition, with an
average half-life of 83 h reported in patients with cirrhosis (vs 37 h in controls).
Moderate renal disease also prolonged half-life, from 37 to 49 h. Elderly subjects
had clearance values that were approximately 30 % lower than younger
controls.

Citalopram is considered to be a weak inhibitor of CYP2D6 metabolism. The
R-desmethylcitalopram species has a more potent effect on this metabolic pathway
than the S enantiomer [60]. Citalopram is a substrate for Pgp but has demonstrated
only weak inhibitory effects on the transporter [37].

The absorption of escitalopram is very similar to citalopram’s, with peak concen-
trations occurring 3—4 h after oral administration and bioavailability estimates of
80 %. Absorption is not affected by the presence of food in the GI tract [61]. Plasma
protein binding of escitalopram is considerably less than citalopram’s, averaging
approximately 56 % [62, 63]. CYP2C19 is also the principle metabolic enzyme for
escitalopram, and the dose/concentration relationship is also linear. The terminal
half-life for escitalopram averages 27-33 h after multiple-dose administration [64].
Elderly subjects, as well as those suffering from liver or kidney disease, appear to
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have prolonged terminal half-lives that are similar in magnitude to those reported
for citalopram.

In vitro affinity for CYP2D6 isoenzyme is considered weak for escitalopram,
just as it is for the racemic parent compound. In spite of this, studies with CYP2D6
substrates such as desipramine and metoprolol have reported that escitalopram
increases the AUC for these medications by 100 % and 82 %, respectively [61]. An
explanation for this discrepancy is not forthcoming.

Fluvoxamine was actually the first SSRI introduced in Europe but it has not been
FDA approved for depression in the United States, where the only current indication
is obsessive-compulsive disorder. As a result, it is not widely prescribed in the
United States. The absorption process is relatively slow but complete, with maxi-
mum concentrations reported as 2-8 h after oral doses of tablets and capsules and
4-12 h for the enteric-coated preparation [65]. The bioavailability has been reported
to be only 53 % due to first-pass effects, and the volume of distribution estimates are
very large (25 L/kg) [66]. Approximately 80 % of fluvoxamine is bound to plasma
proteins.

Fluvoxamine exhibits nonlinear pharmacokinetics, with a half-life of 32 h evi-
dent after continued administration of 200 mg daily doses (divided). Both CYP2D6
and CYP1A2 are believed to be the metabolic enzymes primarily responsible for its
degradation [48]. Substantial changes in fluvoxamine pharmacokinetics have been
observed in special populations. In elderly subjects, the terminal half-life was
reported to be prolonged by 63 %, and pediatric patients exhibited a doubling of
their AUC (vs adult controls) [67]. Liver disease has also been associated with a
significant decrease in clearance but renal disease does not appear to influence its
disposition.

Fluvoxamine has been demonstrated to exert broad and potent inhibitory effects
on several CYP isoenzymes. In vitro and in vivo evidence supports strong inhibition
of CYP1A2, CYP2C9, CYP2C19, and CYP3A4 but not CYP2D6 [48]. Inhibitory
effects on Pgp have been determined to be intermediate [37].

9.2.2 Serotonin Norepinephrine Reuptake Inhibitors (SNRI)

Venlafaxine was the first SNRI approved for the treatment of major depression in
the United States, followed by duloxetine, desvenlafaxine (the active metabolite of
venlafaxine), and levomilnacipran (the active isomer of milnacipran, a racemic
compound approved for fibromyalgia in the United States and depression in
Europe).

Venlafaxine exists as a racemic mixture of R and S isomers but the stereoselec-
tive properties of this compound do not appear to be clinically relevant in human
models. It is commercially available as both an immediate-release formulation (IR)
and an extended-release product (XR), with the latter medication much more com-
monly prescribed in the clinical setting. Venlafaxine is rapidly absorbed, with peak
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concentrations observed approximately 2 h after oral ingestion of the IR formula-
tion and 6-8 h for the XR product [68]. Food has not been documented to alter the
absorption process. Following absorption, venlafaxine exhibits a high first-pass
effect with the majority of the medication not reaching the general circulation as the
parent compound. Reported values for venlafaxine bioavailability range from 12.6
to 45 % [69]. Venlafaxine distributes widely throughout the body with a volume of
distribution of approximately 5 L/kg and only 27 % of the drug is bound to plasma
proteins [70].

Venlafaxine is rapidly metabolized by the liver to several chemical species, most
notably through o-demethylation to form the desmethyl metabolite. This metabo-
lite, available commercially as Pristiq, is present in steady-state concentrations that
are three times hi