
Chapter 6

Elliptic and Parabolic Problems

In this chapter we prove maximal Lp-regularity for various linear parabolic and
elliptic problems. These results will be crucial for our study of quasilinear parabolic
problems, including those introduced in Chapter 1. The proofs are based on the
vector-valued Fourier multiplier theorems and H∞-calculi developed in Chapter 4,
as well as on arguments involving perturbations, domain transformations, and
localizations.

6.1 Elliptic and Parabolic Problems on Rn

We begin with the constant coefficient case.

1.1 Kernel Estimates
Let A(ξ) denote a B(E)-valued polynomial on Rn which is homogeneous of degree
m ∈ N, i.e.,

A(ξ) =
∑

|α|=m

aαξ
α, ξ ∈ Rn,

where we use multi-index notation, and aα ∈ B(E), E a Banach space. We want
to consider the vector-valued partial differential equation

λu(x) +A(D)u(x) = f(x), x ∈ Rn, (6.1)

where the function f is given, λ ∈ C, and D = −i(∂1, . . . , ∂n). The purpose of this
subsection is the derivation of a kernel representation for the solution u(x) of the
form

u(x) =

∫
Rn

γλ(x− x′)f(x′) dx′, x ∈ Rn, (6.2)

as well as estimates for the kernel γλ.
Homogeneity of A of degree m implies that γλ must be of the form

γλ(x) = |λ| n
m−1γθ(|λ|1/mx), x ∈ Rn, arg(λ) = θ, λ �= 0. (6.3)
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234 Chapter 6. Elliptic and Parabolic Problems

Here γθ denotes the fundamental solution of (6.1), i.e., it satisfies the equation

eiθγθ +A(D)γθ = δ0

in the sense of distributions.
In fact, a formal argument, which will become precise later, is as follows.

Taking Fourier transforms we obtain for the solution of (6.1) the expression

Fu(ξ) = (λ+A(ξ))−1Ff(ξ), ξ ∈ Rn.

Taking inverse transforms this yields

u(x) = (2π)−n

∫
Rn

(λ+A(ξ))−1Ff(ξ)eix·ξ dξ.

By the convolution theorem we get

γλ(x) = (2π)−n

∫
Rn

(λ+A(ξ))−1eix·ξ dξ,

which after the scaling ξ = |λ|1/mξ′ leads to the representation (6.3) with

γθ(x) = (2π)−n

∫
Rn

(eiθ +A(ξ′))−1eix·ξ
′
dξ′, (6.4)

where θ = arg(λ).
For all this to make sense we surely must know that λ+A(ξ) is invertible for

all ξ ∈ Rn and for all λ in question. This naturally leads to the basic assumption
we make here, namely that of parameter-ellipticity.

Definition 6.1.1. The B(E)-valued polynomial A(ξ) is called parameter-elliptic if
there is an angle φ ∈ [0, π) such that the spectrum σ(A(ξ)) of A(ξ) satisfies

σ(A(ξ)) ⊂ Σφ for all ξ ∈ Rn, |ξ| = 1. (6.5)

We call
φA := inf{φ : (6.5) holds} = sup

|ξ|=1

| arg σ(A(ξ))|

angle of ellipticity of A. A(ξ) is called normally elliptic if it is parameter-elliptic
with angle φA < π/2. We then call the differential operator A(D) parameter-
elliptic resp. normally elliptic as well.

Some remarks are in order.

Remark 6.1.2. (i) It is easy to see that parameter-ellipticity as well as φA are
invariant under orthogonal transformations, but even more is true. Consider a co-
ordinate transformation of the form Tu(x) = u(Qx) where Q ∈ Rn×n is invertible.
Then the transformed differential operator will be

AQ(D) := T−1A(D)T = A(QTD).
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Hence with A(ξ) also AQ(ξ) = A(QTξ) is parameter-elliptic, and φAQ
= φA.

(ii) Note that m is necessarily even in case φA < π/2. Indeed,

A(−ξ) = −A(ξ), ξ ∈ Rn,

in case m is odd, and hence

σ(A(ξ)) ⊂ Σφ ∩ −Σφ = ∅, |ξ| = 1,

which is impossible.

(iii) On the other hand, there are parameter-elliptic operators of odd order, e.g.
for n = 1, m = 1, A(D) = iD is parameter-elliptic with φA = π/2.

(iv) Recall that the symbol A(ξ) =
∑

|α|=m aαξ
α is called elliptic if 0 �∈ σ(A(ξ))

for all ξ ∈ Rn, ξ �= 0. Obviously, each parameter-elliptic symbol is also elliptic,
but not conversely. A famous counterexample is the Cauchy-Riemann operator
A(ξ) = ξ1 + iξ2 with n = 2, E = C; for this operator we have ∪|ξ|=1σ(A(ξ)) = S1,
the unit sphere in C.

If E is a Hilbert space, there is another notion of ellipticity.

Definition 6.1.3. The B(E)-valued polynomial A(ξ) is called strongly elliptic if
there is a constant c > 0 such that

Re(A(ξ)v|v)E ≥ c|ξ|m|v|2E , ξ ∈ Rn, v ∈ E.

The largest such c will be called the ellipticity constant cA of A(D). The differential
operator A(D) is then also called strongly elliptic.

Also for this notion of ellipticity some remarks are in order.

Remark 6.1.4. (i) Observe that also strong ellipticity as well as cA are invariant
under orthogonal transformations. More generally, strong ellipticity is invariant
also under general coordinate transformations, but the constant cA does not have
this property.

(ii) To understand the condition of strong ellipticity, recall that the numerical
range n(B) of an operator B ∈ B(E) is defined by

n(B) := {z ∈ C : z = (Bv|v)E for some v ∈ E, |v|E = 1}.

It is easy to see that σ(B) ⊂ n(B), and that n(B) ⊂ B̄C(0, |B|) holds. Therefore,
A is strongly elliptic if the numerical range of A(ξ) is contained in the half-space
Re z ≥ c > 0 for each ξ ∈ Rn, |ξ| = 1. Consequently, if A is strongly elliptic then

σ(A(ξ)) ⊂ n(A(ξ)) ⊂ Σφ, ξ ∈ Rn, |ξ| = 1.
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In particular, every strongly elliptic polynomial A is parameter-elliptic with

φA ≤ sup{|arg(A(ξ)v|v)E | : v ∈ E, |v|E = 1, ξ ∈ Rn, |ξ| = 1} < π/2,

hence even normally elliptic.

(iii) The class of strongly elliptic differential operators contains some of the most
common elliptic operators arising in applications.

Now assume that A is parameter-elliptic with angle of ellipticity φA and let
φ > φA. We are going to justify the formal procedure from above for |θ| ≤ π − φ.
For this purpose we consider the Fourier integral

γε
θ(x) = (2π)−n

∫
Rn

(eiθ +A(ξ′))−1eix·ξ
′
e−ε|ξ′| dξ′, (6.6)

with ε > 0 fixed. Note that this integral is absolutely convergent due to the
additional exponential factor, in contrast to (6.4). For the moment we restrict
attention to the case n ≥ 3. We will comment at the end of this section on n = 1, 2.
Fix x ∈ Rn, x �= 0, and choose a rotation Q such that Qx = re1, where r = |x|
and e1 means the first unit vector in Rn. By means of the variable transformation

Qξ′ = (η, sζ), η ∈ R, s > 0, ζ ∈ Sn−2,

where Sk denotes the k-dimensional unit sphere, we obtain the following represen-
tation of γε

θ .

γε
θ(x) =

1

(2π)n

∫ ∞

0

sn−2

∫
Sn−2

∫
R

(eiθ +A(QT(η, sζ)))−1ei|x|ηe−ε(η2+s2)1/2 dηdζds.

Next we employ the scaling η = (1 + s)z for η and observe that by homogeneity
of A we have

A(QT(η, sζ)) =
m∑

k=0

ηm−ksk
∑
|β|=k

bβζ
β

= (1 + s)m
m∑

k=0

zm−k
(
1− 1

1 + s

)k

bk(ζ)

= (1 + s)mP (z, ζ, 1/(1 + s)),

for some bβ ∈ B(E), bk(ζ) =
∑

|β|=k bβζ
β . Then we set

H(z, ζ, σ, θ) = (2π)−n(eiθσm + P (z, ζ, σ)),

and finally obtain the representation

γε
θ(x) =

∫ ∞

0

sn−2

(1 + s)m−1

[ ∫
Sn−2

hε(s, ζ, θ, r)dζ
]
ds, (6.7)
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with

hε(s, ζ, θ, r) =

∫
R

H(z, ζ, 1/(1 + s), θ)−1eir(1+s)ze−ε(1+s)[z2+(s/(1+s))2]1/2 dz.

The function H(z, ζ, σ, θ) is a B(E)-valued polynomial in z, with coefficients de-
pending continuously on p = (ζ, σ, θ) ∈ P := Sn−2 × [0, 1] × [−π + φ, π − φ], a
compact set.

By parameter-ellipticity, the set of z ∈ C such that H(z, p) is not invertible
is compact and does not contain real values. This set is upper-semicontinuous in
p, hence the set of singularities of H(·, p)−1 is a compact set not intersecting the
real line, uniformly for p ∈ P . Since H−1 is holomorphic in z we may therefore
deform the path of integration to a contour Γ of the form

Γ := {z = t+ iκ(1 + |t|) : t ∈ R},

where κ > 0 is small and independent of p ∈ P . Then we obtain by Cauchy’s
theorem

hε(s, ζ, θ, r) =

∫
Γ

H(z, ζ, 1/(1 + s), θ)−1eir(1+s)ze−ε(1+s)[z2+(s/(1+s))2]1/2 dz.

Since H−1 is bounded on Γ, and

|eir(1+s)z| = e−κr(1+s)(1+|t|),

the integral defining hε is absolutely convergent and

|hε(s, ζ, θ, r)| ≤ Ce−κr(1+s)/[r(1 + s)],

independently of ε > 0. Hence we may pass to the limit ε → 0 to the result

γθ(x) =

∫ ∞

0

sn−2

(1 + s)m−1

[ ∫
Sn−2

h(s, ζ, θ, r)dζ
]
ds (6.8)

with

h(s, ζ, θ, r) =

∫
Γ

H(z, ζ, 1/(1 + s), θ)−1eir(1+s)z dz.

Contracting the contour Γ in the set {Im z > κ} ⊂ C into a smooth Jordan curve
Γ0 surrounding the singularities of H−1 in the upper half-plane, we finally get the
following representation for h.

h(s, ζ, θ, r) =

∫
Γ0

H(z, ζ, 1/(1 + s), θ)−1eir(1+s)z dz. (6.9)

This implies the estimate

|h(s, ζ, θ, r)| ≤ Ce−κ(1+s)r, s > 0, ζ ∈ Sn−2, |θ| ≤ π − φ (6.10)

for h. We summarize these considerations in
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Theorem 6.1.5. Let n,m ∈ N, E a Banach space, aα ∈ B(E), and suppose

A(ξ) =
∑

|α|=m

aαξ
α, ξ ∈ Rn,

is parameter-elliptic with angle of ellipticity φA < π. Then for each φ > φA there
is a constant Cφ such that the solution γθ(x) of

eiθu+A(D)u = δ0

satisfies the estimate

|γθ(x)| ≤ Cφp0(|x|), x ∈ Rn, x �= 0, |θ| ≤ π − φ, (6.11)

where p0 is given by

p0(r) =

∫ ∞

0

sn−2

(1 + s)m−1
e−κr(1+s) ds,

for some κ > 0. The function p0 : (0,∞) → (0,∞) is completely monotone, and
satisfies ∫ ∞

0

rn+ρ−1p0(r) dr < ∞ if and only if ρ > −m.

Note that we can estimate p0 further by

p0(r) ≤

⎧⎨⎩
ce−κr if n < m;
ce−κr log(2 + 1/r) if n = m;

c
rn−m e−κr if n > m.

Together with (6.8) and (6.3), Theorem 6.1.5 leads to a Poisson estimate for the
kernel γλ from (6.2), i.e., for each φ > φA there is a constant Cφ > 0 such that

|γλ(x)| ≤ Cφ|λ|
n
m−1p0(|λ|1/m|x|), x ∈ Rn, | arg λ| ≤ π − φ. (6.12)

However, even more is true. Applying the differential operator Dβ to (6.6) and
employing the same arguments as above we obtain

Corollary 6.1.6. In the situation of Theorem 6.1.5 for each k ∈ N0, we have in
addition

|Dβγθ(x)| ≤ Cφ,kpk(|x|), x ∈ Rn, x �= 0, |θ| ≤ π − φ, |β| = k,

where pk is given by

pk(r) =

∫ ∞

0

sn−2

(1 + s)m−k−1
e−κr(1+s) ds,

for some κ > 0.
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Observe that this corollary implies the estimate

|Dβγλ(x)| ≤ Cφ,k|λ|
n+k
m −1pk(|λ|1/m|x|), x ∈ Rn, | arg λ| ≤ π − φ, (6.13)

for the derivatives of the fundamental solution γλ, with k = |β|. This yieldsDβγλ ∈
L1(R

n;B(E)) if |β| < m.
Concluding, some remarks concerning the cases n = 1, 2 have to be made.

For n = 1, instead of the rotation Q we may use reflection; all above arguments
remain valid for this case, simply dropping the integrals over s and ζ. In that case
the functions pk should be replaced by

pk(r) =

∫ ∞

0

1

(1 + s)m−k
e−κr(1+s) ds.

For n = 2 the arguments are also valid if we interpret S0 as the set consisting of
the two points ±1. Therefore the above results are valid for all dimensions n ∈ N.

1.2 Lq-Realizations of Elliptic Differential Operators
Next we consider the Lq-realizations of the differential operator A(D).

Theorem 6.1.7. Let n,m ∈ N, E a Banach space, aα ∈ B(E), 1 < q < ∞,
and suppose A(D) =

∑
|α|=m aαD

α is parameter-elliptic with angle of ellipticity

φA < π. Define the Lq-realization A of A in X0 = Lq(R
n;E) by means of A = A0,

where

[A0u](x) = A(D)u(x), x ∈ Rn, u ∈ D(A0) := Hm
q (Rn;E).

Then A is sectorial with spectral angle φA ≤ φA, and

Hm
q (Rn;E) ⊂ D(A) ⊂ Hm−1

q (Rn;E).

Proof. Obviously, A has dense domain. If f ∈ Lq(R
n;E), choose a sequence fk ∈

D(Rn;E) such that fk → f in Lq(R
n;E). For λ ∈ Σπ−φ, φ > φA, we obtain

uk = γλ ∗ fk ∈ Hm
q (Rn;E) as well as λuk + A(D)uk = fk, by uniqueness of the

Fourier transform. Since uk → u = γλ ∗ f in Lq(R
n;E) as k → ∞, we see that

u ∈ D(A) and λu + Au = f . This shows that λ + A is invertible for each λ ∈ Σφ

and (λ+A)−1f = γλ ∗ f . Thus by Corollary 6.1.6 we obtain the inclusions

Hm
q (Rn;E) = D(A0) ⊂ D(A) ⊂ Hm−1

q (Rn;E),

and Theorem 6.1.5 yields −Σπ−φ ⊂ ρ(A), as well as

|λ(λ+A)−1|B(Lq(Rn;E)) ≤ Mπ−φ, (6.14)

for each φ > φA.
For f ∈ D(Rn;E), supp f ⊂ B(0, R), we have by Theorem 6.1.5

|λγλ ∗ f(x)| ≤
∫
Rn

p0(|y|)|f(x− y/|λ|1/m)| dy → 0
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as λ → 0, uniformly for bounded x. On the other hand, for |x| ≥ 2R we have
|x− y| ≥ |x| − |y| ≥ |y|. Since p0 is non-increasing this yields

|λγλ ∗ f(x)| ≤ |f |∞
∫
BR(0)

|λ|n/mp(|λ|1/m|x− y|) dy

≤ |f |∞
∫
BR(0)

|λ|n/mp(|λ|1/m|y|) dy

= |f |∞
∫ |λ|1/mR

0

p(r) dr → 0

as λ → 0. This implies |λ(λ + A)−1f |∞ → 0 for λ → 0, for each f ∈ D(Rn;E),
but then by interpolation

|λγλ ∗ f |q ≤ |λγλ ∗ f |1/q1 |λγλ ∗ f |1/q′∞ → 0.

Therefore, A(λ + A)−1 → I strongly as λ → 0, i.e., R(A) is dense in Lq(R
n;E)

and N(A) = 0, for each 1 < q < ∞. Thus A is sectorial and φA ≤ φA. �

One can show that we even have

Hm
q (Rn;E) ↪→ D(A) ↪→ Hs

q (R
n;E), for each s < m.

Nevertheless, we cannot prove the elliptic maximal Lq-regularity

D(A) = Hm
q (Rn;E)

unless more is known on the geometry of E. Here harmonic analysis comes into
play.

1.3 H∞-Calculus for Elliptic Operators
If E is a Banach space of class HT , for differential operators with parameter-
elliptic symbols the following result is valid.

Theorem 6.1.8. Let E be a Banach space of class HT , n,m ∈ N, and 1 < q < ∞.
Suppose A(D) =

∑
|α|=m aαD

α with aα ∈ B(E) is a homogeneous differential
operator of order m which is parameter-elliptic with angle of ellipticity φA. Let A
denote its realization in X0 = Lq(R

n;E) with domain D(A) = Hm
q (Rn;E).

Then A ∈ H∞(X0) with H∞-angle φ∞
A ≤ φA. In particular, A is R-sectorial

with φR
A ≤ φA.

Proof. (i) Observe first that the symbol A(ξ) is homogeneous of degree m, i.e.,
A(ξ) = ρmA(ζ), ρ = |ξ|. Parameter-ellipticity implies that A(ζ) is invertible for
each |ζ| = 1 and |A(ζ)−1| ≤ M0, where M0 is independent of ζ, by compactness of
the set |ζ| = 1; this implies in particular |A(ξ)−1| ≤ M0ρ

−m. Hence ξαA(ξ)−1 =
ζαA(ζ)−1 is bounded for each |α| = m. But since A(ζ) is holomorphic, ζαA(ζ)−1

is so as well, and since Sn−1 is compact, {ξαA(ξ)−1 : ξ ∈ Rn \ {0}} is R-bounded
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by Proposition 4.1.12. The same holds true for {|ξ|kDβ [ξαA(ξ)−1] : ξ ∈ Rn \{0}},
|β| = k ∈ N, as a simple calculation shows. The vector-valued Mikhlin theorem,
Theorem 4.3.11, then implies that there is a constant C > 0 such that

C−1|Dαu|X0
≤ |A(D)u|X0

, for all u ∈ Hm
q (Rn;E), |α| = m,

holds. In particular, we have D(A) = Hm
q (Rn;E), and by (6.14) A is sectorial with

spectral angle φA ≤ φA.

(ii) To show that A admits an H∞-calculus such that the H∞-angle satisfies
φ∞
A ≤ φA, let φ > φA be fixed and choose a function h ∈ H0(Σφ). Let Γ denote

the contour Γ = (∞, 0]eiθ ∪ (0,∞)e−iθ, where φA < θ < φ. Then h(A) is well
defined as the Dunford integral

h(A) =
1

2πi

∫
Γ

h(λ)(λ−A)−1 dλ.

For u ∈ D(Rn;E), we may take Fourier transforms, to the result

F [h(A)u](ξ) =
1

2πi

∫
Γ

h(λ)(λ−A(ξ))−1Fu(ξ) dλ

= h(A(ξ))Fu(ξ),

hence the symbol of h(A) is given by h(A(ξ)). Therefore, it is enough to show that
this symbol is a Fourier multiplier for Lq(R

n;E), with norm ≤ C|h|H∞(Σφ). This
will be done employing the vector-valued Mikhlin theorem another time.

By means of the rescalings ξ = ρζ and μ = λρ−m we obtain the representation

h(A(ξ)) =
1

2πi

∫
Γ

h(ρmμ)(μ−A(ζ))−1 dμ.

Since σ0 = ∪|ζ|=1σ(A(ζ)) is compact and contained in Σφ0
, we may deform the

contour Γ within Σθ into a compact simple smooth closed path Γ0 surrounding σ0

counter-clockwise, and by Cauchy’s theorem

h(A(ξ)) =
1

2πi

∫
Γ0

h(ρmμ)(μ−A(ζ))−1 dμ.

By compactness of Γ0 and of Sn−1, in virtue of Proposition 4.1.12, (μ −A(ζ))−1

is R-bounded on Γ0 × Sn−1, hence this representation of h(A(ξ)) yields

R{h(A(ξ)) : ξ ∈ Rn} ≤ (2π)−1|h|H∞(Σφ)l(Γ0)R{(μ−A(ζ))−1 : μ ∈ Γ0, ζ ∈ Sn−1}

where l(Γ0) denotes the length of Γ0. Thus the symbol of h(A) is R-bounded.
To obtain appropriate bounds for the derivatives of h(A(ξ)), observe the

relation

Dξ = −iζ
∂

∂ρ
+

1

ρ
(I − ζ ⊗ ζ)Dζ .
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With G0(μ, ζ) = (2πi)−1(μ−A(ζ))−1 we have

h(A(ξ)) =

∫
Γ0

h(ρmμ)G0(μ, ζ) dμ,

hence differentiating this expression inductively we get

ρ|α|Dα
ξ h(A(ξ)) =

|α|∑
k=0

∫
Γ0

(ρmμ)kh(k)(ρmμ)Gα,k(μ, ζ) dμ,

where the functions Gα,k(μ, ζ) are analytic in a neighbourhood of Γ0 × Sn−1.
Therefore we obtain

R{|ξ||α|Dα
ξ h(A(ξ)) : ξ ∈ Rn} ≤

|α|∑
k=0

Cα,k sup
z∈Σθ

|zkh(k)(z)|.

Finally, by the Cauchy estimates we have supz∈Σθ
|zkh(k)(z)| ≤ ck|h|H∞(Σφ), and

so for each α ∈ Nn
0 there is a constant Cα such that

R{|ξ||α|Dα
ξ h(A(ξ)) : ξ ∈ Rn, ξ �= 0} ≤ Cα|h|H∞(Σφ)

is satisfied. Cα is independent of h, it depends only on A(ξ), on the contour Γ0, and
on φ. By Theorem 4.3.11 we therefore obtain |h(A)|B(Lq(Rn;E)) ≤ Mφ|h|H∞(Σφ),
which implies the assertion. �

In the situation of the last theorem, since A ∈ H∞(X0) we have, by Theo-
rem 3.3.7,

D(Aθ) = (Lq(R
n;E),D(A))θ = Hmθ

q (Rn;E)

for each θ ∈ [0, 1], hence DβA−k/m is bounded for each |β| = k ≤ m. On the other
hand, for each ν ∈ (0, 1) we have the representation

λ1−νAν(λ+A)−1 =

∫ ∞

−∞

λis

2 sinπ(ν + is)
A−is ds, λ ∈ Σπ−φ, φ > φA. (6.15)

Convexity of R-bounds and the contraction principle then show that the sets

{λ1−νAν(λ+A)−1 : λ ∈ Σπ−φ}

are R-bounded. As a consequence we obtain

Corollary 6.1.9. Let the assumptions of Theorem 6.1.7 be satisfied, and let α ∈
(0, 1), q ∈ (1,∞), r ∈ [1,∞]. Then

(i) The set
{λ1−k/mDβ(λ+A)−1 : λ ∈ Σπ−φ, 0 ≤ |β| = k ≤ m}

is R-bounded in X0 = Lq(R
n;E);
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(ii) D(Aα) = (X0,D(A))α = Hαm
q (Rn;E);

(iii) DA(α, r) = (X0,D(A))α,r = Bαm
qr (Rn;E).

1.4 Elliptic Operators with Variable Coefficients
Let E be a Banach space of class HT , and consider the differential operator with
variable B(E)-valued coefficients

[Au](x) = A(x,D)u(x), x ∈ Rn, u ∈ D(A) = Hm
p (Rn;E), (6.16)

where
A(x,D) =

∑
α|≤m

aα(x)D
α. (6.17)

By means of the results on homogeneous parameter-elliptic operators with con-
stant coefficients from the previous sections, perturbation and localization, we will
prove the following result.

Theorem 6.1.10. Let E be a Banach space of class HT , n,m ∈ N, and 1 < q < ∞.
Suppose A(x,D) =

∑
|α|≤m aα(x)D

α with aα(x) ∈ B(E) is a differential operator

of order m with variable coefficients. Assume the following Condition (ra):

(ra1) aα ∈ Cl(R
n;B(E)) for each |α| = m;

(ra2) A#(x, ξ) =
∑

|α|=m aα(x)ξ
α is parameter-elliptic

with angle of ellipticity ≤ φA, for each x ∈ Rn ∪ {∞};
(ra3) aα ∈ [Lrk + L∞](Rn;B(E)) for each |α| = k < m,

with rk ≥ q and m− k > n/rk.

Let A denote the realization of A(x,D) in the base space X0 = Lq(R
n;E) with

domain D(A) = Hm
q (Rn;E).

Then for each φ > φA there is μφ ≥ 0 such that μφ + A is R-sectorial with
φR
μφ+A ≤ φ.

Proof. (a) Freeze the coefficients aα, |α| = m, at an arbitrary x0 ∈ Rn ∪ {∞}
and consider the homogeneous differential operator with constant coefficients
A#(x0, D); let A0 denote its Lq-realization. Then we know from Theorem 6.1.8
that D(A0) = Hm

q (Rn;E) and that A0 is R-sectorial with R-angle φR
A0

≤ φA.
By assumption (ra1) the coefficients aα belong to a compact subset of B(E). By
Corollary 6.1.9(i) and the perturbation results from Section 4.4, we see that the
R-bounds of λ1−|β|/mDβ(λ+A0)

−1 are upper semi-continuous in the coefficients,
where λ ∈ Σπ−φ for φ > φA fixed. Therefore, they are uniform in x0 ∈ Rn ∪ {∞}.

Applying the perturbation argument from Section 4.4 another time, we see
that there is a number η > 0 independent of x0 such that the Lq-realization A0+A1

of A0(D) +A1(x,D) is again R-sectorial, whenever

A1(x,D) =
∑

|α|=m

a1α(x)D
α
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has L∞-coefficients subject to |a1α(x)|B(E) ≤ η, uniformly in x, for each |α| = m.
The corresponding R-bounds are also uniform in x0, and the domain of A0 + A1

equals Hm
q (Rn;E).

(b) Here we assume aα ∈ L∞ for |α| < m and Condition (ra1). Choose a large
ball B(0, r0) such that

|aα(x)− aα(∞)|B(E) ≤ η, for all |x| ≥ r0, |α| = m,

and set U0 = Rn \ B̄(0, r0). Cover B̄(0, r0) by finitely many balls Uj = B(xj , rj)
such that

|aα(x)− aα(xj)|B(E) ≤ η, for all |x− xj | ≤ rj , |α| = m, j = 1, . . . , N.

Define coefficients of local operators Aj e.g. by reflection, i.e.,

a0α(x) =

{
aα(x), x �∈ B̄(0, r0)

aα
(
r20

x
|x|2

)
, x ∈ B̄(0, r0)

and

ajα(x) =

{
aα(x) x ∈ B̄(xj , rj)

aα
(
xj + r2j

x−xj

|x−xj |2
)
, x �∈ B̄(xj , rj)

for each j = 1, . . . , N . Then |ajα(x) − aα(xj)|B(E) ≤ η, for each x ∈ Rn and
j = 0, . . . , N , hence by step (a) above the Lq-realizations Aj of

Aj(x,D) =
∑

|α|=m

ajα(x)D
α

are R-sectorial and the R-bounds of the sets

{λ1−k/mDβ(λ+Aj)
−1 : λ ∈ Σπ−φ, |β| = k ≤ m}

are finite. Next we choose a partition of unity ϕj ∈ D(Rn) such that 0 ≤ ϕj(x) ≤
1 and supp ϕj ⊂ Uj . We may also choose ψj ∈ D(Rn) such that suppψj ⊂
Uj and ψj = 1 on suppϕj . Set B(x,D) =

∑
|α|<m aα(x)D

α. We then obtain a

representation of (λ+A)−1 as follows.

λu+Au = f iff λu+A#(x,D)u = f − B(x,D)u.

Multiply by ϕj to obtain

λ(ϕju) +A#(x,D)(ϕju) = ϕjf + [A#(x,D), ϕj ]u− ϕjB(x,D)u.

Noting that A#(x,D)(ϕju) = Aj(ϕu), we employ the resolvent of Aj to the result

ϕju = (λ+Aj)
−1(ϕjf) + (λ+Aj)

−1{[A#(x,D), ϕj ]u− ϕjB(x,D)u}.
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Observing ψj = 1 on suppϕj , multiplying with ψj and summing over j we finally
get

u =
∑
j

ψj(λ+Aj)
−1ϕjf +

∑
j

ψj(λ+Aj)
−1Cj(x,D)u, (6.18)

where the differential operators

Cj(x,D) := [A#(x,D), ϕj ]− ϕjB(x,D) =
∑

|β|<m

cjβ(x)D
β

are in fact operators of order ≤ m− 1. Hence for each ε > 0 there is Cε > 0 such
that

|Cj(x,D)v|q ≤ ε|Dmv|q + Cε|v|q, for all v ∈ D(A), j = 0, . . . , N.

By a Neumann series argument, (6.18) implies existence of a left inverse Sλ, which
is given by

Sλf = (I −
∑
j

ψj(λ+Aj)
−1Cj(x,D))−1

∑
j

ψj(λ+Aj)
−1ϕjf,

for λ ∈ Σπ−φ, |λ| ≥ λ0 for some sufficiently large λ0, as well as

|λSλf |q + |DmSλf |q ≤ C|f |q, λ ∈ Σπ−φ, |λ| ≥ λ0.

This shows that μ + A is sectorial for μ ≥ λ0, and φμ+A ≤ φ, provided λ + A is
surjective, i.e., there is also a right inverse.

To show the latter we apply λ+A#(x,D) to u = Sλf which yields

(λ+A#(D))Sλ =
∑
j

(λ+A#(D))ψj(λ+Aj)
−1(ϕj + Cj(x,D)Sλ)

=
∑
j

ψj{ϕj + Cj(x,D)Sλ}+
∑
j

[A#(x,D), ψj ](λ+Aj)
−1{ϕj + Cj(x,D)Sλ}.

Since ψj = 1 on suppϕj and
∑

j ϕj = 1, as well as
∑

j [A#(x,D), ϕj ] = 0, we
obtain ∑

j

ψj{ϕj + Cj(x,D)Sλ} =
∑
j

{ϕj + Cj(x,D)Sλ} = I − B(x,D)Sλ.

This yields the following identity

(λ+A(x,D))Sλ = I +
∑
j

[A#(x,D), ψj ](λ+Aj)
−1{ϕj + Cj(x,D)Sλ}. (6.19)

The commutators [A(x,D), ψj ] are differential operators of order m−1, hence the
second term on the right-hand side of (6.19) will be small for large |λ| which as
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above shows that (6.19) gives rise to a right inverse of λ+A; in particular λ+A
is surjective for large |λ|.

Next, with

R0(λ) =

N∑
j=0

ψj(λ+Aj)
−1ϕj , R1(λ) =

N∑
j=0

ψj(λ+Aj)
−1Cj(x,D),

the resolvent of A may be written as the Neumann series

(λ+A)−1 =

∞∑
k=0

R1(λ)
kR0(λ), λ ∈ Σπ−φ, |λ| ≥ λ0.

For j, k = 0, . . . , N we obtain by the contraction principle

R{Cj(x,D)(λ+Ak)
−1 : λ ∈ Σπ−φ, |λ| ≥ λ0}

≤
∑

|β|<m

|cjβ |L∞(Rn;E)R{Dβ(λ+Ak)
−1}

≤
∑

|β|<m

|cjβ |L∞(Rn;E)λ
−1+|β|/m
0 R{λ1−|β|/mDβ(λ+Ak)

−1} ≤ Cε,

(6.20)

provided λ0 is sufficiently large. This then implies

R{λ1−|α|/mDα(λ+A)−1 : λ ∈ Σπ−φ, |λ| ≥ λ0, |α| ≤ m}

≤ (N + 1)C
∞∑
k=0

((N + 1)Cε)k = (N + 1)C/(1− (N + 1)Cε) < ∞, (6.21)

in particular, μ+A is R-sectorial for all μ ≥ λ0.

(c) Let us consider now the case where aβ ∈ Lrk(R
n;B(E)), with |β| = k < m

and rk ≥ q, m − k > n/rk. Then we estimate the terms aβ(x)D
β(λ + Al)

−1 as
follows. With qr = rk, 1/r + 1/r′ = 1, the Gagliardo-Nirenberg inequality yields∣∣∣∑

j

εjaβD
β(λj +Al)

−1fj

∣∣∣
Lq(Rn;E)

≤ |aβ |Lqr(Rn;B(E))

∣∣∣∑
j

εjD
β(λj +Al)

−1fj

∣∣∣
Lqr′ (Rn;E))

≤ C|aβ |Lqr(Rn;B(E))

[ ∑
|α|=m

∣∣∣∑
j

εjD
α(λj +Al)

−1fj

∣∣∣
Lq(Rn;E))

]a
·

·
∣∣∣∑

j

εj(λj +Al)
−1fj

∣∣∣
Lq(Rn;E))

]1−a
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≤ C|aβ |Lqr(Rn;B(E))

[ ∑
|α|=m

∣∣∣∑
j

εjD
α(λj +Al)

−1fj

∣∣∣
Lq(Rn;E))

]a
·

· λ−(1−|β|/m)(1−a)
0

[∣∣∣∑
j

εjλ
1−|β|/m
j (λj +Al)

−1fj

∣∣∣
Lq(Rn;E))

]1−a

,

where am−k = n/qr = n/rk, in particular a < 1 by assumption (ra 3). Integrating
over Ω this yields∣∣∣∑

j

εjaβD
β(λj +Al)

−1fj

∣∣∣
Lq(Ω×Rn;E)

≤ Cλ
−(1−|β|/m)(1−a)
0 |aβ |Lqr(Rn;B(E))

∣∣∣∑
j

εjfj

∣∣∣
Lq(Rn;E)

≤ Cε
∣∣∣∑

j

εjfj

∣∣∣
Lq(Rn;E)

,

whenever λ0 is sufficiently large, and consequently we have

R{aβ(x)Dβ(λ+Ak)
−1 : λ ∈ Σπ−φ, |λ| ≥ λ0} ≤ Cε.

We now may proceed as in Step (b) to obtain the result in the general case. �

As a consequence of the results on maximal regularity from Section 4.5 we
obtain for the time-dependent parabolic equation

∂tu+ ωu+Au = f, t > 0, u(0) = u0, (6.22)

the following result.

Theorem 6.1.11. Let Condition (ra) hold, 1 < p, q < ∞, μ ∈ (1/p, 1], let A(x,D)
be uniformly normally elliptic and, ω ≥ ω0 > s(−A) = supReσ(−A), the spectral
bound of −A.

Then (6.22) has maximal regularity of type Lp,μ−Lq on R+. More precisely,
(6.22) admits a solution u in the class

u ∈ H1
p,μ(R+;Lq(R

n;E)) ∩ Lp,μ(R+;H
2
q (R

n;E)) =: E1μ

if and only if

f ∈ Lp,μ(R+;Lq(R
n;E)) =: E0μ and u0 ∈ Bm(μ−1/p)

qp (Rn;E) =: Xγ,μ.

Moreover, there is a constant C > 0 such that

|u|E1μ
+ ω|u|E0μ

≤ C(|u0|Xγ,μ
+ |f |E0μ

),

for all (f, u0) ∈ E0μ ×Xγ,μ, and all ω ≥ ω0.
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We observe that via the exponential shifts uω = eωtu and fω = eωtf , u is a
solution of (6.22) if and only if uω solves

∂tuω +Auω = fω, t > 0, uω(0) = u0. (6.23)

This way the following result is obtained.

Corollary 6.1.12. Let Condition (ra) hold, 1 < p, q < ∞, μ ∈ (1/p, 1], and let
A(x,D) be uniformly normally elliptic and, ω > s(−A).

Then (6.23) admits a unique solution u in the class

e−ωtu ∈ H1
p,μ(R+;Lq(R

n;E)) ∩ Lp,μ(R+;H
2
q (R

n;E))

if and only if

e−ωtf ∈ Lp,μ(R+;Lq(R
n;E)) and u0 ∈ Bm(μ−1/p)

qp (Rn;E).

Consequently, on finite intervals (6.22) has maximal Lp,μ−Lq-regularity, for each
ω ∈ R.

1.5 Different Spatial Orders
Many times one is in need of maximal regularity results with different spatial
regularity. In this subsection we briefly discuss this topic. We assume below that
A(x,D) satisfies properties (ra1), (ra2), (ra3).

(i) Higher Order Regularity
Here we want to replace the base space Lq(R

n;E) by Ks
q (R

n;E) for s > 0 and
K ∈ {H,W}, where s �∈ N in case K = W . For this purpose we fix any k ∈ N and
consider the operator A(x,D) in Hk

q (R
n;E). Differentiating the equations

(λ+ ω +A(x,D))u = f in Rn,

or
(∂t + ω +A(x;D))u = f, t > 0, u(0) = 0, in Rn

k times in space leads to the problems

(λ+ ω +A(x,D))Dβu− [A(x,D), Dβ ]u = Dβf in Rn,

or

(∂t + ω +A(x;D))Dβu− [A(x,D), Dβ ]u = Dβf, t > 0, Dβu(0) = 0, in Rn.

As the commutator [A(x,D), Dβ ] is of lower order, this yields with Proposi-
tion 4.4.3 the analogues of Theorems 6.1.10 and 6.1.11 with base space Lq(R

n;E)
replaced by Hk

q (R
n;E), provided the coefficients of A(x,D) have enough regu-

larity. Computing the relevant commutator shows that Condition (ra3) must be
replaced by

(ra3k) aα ∈ Hk
rl
(Rn;B(E))+W k

∞(Rn;B(E)), |α| = l ≤ m, rl ≥ q, m+k−l > n/rl.
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Then employing real or complex interpolation, we see that Theorems 6.1.10 and
6.1.11 are also valid for the base spaces Ks

q (R
n;E), for all 0 ≤ s ≤ k, s �∈ N0 in

case K = W . Note that for the parabolic problem we first choose p = q, μ = 1 to
obtain R-sectoriality, and then use Theorems 4.4.4 and 3.5.4 for the general case.

(ii) Lower Order Regularity
Here we want to replace the base space Lq(R

n;E) by K−s
q (Rn;E) where s > 0

and K ∈ {H,W}, s �∈ N in case K = W . Consider first the space H−2
q (Rn;E).

As I −Δ : Lq(R
n;E) → H−2

q (Rn;E) is an isomorphism, it is reasonable to apply
(I − Δ)−1 to the equations under consideration to obtain problems in Lq. This
yields equations for v = (I −Δ)−1u in Lq(R

n;E),

(λ+ ω +A(x,D))v − [A(x,D), (I −Δ)−1]u = (I −Δ)−1f in Rn,

or

(∂t+ω+A(x;D))v−[A(x,D), (I−Δ)−1]u = (I−Δ)−1f, t > 0, u(0) = 0, in Rn.

Looking at the commutator we find

[A(x,D), (I−Δ)−1]u = (I−Δ)−1[Δ,A(x,D)](I−Δ)−1u = (I−Δ)−1[Δ,A(x,D)]v.

Now we have

[Δ, aαD
α] =

n∑
j=1

(∂2
j aα)D

α + 2(∂jaα)∂jD
α,

which implies that the commutator is of lower order in Lq(R
n;E), provided the

coefficients aα are subject to (ra32). Therefore, in this case Theorems 6.1.10 and
6.1.11 are also valid for the base space H−2

q (Rn;E). Induction yields the same

result for H−2k
q (Rn;E) provided the coefficients satisfy (ra32k), for all k ∈ N.

Interpolation finally shows that Theorems 6.1.10 and 6.1.11 hold for the base space
K−s

q (Rn;E), for all s ∈ [0, 2k], provided (ra32k) holds; here s ∈ N0 is excluded in
case K = W .

Remark 6.1.13. A more refined analysis shows that Theorems 6.1.10 and 6.1.11
are valid in K±s

q (Rn;E), s > 0, if the coefficients merely satisfy

(a3s) aα ∈ Hs
rl
(Rn;B(E))+W s

∞(Rn;B(E)), |α| = l ≤ m, rl ≥ q, m+s− l > n/rl.

However, this assertion is more elaborate, and so we refrain here from a proof.

6.2 Elliptic and Parabolic Systems on Rn
+

Let E be a Banach space of class HT , and consider the parabolic problem

∂tu+ ωu+A(x,D)u = f in Rn
+,

Bj(x,D)u = gj on ∂Rn
+, j = 1, . . . ,m,

u(0) = u0 in Rn
+.

(6.24)
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Here A(x,D) =
∑

|α|≤2m aαD
α is a differential operator of degree 2m, Bj(x,D) =∑

|β|≤mj
bjβD

β are differential operators of degree mj < 2m, and the data

(f, gj) and u0 are given. This problem may be reduced to a homogeneous prob-
lem with inhomogeneous boundary conditions as follows. Extend the function
f ∈ Lp,μ(R+;Lq(R

n
+;E)) trivially to a function f̄ ∈ Lp,μ(R+;Lq(R

n;E)), the
coefficients of A(x,D) by symmetry to all of Rn, and extend the initial value

u0 ∈ B
2m(μ−1/p)
qp (Rn

+;E) to some ū0 ∈ B
2m(μ−1/p)
qp (Rn;E). Then we may apply

the results from the previous section, in particular Theorem 6.1.11, to obtain the
solution

ū ∈ H1
p,μ(R+;Lq(R

n;E)) ∩ Lp,μ(R+;H
2m
q (Rn;E)))

of the full space problem

∂tū+ ωū+A(x,D)ū = f̄ in Rn,

ū(0) = ū0 in Rn.
(6.25)

Then the function ũ = u − ū satisfies (6.24) with (f, u0) = 0 and gj replaced by
g̃j = gj − Bj(x,D)ū. This way we have reduced the problem to a homogeneous
parabolic equation with trivial initial data, but inhomogeneous boundary data.
Note that the natural compatibility conditions

Bj(x,D)u0 = gj(0), j = 1, . . .m,

become g̃j(0) = 0. Below we will therefore always consider the case (f, u0) = 0.

Similarly for the elliptic problem

λu+ ωu+A(x,D)u = f in Rn
+,

Bj(x,D)u = gj on ∂Rn
+, j = 1, . . . ,m.

(6.26)

We may assume f = 0, by Theorem 6.1.10 of the previous section.

2.1 The Boundary Symbol
We begin with the constant coefficient case, i.e., we consider

A(D) =
∑

|α|=2m

aαD
α, Bj(D) =

∑
|β|=mj

bjβD
β

with coefficients aα, bjβ ∈ B(E). It is convenient to replace x by (x, y), where
x ∈ Rn−1 are tangential variables and y > 0 is the normal variable. Taking the
Laplace transform in time with covariable λ and Fourier transform in the tangen-
tial direction with covariable ξ ∈ Rn−1, with ν = en we obtain the transformed
problem

(λ+ ω)v1(y) +A(ξ + νDy)v1(y) = 0, y > 0,

Bj(ξ + νDy)v1(0) = hj , j = 1, . . . ,m.
(6.27)
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This is a boundary value problem for an ordinary differential equation on R+,
where the covariables λ and ξ are parameters. We may rewrite the differential
operators in the following form.

A(ξ + νDy) =

2m∑
k=0

ak(ξ)D
2m−k
y , Bj(ξ + νDy) =

mj∑
k=0

bjk(ξ)D
mj−k
y .

Observe that ak(ξ) as well as bjk(ξ) are homogeneous polynomials of degree k.
We shall assume from now on that A(D) is parameter-elliptic with angle φA.

Then a0 = A(0, . . . , 0, 1) is invertible. For λ ∈ Σπ−φ, φ > φA, we introduce the
new variables v = [vj ], and the scaling parameter ρ = (w + λ+ |ξ|2m)1/2m

vj(y) = ρ−j+1Dj−1
y v1(y), j = 1, . . . , 2m,

we may rewrite the differential equation in (6.27) as

∂yv(y) = iρA0(b, σ)v(y), y > 0,

with σ = (ω + λ)/ρ2m, b = ξ/ρ and

A0(b, σ) =

⎛⎜⎜⎜⎜⎜⎝
0 I 0 . . . 0
0 0 I . . . 0
...

...
...

...
...

0 0 . . . 0 I
c2m(b, σ) c2m−1(b) . . . c2(b) c1(b)

⎞⎟⎟⎟⎟⎟⎠ ,

where cj(b) = −a−1
0 aj(b), j = 1, . . . , 2m − 1 and c2m(b, σ) = −a−1

0 (σ + a2m(b)).
Similarly, for homogeneity reasons the boundary conditions become

B0
j (b)v(0) = ρ−mjhj =: h̃j , j = 1, . . . ,m,

with B0
j (b) : E

2m → E defined by

B0
j (b) = (bjmj (b), . . . , bj0(b), 0, . . . , 0), j = 1, . . . ,m.

This way the boundary value problem (6.27) is transformed to the first-order
system

∂yv(y) = iρA0(b, σ)v(y), y > 0,

B0
j (b)v(0) = h̃j , j = 1, . . . ,m.

(6.28)

To solve this boundary value problem we need some preparation.

Lemma 6.2.1. Let b, σ and A0(b, σ) be defined as above. Then

σ(A0(b, σ)) ∩ R = ∅.
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Proof. We first prove that σp(A0(b, σ)) ∩ R is empty, where σp(A0(b, σ)) denotes
the point spectrum of A0(b, σ). To this end, suppose that η ∈ R is an eigenvalue
of A0(b, σ) with eigenvector x = [x0, . . . , x2m−1]

T �= 0. Then

ηx0 = x1, . . . ηx2m−2 = x2m−1, (6.29)

ηx2m−1 = −a−1
0 ((σ + a2m(b))x0 + a2m−1(b)x1 + . . .+ a1(b)x2m−1).

This implies (σ +
∑2m

k=0 ak(b)η
2m−k)x0 = 0. It follows from the first line of (6.29)

that x0 �= 0. Therefore, −σ is an eigenvalue for A(b, η) with eigenvector x0. But
as A is parameter-elliptic this implies −σ ∈ Σφ, which contradicts the assumption
λ ∈ Σπ−φ.

Next, assume that η ∈ R belongs to the residual spectrum σr(A0(b, σ)). Then
η ∈ σp(A

∗
0(b, σ)), hence there is x

∗ = (x∗
0, . . . , x

∗
2m−1)

T �= 0 such that A∗
0(b, σ)x

∗ =
ηx∗. This implies as before x∗

2m−1 �= 0 and

(σ +

2m∑
k=0

ak(b)
∗η2m−k)x∗

2m−1 = 0.

This shows that −σ is an eigenvalue of A∗(b, η), hence belongs to σr(A(b, η)),
which is not possible.

Finally, assume that η ∈ R is in the continuous spectrum σc(A0(b, σ)). Then
we find xn = (xn,0, . . . , xn,2m−1)

T with |xn|E2m = 1 such that A0(b, σ)xn = ηxn+
yn, with yn → 0 as n → ∞. As above this yields

(σ +

2m∑
k=0

ak(b)η
2m−k)xn,0 → 0,

hence −σ belongs to σc(A(b, η)) which yields a contradiction as before. �
This lemma shows that the spectrum of iA0(b, σ) ∈ B(E2m) splits into two

parts, s−(b, σ) contained in the open left half-plane, and s+(b, σ) contained in the
open right half-plane. By compactness, there are constants c± > 0 such that

supRe s−(b, σ) ≤ −c− < 0 < c+ ≤ inf Re s+(b, σ),

for all relevant b, σ. Let P±(b, σ) ∈ B(E2m) denote the associated spectral projec-
tions of iA0(b, σ); these are holomorphic and bounded, uniformly in (b, σ). The
boundary value problem (6.28) admits precisely one solution v ∈ C0(R+;E

2m) if
and only if the system

B0
j (b)w = h̃j , j = 1, . . . ,m, (6.30)

P+(b, σ)w = 0

admits a unique solution w ∈ E2m. The solution v of (6.28) is then given by

v(y) = eiyρA0(b,σ)w, y ≥ 0.
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To ensure this solvability property we assume the equivalent

Lopatinskii-Shapiro Condition (LS)
For each ξ, ν ∈ Rn, λ ∈ Σπ−φ for some φ > φA, where (λ, ξ) �= (0, 0), |ν| = 1,
(ξ|ν) = 0, the problem

λu(y) +A(ξ + νDy)u(y) = 0, y > 0,

Bj(ξ + νDy)u(0) = gj , j = 1, . . . ,m,

has exactly one solution u ∈ C0(R+;E), for any given vectors gj ∈ E, j = 1, . . . ,m.

Remark 6.2.2. (i) It is obvious that also the Lopatinskii-Shapiro condition is in-
variant under orthogonal transformations. But even more, it is invariant w.r.t.
general coordinate transformations as well. In fact, under the coordinate trans-
formation Tu(x) = u(Qx) with invertible Q ∈ Rn×n, the normal ν transforms to
νQ = Q−Tν. Therefore,

AQ(ξ
′ + νQDy) = A(QTξ′ + νDy) = A(ξ + αν + νDy),

where (ξ|ν) = 0 and α = (ξ′|Qν). The same applies to the boundary operators
Bj . The exponential shift v(y) = eiαyw(y) then shows that we may assume α = 0.
This reduces (LS) for the transformed problem to (LS) for the original one.

(ii) The shift argument also shows that the condition (ξ|ν) = 0 in (LS) is redun-
dant, only |ν| = 1 is essential.

(iii) There are versions of the Lopatinskii-Shapiro condition for more refined
boundary value problems which also appear in applications. Each of the m bound-
ary operators may be split into finitely many ones of different order. More pre-
cisely, for fixed j ∈ {1, . . . ,m}, we let E = ⊕nj

k=0Ejk, and replace the condition
Bj(D)u = gj by

Bjk(D)u = gjk, k = 0, . . . , nj ,

where the coefficients of Bjk(D) satisfy bjkβ ∈ B(E,Ejk), and their orders are
mjk ∈ {0, . . . , 2m − 1}. Condition (LS) extends literally to such cases, and the
analysis presented here carries over.

(iv) If E � CN is finite-dimensional, then the kernel of P+ has dimension mN ,
hence if we prescribe mN scalar boundary conditions, it is enough to have unique-
ness in (LS), by a dimensional argument.

The Lopatinskii-Shapiro condition implies the following result.

Proposition 6.2.3. Suppose that A(D) is parameter-elliptic with angle φA, and
assume the Lopatinskii-Shapiro Condition for some φ > φA. Then for each h̃ =
[h̃j ] ∈ Em, j = 1, . . . ,m, problem (6.30) admits a unique solution w ∈ E2m. This

solution is represented as w = M0(b, σ)h̃, where the map M0 : U → B(Em, E2m)
is holomorphic on a neighbourhood U ⊂ Cn+1 of {(b, σ) : (λ, ξ) ∈ Σπ−φ × Rn−1}.
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Proof. Existence, uniqueness and linearity are clear, so we need to show holomor-
phy of M0. For this purpose set z = (b, σ) ∈ U and B(z) = (B0

1(z), . . . , B
0
m(z)).

Then u(z) = M0(z)g defines the unique solution of the system

P+(z)u = 0, B(z)u = g.

Let D denote a compact subset of U . By means of the closed graph theorem, we
obtain uniform boundedness of the maps M0(z) ∈ B(Em, E2m). In fact, the map
g �→ u(z) is a closed linear map from Em into B(D;E2m), the space of bounded
functions from D to E2m, hence bounded, i.e., supz∈D |M0(z)| =: CD < ∞. By
compactness and continuity this also holds on an open neighbourhood – which we
again call U – of D.

Next we use the fact that P+(z) as well as B(z) are holomorphic on U . Fix
any z ∈ U , h ∈ Cn and let 0 �= t ∈ C be small. Then for fixed g ∈ Em we have

P+(z + th)w(z + th) = 0 = P+(z)w(z),

and
B(z + th)w(z + th) = g = B(z)w(z),

hence

P+(z + th)[w(z + th)− w(z)] = −[P+(z + th)− P+(z)]w(z)

B(z + th)[w(z + th)− w(z)] = −[B(z + th)−B(z)]w(z).

Now, P+(z)
2 = P+(z) implies

P+(z + th)− P+(z) = P+(z + th)2 − P+(z)
2

= P+(z + th)[P+(z + th)− P+(z)] + [P+(z + th)− P+(z)]P+(z),

which by P+(z)w(z) = 0 yields

[P+(z + th)− P+(z)]w(z) = P+(z + th)[P+(z + th)− P+(z)]w(z).

From this identity we obtain

P+(z + th)[w(z + th)− w(z) + (P+(z + th)− P+(z))w(z) = 0,

and

B(z + th)[w(z + th)− w(z) + (P+(z + th)− P+(z))w(z)]

= B(z + th)[P+(z + th)− P+(z)]w(z)− [B(z + th)−B(z)]w(z),

which implies

w(z + th)− w(z) + [P+(z + th)− P (z)]w(z) (6.31)

= M0(z + th)[B(z + th)(P+(z + th)− P+(z))w(z)− (B(z + th)−B(z))w(z)].
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By continuity of P+ and B as well as boundedness of M0, this shows continuity
of w on complex lines. Thus M0(z) has this property as well. Dividing (6.31) by t
we get

w(z + th)− w(z)

t
= −P+(z + th)− P (z)

t
w(z)

+M0(z + th)B(z + th)
P+(z + th)− P+(z)

t
w(z)

−M0(z + th)
B(z + th)−B(z)

t
w(z),

which shows that w(z) is complex differentiable on U , thanks to holomorphy of
P+ and B. Therefore, M0 is also holomorphic on U . �

2.2 Harmonic Analysis
The last subsection shows that the unique solution v of (6.28) is given by

v = eiyρA0(b,σ)M0(b, σ)h̃.

To invert the Laplace and Fourier transforms in the right regularity class, we
rewrite this equation as

ρ2mv = M(y, ρ, b, σ)ρe−ηyρρ2m−1h̃ = M(y, ρ, b, σ)g̃, (6.32)

where η > 0 is small,

M(y, ρ, σ, b) = eiyρA0(b,σ)+ηyρM0(b, σ)

and

g̃ = ρe−ηyρρ2m−1h̃.

Here we need a result on analytic C0-semigroups and the vector-valued Triebel-
Lizorkin spaces Fα

pq,μ, which we state now. Define L0 = (ω+ ∂t + (−Δx)
m) in the

space X0 = Lp,μ(R+;Lq(R
n−1;E)) with domain

D(L0) = 0H
1
p,μ(R+;Lq(R

n−1;E)) ∩ Lp,μ(R+;H
2m
q (Rn−1;E)).

This operator, by the Dore-Venni theorem, belongs to the class S(X0) with angle

π/2. Therefore, its root L
1/2m
0 is also in this class, with angle π/4m < π/2. This

implies that L
1/2m
0 is the negative generator of an analytic C0-semigroup e−yL

1/2m
0 .

In the sequel, we denote by L the canonical extension of L0 to the space E0μ =
Lp,μ(R+;Lq(R

n
+;E)). We are here interested in the question for which boundary

values g ∈ X0 the extension u(y) = e−yL
1/2m
0 g satisfies L1/2mu ∈ E0μ. The result

is surprising; it is the content of the following proposition.
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Proposition 6.2.4. Let 1 < p, q < ∞, μ ∈ (1/p, 1], and E be a Banach space
with property HT (α). Moreover, let L0 and L be defined as above, and let u(y) =

e−yL
1/2m
0 g, g ∈ X0, y > 0.
Then the following assertions are equivalent.

(i) u ∈ 0H
1/2m
p,μ (R+;Lq(R+ × Rn−1;E)) ∩ Lp,μ(R+;H

1
q (R+ × Rn−1;E));

(ii) L1/2mu ∈ Lp,μ(R+;Lq(R+ × Rn−1;E)) = E0μ;

(iii) g ∈ 0F
1/2m−1/2mq
pq,μ (R+;Lq(R

n−1;E)) ∩ Lp,μ(R+;B
1−1/q
qq (Rn−1;E)) =: 0F0μ.

Similar statements are valid on R; replace the symbols Lp,μ(R+; ·) and 0Kp,μ(R+; ·)
by Lp(R; ·) and Kp(R; ·), respectively.

Proof. (i)⇒(iii). As the trace operator (tr u)(t, x) := u(t, 0, x) maps the

space H1
q (R+ × Rn−1;E) boundedly into B

1−1/q
qq (Rn−1;E) we see that g ∈

Lp,μ(R+;B
1−1/q
qq (Rn−1;E)). To obtain the time regularity of g we may concen-

trate on the variables (t, y), and hide x in Ẽ = Lq(R
n−1;E) which belongs to the

class HT as E ∈ HT . Then with α = 1/2m, we have

u ∈ Eαμ := 0H
α
p,μ(R+;Lq(R+; Ẽ)) ∩ Lp,μ(R+;H

1
q (R+; Ẽ)).

Define an operator A in E0,μ = Lp,μ(R+;Lq(R+; Ẽ)) by means of Au = ∂yu with

domain D(A) = Lp,μ(R+; 0H
1
q (R+; Ẽ)) and B by means of Bu = (ω + ∂t)

αu with

domain D(B) = 0H
α
p,μ(R+;Lq(R+; Ẽ)). Both operators are inH∞ withH∞-angles

π/2, απ/2, respectively, and B is invertible. They commute in the resolvent sense
and φ∞

A +φ∞
B = (1+α)π/2 < π. Therefore, by Corollary 4.5.11, A+B with domain

D(A+B) = D(A) ∩ D(B) = Eαμ belongs to the class H∞, as well. Next we solve
the problem Av + Bv = ∂yu + Bu ∈ E0μ with maximal regularity to obtain a
unique solution v ∈ D(A + B) = Eαμ. Then w = u − v satisfies ∂yw = −Bw
hence w = e−Byg ∈ Eαμ ⊂ D(B). Therefore, Lemma 6.7.5 in the Appendix to this

section yields g ∈ 0F
α
pq,μ(R+; Ẽ), which proves (iii).

(i)⇔(ii). We know that L = ω+∂t+(−Δx)
m belongs to H∞ with H∞-angle π/2.

Its domain is given by

D(L) = 0H
1
p,μ(R+;Lq(R+;Lq(R

n−1;E))) ∩ Lp,μ(R+;Lq(R+;H
2m
q (Rn−1;E)))

= D(B2m) ∩ D((−Δx)
m).

Then by complex interpolation we have

D(L1/2m) = D(B) ∩ D((−Δx)
1/2)

= 0H
α
p,μ(R+;Lq(R+;Lq(R

n−1;E))) ∩ Lp,μ(R+;Lq(R+;H
1
q (R

n−1;E))),

hence L1/2mu ∈ E0μ if and only if u ∈ D(L1/2m). Furthermore, the representation

u = e−L
1/2m
0 yg implies also ∂yu ∈ E0μ. This proves the equivalence in question.
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(iii)⇒(ii). Suppose

g ∈ 0F
1/2m−1/2mq
pq,μ (R+;Lq(R

n−1;E)) ∩ Lp,μ(R+;B
1−1/q
qq (Rn−1;E)) =: 0F0μ.

Set A0 = (−Δx)
1/2 with D(A0) = Lp,μ(R+;H

1
q (R

n−1;E)) and B0 = (ω + ∂t)
α

with domain D(B0) = 0H
α
p,μ(R+;Lq(R

n−1;E)). These operators are of class H∞

in the base space X0 = Lp,μ(R+;Lq(R
n−1;E)), with H∞ angles 0 and απ/2,

respectively, and they commute in the resolvent sense. Then by Lemma 6.7.5 we
see that e−B0yg ∈ D(B) = 0H

α
p,μ(R+;Lq(R

n
+;E)). On the other hand, e−A0yg ∈

Lp,μ(R+;H
1
q (R

n
+;E)). Define v = e−η(A0+B0)yg; then (A0+B0)v ∈ E0,μ, as e

−A0y

and e−B0y act boundedly in E0,μ.

A0 + B0 is equivalent to L
1/2m
0 as D(L

1/2m
0 ) = D(A0) ∩ D(B0). Moreover, by

perturbation, L
1/2m
0 − η(A0 + B0) is R-sectorial with R-angle απ/2, provided

η > 0 is sufficiently small. By means of Fourier multipliers it is not difficult to see

that e−(L
1/2m
0 −η(A0+B0))y acts boundedly on E0μ.

In fact, we show that the symbol

m(λ, ξ, y) = e−y(λ+ω+|ξ|2m)1/2m−η((ω+λ)1/2m+|ξ|)

is a Fourier multiplier for E0μ. To prove this, we first observe that m is uniformly
bounded and holomorphic in (λ, ξ) ∈ Σπ/2+ε × (Σε ∪−Σε)

n, provided η, ε > 0 are
small. This implies the Mikhlin-condition w.r.t. ξ, uniformly in (λ, y), hence we first
invert the Fourier transform, to obtain an R-bounded family of operators T (λ, y)
on Lq(R

n−1;E), provided E is of class HT and has property (α). Uniformity then
shows that the family Tm(λ) = Tm(λ, ·) is also R-bounded in Lq(R

n
+;E) and then

trivially also in E0μ. Finally, by the Kalton-Weis theorem, T (∂t + ω) is bounded
in E0μ.

Therefore

L1/2me−L
1/2m
0 yg = L1/2m(A+B)−1e−(L

1/2m
0 −η(A0+B0))y · (A0 +B0)v ∈ E0,μ,

which proves the implication (iii) ⇒ (ii). �

Now we may continue the argumentation preceding Proposition 6.2.4. As hj

is the transform of a function in

0Fjμ = 0F
1−mj/2m−1/2mq
pq,μ (R+;Lq(R

n−1;E)) ∩ Lp,μ(R+;B
2m−mj−1/q
qq (Rn−1;E))

we see that ρ2m−1h̃j = ρ2m−mj−1hj is the transform of a function in 0F0μ, for each

j = 1, . . . ,m. Proposition 6.2.4 then implies that ρe−ηyρρ2m−1h̃j is the transform
a function gj ∈ E0μ := Lp,μ(R+;Lq(R

n
+;E)).

Therefore, we need to know that M(y, ρ, b, σ) is a Fourier multiplier for X0.
To prove this, we first observe that M is uniformly bounded and holomorphic in
(λ, ξ). This implies the Mikhlin-condition w.r.t. ξ, hence we first invert the Fourier
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transform, to obtain an R-bounded family of operators T (λ, y) on Lq(R
n−1;E),

provided E is of class HT and has property (α). Uniformity then shows that the
family T (λ) = T (λ, ·) is also R-bounded in Lq(R

n
+;E) and then trivially also in

X0. Finally, by the Kalton-Weis theorem, T (∂t + ω) is bounded in X0.
Summarizing we have proved the sufficiency part of the following result for

the original parabolic half-space problem (6.24).

Theorem 6.2.5. Let 1 < p, q < ∞, ω > 0, μ ∈ (1/p, 1], and E be a Banach space
of class HT (α). Assume that A(D) is a normally elliptic differential operator of
order 2m, let Bj(D), j = 1, . . . ,m, denote differential operators of order mj < 2m,
and suppose the Lopatinskii-Shapiro condition (LS) is satisfied, for some angle
φ < π/2.

Then (6.24) admits a unique solution u in the class

u ∈ E1μ := H1
p,μ(R+;Lq(R

n
+;E)) ∩ Lp,μ(R+;H

2m
q (Rn

+;E)),

if and only if the data are subject to the following conditions.

(a) f ∈ E0μ = Lp,μ(R+;Lq(R
n
+;E)), u0 ∈ Xγ,μ = B

2m(μ−1/p)
qp (Rn

+;E);

(b) gj ∈ Fjμ = F
κj
pq,μ(R+;Lq(R

n−1;E)) ∩ Lp,μ(R+;B
2mκj
qq (Rn−1;E));

(c) Bj(D)u0 = gj(0) if κj > 1/p+ 1− μ, j = 1, . . . ,m.

Here κj = 1−mj/2m− 1/2mq. The solution depends continuously on the data in
the corresponding spaces.

Remark 6.2.6. (i) Note that κj > 1/p+1−μ if and only mj < 2m(μ−1/p)−1/q.

(ii) In the case p = q we have F
κj
pp,μ = B

κj
pp,μ = W

κj
p,μ as well as B

2mκj
pp = W

2mκj
p .

Proof. Necessity. We still need to prove the necessity part of Theorem 6.2.5.
Suppose u ∈ H1

p,μ(R+;Lq(R
n
+;E)) ∩ Lp,μ(R+;H

2m
q (Rn

+;E)) is a solution of
(6.24). Then inserting u into (6.24) we clearly have f ∈ Lp,μ(R+;Lq(R

n
+;E)).

To obtain the regularity of the time trace u0 of u at time t = 0, we ex-
tend u in space by means of a usual extension operator to obtain a function
ū ∈ H1

p,μ(R+;Lq(R
n;E)) ∩ Lp,μ(R+;H

2m
q (Rn;E)). Applying the trace theorem

for the semigroup e−(−Δ)mt with base space Lq(R
n;E) this yields

ū|t=0
∈ (Lq(R

n;E), H2m
q (Rn;E))μ−1/p,p = B2m(μ−1/p)

qp (Rn;E),

which implies by restriction u0 ∈ B
2m(μ−1/p)
qp (Rn

+;E). Next we consider the lateral
traces at y = 0. For this purpose we first replace u by v = t1−μu and extend
v in time by symmetry to R. Then v ∈ H1

p (R;Lq(R
n
+;E)) ∩ Lp(R;H

2m
q (Rn

+;E)),

hence w = (ω + ∂t)
α∂k

yD
β
xu belongs to H

1/2m
p (R;Lq(R

n
+;E)) ∩ Lp(R;H

1
q (R

n
+;E))

if 2mα+ k + |β| = 2m− 1. Next we solve the problem

∂yw̄ + L
1/2m
0 w̄ = ∂yw + L

1/2m
0 w, y > 0, w̄(0) = 0,
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with maximal regularity, which shows that w̄ has the same regularity as w, hence

w− w̄ = e−yL
1/2m
0 w|y=0 has as well. Then Proposition 6.2.4 implies that the trace

of w at y = 0 belongs to F
1/2m−1/2mq
pq (R;Lq(R

n−1;E))∩Lp(R;B
1−1/q
qq (Rn−1;E)).

By the definition of w and proper choices of β and k, this yields

t1−μgj = Bj(D)t1−μv ∈ 0F
κj
pq(R+;Lq(R

n−1;E)) ∩ Lp(R+;B
2mκj
qq (Rn−1;E)),

by restriction to t > 0; therefore we finally obtain gj ∈ F
κj
pq,μ(R+;Lq(R

n−1;E)) ∩
Lp,μ(R+;B

2mκj
qq (Rn−1;E)). This proves the necessity of the conditions in Theo-

rem 6.2.5. �

It is of importance to have estimates on the solution which are also uniform
in ω. This is the content of

Corollary 6.2.7. Let the assumptions of Theorem 6.2.5 be satisfied, and fix any
ω0 > 0. Then there is a constant C > 0 such that the solution of (6.24) satisfies
the estimate

|u|E1μ + ω|u|E0μ ≤ C
(
|u0|Xγ,μ + |f |E0μ (6.33)

+

m∑
j=1

(|gj |Fjμ
+ ω1−mj/2m|e−yLωgj |E0μ

)
)
,

for all ω ≥ ω0, (f, gj , u0) ∈ E0μ ×Fjμ ×Xγ,μ, j = 1, . . . ,m. Here Lω is defined by
Lω = (∂t + ω + (−Δ)m)1/2m.

Proof. To derive the inequality (6.33) we proceed in a similar way as in the proof
of Theorem 6.2.5. We again work in frequency domain. Recall that the symbol
of Lω is ρ = (λ + ω + |ξ|2m)1/2m, and set ρ0 = (λ + ω0 + |ξ|2m)1/2m. Here we
decompose as

ρ2mv = M1 ·M2 · ρ0e−ηyρ0ρ
2m−mj−1
0 hj

+M ·M2ω
1−mj/2me−ηyρhj ,

with

M1 = eiρA0(b,σ)+ηyρ0M0(b, σ), M2 =
ρ2m−mj

ρ
2m−mj

0 + ω1−mj/2m
.

By the arguments at the end of the proof of Theorem 6.2.5, M as well as M1 and
M2 are bounded Fourier multipliers for E0μ, uniformly for ω ≥ ω0 > 0, hence the
result follows by the same arguments. �

Estimate (6.33) is sharp for the half-space case. However, the last term in-
volves a norm which is specific for a half-space. Observing that with some δ > 0,

|e−yLωgj |E0μ
≤ C|e−δω1/2mygj |E0μ

≤ Cω−1/2mq|gj |Lp,μ(Lq),



260 Chapter 6. Elliptic and Parabolic Problems

we obtain the slightly weaker estimate

|u|E1μ
+ ω|u|E0μ

≤ C
(
|u0|Xγ,μ

+ |f |E0μ
+

m∑
j=1

(|gj |Fjμ
+ ωκj |gj |Lp,μ(Lq))

)
. (6.34)

The advantage of (6.34) lies in the fact that it only involves the norms of the
boundary data. It is not good enough to cover boundary perturbations of highest
order, but it is well suited to handle such of lower order, and is in particular useful
for the localization process in domains.

2.3 Perturbed Coefficients
To consider the case of variable coefficients, on the boundary we have to work
in Besov spaces. Here a result on pointwise multipliers is essential. Therefore we
begin with this topic.

Lemma 6.2.8. Let 1 ≤ p, q ≤ ∞, s > 0, E a Banach space, and assume

a ∈ Bs
rq(R

n;B(E)) +Bs
∞q(R

n;B(E)), (6.35)

with r ≥ p and s > n/r.
Then the multiplication operator v �→ av is bounded in Bs

pq(R
n;E). Moreover,

there are constants α ∈ [0, 1) and C > 0 such that

|av|Bs
pq

≤ |a|L∞ |v|Bs
pq

+ C|v|αBs
pq
|v|1−α

Lp
, (6.36)

for all v ∈ Bs
pq(R

n;E). The constant C depends linearly on the norm of the space
of multipliers defined by (6.35).

Proof. We concentrate on the case s ∈ (0, 1], as the general case can be reduced
to this one by differentiation.

We will use the following norm on Bs
pq(R

n;E):

|v|Bs
pq

= |v|Lp + [v]s,p,q,

where

[v]s,p,q =
(∫

|h|≤1

(|h|−s|τhv − v|Lp)
q dh/|h|n

)1/q

, 1 ≤ q < ∞,

and
[v]s,p,∞ = sup

|h|≤1

|h|−s|τhv − v|Lp
.

Here {τh}h∈Rn denotes the group of translations defined by

(τhv)(x) = v(x+ h), x, h ∈ Rn.

Obviously we have |av|Lp ≤ |a|L∞ |v|Lp , so we concentrate on the estimation of
[av]s,p,q. The identity

τh(av)− av = τha(τhv − v) + (τha− a)v
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yields with Hölder’s inequality and Remark 6.2.9(ii)

[av]s,p,q ≤ |a|L∞ [v]s,p,q + [a]s,r,q|v|Lpρ′ ,

where r = pρ, 1/ρ + 1/ρ′ = 1, and s − n/p > −n/pρ′. The Gagliardo-Nirenberg
inequality implies

|v|Lpρ′ ≤ C|v|αBs
pq
|v|1−α

Lp
,

with some constants C > 0 and α ∈ [0, 1). Alternatively, we may estimate like

[av]s,p,q ≤ |a|L∞ [v]s,p,q + [a]s,∞,q|v|Lp
.

In both cases (6.36) follows. �

Remark 6.2.9. (i) This lemma shows that Bs
pq(R

n) is a Banach algebra w.r.t.
pointwise multiplication, provided s > n/p, i.e., provided it embeds into L∞.

(ii) Observe that the multiplier space defined in (6.35) embeds into the uniform

Hölder spaces C
s−n/r
b (Rn;B(E)).

We now consider problem (6.24) with variable coefficients, applying pertur-
bation arguments. Thus we look at the case

A(x,D) = A0(D) +A1(x,D), Bj(x,D) = B0
j (D) + B1

j (x,D),

where the system (A0(D),B0
1(D), . . . ,B0

m(D)) is normally elliptic and subject to
the Lopatinskii-Shapiro condition.

For perturbations of A0(D) the arguments of Section 6.1.4 apply again, so
we require

a1α ∈ Lrk(R
n
+;B(E)) + L∞(Rn

+;B(E)), |α| = k < 2m, rk ≥ q, 2m− k > n/rk,

and in addition the smallness condition

|a1α|L∞ ≤ η, |α| = 2m.

The essential perturbations to be considered here are the boundary perturbations.
In the sequel we assume

b1jβ ∈ B2mκj
rjkq

(Rn−1;B(E)) +B2mκj∞q (Rn−1;B(E)),

|β| = k ≤ mj , rjk ≥ q, 2mκj > (n− 1)/rjk,

and the smallness condition

|b1jβ |L∞ ≤ η, |β| = mj , j = 1, . . . ,m.

Recall the definition κj = 1−mj/2m− 1/2mq, and observe that

b1jβ ∈ C
2mκj−(n−1)/rjmj

b (Rn−1;B(E)), |β| = mj .
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We estimate the boundary perturbations as follows, employing Lemma 6.2.8. For
the highest order terms we get

|b1jβDβu|
B

2mκj
qq

≤ |b1jβ |L∞ |Dβu|
B

2mκj
qq

+ C|Dβu|α
B

2mκj
qq

|Dβu|1−α
Lp

≤ 2η|u|H2m
q

+ Cη|u|Lq
.

This implies

|B1
j#(x,D)u|

Lp,μ(R+;B
2mκj
qq )

≤ 2η|u|E1μ + Cη|u|E0μ .

In a similar way we can dominate the lower order terms, without any smallness
condition.

Next we need to estimate the terms |e−Lωyb1jβD
βv|Lq(Rn−1), where v = u|y=0

denotes the trace of u on the boundary. For this purpose we write

e−ω1/2myb1jβD
βv = −

∫ ∞

0

∂s(e
−ω1/2m(y+s)b1jβD

βu(s)) ds

=

∫ ∞

0

ω1/2me−ω1/2m(y+s)b1jβD
βu(s) ds

− ω−1/2m

∫ ∞

0

ω1/2me−ω1/2m(y+s)b1jβ∂sD
βu(s) ds.

This implies

|e−ω1/2myb1jβD
βv|Lq ≤ C|b1jβ |L∞

∫ ∞

0

(|Dβu(s)|Lq + ω−1/2m|∂sDβu(s)|Lq )
ds

y + s
,

and as the scalar Hilbert transform is bounded in Lq(R+),

|e−ω1/2myb1jβD
βv|Lq(Rn

+) ≤ C|b1jβ |L∞(|Dβu|Lq(Rn
+) + ω−1/2m|∂sDβu|Lq(Rn

+)),

which yields by the Gagliardo-Nirenberg inequality

ω1−mj/2m|e−ω1/2myb1jβD
βu|Lq(Rn

+) ≤ C|b1jβ |L∞

∑
i=1,2

|u|γi

H2m
q (Rn

+)(ω|u|Lq(Rn
+))

1−γi ,

with some constants C > 0 and γi ∈ [0, 1]. As the coefficients b1jβ do not depend
on time, this estimate implies

ω1−mj/2m|e−ω1/2myB1
j#v|E0μ

≤ Cη[|u|E1μ
+ ω|u|E0μ

].

Finally, as e−(Lω−δω1/2m)y is bounded in E0μ, for some δ > 0, this implies

ω1−mj/2m|e−LωyB1
j#v|E0μ

≤ Cη[|u|E1μ
+ ω|u|E0μ

].
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We now turn to the perturbed initial-boundary value problem. Without loss of
generality, we may assume u0 = 0, solving a whole-space problem. We write the
half-space problem in abstract form as

L0u+ L1u = F,

where
L0u = (∂tu+ ωu+A0(D)u,B0

1(D)u, . . . ,B1
m(D)u)

defines an isomorphism between the spaces 0E1,μ and E0,μ ×Πm
j=10Fjμ,

L1u = (A1(x,D)u,B1(x,D)u, . . . ,B1
m(x,D)u),

and F = (f, g1, . . . , gm) ∈ E0,μ×Πm
j=10Fjμ. If η > 0 is small enough, choosing ω >

0 large enough, we see by the above estimates that L0+L1 is also an isomorphism.
This way we obtain the following result on (6.24).

Theorem 6.2.10. Let E be a Banach space of class HT (α). Assume that A0(D) is
a normally elliptic differential operator of order 2m, let B0

j (D), j = 1, . . . ,m, de-
note differential operators of order mj < 2m, and suppose the Lopatinskii-Shapiro
condition for (A0(D),B0

j (D)) is satisfied, with some angle φ < π/2. Let

A(x,D) = A0(D) +A1(x,D), Bj(x,D) = B0
j + B1

j (x,D),

where the coefficients a1α(x), b
1
jβ(x) satisfy the following conditions.

|a1α|L∞ , |b1jβ |L∞ ≤ η, |α| = 2m, |β| = mj , j = 1, . . . ,m;

a1α ∈ Lrk(R
n
+;B(E)) + L∞(Rn

+;B(E)), |α| = k < 2m, rk ≥ q, 2m− k > n/rk;

b1jβ ∈ B2mκj
rjkq

(Rn−1;B(E)) +B2mκj∞q (Rn−1;B(E)),

|β| = k, rjk ≥ q, 2mκj > (n− 1)/rjk.

Then there is η0 > 0 such that the assertions of Theorem 6.2.5 and estimate (6.33)
remain valid for the perturbed problem, provided η ≤ η0.

2.4 Localization
Here we assume that the top order coefficients aα with |α| = 2m, and bjβ with |β| =
mj are continuous, with limits at infinity. This replaces the smallness condition of
the previous subsection. Choose a large ball B(0, R) ⊂ Rn such that

|aα(x)− aα(∞)| ≤ η, x ∈ R̄n
+ \B(0, R), |α| = 2m,

|bjβ(x)− bjβ(∞)| ≤ η, x ∈ Rn−1, |x| ≥ R, |β| = mj , j = 1, . . . ,m.

Observe that R > 0 exists, as the top order coefficients are continuous and
have limits at infinity. Next we cover the boundary B̄(0, R) ∩ Rn−1 by N1 balls
B(xk, r/2) ⊂ Rn such that

|aα(x)− aα(xk)| ≤ η, x ∈ B(xk, 2r), |α| = 2m,

|bjβ(x)− bjβ(xk)| ≤ η, x ∈ B(xk, 2r) ∩ Rn−1, |β| = mj , j = 1, . . . ,m.
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Finally, we cover the compact set B̄(0, R)\
(
∪N1

k=1B(xk, r/2)
)
by balls B(xk, r/2),

k = N1 + 1, . . . , N2. We then set U0 = Rn \ B̄(0, R), and Uk = B(xk, r), for
k = 1, . . . , N2. Then {Uk}N2

k=0, forms an open covering of R̄n
+. Fix a partition of

unity {ϕk}Nk=0 of class C
∞ subordinate to this open covering, and let ψk ∈ C∞(Rn)

be such that ψk = 1 on suppϕk and suppψk ⊂ Uk.
We assume in the sequel that the operator A#(x0, D) is normally elliptic,

for each x0 ∈ R̄n
+ ∪ {∞}, and that the system (A#(x0, D),Bj#(x0, D)) satisfies

the Lopatinskii-Shapiro Condition (LS), for each x0 ∈ Rn−1 ∪ {∞}, with angle
φ(x0) < π/2. Then the maximal regularity constants for the problems with frozen
coefficients will be uniform in x0 ∈ R̄n

+ ∪ {∞}, by continuity and compactness,
hence η0 in Theorem 6.2.10 will be uniform in x0 as well. Now we fix any η ∈ (0, η0].

Next we define for each k local operators Ak(x,D) on the half-space Rn
+ and

Bjk(x,D) on the boundary Rn−1 in the following way. Choose a function χ ∈ D(R)
such that χ(s) = 1 for all |s| ≤ 1, 0 ≤ χ(s) ≤ 1 and χ(s) = 0 for |s| ≥ 2. Then we
set

akα(x) = aα(xk + χ(|x− xk|2/r2)(x− xk)), x ∈ R̄n
+, |α| = 2m, k = 1, . . . , N2,

bkjβ(x) = bjβ(xk + χ(|x− xk|2/r2)(x− xk)), x ∈ Rn−1, |β| = mj ,

j = 1, . . . ,m, and

a0α(x) = aα(∞) + χ(R2/|x|2)(aα(x)− aα(∞)), x ∈ R̄n
+, |α| = 2m,

b0jβ(x) = bjβ(∞) + χ(R2/|x|2(bjβ(x)− bjβ(∞)), x ∈ Rn−1, |β| = mj .

Here we set a0α(0) = aα(∞) and b0jβ(0) = b0jβ(∞). Then we define the local oper-
ators by means of

Ak(x,D) =
∑

|α|=2m

akα(x)D
α, Bk

j (x,D) =
∑

|β|=mj

bkjβ(x)D
β .

By solving a full space problem, by Theorem 6.1.11, extending all coefficients of
A(x,D) by symmetry to all of Rn, we may assume u0 = 0. Now let the data gj be
given and let u ∈ 0E1μ be a solution of (6.24) in Rn

+. We set uk = ϕku, f
k = ϕkf ,

and gkj = ϕkgj . Then we obtain the following localized problems. For the interior

charts k = N1 + 1, . . . , N2, the functions uk satisfy

∂tu
k + ωuk +Ak(x,D)uk = fk + [A#(x,D), ϕk]u− ϕkA1(x,D)u in Rn,

uk(0) = 0,

where A1(x,D) = A(x,D) − A#(x,D) denotes the lower order part of A(x,D).
Note that Ak(x,D)ϕk = A#(x,D)ϕk by construction, and observe that the
commutators [A#(x,D), ϕk] are of lower order as well. The boundary charts
k = 0, . . . , N1 lead to the following half-space problems.

∂tu
k + ωuk +Ak(x,D)uk = fk + [A#(x,D), ϕk]u− ϕkA1(x,D)u in Rn

+,

Bk
j (x,D)uk = gkj + [Bj#(x,D), ϕk]u− ϕkBj1(x,D)u on Rn−1,

uk(0) = 0,
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where Bj1(x,D) = Bj(x,D)−Bj#(x,D) as well as the commutator [Bj#(x,D), ϕk]
are of order mj − 1, these are trivial in case mj = 0. We write these problems
abstractly as

Lku
k = Gku+ Fk, k = 0, . . . , N2,

where the operators Lk are defined by the left-hand sides of the localized equations,
Gku are the lower order perturbations on the right-hand side, and Fk collects the
data coming from the inhomogeneities (f, gj). More precisely,

Gku = ([A#(x,D), ϕk]u− ϕkA1(x,D)u, [Bj#(x,D), ϕk]u− ϕkBj1(x,D)u)

and Fk = ϕkF = ϕk(f, gj). By Theorem 6.2.10, the operators Lk are invertible
for ω large, hence we obtain

uk = L−1
k Fk + L−1

k Gku, k = 0, . . . , N2, (6.37)

and so the following representation of the solution u. We first write

u =

N2∑
k=0

ϕku =

N2∑
k=0

ψkϕku =

N2∑
k=0

ψku
k,

and then

u =

N2∑
k=0

ψkL
−1
k Fk +

( N2∑
k=0

ψkL
−1
k Gk

)
u.

We estimate in the following way, employing Theorem 6.1.11 for the interior charts
and (6.34) for the boundary charts.

|ψkL
−1
k Gku|E1μ

+ ω|ψkL
−1
k Gku|E0μ

≤ C
(
|Gi

ku|E0μ +

m∑
j=1

(|Gb
kju|Fjμ

+ ωκj |Gb
kju|Lp,μ(Lq)

)
.

Here the boundary terms are absent for the interior charts k = N1 + 1, . . . , N2.
For the interior operators Gi

k defined by

Gi
ku = [A#(x,D), ϕk]u− ϕkA1(x,D)u,

we obtain by the Gagliardo-Nirenberg inequality

|Gi
ku|E0μ ≤ C|u|γ

E1μ
|u|1−γ

E0,μ
,

with some constants C > 0 and γ ∈ (0, 1), hence

|Gi
ku|E0μ

≤ C

ω1−γ

(
|u|E1μ

+ ω|u|E0μ

)
.
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The boundary terms are of the form

Gb
kju = [Bj#(x,D), ϕk]u− ϕkBj1(x,D)u.

Therefore, as in the previous subsection

|Gb
kju|Fjμ

≤ Cj |u|γj

E1μ
|u|1−γj

E0μ
≤ Cj

ω1−γj

(
|u|E1μ

+ ω|u|E0μ

)
,

with constants Cj > 0 and γj ∈ (0, 1). Finally, applying once more arguments of
the previous subsection, we also obtain

ωκj |Gb
kju|Lp,μ(Lq) ≤

Cj

ω1−γj

(
|u|E1μ

+ ω|u|E0μ

)
,

with possibly different constants Cj > 0 and γj ∈ [0, 1).
Summarizing, we see that for ω sufficiently large, the operator GL :=∑N2

k=0 ψkL
−1
k Gk on 0E1μ satisfies the estimate

|GLu|E1μ + ω|GLu|E0μ ≤ C

ω1−γ

(
|u|E1μ + ω|uE0μ

)
with appropriate constants C and γ that do not depend on ω. Equipping 0E1μ

with the parameter-dependent norm |u|ω
E1μ

:= |u|E1μ
+ ω|u|E0μ

we conclude that

the operator I −GL is invertible in (0E1μ, | · |ωE1μ
), provided ω is sufficiently large.

This yields a left inverse S of (6.24), which is given by

S(f, gj) = (I −GL)−1
N2∑
k=0

ψkL
−1
k ϕk(f, gj).

In particular, the operator L defined by the left-hand side of (6.24) is injective
and has closed range. So it remains to prove that L is also surjective. To show this
we construct a right inverse which then by algebra equals its left inverse.

For this purpose we apply L# := (∂t +ω+A#(x,D),Bj#(x,D)) to u = SF ,
observing L# = Lk in Uk. This yields with (6.37)

L#u = L#

N2∑
k=0

ψku
k =

N2∑
k=0

[L#, ψk]L
−1
k (Fk +Gku) +

N2∑
k=0

ψk(Fk +Gku).

Next, as ψk = 1 on the support of ϕk, we may drop ψk in the second term, which
implies in the interior

N2∑
k=0

ψk(Fk +Gku)
i =

∑
k

(fk + [A#(x,D), ϕk]u− ϕkA1(x,D)u) = f −A1(x,D)u,
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and on the boundary

N2∑
k=0

ψk(Fk+Gku)
b =

∑
k

gjk+[Bj#(x,D), ϕk]u−ϕkBj1(x,D)u = gj −Bj1(x,D)u.

Replacing u = SF , this yields

LS = I +
( N2∑

k=0

[L#, ψk]L
−1
k ϕk

)
+
( N2∑

k=0

[L#, ψk]L
−1
k Gk

)
S =: I +GR.

As the commutator [L#, ψk] = ([A#(x,D), ψk], [Bj#(x,D), ψk]) is lower order, we
see as above that the norm of GR in E0μ is smaller than 1, provided ω is chosen
large. Therefore I +GR is invertible, and so R := S(I +GR)−1 is a right inverse
of L. This implies the following result for the half-space.

Theorem 6.2.11. Let 1 < p, q < ∞, μ ∈ (1/p, 1] and E be a Banach space of class
HT (α). Assume that A(x,D) is a differential operator of order 2m, let B0

j (D),
j = 1, . . . ,m, denote differential operators of order mj < 2m. Suppose that the
coefficients aα(x), bjβ(x) satisfy the following conditions.

aα ∈ Cl(R̄
n
+;B(E)), bjβ ∈ Cl(R

n−1;B(E)) |α| = 2m, |β| = mj , j = 1, . . . ,m;

aα ∈ Lrk(R
n
+;B(E)) + L∞(Rn

+;B(E)), |α| = k < 2m, rk ≥ q, 2m− k > n/rk;

bjβ ∈ B2mκj
rjkq

(Rn−1;B(E)) +B2mκj∞q (Rn−1;B(E)),

|β| = k ≤ mj , rjk ≥ q, 2mκj > (n− 1)/rjk.

Assume that A#(x,D) is normally elliptic for each x ∈ R̄n
+ ∪ {∞}, and that

(A#(x,D),Bj#(x,D)) satisfies the Lopatinskii-Shapiro Condition (LS) with some
angle φ(x) < π/2, for each x ∈ Rn−1 ∪ {∞}.

Then the assertions of Theorem 6.2.5 and Corollary 6.2.7 remain valid for
the half-space problem with variable coefficients.

2.5 Normal Strong Ellipticity
We now consider the special case of strongly elliptic second-order operators in a
Hilbert space E with so-called natural boundary conditions. This means, we con-
sider A(D) = aijDiDj , where a

ij = aji, with boundary operator either of Dirichlet
type, i.e., B(D) = I, or of co-normal (Neumann) type B(D) = νia

ijDj ; here we
employ the Einstein summation convention. Assuming that A(D) is strongly el-
liptic, what more conditions are needed for the Lopatinskii-Shapiro condition to
be valid for these natural boundary operators?

To answer this question, let u ∈ L2(R+;E) be a solution of the ODE-
boundary value problem

λu(y) +A(ξ + νDy)u(y) = 0, y > 0, (6.38)

B(ξ + νDy)u(0) = 0.
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Here Reλ ≥ 0, ξ, ν ∈ Rn are fixed, with (λ, ξ) �= (0, 0), |ν| = 1, (ξ|ν) = 0. Take
the inner product with u in E, integrate over R+, and take real parts. By means
of the natural boundary conditions this yields the identity

Reλ|u|22 +
∫ ∞

0

Re(aij(ξj + νjDy)u|(ξi + νiDy)u) dy = 0. (6.39)

To be able to conclude from this identity that u = 0, the following condition is
natural.

Definition 6.2.12. A differential operator A(D) = aijDiDj, with aij = aji ∈ B(E),
is called normally strongly elliptic, if its is strongly elliptic and there is a constant
c > 0 such that

Re(aij(ξju+ νjv)|ξiu+ νiv) ≥ c|Im(u|v)|, u, v ∈ E,

for all ξ, ν ∈ Rn, |ξ| = |ν| = 1, (ξ|ν) = 0.

From this condition we may then conclude Im(u(y)|Dyu(y)) = 0 for all y > 0,
which implies

d

dy
|u(y)|2 = 2Re(u(y)|∂yu(y)) = 2Im(u(y)|Dyu(y)) = 0,

hence |u| is constant on R+, and so must be 0 as u ∈ L2(R+;E).
In case E is finite-dimensional, we are finished, as by strong ellipticity the

dimension of the space of solutions of the homogeneous differential equation (6.38)
has dimension dimE. The map T : u �→ B(ξ+νDy)u(0) is injective, hence also sur-
jective, and so the Lopatinskii-Shapiro condition holds. If E is infinite-dimensional
we have to work a little harder to obtain this result.

For this purpose observe first that the operator T defined above is injective,
but also has dense range, as with A(D) also A∗(D) is normally strongly elliptic.
Therefore we need to show that the range of T is closed. So let u ∈ L2(R+;E) be
a solution of the ODE-problem

λu(y) +A(ξ + νDy)u(y) = 0, y > 0, (6.40)

B(ξ + νDy)u(0) = g ∈ E.

(i) We first consider the Neumann case. Multiplying the equation for u in (6.40)
with u(y), integrating over R+ and integrating by parts, we get by normal strong
ellipticity

c|u0|2 ≤ c

∫ ∞

0

|∂y|u(y)|2| dy ≤ 2|g||u0|,

where u0 = u(0). This implies |u0| ≤ C|g|. Hence we may restrict our attention
to the Dirichlet case, and the goal is to prove that there is a constant C > 0 such
that |u|2 ≤ C|u0|, for each L2-solution u of the homogeneous problem

λu(y) +A(ξ + νDy)u(y) = 0, y > 0.
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(ii) We begin estimating the L2-norm of u′(y) := ∂yu(y) as follows, employing an
integration by parts.

|u′|22 = −(u1|u0)− (u|u′′)2 ≤ |u1||u0|+ |u|2|u′′|2
≤ |u1||u0|+ C|u|2(|u|2 + |u′|2).

Here u1 = u′(0) and we used the equation for u, as well as the fact that the
operator aijνiνj is invertible in E, by strong ellipticity. This implies by Young’s
inequality

|u′|22 ≤ 2|u1||u0|+ C1|u|22. (6.41)

(iii) Next we write

|u1|2 = −2Re

∫ ∞

0

(u′′(y)|u′(y)) dy,

to obtain
|u1|2 ≤ 2|u′|2|u′′|2 ≤ C|u′|2(|u|2 + |u′|2),

hence by Young’s inequality and (6.41)

|u1|2 ≤ C2(|u|22 + |u0|2). (6.42)

(iv) Now we employ once more normal strong ellipticity, to obtain as in (i) the
estimate

|u(y)|2 ≤ C|u0|(|u0|+ |u1|) ≤ (Cε|u0|+ ε|u1|)2, (6.43)

again using Young’s inequality.
The final estimate comes from strong ellipticity. Taking the Laplace transform

of λu(y) +A(ξ + νDy)u(y) = 0 w.r.t. the variable y we obtain

Lu(z) = −(λ+A(ξ − izν))−1[(aklνkνl(zu0 + u1) + 2iaklξkνlu0].

As u ∈ L2(R+;E), by strong ellipticity, the function Lu(z) has only singularities
in a compact subset of the negative half-plane, which only depends on (λ, ξ, ν).
So choosing a contour Γ− surrounding these singularities and lying entirely in the
left half-plane, we obtain the representation

u(y) =
1

2πi

∫
Γ−

ezyLu(z) dz, y > 0.

This implies
eωy|u(y)| ≤ C3(|u0|+ |u1|), (6.44)

with some fixed constants ω > 0 and C3 > 0 independent of u. Interpolating (6.43)
and (6.44) and integrating over y > 0, this implies

|u|22 ≤ C3

ω
(|u0|+ |u1|)(Cε|u0|+ ε|u1|)

≤ C3

ω
(C ′

ε|u0|2 + 2ε|u1|2),
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applying once more Young’s inequality. Finally, choosing ε > 0 small enough,
combining the last estimate with (6.42) yields |u|22 ≤ C|u0|2, which is what we
wanted to prove.

(v) Finally we consider mixed boundary conditions which are also important in
applications. For this purpose let P ∈ B(E) be an orthogonal projection, i.e.,
P = P ∗ = P 2, and consider the boundary conditions

Pu(0) = g0, (I − P )B(D)u(0) = g1.

Then the energy argument yields an estimate of the form

c|u0|2 ≤ C|g0|(|u0|+ |u1|) + |g1||u0|,

which implies
|u0|2 ≤ C(|g0|2 + |g1|2) + ε|u1|2,

and so by (6.42)
|u0|2 ≤ C(|g0|2 + |g1|2) + ε|u|22,

and finally
|u|22 ≤ C(|g0|2 + |g1|2).

This shows that also the case of mixed boundary conditions is covered.
We summarize the result obtained above.

Proposition 6.2.13. Let E be a Hilbert space and suppose that A(D) is a second-
order, normally strongly elliptic differential operator in E.

Then the Lopatinskii-Shapiro condition is satisfied for the natural boundary
conditions, i.e., for Dirichlet, Neumann, or mixed conditions.

The following proposition deals with a very special case which, however, is
frequently met in applications.

Proposition 6.2.14. Let aij = αijb, where the matrix [αij ] is real, symmetric, and
positive definite, and b ∈ B(E) is strongly accretive in the Hilbert space E, i.e.,

Re(bu|u) ≥ c|u|2, u ∈ E,

for some positive constant c > 0.
Then A(D) is normally strongly elliptic.

We leave the proof of this proposition to the interested reader, as it only
involves the Cauchy-Schwarz inequality.

Remark. (i) For E = Cn there is another stronger concept of ellipticity. We say
that a ∈ B(E)n×n satisfies the strong Legendre condition, if there is a constant
C > 0 such that

Re aijkld
l
j d̄

k
i ≥ C|d|22, for all d ∈ B(Cn).
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This condition means that a is strongly accretive on B(Cn).
Obviously, the strong Legendre condition implies normal strong ellipticity, as

for d = ξ ⊗ u+ ν ⊗ v with ξ · ν = 0 we have

|d|22 = |ξ|2|u|2 + |ν|2|v|2 ≥ 2|ξ||ν||(u|v)|.

(ii) For many applications, however, the strong Legendre condition is too strong.
This comes from the fact that the tensor a usually has symmetries like

aijkl = aklij = ailkj = akjil .

These symmetries are called hyperelastic and mean that a only acts on the sym-
metric part of a matrix and yields again a symmetric matrix. This is quite common
in elasticity theory and also in compressible fluids, as there a represents stress-
strain relations like S = aD, where D means the symmetric part of a deformation
gradient, or of a velocity gradient. Then the stress S will also be symmetric. In this
case the operator a maps the space of symmetric matrices Sym(Cn) into itself. For
this situation, the appropriate condition – which we call the Legendre condition –
reads

Re aijkle
l
j ē

k
i ≥ C|e|22, for all e ∈ Sym(Cn).

This means that a is strongly accretive on Sym(Cn), and it will be even selfadjoint
in case aijkl = ājilk.

Obviously, the Legendre condition implies strong ellipticity, but also normal
strong ellipticity. In fact, for d = ξ ⊗ u + ν ⊗ v and e = (d + dT)/2 we have with
|ξ| = |ν| = 1, ξ · ν = 0, and

u = (u|ξ)ξ + (u|ν)ν + u⊥, v = (v|ξ)ξ + (v|ν)ν + v⊥, u⊥, v⊥ ⊥ ξ, ν,

the identity

|e|22 =
1

2
{|u⊥|2 + |v⊥|2 + 2|(u|ξ)|2 + 2|(v|ν)|2 + |(u|ν) + (v|ξ)|2}.

This shows e = 0 if and only if u⊥ = v⊥ = 0, (u|ξ) = (v|ν) = 0, (u|ν) = −(v|ξ),
which implies u = (u|ν)ν, v = (v|ξ)ξ, in particular (u|v) = 0. In other words, if
|ξ| = |ν| = 1, ξ · ν = 0, and Im(u|v) �= 0, then e �= 0. Therefore, the Legendre
condition implies normal strong ellipticity.

(iii) In summary, we have the following implications for a second-order differential
operator A(D) = aijDiDj , with aij = aji ∈ B(Cn):

A(D) satisfies the strong Legendre condition

⇒ A(D) satisfies the Legendre condition

⇒ A(D) is normally strongly elliptic

⇒ A(D) is strongly elliptic

⇒ A(D) is normally elliptic.
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(iv) As an example we consider the well-known Lamé operator L, which is defined
by

Lu :=− div[μs(∇u+∇uT) + μb(div u)I]

=− μsΔu− (μs + μb)∇div u,

which yields

[Lu]k = −aijkl∂i∂jul, with aijkl = μs(δijδkl + δilδjk) + μbδikδjl.

The tensor a is easily checked to be hyperelastic and selfadjoint, and the Legendre
condition is equivalent to

μs > 0, 2μs + nμb > 0.

On the other hand, a is strongly elliptic if and only if

μs > 0, 2μs + μb > 0,

and a is normally strongly elliptic if and only if

μs > 0, μs + μb > 0.

This can be shown by elementary linear algebra.

6.3 General Domains

Let Ω ⊂ Rn be a domain with compact boundary ∂Ω of class C2m. So Ω may be
an interior or an exterior domain. In this section we consider the following general
parabolic initial-boundary problem which is completely inhomogeneous. Let E be
a Banach space of class HT , and consider the parabolic problem

∂tu+ ωu+A(x,D)u = f in Ω,

Bj(x,D)u = gj on ∂Ω, j = 1, . . . ,m,

u(0) = u0 in Ω.

(6.45)

Here A(x,D) =
∑

|α|≤2m aα(x)D
α is a differential operator of order 2m,

Bj(x,D) =
∑

|β|≤mj
bjβ(x)D

β are differential operators of order mj < 2m, ω ∈ R,

and the data (f, gj , u0) are given. We are interested in maximal Lp,μ−Lq-regularity
of (6.45).

3.1 The Main Result
We formulate the assumptions of the main theorem in the following way. The most
essential is the ellipticity assumption.
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Definition 6.3.1. We call the system (A(x,D),B1(x,D), . . . ,Bm(x,D)) uniformly
normally elliptic if

(i) A(x,D) is normally elliptic, for each x ∈ Ω̄ ∪ {∞};
(ii) The Lopatinskii-Shapiro condition (LS) holds, for each x ∈ ∂Ω.

This assumption is crucial, and even necessary, for the main result stated
below; see the Bibliographical Comments.

Next we state the regularity assumptions on the coefficients.

Condition (rA)

(rA1) aα ∈ Cl(Ω̄;B(E)) for each |α| = 2m;

(rA2) aα ∈ Lrk(Ω;B(E)) + L∞(Ω;B(E)) for each |α| = k < 2m,

with rk ≥ q and 2m− k > n/rk.

For the regularity of the coefficients on the boundary we recall the definition
κj = 1−mj/2m− 1/2mq.

Condition (rB)

(rB) bjβ ∈ B
2mκj
rjkq (∂Ω;B(E)) for each |β| = k ≤ mj ,

with rjk ≥ q, and 2mκj > (n− 1)/rjk.

With these assumptions we can state the main theorem of this section.

Theorem 6.3.2. Let Ω ⊂ Rn be open with compact boundary ∂Ω of class C2m,
1 < p, q < ∞, μ ∈ (1/p, 1], and let E be a Banach space of class HT (α). Assume
that (A(x,D),B1(x,D), . . .Bm(x,D)) is uniformly normally elliptic, and satisfies
the regularity conditions (rA) and (rB). Let κj �= 1/p+ 1− μ for all j.

Then there is ω0 ∈ R such that for each ω > ω0, equation (6.45) admits a
unique solution u in the class

u ∈ E1μ := H1
p,μ(R+;Lq(Ω;E)) ∩ Lp,μ(R+;H

2m
q (Ω;E)),

if and only if the data are subject to the following conditions.

(a) f ∈ E0μ = Lp,μ(R+;Lq(Ω;E)), u0 ∈ Xγ,μ = B
2m(μ−1/p)
qp (Ω;E);

(b) gj ∈ Fjμ = F
κj
pq,μ(R+;Lq(∂Ω;E)) ∩ Lp,μ(R+;B

2mκj
qq (∂Ω;E)), j = 1, . . . ,m.

(c) Bj(D)u0 = gj(0) if κj > 1/p+ 1− μ, j = 1, . . . ,m.

The solution depends continuously on the data in the corresponding spaces.

The proof of this result is given in the next subsections.

3.2 Coordinate Transformations
(a) Let Φ ∈ C2m

b (Rn;Rn) be such that

c ≤ |det ∂Φ(x)| ≤ c−1, x ∈ Rn,
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for some constant c > 0, and ∂Φ(x) → I as |x| → ∞. Define the coordinate
transform T by means of

(Tv)(x) = v(Φ(x)), x ∈ Rn.

Then T : Hk
p (R

n;E) → Hk
p (R

n;E) is an isomorphism for each 0 ≤ k ≤ 2m. For
the derivative D = (D1, · · · , Dn) we obtain the transformation law

DTv(x) = ∂ΦT(x)(Dv)(Φ(x)),

hence the differential operator A(x,D) tranforms to AΦ(y,D), given by

AΦ(y,D) = T−1A(x,D)T =
∑

|α|≤2m

aΦα(y)D =
∑

|α|≤2m

aα(Φ
−1(y))(∂ΦT(Φ−1(y))D)α.

Therefore, the coefficients aΦα enjoy the same regularity conditions as aα, and the
principal symbol of AΦ is given by

AΦ
#(y, ξ) = A#(Φ

−1(y), ∂ΦT(Φ−1(y))ξ), y, ξ ∈ Rn.

This shows that parameter-ellipticity of AΦ is equivalent to that of A, with the
same angle of ellipticity.

(b) We consider now the situation of a bent half-space. Replacing the variable
x ∈ Rn

+ by (x, y) ∈ Rn−1 × R+, a bent half-space is defined by a coordinate
transformation of the form Φ(x, y) = (x, y + h(x)), with

h ∈ C2m
b (Rn−1;R), lim

|x|→∞
∂h(x) = 0. (6.46)

Note that the boundary of the transformed domain is the graph (x, h(x)). Clearly,
Φ ∈ C2m

b (Rn;Rn), and with

∂Φ(x, y) =

[
I 0

∂h(x) 1

]
, ∂Φ(x, y)−1 =

[
I 0

−∂h(x) 1

]
satisfies lim|x|+|y|→∞ ∂Φ(x, y) = I. Moreover, det ∂Φ(x, y) = 1. Hence we see that
(a) applies. In a similar way, the boundary operators Bj(x,D) are transformed to
BΦ(·, D) = T−1Bj(·, D)T , hence their principal parts become

BΦ
j#(y, ξ) = Bj#(Φ

−1(y), ∂ΦT(Φ−1(y))ξ), y, ξ ∈ Rn.

Note that the normal of Rn
+ at (x, y) transforms to

ν =
−∂Φ−Ten
|∂Φ−Ten|

=
1√

1 + |∇xh|2
[∇xh(x),−1]T.
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This shows, by the remarks following the definition of the Lopatinskii-
Shapiro Condition (LS), that (LS) holds for the transformed problem
(AΦ(x,D),BΦ

1 (x,D), . . . ,BΦ
m(x,D)) if and only it holds for the original problem.

(c) As the boundary spaces for the half-space are transformed to the corresponding
boundary spaces on the bent half-space, these considerations show that the main
result for the half-space, Theorem 6.2.11 as well as the estimate (6.34) remain
valid for bent half-spaces.

3.3 Localization
If Ω ⊂ Rn is unbounded, i.e., an exterior domain, we choose a large ball B(0, R) ⊃
Ωc and define U0 = Rn \ B̄(0, R). If Ω is bounded then U0 = ∅. We cover the
compact set ∂Ω ⊂ Rn by balls B(xk, r/2) with xk ∈ ∂Ω, k = 1, . . . , N1, such that
each part ∂Ω∩B(xk, 2r) of the boundary ∂Ω can be parameterized by a function
hk ∈ C2m as a C2m-graph over the tangent space Txk

∂Ω. We extend this function
hk to a global function on Txk

∂Ω by a cut-off procedure, and denote the resulting
bent half-space by Hk. This is possible by the regularity assumption ∂Ω ∈ C2m as
well as by compactness of ∂Ω. We set Uk = B(xk, r)∩Ω, k = 1, . . . , N1. We cover
the compact set Ω̄\∪N1

k=0Uk by finitely many balls B(xk, r/2), k = N1+1, . . . , N2,

and set Uk = B(xk, r). Then {Uk}N2

k=0 is a finite open covering of Ω̄. Fix a C∞-

partition of unity {ϕk}N2

k=1 subordinate to the open covering {Uk}N2

k=0 of Ω̄, and
let ψk denote C∞-functions with ψk = 1 on suppϕk, suppψk ⊂ Uk.

To define local operators Ak(x,D) and Bk
j (x,D) we proceed as follows. For

the interior charts k = 0, k = N1+1, . . . , N2, we define the coefficients of Ak(x,D)
by reflection of the top order coefficients at the boundary of Uk. This is the same
trick as in Section 6.1.4. For the boundary charts k = 1, . . . , N1 we first transform
the top order coefficients of A(x,D) and Bj(x,D) in Uk to a half-space, extend
them as in the Section 6.2.4, and then transform them back to the bent half space
Hk.

Having defined the local differential operators, we may proceed as in Section
6.2.4, introducing local problems for the functions uk = ϕku, which for the interior
charts k = 0, and k = N1 + 1, . . . , N2 are problems on Rn, and for the boundary
charts k = 1, . . . , N1 are problems on the bent half-spaces Hk. For the latter,
instead of using Theorem 6.2.10 we employ the extension of Theorem 6.2.11 to
bent half-spaces. This completes the proof of Theorem 6.3.2.

3.4 The Semigroup
To define the semigroup associated with (6.45), we introduce the base space X0 :=
Lq(Ω;E), as well as the operator A by means of

(Au)(x) := A(x,D)u(x), x ∈ Ω,

u ∈ D(A) := {u ∈ H2m
q (Ω;E); Bj(x,D)u = 0 on ∂Ω, j = 1, . . . ,m},

and we set X1 = D(A) equipped with the graph norm. Then the problem

u̇+Au = f, t > 0, u(0) = u0,
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has maximal Lp-regularity, by Theorem 6.3.2, hence ω0+A ∈ MRp(X0), for some
ω0 > 0, and so −A generates an analytic C0-semigroup inX0, by Proposition 3.5.2.
This implies that ω + A is R-sectorial for all ω > s(−A), the spectral bound of
−A. We note that the time-trace space Xγ,μ is given by

Xγ,μ = {u ∈ B2m(μ−1/p)
qp (Ω;E); Bj(x,D)u = 0, if κj > 1/p+1−μ, j = 1, . . . ,m},

where we exclude the degenerate cases κj = 1/p+ 1− μ.
To determine the smallest value ω0 in Theorem 6.3.2, we fix some large

number ω1 and solve (6.45) with ω replaced by ω1 which results in some function
ū ∈ E1μ. Setting ũ = u− ū, the new function ũ must solve the problem

∂tũ+ ωũ+A(x,D)ũ = (ω1 − ω)ū in Ω,

Bj(x,D)ũ = 0 on ∂Ω, j = 1, . . . ,m,

ũ(0) = 0 in Ω,

for t > 0. But this means

˙̃u+ ωũ+Aũ = (ω1 − ω)ū, t > 0, ũ(0) = 0,

and so we see that ω > s(−A) is sufficient, i.e., ω0 = s(−A).

3.5 Higher Order Space Regularity
In many problems maximal Lp-regularity in Hs

q (Ω;E) is required, where s > 0. In
this subsection we consider the case s = 1, and comment later on other values of s.
By localization, coordinate transformation and perturbation, it is again enough to
restrict to the half-space case with constant coefficients. We have to distinguish
two cases, namely (i) mj ≥ 1 for all j, and (ii) mj = 0 for at least one j. We begin
with the first case.

(i) mj ≥ 1 for all j = 1, . . . ,m.
This case is the easy one. So suppose that we have a solution of (6.24) in the class

u ∈ H1
p,μ(R+;H

1
q (R

n
+;E)) ∩ Lp,μ(R+;H

2m+1
q (Rn

+;E)). (6.47)

Then necessarily

f ∈ Lp,μ(R+;H
1
q (R

n
+;E)), u0 ∈ B2m(μ−1/p)+1

qp (Rn
+;E),

and

Dβu ∈ H1−k/2m+1/2m
p,μ (R+;Lq(R

n
+;E)) ∩ Lp,μ(R+;H

2m+1−k
q (Rn

+;E)),

for |β| = k; hence

gj ∈ Fκj+1/2m
pq,μ (R+;Lq(R

n−1;E)) ∩ Lp,μ(R+;B
2mκj+1
qq (Rn−1;E)),
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and the compatibility conditions

Bj(D)u0 = gj(0), κj > 1/p+ 1− μ− 1/2m, j = 1, . . . ,m,

are satisfied.
Conversely, let data (f, gj , u0) with these properties be given, and let

A(D) be normally elliptic and assume that (A(D),B1(D), . . . ,B(D)) satisfies the
Lopatinskii-Shapiro condition. Then we can show that (6.24) admits a unique so-
lution in the class (6.47). In fact, extending f and u0 to all of Rn, we obtain a
solution of the full-space problem in the right class. Thus we may restrict attention
to the case (f, u0) = 0. Looking at the crucial equation for the half-space (6.32),
we see that the solution in this case has regularity (6.47), as we may multiply g̃
in (6.32) by ρ.

Obviously, for variable coefficients and general domains with compact bound-
ary we need to require additional smoothness of the coefficients and Ω. These turn
out to be

(rA1+) aα ∈ Cl(Ω̄;B(E)) for each |α| = 2m;

(rA2+) aα ∈ H1
rk
(Ω;B(E)) +W 1

∞(Ω;B(E)) for each |α| = k ≤ 2m,
with rk ≥ q and 2m+ 1− k > n/rk;

(rB+) bjβ ∈ B
2mκj+1
rjkq (∂Ω;B(E)) for each |β| = k ≤ mj ,

with rjk ≥ q, and 2mκj + 1 > (n− 1)/rjk.

With these assumptions, we have the following result which parallels Theo-
rem 6.3.2.

Theorem 6.3.3. Let Ω ⊂ Rn be open with compact boundary ∂Ω of class C2m+1,
1 < p, q < ∞, μ ∈ (1/p, 1], and let E be a Banach space of class HT (α). Assume
that (A(x,D),B1(x,D), . . .Bm(x,D)) is uniformly normally elliptic, and satisfies
(rA1+), (rA2+) (rB+). Let κj �= 1/p+ 1− μ− 1/2m for all j, and mj ≥ 1.

Then there is ω0 ∈ R such that for each ω > ω0, equation (6.45) admits a
unique solution u in the class

u ∈ E1μ := H1
p,μ(R+;H

1
q (Ω;E)) ∩ Lp,μ(R+;H

2m+1
q (Ω;E)),

if and only if the data are subject to the following conditions.

(a) f ∈ Lp,μ(R+;H
1
q (Ω;E)), u0 ∈ B

2m(μ−1/p)+1
qp (Ω;E);

(b) gj ∈ F
κj+1/2m
pq,μ (R+;Lq(∂Ω;E)) ∩ Lp,μ(R+;B

2mκj+1
qq (∂Ω;E));

(c) Bj(D)u0 = gj(0) if κj > 1/p+ 1− μ− 1/2m, j = 1, . . . ,m.

The solution depends continuously on the data in the corresponding spaces.

(ii) mj = 0, for some j.
So let for simplicity B1(D) = I, a Dirichlet condition, and mj ≥ 1 for j = 2, . . . ,m.
This case is more involved than (i), as an additional compatibility condition shows
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up. In fact, we have κ1 + 1/2m = 1 + (1 − 1/q)/2m > 1, hence ∂tu has a time
trace on the boundary, which by taking the time derivative of the first boundary
condition yields

∂tg1 = ∂tu = f|∂Ω
− [A(D)u]|∂Ω

.

This suggests

g1 ∈ H1
p,μ(R+;B

1−1/q
qq (Rn−1;E)) ∩ Lp,μ(R+;B

2m+1−1/q
qq (Rn−1;E)).

On the other hand, we have

A(D)u ∈ H1/2m
p,μ (R+;Lq(R

n
+;E)) ∩ Lp,μ(R+;H

1
q (R

n
+;E)),

which yields for its trace on ∂Ω

[A(D)u]|∂Ω
∈ F (1−1/q)/2m

pq,μ (R+;Lq(R
n−1;E)) ∩ Lp,μ(R+;B

1−1/q
qq (Rn−1;E)).

This implies the additional regularity

∂tg1 − f|∂Ω
∈ F (1−1/q)/2m

pq,μ (R+;Lq(R
n−1;E)) ∩ Lp,μ(R+;B

2m+1−1/q
qq (Rn−1;E)),

and the additional compatibility condition

∂tg1(0) + [A(D)u0]|∂Ω
= f(0)|∂Ω

, if (1− 1/q)/2m > 1/p+ 1− μ.

The regularity and compatibility of gj for j ≥ 2 is the same as in (i), and g1(0) = u0

on ∂Ω must be satisfied, as well.
Having worked out these higher order compatibilities, we now may proceed

as in (i) to see that these conditions yield also sufficiency for solutions of (6.24)
in the class (6.47).

Theorem 6.3.4. Let Ω ⊂ Rn be open with compact boundary ∂Ω of class C2m+1,
1 < p, q < ∞, μ ∈ (1/p, 1], and let E be a Banach space of class HT (α). Assume
that (A(x,D),B1(x,D), . . .Bm(x,D)) is uniformly normally elliptic, and satisfies
(rA1+), (rA2+), (rB1+), for j = 2, . . . ,m. Let κj �= 1/p + 1 − μ − 1/2m for
all j ≥ 1. Further assume that B1(x,D)u = u, i.e., B1 is a Dirichlet boundary
condition.

Then there is ω0 ∈ R such that for each ω > ω0, equation (6.45) admits a
unique solution u in the class

u ∈ E1μ := H1
p,μ(R+;H

1
q (Ω;E)) ∩ Lp,μ(R+;H

2m+1
q (Ω;E)),

if and only if the data are subject to the following conditions.

(a) f ∈ Lp,μ(R+;H
1
q (Ω;E)), u0 ∈ B

2m(μ−1/p)+1
qp (Ω;E);

(b) gj ∈ F
κj+1/2m
pq,μ (R+;Lq(∂Ω;E)) ∩ Lp,μ(R+;B

2mκj+1
qq (∂Ω;E));

(c) Bj(D)u0 = gj(0) if κj > 1/p+ 1− μ− 1/2m, j = 1, . . . ,m;
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(d) ∂tg1 − f|∂Ω
∈ F

(1−1/q)/2m
pq,μ (R+;Lq(R

n−1;E)) ∩ Lp,μ(R+;B
1−1/q
qq (Rn−1;E));

(f ) ∂tg1(0) + [A(D)u0]|∂Ω
= f(0)|∂Ω

, if (1− 1/q)/2m > 1/p+ 1− μ.

The solution depends continuously on the data in the corresponding spaces.

(iii) General s > 0.
Extending the observations in (i) and (ii), we are able to study solutions in the
class

u ∈ H1
p,μ(R+;H

s
q (R

n
+;E)) ∩ Lp,μ(R+;H

2m+s
q (Rn

+;E)), (6.48)

for any s > 0 excluding the special values si = mi+1/q, and imposing the natural
additional regularities ∂Ω ∈ C2m+s, as well as

aα ∈ Hs
rk
(Ω) +Hs

∞(Ω), rk ≥ q, 2m+ s− k > n/rk, 0 ≤ |α| = k ≤ 2m,

and

bjβ ∈ B2mκj+s
rjkq

(∂Ω), rjk ≥ q, 2mκj + s > (n− 1)/rjk, 0 ≤ |β| = k ≤ mj ,

and imposing the higher order compatibilities as explained above. More precisely,
let m0

1 < m0
2 < . . . < m0

imax
be defined by the different orders mj . Then for

0 ≤ s < m0
1 + 1/q we have no higher order compatibilities, for m0

1 + 1/q < s <
m0

2 + 1/q we have first (time-) order compatibilities, and with increasing s the
number and the order of these higher compatibilities increases, whenever s crosses
one the exceptional numbers si. So if s is large, this leads to a very complicated
set of higher order compatibilities, which one clearly would like to avoid.

As a summary, in parabolic problems, such higher order compatibilities do
not occur if s < min{mj} + 1/q, i.e., if the time derivatives of the boundary
conditions do not have a space trace. For second-order problems this means in the
Dirichlet case if s < 1/q, and in the Neumann case if s < 1 + 1/q.

(iv) The elliptic case.
Finally, we note that for elliptic problems this phenomenon does not occur. If
f ∈ Hs

q (Ω) and gj ∈ B
2mκj+s
qq (∂Ω), then the solution of the elliptic problem

(ω +A(x,D)u = f in Ω, Bj(x,D)u = gj on ∂Ω, j = 1, . . . ,m

has a unique solution in Hs+2m
q (Ω), provided A(x,D) is normally elliptic, the

Lopatinskii-Shapiro condition holds, ω > s(−A), ∂Ω ∈ C2m+s, and the coefficients
satisfy the regularity conditions in (iii).

3.6 Lower Order Space Regularity
In many problems, maximal Lp-regularity in Hs

p(Ω;E) is required, where s < 0.
In this subsection we consider the case s = −1, i.e., we want to consider weak
solutions. By localization, coordinate transformation and perturbation, it is again
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enough to prove the results for the half-space case with constant coefficients. For
all of this, we make the structural assumption

A(x,D) = −i

n∑
�=1

∂�A�(x,D) = −i divA(x,D),

where A�(x,D) =
∑

|α|≤2m−1 a�α(x)D
α are differential operators of order 2m− 1.

We have to distinguish two cases:

(i) mj ≤ 2m− 2 for all j = 1, . . . ,m.

(ii) mj ≤ 2m−2 for all j = 1, . . . ,m−1, but mm = 2m−1; in this case we require

Bm(x,D) = iν · A(x,D).

We begin with the first case.

(i) mj ≤ 2m− 2 for all j = 1, . . . ,m.
We assume thatA is normally elliptic, and that the system (A,B1, . . . ,Bm) satisfies
the Lopatinskii-Shapiro condition. The operator

Grad0 : 0H
1
q′(Ω) → Lq′(Ω;C

n), Grad0 φ := ∇φ,

is well-defined, linear, bounded, and injective. Therefore, its dual

Div0 = −Grad∗0 : Lq(Ω;C
n) → 0H

1
q′(Ω)

∗ =: H−1
q (Ω)

is also well-defined, bounded and has dense range. Note that in case Ω is bounded,
by the Poincaré inequality R(Grad0) is closed, and hence Div0 is surjective. Prob-
lem (6.45) can now be rewritten as

∂t(u|φ)Ω + ω(u|φ)Ω + i(A(x,D)u|∇φ)Ω = (f |φ)Ω, φ ∈ 0H
1
q′(Ω)

Bj(x,D)u = gj on ∂Ω, j = 1, . . . ,m,

u(0) = u0 in Ω.

(6.49)

Abstractly, the first equation in (6.49) can be written as

∂tu+ ωu− iDiv0(A(x,D)u) = f in H−1
q (Ω;E).

So we are looking for solutions in the class

u ∈ H1
p,μ(R+;H

−1
q (Ω;E)) ∩ Lp,μ(R+;H

2m−1
q (Ω;E)). (6.50)

This implies the following necessary regularity conditions for the data.

(a) f ∈ Lp,μ(R+;H
−1
q (Ω;E)), u0 ∈ B

2m(μ−1/p)−1
qp (Ω;E);

(b) gj ∈ F
κj−1/2m
pq,μ (R+;Lq(∂Ω;E)) ∩ Lp,μ(R+;B

2mκj−1
qq (Ω;E)),
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for all j = 1, . . . ,m. Here we require 1 ≥ μ > 1/p + 1/2m. The compatibility
conditions now read

Bj(x,D)u0 = gj(0), κj > 1/p+ 1− μ+ 1/2m, j = 1, . . . ,m.

The assumptions on the coefficients are changed slightly, they read

(rA1-) a�α ∈ Cl(Ω̄;B(E)), � = 1, . . . , n, |α| = 2m− 1;

(rA2-) a�α ∈ [Lrk + L∞](Ω;B(E)), � = 1, . . . , n, k = |α| < 2m− 1,
with rk ≥ q, 2m− k > n/rk;

(rB-) bjβ ∈ B
2mκj−1
rjkq (∂Ω;B(E)), |β| = k ≤ mj ,

with rjk ≥ q, and 2mκj − 1 > (n− 1)/rjk.

Finally, in this situation we only need to require ∂Ω ∈ C2m−1 (in case m > 1
it is even enough to require ∂Ω ∈ C(2m−1)−).

Theorem 6.3.5. Let Ω ⊂ Rn be open with compact boundary ∂Ω of class C2m−1,
1 < p, q < ∞, μ ∈ (1/p, 1], and let E be a Banach space of class HT (α). As-
sume that (A(x,D),B1(x,D), . . .Bm(x,D)), with A(x,D) = −i

∑n
�=1 ∂�A�(x,D),

is uniformly normally elliptic, and (rA1-), (rA2-) and (rB-). Let mj ≤ 2m−2 and
κj �= 1/p+ 1− μ+ 1/2m for all j.

Then there is ω0 ∈ R such that for each ω > ω0, equation (6.45) admits a
unique solution u in the class

u ∈ E1μ := H1
p,μ(R+;H

−1
q (Ω;E)) ∩ Lp,μ(R+;H

2m−1
q (Ω;E)),

if and only if the data are subject to the following conditions.

(a) f ∈ E0μ = Lp,μ(R+;H
−1
q (Ω;E)), u0 ∈ B

2m(μ−1/p)−1
qp (Ω;E);

(b) gj ∈ Fjμ = F
κj−1/2m
pq,μ (R+;Lq(∂Ω;E)) ∩ Lp,μ(R+;B

2mκj−1
qq (∂Ω;E));

(c) Bj(D)u0 = gj(0) if κj > 1/p+ 1− μ− 1/2m, j = 1, . . . ,m.

The solution depends continuously on the data in the corresponding spaces.

(ii) mj ≤ 2m− 2 for all j = 1, . . . ,m− 1, mm = 2m− 1.
In this case, as has been said before, we only consider Bm = iν · A. Here we set

Grad : H̃1
q′(Ω) → Lq′(Ω;C

n), Gradφ := ∇φ,

where H̃ means factorization over the constants, and we define

−Div := Grad∗ : Lq(Ω;C
n) → 0H

−1
q (Ω) := H̃1

q′(Ω)
∗.

As Grad is bounded, linear, injective, its dual Div is bounded, linear, and has
dense range. Note that in case Ω is bounded, by the Poincaré-Wirtinger inequality
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R(Grad) is closed, and hence Div is surjective. Problem (6.45) with f replaced by
f0 can now be rewritten as

∂t(u|φ)Ω + ω(u|φ)Ω + i(A(x,D)u|∇φ)Ω = 〈f |φ〉, φ ∈ H̃1
q′(Ω),

Bj(x,D)u = gj on ∂Ω, j = 1, . . . ,m− 1,

u(0) = u0 in Ω,

(6.51)

with the function f ∈ Lp,μ(R+; 0H
−1
q (Ω;E)) defined by

〈f |φ〉 := (f0|φ)Ω + (gm|φ)∂Ω.

Abstractly, the first equation in (6.49) can be written as

∂tu+ ωu− iDiv(A(x,D)u) = f in 0H
−1
q (Ω).

So we are looking for solutions in the class

u ∈ H1
p,μ(R+; 0H

−1
q (Ω;E)) ∩ Lp,μ(R+;H

2m−1
q (Ω;E)). (6.52)

The necessary regularity conditions on the data (gj , u0) as well as the compatibility
and regularity conditions on the coefficients are the same as in (i), where here
j = 1, . . . ,m− 1. The condition for f changes in an obvious way.

Theorem 6.3.6. Let Ω ⊂ Rn be open with compact boundary ∂Ω of class C2m−1,
1 < p, q < ∞, μ ∈ (1/p, 1], and let E a Banach space of class HT (α). Assume
that (A(x,D),B1(x,D), . . .Bm(x,D)), with A(x,D) = −i

∑n
�=1 ∂�A�(x,D) and

Bm(x,D) = iν ·A(x,D), is uniformly normally elliptic, and (rA1-), (rA2-), (rB-),
mj ≤ 2m− 2, κj �= 1/p+ 1− μ+ 1/2m for j = 1, . . . ,m− 1.

Then there is ω0 ∈ R such that for each ω > ω0, equation (6.45) admits a
unique solution u in the class

u ∈ E1μ := H1
p,μ(R+; 0H

−1
q (Ω;E)) ∩ Lp,μ(R+;H

2m−1
q (Ω;E)),

if and only if the data are subject to the following conditions.

(a) f ∈ Lp,μ(R+; 0H
−1
q (Ω;E)), u0 ∈ B

2m(μ−1/p)−1
qp (Ω;E);

(b) gj ∈ F
κj−1/2m
pq,μ (R+;Lq(∂Ω;E))∩Lp,μ(R+;B

2mκj−1
qq (∂Ω;E)), j = 1, . . . ,m−1;

(c) Bj(D)u0 = gj(0) if κj > 1/p− 1− μ+ 1/2m, j = 1, . . . ,m− 1.

The solution depends continuously on the data in the corresponding spaces.

(iii) Sufficiency of the conditions in Theorems 6.3.5 and 6.3.6 for the half-space
case with constant coefficients.
We first reduce to the case (f, u0) = 0 in the usual way: extend u0 ∈
B

2m(μ−1/p)−1
qp (Ω) to all of Rn and f trivially by zero in case (i) and symmet-

rically in case (ii). Solve the resulting problem in Rn in the proper class, and
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subtract this function from u. Then we consider the central identity (6.32) in the
form

ρ2m−1v = M(y, ρ, b, σ)g̃/ρ,

to see that the solution has regularity (6.50) in case (i) and (6.52) for (ii). As a
result, A(D)u ∈ Lp,μ(R+;Lq(R

n
+;E

n)), hence by construction

∂tu = i divA(D)u = iDiv0A(D)u ∈ Lp,μ(R+;H
−1
q (Rn

+;E)),

in case (i), and similarly in case (ii) we have

∂tu = i divA(D)u = iDivA(D)u ∈ Lp,μ(R+; 0H
−1
q (Rn

+;E)).

(iv) The corresponding analytic C0-semigroups.
Having maximal Lp-regularity of the problems (6.49) and (6.51) at our disposal,
we may now argue as in Section 6.3.4 to derive the corresponding analytic C0-
semigroups in H−1

q (Ω;E) resp. in 0H
−1
q (Ω;E). We omit the details here, how-

ever, note that these semigroups yield also corresponding semigroups in Lq(Ω;E),
defining A0 as the part of A in Lq(Ω;E). Note that D(A) ⊂ H2m−1

q (Ω;E),
but D(A0) is not explicitly known. Therefore it is an interesting question how
the spectra of these extensions change, in particular the spectral bound. Then
as Lq(Ω;E) ⊂ H−1

q (Ω;E), it is easy to see that ρ(A) ⊂ ρ(A0). But the con-
verse is also true. In fact, suppose f ∈ H−1

q (Ω;E) is given and λ ∈ ρ(A0). Set
Jε = (I + εA)−1; then fε = Jεf ∈ H2m−1

q (Ω;E) and fε → f in H−1
q (Ω;E) as

ε → 0. Let uε = (λ−A0)
−1fε, and choose ω large. Then we have

uε = (ω +A0)
−1[−fε + (ω + λ)uε]

= −(ω +A0)
−1fε + (ω + λ)(λ−A0)

−1(ω +A0)
−1fε

= −(ω +A)−1fε + (ω + λ)(λ−A0)
−1(ω +A)−1fε,

as (ω +A)−1fε = (ω +A0)
−1fε. But this implies

uε → u := (−I + (ω + λ)(λ−A0)
−1)(ω +A)−1f.

Since D(A0) ⊂ D(A), we obtain u ∈ D(A) and then (λ−A)u = f . Hence λ ∈ ρ(A).
Therefore ρ(A) = ρ(A0) in case (i), and by the same argument also in case (ii).

6.4 Elliptic and Parabolic Problems on Hypersurfaces

Suppose that Σ is a compact hypersurface without boundary in Rn of class Cl. It
is the purpose of this section to derive solvability results for elliptic and parabolic
problems on Σ.
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Let A : Cm(Σ;E) → C(Σ;E) be a linear operator, where E denotes a Ba-
nach space of class HT . Then A is a differential operator of order m on Σ if all
representations of A in local coordinates (U,ϕ) are given by

ϕ∗Au = A(U,ϕ)(x,D)ϕ∗u :=
∑

|α|≤m

aα(U,ϕ)(x)D
αϕ∗u, (6.53)

where the coefficients aα(U,ϕ) are defined on the open set ϕ(U) in Rn−1, and ϕ∗v =

v ◦ ϕ−1. A is said to be of class Ck if all coefficients are in this class. We may
assume that the charts are normalized in such a way that ϕ(U) = BRn−1(0, 1).

The typical examples we have in mind, and which are used below, are the
negative Laplace-Beltrami operator −ΔΣ and Δ2

Σ; see Section 2.1. A more involved
operator is

A = −divΣ(a(x)∇Σ), a ∈ C1(Σ;B(TΣ⊗ E)).

By using the language of covariant derivatives one can show that a differential
operator defined on Σ is completely determined by the local representations (6.53).

Definition 6.4.1. A differential operator A of order m on Σ is called parameter-
elliptic if all local representations A(U,ϕ) have this property. This means that for
any local representation A(U,ϕ) there is φ < π such that

σ(A#
(U,ϕ)(x, ξ)) ⊂ Σφ, (x, ξ) ∈ BRn−1(0, 1)× Sn−1, (6.54)

where

A#
(U,ϕ)(x, ξ) :=

∑
|α|=m

aα(U,ϕ)(x)ξ
α, (x, ξ) ∈ BRn−1(0, 1)× Sn−1.

By compactness, we then obtain

φA = sup
(U,ϕ)

inf{φ ∈ (0, π) : (6.54) holds} < π.

φA is called the angle of ellipticity of A. Finally, A is called normally elliptic if it
is parameter-elliptic with angle φA < π/2.

It is not difficult to show that the definition of the angle of ellipticity φA is
independent of the local representations. Moreover, A(U,ϕ)(x, ξ) is continuous and
invertible, hence by compactness of Σ, A(U,ϕ)(x, ξ) as well as A(U,ϕ)(x, ξ)

−1 are
uniformly bounded on BRn−1(0, 1)× Sn−1.

By compactness of Σ we find a family of charts {(Uj , ϕj) : 1 ≤ j ≤ N} such
that {Uj}Nj=1 covers Σ. Let {πj : 1 ≤ j ≤ N} ⊂ Cl(Σ) be a family of functions on

Σ such that {(Uj , π
2
j ) : 1 ≤ j ≤ N} is a partition of unity subordinate to the open

cover {Uj : 1 ≤ j ≤ N}, i.e.,

supp(πj) ⊂ Uj ,

N∑
j=1

π2
j = 1 on Σ. (6.55)
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Then we call {(Uj , ϕj , πj) : 1 ≤ j ≤ N} a localization system for Σ.

Definition 6.4.2. Given a localization system {(Uj , ϕj , πj) : 1 ≤ j ≤ N} for Σ, let

Rc : L1(Σ;E) → L1(R
n−1;E)N , Rcu := (ψ∗

j (πju)),

R : L1(R
n−1;E)N → L1(Σ;E), R((uj)) :=

N∑
j=1

πjϕ
∗
juj ,

(6.56)

where ϕ∗
jv := v ◦ ϕ and ψj := ϕ−1

j . Moreover, we set

Aj := A(Uj ,ϕj)(x,D), 1 ≤ j ≤ N. (6.57)

We extend the coefficients in the usual way (e.g. as in Section 6.2) to obtain
an extension of Aj to all of Rn−1 with coefficients which have a limit at infinity,
so that we may apply the results of Section 6.1.

It follows that R is a retraction with Rc a co-retraction, i.e., we have

RRcu = u, u ∈ L1(Σ;E). (6.58)

In the sequel, we set u = Rcu, so Ru = u. Moreover,

ψ∗
jAu = Ajψ

∗
ju, 1 ≤ j ≤ N,

and
ψ∗
jπjAu = Ajψ

∗
jπju+ ψ∗

j [πj ,A]u =: Ajψ
∗
jπju+Bju.

Set A = diag[Aj ] and B = [BjR]; then we obtain with (6.58)

Rc(λ+ ω +A)u = (λ+ ω + A+ B)u. (6.59)

By Theorem 6.1.10, ω +Aj is R-sectorial in Lq(R
n−1;E) for ω sufficiently large,

j = 1, . . . , N , and ω+A is R-sectorial for such ω as well. As Bj are of lower order,
it follows by perturbation arguments (choosing ω even larger) that

λ+ ω + A+ B : Hm
q (Rn−1;E)N → Lq(R

n−1;E)N , λ ∈ Σφ,

is invertible, and λ(λ+ω+A+B)−1 is R-bounded in Lq(R
n−1;E)N , where φ > φA

is fixed. Therefore, the operators

Lλ,ω := R(λ+ ω + A+ B)−1Rc : Lq(Σ;E) → Hm
q (Σ;E), λ ∈ Σφ, (6.60)

are well-defined, and with (6.58) and (6.59) we obtain

Lλ,ω(λ+ ω +A)u = RRcu = u, u ∈ Hm
q (Σ;E),

i.e., Lω,λ is a left-inverse for (λ+ ω +A) and in addition, the family {Lλ,ω}λ∈Σφ

is R-bounded in Lq(Σ).
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On the other hand, we also have

A(πjϕ
∗
juj) = πjϕ

∗
jAjuj + ϕ∗

j [Aj , ψ
∗
jπj ]uj =: πjϕ

∗
jAjuj + Cjuj

and this yields

(λ+ ω +A)Ru = R(λ+ ω + A+ C)u, Cu := Rc
N∑
j=1

Cjuj . (6.61)

For ω sufficiently large, we can again conclude that

λ+ ω + A+ C : Hm
q (Rn−1;E))N → Lq(R

n−1;E)N , λ ∈ Σφ,

is invertible, and hence

Rλ,ω := R(λ+ ω + A+ C)−1Rc

is well-defined. It follows from (6.58) and (6.61) that

(λ+ ω +A)Rλ,ωu = RRcu = u, u ∈ Hm
q (Σ;E),

and this shows that Rλ,ω is a right-inverse for λ+ ω +A. This implies

Rλ,ω = Lλ,ω = (λ+ ω +A)−1,

and {λ(λ + ω + A)−1 : λ ∈ Σφ} ⊂ B(Lq(Σ)) is R-bounded. Therefore ω + A
is R-sectorial, which in case φA < π/2 implies, by Theorems 4.4.4 and 3.5.4,
A ∈ MRp,μ(Lq(Σ)) for all p, q ∈ (1,∞), 1/p < μ ≤ 1.

Replacing in the above arguments the base space Lq(Σ;E) by Ks
q (Σ;E) and

the regularity space Hm
q (Σ;E) by Ks+m

q (Σ;E), where K = H or K = W , we
obtain the same result, provided we have the corresponding result in Rn−1. Em-
ploying Section 6.1.5, this yields the following maximal regularity result.

Theorem 6.4.3. Let Σ be a compact hypersurface of class Cl without boundary in
Rn, 3 ≤ l ≤ ∞, E ∈ HT , and let p, q ∈ (1,∞), μ ∈ (1/p, 1]. Suppose that A is a
differential operator on Σ of order m ∈ N with coefficients in C2k, where k ∈ N,
2k +m ≤ l. Define the realization A of A in Ks

q (Σ;E) by means of

Au := Au on Σ, u ∈ D(A) := Ks+m
q (Σ; E),

where K ∈ {H,W}, |s| ≤ 2k, s �∈ N0 for K = W . Then we have

(i) Suppose that A is parameter-elliptic. Then there is ω0 ≥ 0 such that the equa-
tion

(λ+ ω +A)u = f in Ks
q (Σ;E)

admits a unique solution u ∈ Ks+m
q (Σ;E) for each ω ≥ ω0 and each f ∈ Ks

q (Σ;E).
For any φ > φA there is a constant Mφ such that the resolvent estimate

|λ(λ+ ω +A)−1|B(Ks
q (Σ;E)) ≤ Mφ, λ ∈ Σφ, ω ≥ ω0, |s| ≤ 2k,
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is valid. In addition, we have ω0 +A ∈ RS(Ks
q (Σ;E)) with φR

A ≤ φA.

(ii) Suppose that A is normally elliptic. Then there is ω0 ≥ 0 such that the equation

(∂t + ω +A)u = f, t > 0, u(0) = 0,

admits a unique solution u ∈ H1
p,μ(R+K

s
q (Σ;E))∩Lp,μ(R+;K

s+m
q (Σ;E)) for each

ω ≥ ω0 and each f ∈ Lp,μ(R+;K
s
q (Σ;E)). Moreover, there is a constant C > 0

independent of ω and s such that

ω|u|Lp,μ(Ks
q )

+ |∂tu|Lp,μ(Ks
q )

+ |u|Lp,μ(K
s+m
q ) ≤ C|u|Lp,μ(Ks

q )
,

for all f ∈ Lp,μ(K
s
q (Σ;E)). In particular, ω0 +A ∈ MRp(K

s
q (Σ;E)).

This result will be used frequently below, to understand moving boundaries
analytically via the Hanzawa transform, and to handle dynamics on moving inter-
faces.

6.5 Transmission Problems

Elliptic and parabolic transmission conditions are present everywhere in mathe-
matical physics, but one hardly finds citable references on this topic in the liter-
ature. For this reason, and also since we need results on transmission problems
below, we consider such problems here, restricting to the second-order but vector-
valued case.

Suppose that Ω ⊂ Rn is a bounded domain with C2-boundary, consisting of
two parts Ω1 and Ω2 which are also open and such that that Ω1 is separated from
the boundary of Ω. Then we call Ω2 the continuous phase and Ω1 the disperse
phase. Let Σ = ∂Ω1 be the interface separating Ω1 and Ω2 such that Ω = Ω1 ∪
Σ ∪ Ω2. This is the typical two-phase situation. We consider in this section the
following transmission problem.

(∂t + ω +A(x,∇x))u = f in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] = gΣ, [[B(x,∇x)u]] = g on Σ,

u(0) = u0 on Ω

(6.62)

for t > 0. Here u lives in a finite-dimensional Hilbert space E and

A(x,∇x) = −div(a(x)∇x), B(x,∇x) = −(ν(x)|a(x)∇x),

where ν(x) denotes the outer unit normal at x ∈ Σ directed into the interior of Ω2

(resp. the outer unit normal of Ω at x ∈ ∂Ω) and a ∈ C1
ub(Ω \ Σ;B(E))n×n. The

data (f, gΣ, g, u0) are given.
The purpose of this section is to prove the following result.
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Theorem 6.5.1. Let 1 < p, q < ∞ and 1 ≥ μ > 1/p, let E be a finite-dimensional
Hilbert space, and assume that a ∈ C1

ub(Ω \ Σ;B(E))n×n is uniformly normally
strongly elliptic.

Then there is ω0 ∈ R such that for each ω > ω0, problem (6.62) admits
exactly one solution u in the class

u ∈ H1
p,μ(R+;Lq(Ω;E)) ∩ Lp,μ(R+;H

2
q (Ω \ Σ;E)),

if and only if

(a) f ∈ Lp,μ(R+;Lq(Ω;E));

(b) gΣ ∈ F
1−1/2q
pq,μ (R+;Lq(Σ;E)) ∩ Lp,μ(R+;W

2−1/p
q (Σ;E));

(c) g ∈ F
1/2−1/2q
pq,μ (R+;Lq(Σ;E)) ∩ Lp,μ(R+;W

1−1/p
q (Σ;E));

(d) u0 ∈ B
2μ−2/p
qp (Ω \ Σ;E);

(e) [[u0]] = gΣ(0) for μ > 3/2p, and [[B(x,∇)u0]] = g(0) for μ > 1/2 + 3/2p.

The solution map is continuous between the corresponding spaces.

The next subsections deal with the proof of this result.

5.1 The Model Problem
We consider the constant coefficient case with flat interface Σ = Rn−1 × {0} =
Rn−1, and Ω = Rn \ Σ. As before, it is convenient to replace the variable x ∈ Rn

by (x, y) ∈ Rn−1 × R. Then the problem reads

(∂t + ω +A(∇x + ν∂y))u = f, y �= 0,

[[u]] = gΣ, [[B(∇x + ν∂y)u]] = g, y = 0,

u(0) = u0, y �= 0,

(6.63)

for t > 0, with ν = en the outer unit normal of Ω1 = Rn
−. We first verify the

Lopatinskii-Shapiro condition for this case. For this purpose let u ∈ L2(R;E) be
a solution of the ode-problem

λu(y) +A(iξ + ν∂y)u(y) = 0, y �= 0,

such that
[[u]] = 0, [[B(iξ + ν∂y)u]] = 0 for y = 0.

Here Reλ ≥ 0, ξ ∈ Rn and (ξ|ν) = 0. Taking the inner product with u(y),
integrating over R, and employing an integration by parts we obtain

0 = λ|u|22 +
∫
R

n∑
k,l=1

(akl(ξlu(y)− iνl∂yu(y)|(ξku(y)− iνk∂yu(y))E dy,

as the boundary terms disappear by the jump conditions. Taking real parts, by
normal strong ellipticity this yields

Re(akl(ξlu(y)− iνl∂yu(y)|(ξku(y)− iνk∂yu(y))E = 0, y �= 0.
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Using normal strong ellipticity once more we obtain

∂y|u(y)|2E = 2Re(∂yu(y)|u(y))E = 0, y �= 0,

hence u is constant on (0,∞) and also on (−∞, 0) which implies u = 0 as u ∈
L2(R;E) by assumption. Thus the Lopatinskii-Shapiro condition for the two-phase
problem is valid.

To obtain solvability of the problem in the right regularity class, perform a
transformation to the half-space case as follows. Set

ũ(t, x, y) = [u(t, x, y), u(t, x,−y)]T, ũ0(x, y) = [u0(x, y), u0(x,−y)]T,

f̃(t, x, y) = [f(t, x, y), f(t, x,−y)]T, for t ∈ (0,∞), x ∈ Rn−1, y ∈ (0,∞),

and consider the problem

(∂t + ω + Ã(∇x + ν∂y))ũ = f̃ in Rn
+,

ũ(0) = ũ0 on Rn−1,
(6.64)

with t > 0, where Ã(∇x + ν∂y) = diag[A2(∇x + ν∂y),A1(∇x − ν∂y)], with sub-
scripts 2, 1 referring to the coefficients in the upper resp. lower half-plane. The
boundary conditions now become

ũ2(t, x, 0)− ũ1(t, x, 0) = gΣ(t, x),

B2(∇x + ν∂y)ũ2(t, x, 0) + B1(∇x + ν∂y)ũ1(t, x, 0) = g(t, x).

Then with these boundary conditions, (6.64) is normally strongly elliptic and
satisfies the Lopatinskii-Shapiro condition for the half-space. By the results of the
previous section this problem is uniquely solvable in the right class, hence the
transmission problem (6.63) has this property as well. This proves Theorem 6.5.1
for the constant coefficient case with flat interface.

5.2 Proof of Theorem 6.5.1
To complete the proof of Theorem 6.5.1, we may now proceed as in the one-phase
case.

1. By perturbation, the result for the flat interface with constant coefficients
remains valid for variable coefficients with small deviation from constant
ones.

2. By another perturbation argument, a proper coordinate transformation
transfers the result to the case of a bent interface.

3. The localization technique finally yields the result for the case of general
domains and general coefficients.

One may then employ perturbation arguments another time to include lower order
terms, at the expense of possibly enlarging ω0.
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5.3 The Steady Case
A result like Theorem 6.5.1 also holds for the steady case, i.e., for elliptic trans-
mission problems. We consider here the corresponding result for the problem

(ω +A(x,∇x))u = f in Ω \ Σ,
B(x,∇)u = 0 on ∂Ω,

[[u]] = gΣ, [[B(x,∇)u]] = g on Σ.

(6.65)

Here the data (f, gΣ, g) are given. For this problem we have

Theorem 6.5.2. Let 1 < p < ∞, let E be a finite-dimensional Hilbert space, and
assume that a ∈ C1

ub(Ω \ Σ;B(E))n×n is uniformly normally strongly elliptic.
Then there is ω0 ∈ R such that for each ω > ω0, problem (6.65) admits

exactly one solution u in the class

u ∈ H2
p (Ω \ Σ;E),

if and only if (f, gΣ, g) ∈ Lp(Ω;E)×W
2−1/p
p (Σ;E)×W

1−1/p
p (Σ;E). The solution

map is continuous between the corresponding spaces.

Remark 6.5.3. Higher regularity can be obtained for transmission problems in the
same way as in Section 6.3.5 for the one-phase case, whereas lower regularity is
obtained in the same way as in Section 6.3.6.

A natural question which arises is to determine the minimal value of ω0. For
this purpose, we first solve (6.65) for a large value ω = ω̄, to obtain a function ū.
Then we set ũ = u− ū; ũ then must satisfy the problem

(ω +A(x,∇x))ũ = (ω̄ − ω)ū in Ω \ Σ,
B(x,∇)ũ = 0 on ∂Ω \ Σ,

[[ũ]] = 0, [[B(x,∇)ũ]] = 0 on Σ.

(6.66)

This means that −ω should belong to the resolvent set of the operator A in
Lp(Ω;E) defined by

Au(x) = A(x,∇x)u(x), x ∈ Ω \ Σ, (6.67)

D(A) = {u ∈ H2
p (Ω \ Σ;E) : [[u]] = [[B(x,∇x)u]] = 0 on Σ, B(x,∇x)u = 0 on ∂Ω}.

In virtue of Theorem 6.5.1, this operator has maximal Lp-regularity, hence −A
generates an analytic C0-semigroup. Therefore, ω0 is the spectral bound s(−A) of
−A. By a similar argument, the same is valid for the number ω0 in Theorem 6.5.1.

5.4 Dirichlet-to-Neumann Operators
Dirichlet-to-Neumann operators appear frequently in mathematical physics and
also at several places in this book. Such operators map Dirichlet boundary data
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to Neumann boundary data in several possible ways, and the goal is to obtain
properties of such maps. In this subsection we assume throughout that A(x,∇x)
is uniformly normally strongly elliptic and that B is the corresponding co-normal
derivative, as in the previous subsections.

(i) We begin with the elliptic case. Here there are two types of Dirichlet-to-
Neumann operators, namely one- and two-phase operators. In the following, we
always consider the elliptic problem

(ω +A(x,∇x))u = 0 in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

(6.68)

where at first ω ≥ 0 is sufficiently large. We may now assign Dirichlet data on the
interface.

[[u]] = 0, u = g on Σ, (6.69)

to obtain a unique solution u ∈ H2
p (Ω \ Σ;E) provided g ∈ W

2−1/p
p (Σ;E). These

are actually two one-phase problems, one in Ω1 and one in Ω2. We then may
compute the Neumann-boundary values B(x,∇x)u on either side of Σ. We set
uk = u|Ωk

for k = 1, 2 in the following definition.

Definition 6.5.4. We call the maps Sk : W
2−1/p
p (Σ;E) → W

1−1/p
p (Σ;E) defined by

the one-sided traces of the conormal derivative at Σ

S1g := −B(x,∇x)u1|Σ, S2g := B(x,∇x)u2|Σ,

the one-phase Dirichlet-to-Neumann operators of (6.68)–(6.69).

The operators Sk for k = 1, 2 are well-defined whenever the corresponding
boundary value problem (6.68) with Dirichlet condition on Σ is well-posed. Clearly,
Sk only depends on Ωk, so that these operators are really one-phase. Considering
(6.68) in Ωk with Neumann condition B(x,∇x)u = h on Σ, it becomes apparent
that each Sk, k = 1, 2, is invertible if the corresponding boundary value problem
with Neumann condition on Σ is well-posed. So in this situation S1 and S2 are
isomorphisms.

On the other hand, there are two typical two-phase Dirichlet-to-Neumann
operators for (6.68). The first one, called Sd, is obtained by solving the transmission
problem

(ω +A(x,∇x))u = 0 in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] = 0, u = g on Σ,

(6.70)

and setting Sdg := [[B(x,∇x)u]]. Actually we have Sd = S1 + S2, as the normals
of Ωk on Σ have opposite directions. To obtain the inverse of Sd, one has to solve
problem (6.68) with transmission conditions

[[u]] = 0, [[B(x,∇x)u]] = h on Σ,
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yielding g = u|Σ = S−1
d h. Hence Sd is an isomorphism as well.

To define the second two-phase Dirichlet-to-Neumann operator Sn we solve
the transmission problem

(ω +A(x,∇x))u = 0 in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] = g, [[B(x,∇x)u]] = 0 on Σ,

(6.71)

and set Sng := B(x,∇x)u. To obtain the inverse of Sn we have to solve (6.68) with
boundary condition

[[B(x,∇x)u]] = 0, B(x,∇x)u = h on Σ,

yielding g = [[u]] = S−1
n h. An easy computation shows the relation

Sn = S1S
−1
d S2 = S2S

−1
d S1.

The two-phase Dirichlet-to-Neumann operators

Sd, Sn : W
2−1/p
p (Σ;E) → W 1−1/p

p (Σ;E)

are well-defined and at the same time isomorphisms if ω is large enough. Observe
that Sk, k ∈ {1, 2, d, n}, are pseudo-differential operators of order 1, while S−1

k

typically are integral operators on Σ with weakly singular kernels.

(ii) In the parabolic case one proceeds similarly. We begin with the problem in the
bulk

(∂t + ω +A(x,∇x))u = 0 in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

u(0) = 0 in Ω,

(6.72)

with t > 0. Here we have to distinguish the case of a finite interval J = [0, a],
from that of the half-line J = R+. We concentrate on the case of the half-line and
assume ω ≥ 0 to be sufficiently large. For a finite interval J = [0, a], no restrictions
on ω ∈ R are necessary. To avoid compatibility conditions here, we assume initial
value u(0) = 0.

Imposing conditions on Σ as for the elliptic case in (i), we obtain the corre-
sponding parabolic Dirichlet-to-Neumann operators, which we call again Sk, for
k ∈ {1, 2, d, n}. The same assertions as in (i) are valid, but now the spaces are of
course also time-dependent. We have isomorphisms

Sk : 0W
1−1/2p
p,μ (R+;Lp(Σ;E)) ∩ Lp,μ(R+;W

2−1/p
p (Σ;E))

→ 0W
1/2−1/2p
p,μ (R+;Lp(Σ;E)) ∩ Lp,μ(R+;W

1−1/p
p (Σ;E))

for k ∈ {1, 2, d, n}, provided ω is sufficiently large. Note that in this case Sk are
pseudo-differential operators jointly in time and space, of order 1/2 in time and
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order 1 in space. These assertions remain valid if A and B are perturbed by lower
order operators, at the expense that one possibly has to enlarge ω.

(iii) We now look closer at the possible values of ω. If A(x,∇x) = −∂ia
ij(x)∂j

and B(x,∇x) = −νi(x)a
ij(x)∂j such that A(x,∇x) is normally strongly elliptic,

uniformly in x ∈ Ω and aij ∈ C1
ub(Ω \ Σ;B(E)), then ω > 0 is sufficient. This

follows from the fact that, as E is finite-dimensional, A(x,∇x) with Neumann
condition on ∂Ω and with each of the interface conditions (6.69), (6.70), (6.71)
has compact resolvent, hence its spectrum consists only of discrete eigenvalues
of finite multiplicity, and is independent of p ∈ (1,∞). By the standard energy
argument it follows that the corresponding spectral bounds are in each case 0.
The case ω = 0 is more involved, as 0 is an eigenvalue. We postpone this case to
Chapter 10, where ω = 0 is essential.

6.6 Linearized Stefan Problems

The following linear problem is essential for the understanding of Problems (P1),
(P3), (P5) and many other problems with moving interface. For its formulation,
let Ω ⊂ Rn be a bounded domain with boundary ∂Ω of class C2. As before, we
assume that Ω consists of two parts, Ω1 and Ω2 such that Σ = ∂Ω1 does not touch
∂Ω. We assume that the hypersurface Σ is a C3-manifold in Rn. Note that in this
section E = C. Consider

(∂t + ω +A(x,∇x))u = fu in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] = 0, u− C(x,∇Σ)h = g on Σ,

(∂t + ω)h+ [[B(x,∇x)u]] = fh on Σ,

u(0) = u0 in Ω, h(0) = h0 on Σ.

(6.73)

for t > 0. Here ω ≥ 0,

A(x,∇x)=−div(a(x)∇), B(x,∇x)=−ν(x) · a(x)∇x, C(x,∇Σ)=−divΣ(c(x)∇Σ).

We assume that the coefficients a ∈ C1
ub(Ω \ Σ;B(Rn)) and c ∈ C3(Σ;B(TΣ))

are symmetric and uniformly positive definite. Note that the coefficients of A are
allowed to jump across the interface Σ. The unit normal ν(x) at x ∈ Σ is pointing
from Ω1 into Ω2.

For Problems (P1), (P3), and (P5), the prototype operators will be A = −Δ,
B = −∂ν and C = −ΔΣ. The main result for this problem in the Lp-setting,
3 < p < ∞, is the following.

Theorem 6.6.1. Let p > 3 and 1 ≥ μ > 1/2 + 3/2p. There exists ω0 ∈ R such that
for each ω > ω0, Problem (6.73) admits exactly one solution (u, h) in the class

u ∈ H1
p,μ(R+;Lp(Ω)) ∩ Lp,μ(R+;H

2
p (Ω \ Σ)) =: Eu,

h ∈ W 3/2−1/2p
p,μ (R+;Lp(Σ)) ∩W 1−1/2p

p,μ (R+;H
2
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)) =: Eh,
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if and only if the data (fu, g, fh, u0, h0) are subject to the following conditions:

(a) fu ∈ Lp,μ(R+;Lp(Ω)) =: Fu;

(b) g ∈ W
1−1/2p
p,μ (R+;Lp(Σ)) ∩ Lp,μ(R+;W

2−1/p
p (Σ)) =: F;

(c) fh ∈ W
1/2−1/2p
p,μ (R+;Lp(Σ)) ∩ Lp,μ(R+;W

1−1/p
p (Σ)) =: Fh;

(d) u0 ∈ W
2μ−2/p
p (Ω \ Σ), h0 ∈ W

2+2μ−3/p
p (Σ);

(e) u0 − C(x,∇Σ)h0 = g(0), [[B(x,∇x)u0]]− fh(0) ∈ W
4μ−2−6/p
p (Σ),

B(x,∇x)u0 = 0 on ∂Ω.

The solution map is continuous between the corresponding spaces.

6.1 Solution Spaces
To show necessity of the conditions in Theorem 6.6.1 and to explain the choice of
the space for h which is illustrated in Figure 6.1, we begin with the regularity of u,
which is the desired regularity in the bulk phases Ω \Σ. So let (u, h) ∈ Eu×Eh be
a solution of (6.73). Then fu ∈ Fu and the trace theory for second-order parabolic

problems yields u0 ∈ W
2μ−2/p
p (Ω \ Σ), and

u|Σ ∈ W 1−1/2p
p,μ (R+;Lp(Σ)) ∩ Lp,μ(R+;W

2−1/p
p (Σ)) = F,

∇u|Σ ∈ W 1/2−1/2p
p,μ (R+;Lp(Σ))

n ∩ Lp,μ(R+;W
1−1/p
p (Σ))n = Fn

h.

This implies (a), and it is natural to assume C(∇Σ)h ∈ F as well, which then
implies (b) and suggests

h ∈ W 1−1/2p
p,μ (R+;H

2
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)).

Example 3.4.9(iii) then yields h0 ∈ W
2+2μ−3/p
p (Σ). Looking at the equation for h

this implies fh ∈ Fh, hence (c), and suggests

h ∈ W 3/2−1/2p
p,μ (R+;Lp(Σ)) ∩H1

p,μ(R+;W
1−1/p
p (Σ)).

By Example 4.5.16(ii) we have

W 3/2−1/2p
p,μ (R+;Lp(Σ)) ∩W 1−1/2p

p,μ (R+;H
2
p (Σ)) ↪→ H1

p,μ(R+;W
2−2/p
p (Σ)), (6.74)

and we arrive at the natural space Eh for h.
The first compatibility condition in (e) is obviously necessary if the corre-

sponding traces exist, i.e., if 2μ > 3/p. The second compatibility condition is
somewhat hidden, coming from the trace of ∂th. In fact we have by (6.74) and
Example 3.4.9(ii)

W 3/2−1/2p
p,μ (R+;Lp(Σ)) ∩W 1−1/2p

p,μ (R+;H
2
p (Σ)) ↪→ C1

ub(R+;W
4μ−2−6/p
p (Σ)),

hence the trace of ∂th at t = 0 exists if μ > 1/2 + 3/2p. This yields the second
compatibility condition in (e). Note that the time trace of the class Fh merely
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Figure 6.1: Regularity diagram for the Stefan problem.

belongs to W
2μ−1−3/p
p (Σ), as follows from Example 3.4.9(i). We remark that later

on for the nonlinear problems we even have to require μ > 1/2+(n+2)/2p, hence
we cannot avoid this compatibility condition. The next subsections deal with the
proof of sufficiency in Theorem 6.6.1.

6.2 Reductions
It is convenient to reduce problem (6.73) to the homogeneous conditions
(u0, h0, fu, g) = 0 and fh ∈ 0Fh, to simplify the problem and in particular
to trivialize the compatibility conditions. For this purpose we define the operators
A = 1+ω−ΔΣ and B = 1+ω+Δ2

Σ; these are negative generators of exponentially
stable analytic C0-semigroups with maximal Lp-regularity on Lp(Σ), hence also
on Hs

p(Σ) and on W s
p (Σ). We then define

h̄(t) = (2e−At − e−2At)h0 + (e−Bt − e−2Bt)B−1h1,

where h0 ∈ W
2+2μ−3/p
p (Σ) and h1 = fh(0)− [[B(x,∇x)u0]]−ωh0 ∈ W

4μ−2−6/p
p (Σ).

Obviously we have

h̄(0) = h0, (∂t + ω)h̄(0) = h1 + ωh0,

hence h̃ = h− h̄ has vanishing traces at t = 0.
We have to show that h̄ belongs to Eh. For this purpose we only need to

consider the functions e−Ath0 and e−Bth1.

(i) Choosing as a base space X0 = H2
p (Σ), Proposition 3.4.3 yields

e−Ath0 ∈ W 1−1/2p
p,μ (R+;H

2
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)) ⇔ h0 ∈ W 2+2μ−3/p

p (Σ).

This then implies

∂te
−Ath0 = −Ae−Ath0 ∈ W 1−1/2p

p,μ (R+;Lp(Σ)),
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which yields e−Ath0 ∈ Eh.

(ii) Next we look at e−BtB−1h1 in the base space X0 = Lp(Σ). Proposition 3.4.3
yields

e−Bth1 ∈ W 1/2−1/2p
p,μ (R+;Lp(Σ))∩Lp,μ(R+;W

2−2/p
p (Σ)) ⇔ h1 ∈ W 4μ−2−6/p

p (Σ).

This implies

e−BtB−1h1 ∈ W 3/2−1/2p
p,μ (R+;Lp(Σ)) ∩H1

p,μ(R+;W
2−2/p
p (Σ)) ∩ Lp,μ(R+;W

6−2/p
p (Σ)),

which is easily seen to embed into Eh.

Having the function h̄ at our disposal, we solve the problem

(∂t + ω +A(x,∇x))ū = fu in Ω \ Σ,
B(x,∇x)ū = 0 on ∂Ω,

[[ū]] = 0, ū− C(x,∇Σ)h̄ = g on Σ,

ū(0) = u0 in Ω,

in the class Eu. Then the pair (ũ, h̃) = (u− ū, h− h̄) must satisfy (6.73) with data
(fu, g, u0, h0) = 0 and fh replaced by f̃h, defined by

f̃h = fh − [[B(x,∇x))ū]]− (∂t + ω)h̄ ∈ 0Fh.

6.3 The Boundary Symbol
In this subsection we consider the constant coefficient case in Ω = Rn with flat
interface Σ = Rn−1 × {0} = Rn−1. This means that we consider the problem

(∂t + ω +A(∇x))u = fu in R̂n,

[[u]] = 0, u− C(∇Σ)h = g on Rn−1,

(∂t + ω)h+ [[B(∇x)u]] = fh on Rn−1,

u(0) = u0 in R̂n, h(0) = h0 on Rn−1.

(6.75)

Here once more we use the notation R̂n = Rn−1× Ṙ. As explained in the previous
subsection, we may assume (fu, g, u0, h0) = 0. We want to show that this problem
admits a unique solution h ∈ Eh once we have fh ∈ 0Fh; then u is determined by
its boundary value uΣ = C(∇x)h as explained in the previous subsection. It is also
convenient to replace the variable x ∈ Rn by (x, y) ∈ Rn−1×R, which means that
we split into the tangential variable x and the normal variable y.

Taking Laplace transforms in time and Fourier transforms in the tangential
variables we obtain the problem

(λ+ a(ξ, ξ))ũ− 2ia(ξ, ν)∂yũ− a(ν, ν)∂2
y ũ = 0, y > 0,

[[ũ]] = 0, ũ− C(ξ)h̃ = 0, y = 0,

λh̃− [[a(ν, ν)∂yũ+ ia(ξ, ν)ũ]] = f̃h, y = 0,

(6.76)
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where the tilde indicates Laplace transform in t with λ the co-variable of ∂t+ω and
Fourier transform in the tangential variable x with co-variable ξ. Here we employed
the notation ν = en for the normal at the interface; observe that ξ ⊥ ν. Note that
the coefficients of A(∇x) may jump across the interface. As the forms ak, k = 1, 2
defining A(∇x) are real symmetric and positive-definite, given uΣ = C(ξ)h̃, we
may solve the equations in the region y �= 0 to the result

ũ(y) = e−yr2(λ,ξ)uΣ, y > 0,

and
ũ(y) = eyr1(λ,ξ)uΣ, y < 0.

The symbols rkare defined by rk(λ, ξ) = ak(ν|ν)−1[nk(λ, ξ)+(−1)kiak(ξ, ν)], with

nk(λ, ξ) =
√
(λ+ ak(ξ, ξ))ak(ν, ν)− ak(ξ, ν)2, k = 1, 2.

This implies

−[[a(ν, ν)∂yũ+ ia(ξ, ν)ũ]] =
(
n1(λ, ξ) + n2(λ, ξ)

)
uΣ.

For the equation on the boundary this yields

s(λ, ξ)h̃ = f̃h, with s(λ, ξ) = λ+ C(ξ)
(
n1(λ, ξ) + n2(λ, ξ)

)
. (6.77)

So the main task is to show that this boundary symbol is invertible, and to obtain
lower bounds of the form

|s(λ, ξ)| ≥ c(|λ|+ |ξ|2
√
λ+ |ξ|2|), λ ∈ Σπ/2, ξ ∈ Rn−1.

Observe that a multiple of the lower bound in the line above yields trivially also an
upper bound for s(λ, ξ). Actually, as |ak(ξ, ν)|2 ≤ ak(ξ, ξ)ak(ν, ν), with equality
only if ξ and ν are linearly dependent - which is not possible as ξ ⊥ ν - this is very
easy since the second and third terms in the definition of s(λ, ξ) lie in the sector
Σπ/4 if λ ∈ Σπ/2, and C(ξ) is positive and scales like |ξ|2. As a consequence, the
symbol

m(λ, ξ) :=
λ+ |ξ|2

√
λ+ |ξ|2

s(λ, ξ)

is bounded from above and below even on a larger set

λ ∈ Σπ/2+ε, ξ ∈ Σn−1
ε ∪ −Σn−1

ε ,

and it is a holomorphic function in λ and ξ. Therefore, m satisfies the scalar
Mikhlin-condition w.r.t. ξ, uniformly w.r.t. λ ∈ Σπ/2+ε. Inverting the Fourier
transform, we obtain a holomorphic family of operators M(λ) on Lp(R

n−1), hence
also on W s

p (R
n−1) for any real number s. The Kalton-Weis Theorem implies that

M(∂t + ω) is bounded in each space 0H
m
p,μ(R+;W

s
p (R

n−1), m ≥ 0, hence by real
interpolation also on 0W

r
p,μ(R+;W

s
p (R

n−1)), r > 0, and so Theorem 6.6.1 is valid
for this model problem.
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Remark 6.6.2. The argument given above shows that the boundary symbol s(λ, ξ)
is equivalent to the essential symbol of the problem which is given by

sess(λ, ξ) = λ+ |ξ|2
√

λ+ |ξ|2, Reλ > 0, ξ ∈ Rn−1.

The essential symbol is responsible for the ‘strange’ solution space of h. The symbol
does not come from an evolution equation, but from an evolutionary integral
equation. In fact, sess(λ, ξ) is the symbol of the pseudo-differential operator

Less = ∂t + (−Δx)
√
∂t −Δx,

which in different form may be written as

Less = ∂t + (−Δx)(∂t −Δx)kt�,

where kt denotes the heat kernel and � convolution in space and time.

6.4 General Coefficients and Domains
To complete the proof of Theorem 6.6.1, we may now proceed as before.

1. By perturbation, the result for the flat interface with constant coefficients
remains valid for variable coefficients with the required regularity and small
deviation from constant ones.

2. By another perturbation argument, the usual coordinate transformation
transfers the result to the case of a bent interface.

3. The localization technique yields the case of general domains and general
coefficients.

4. Employing perturbation arguments another time, we may include lower order
terms, at the expense of possibly enlarging ω0.

We refrain here from working out details, this is left to the interested reader.

6.5 The Stefan Semigroup
As problem (6.73) is a linear well-posed system of differential equations, there
should be an underlying semigroup. However, it is not straightforward to formulate
this, and to show that its negative generator has maximal regularity. To extract the
semigroup, we indeed need another type of maximal regularity. For this purpose
observe that by (6.74)

W 3/2−1/2p
p,μ (R+;Lp(Σ)) ∩W 1−1/2p

p,μ (R+;H
2
p (Σ)) ↪→ H1

p,μ(R+;W
2−2/p
p (Σ)).

Therefore it makes sense to consider as the base space

(u, h) ∈ X0 := Lp,μ(R+;Lp(Ω))× Lp,μ(R+;W
2−2/p
p (Σ)),
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and to ask for solutions

(u, h) ∈ Eu × E
sg
h , with E

sg
h = H1

p,μ(R+;W
2−2/p
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)).

This means that, given (fu, g, u0, h0) = 0, but now with fh ∈ Lp,μ(R+;W
2−2/p
p (Σ))

instead of fh ∈ Fh, we want to find a unique solution (u, h) ∈ Eu × E
sg
h satisfying

(6.73). Clearly, if such a solution exists then the extra condition

[[B(x,∇x)u]] ∈ Lp,μ(R+;W
2−2/p
p (Σ)) (6.78)

must be satisfied. As we also have [[B(x,∇x)u]] ∈ W
1/2−1/2p
p,μ (R+;Lp(Σ)), by Exam-

ple 3.4.9(ii) we obtain the compatibility condition [[B(x,∇x)u0]] ∈ W
4μ−2−6/p
p (Σ).

This property allows again reduction to the case (fu, g, u0, h0) = 0, by first solving
(6.73) by means of Theorem 6.6.1 with fh = 0 and (fu, g, u0, h0) satisfying the
assumptions of the theorem, to obtain functions (ū, h̄) ∈ Eu × Eh. The residual
functions (ũ, h̃) = (u − ū, h − h̄) must then satisfy (6.73) with (fu, g, u0, h0) = 0,
as contemplated. Note that ū has the property (6.78), hence ũ will also have this

property if h̃ ∈ E
sg
h and fh ∈ Lp,μ(R+;W

2−2/p
p (Σ)). Thus we need to show that

for such fh, problem (6.73) admits a unique solution in Eu × E
sg
h . Actually, this

follows immediately from the mapping properties of the symbol s(λ, ξ) for the
constant coefficient case with flat interface, and by perturbation and localization
in general, as in the previous subsections. As a result we obtain

Theorem 6.6.3. Let p > 3 and 1 ≥ μ > 1/2 + 3/2p. There exists ω0 ∈ R such that
for each ω > ω0, Problem (6.73) admits exactly one solution (u, h) in the class

u ∈ H1
p,μ(R+;Lp(Ω)) ∩ Lp,μ(R+;H

2
p (Ω \ Σ)) =: Eu,

[[B(x,∇x)u]] ∈ Lp,μ(R+;W
2−2/p
p (Σ)),

h ∈ H1
p,μ(R+;W

2−2/p
p (Σ)) ∩W 1−1/2p

p,μ (R+;H
2
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)),

if and only if the data (fu, g, fh, u0, h0) are subject to the following conditions:

(a) fu ∈ Lp,μ(R+;Lp(Ω)) =: Fu;

(b) g ∈ W
1−1/2p
p,μ (R+;Lp(Σ)) ∩ Lp,μ(R+;W

2−1/p
p (Σ)) =: F;

(c) fh ∈ Lp,μ(R+;W
2−2/p
p (Σ)) =: Fsg

h ;

(d) u0 ∈ W
2μ−2/p
p (Ω \ Σ), h0 ∈ W

2+2μ−3/p
p (Σ);

(e) u0 − C(x,∇Σ)h0 = g(0), [[B(x,∇x)u0]] ∈ W
4μ−2−6/p
p (Σ),

B(x,∇x)u0 = 0 on ∂Ω.

The solution map is continuous between the corresponding spaces.

By means of Theorem 6.6.3, we may define the Stefan semigroup in X0 in

the following way. We set z = [u, h]T, X1 = H2
p (Ω \ Σ) ×W

4−1/p
p (Σ), and define



300 Chapter 6. Elliptic and Parabolic Problems

an operator A in X0 = Lp(Ω)×W
2−2/p
p (Σ) by means of

A =

[
A(x,∇x) 0
[[B(x,∇x)]] 0

]
,

D(A) = {z ∈ X1 :B(x,∇x)u = 0 on ∂Ω, u− C(x,∇Σ)h = 0 on Σ,

[[B(x,∇x)u]] ∈ W 2−2/p
p (Σ)}.

(6.79)

Problem (6.73) for g = 0 is equivalent to the abstract evolution equation

ż +Az = f, t > 0, z(0) = z0, (6.80)

where we employed the abbreviations z0 = [u0, h0]
T and f = [fu, fh]

T. Then
maximal Lp-regularity of (6.80) is equivalent to maximal Lp-regularity of (6.73)
for g = 0 in the modified setting. Theorem 6.6.3 and Proposition 3.5.2 imply that
−A is the generator of an analytic C0-semigroup with maximal Lp-regularity. This
completes the construction of the semigroup.

Again we are interested in the smallest possible value of ω in Theorem 6.6.3.
For this purpose we first solve the problem for a large value of ω, say ω̄, to obtain
a solution (ū, h̄) ∈ Eu ×E

sg
h , and we set ũ = u− ū, h̃ = h− h̄. Then we obtain the

reduced system for these new functions

(∂t + ω +A(x,∇x))ũ = (ω̄ − ω)ū in Ω \ Σ,
B(x,∇x)ũ = 0 on ∂Ω,

[[ũ]] = 0, u− C(x,∇Σ)h̃ = 0 on Σ,

(∂t + ω)h̃+ [[B(x,∇x)ũ]] = (ω̄ − ω)h̄ on Σ,

ũ(0) = 0 in Ω, h̃(0) = 0 on Σ.

(6.81)

Employing the semigroup this yields

˙̃z + ωz̃ +Az̃ = f̃ , t > 0, z̃(0) = 0,

with z̃ = [ũ, h̃]T and f̃ = (ω̄ − ω)[ū, h̄]T. Therefore, the lower bound of ω is the
spectral bound ω0 = s(−A). We are going to discuss this number in more detail
in Chapter 10.

6.6 The Linearized Mullins-Sekerka Problem
In this subsection we consider the quasi-steady problem

(η +A(x,∇x))u = fu in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] = 0, u− C(x,∇Σ)h = g on Σ,

(∂t + ω)h+ [[B(x,∇x)u]] = fh on Σ,

h(0) = h0 on Σ.

(6.82)
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Here ω, η ≥ 0, A(x,∇x) = −div(a(x)∇x), B(x,∇x) = −(ν(x)|a(x)∇x) and
C(x,∇Σ) = −divΣ(c(x)∇Σ) are differential operators with a ∈ C1

ub(Ω \Σ;B(Rn)),
c ∈ C3(Σ;B(TΣ)), with both a and c symmetric and uniformly positive definite.
Note that the coefficients of A are allowed to jump across the interface Σ. Here
the unit normal ν(x) at x ∈ Σ is pointing from Ω1 into Ω2.

The main result for this problem in the Lp-setting, 1 < p < ∞, is the
following.

Theorem 6.6.4. Let p ∈ (1,∞) and 1 ≥ μ > 1/p. There exists ω0, η0 ∈ R such that
for each ω > ω0, η > η0, problem (6.82) admits exactly one solution (u, h) in the
class

u ∈ Lp,μ(R+;H
2
p (Ω \ Σ)) =: Eu,

h ∈ H1
p,μ(R+;W

1−1/p
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)) =: Eh,

if and only if the data (fu, g, fh, h0) are subject to the following conditions:

(a) fu ∈ Lp,μ(R+;Lp(Ω)) =: Fu;

(b) g ∈ Lp,μ(R+;W
2−1/p
p (Σ)) =: F;

(c) fh ∈ Lp,μ(R+;W
1−1/p
p (Σ)) =: Fh;

(d) h0 ∈ W
1+3μ−4/p
p (Σ).

The solution map is continuous between the corresponding spaces.

This result is proved in the same way as Theorem 6.6.1. As the bulk problem
is stationary, the proof is even simpler, so we skip the details here.

We are interested in the parameters η and ω. For this purpose we define an
operator A in X = Lp(Ω) by means of

Au(x) = A(x,∇x)u(x), x ∈ Ω \ Σ, (6.83)

D(A) = {u ∈ H2
p (Ω \ Σ) : u = 0 on Σ, B(x,∇x)u = 0 on ∂Ω}.

As A is uniformly strongly elliptic by assumption, Theorem 6.5.1 shows that −A is
the generator of an analytic C0-semigroup with maximal Lp-regularity. Moreover,
as Ω is bounded and Σ and ∂Ω are of class C2 and do not intersect, the semigroup
as well as the resolvent of A are compact. Therefore, the spectrum of A consist
only of eigenvalues of finite algebraic multiplicity, and is independent of p. So we
only need to consider p = 2. If z is an eigenvalue of A with eigenfunction u �= 0,
the usual energy argument yields

z|u|2L2
=

∫
Ω

aij∂ju ∂iu dx,

we see that z must be real, and employing uniform strong ellipticity,

z|u|2L2
≥ c|∇u|2L2

,
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hence z ≥ 0. If z = 0 then ∇u = 0 in Ω hence u is constant, as Ω is connected,
and u has no jump across Σ, and so u = 0. This shows that 0 ∈ ρ(A).

We now may proceed as follows. Solve the problem

(η +A(x,∇x))u = 0 in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] = 0, u = g on Σ,

and denote the solution by uη = Tηg. The Dirichlet-to-Neumann operator for
this problem is given by Sd,ηg = [[B(x,∇x)Tηg]]. Then we define Aη in X0 :=

W
1−1/p
p (Σ) by means of

Aηh = Sd,ηC(x,∇Σ)h, X1 := D(Aη) = W 4−1/p
p (Σ). (6.84)

It is clear that (6.82) with η = 0, and (fu, g) = 0 is equivalent to the evolution
equation

∂th+ ωh+A0h = fh, t > 0, h(0) = h0.

We can easily show that −A0 generates an analytic C0-semigroup with maximal
Lp-regularity, the Mullins-Sekerka semigroup. In fact, for this purpose note that
by Theorem 6.6.4, Aη has maximal Lp-regularity for η large. Now we have the
identity

T0g = Tηg + η(η +A)−1T0g,

which follows from

η(η +A)−1T0g = (η +A)(η +A)−1T0g −A(η +A)−1T0g

= T0g − (η +A)−1A(T0g − Tηg)−A(η +A)−1Tηg

= T0g + (η +A)−1A(x,∇x)Tηg −A(η +A)−1Tηg

= T0g − (η +A)(η +A)−1Tηg.

Hence,

A0 = Sd,0C(x,∇Σ) = Aη + η[[B(x,∇x)]](η +A)−1T0C(x,∇x).

As the second term is a compact perturbation of the first one, the claim follows.
We summarize these considerations.

Corollary 6.6.5. The Mullins-Sekerka operator A0 defined above is the negative
generator of an analytic C0-semigroup e−A0t, the Mullins-Sekerka semigroup, with

maximal Lp-regularity in the base space X0 = W
1−1/p
p (Σ) and domain X1 =

D(A0) = W
4−1/p
p (Σ).

We note thatA0 is a pseudo-differential operator of order three. The spectrum
of this operator will be considered in Chapter 12.
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6.7 The Linearized Verigin Problem

The following linear problem arises as the linearization of the Verigin problem. It
can be treated analytically in the same way as the linearized Stefan problem with
surface tension. Therefore we will keep this section quite short. For the formulation,
as in the previous section, let Ω ⊂ Rn be a bounded domain with boundary ∂Ω of
class C2. Ω consists of two parts, Ω1 and Ω2 such that Σ = ∂Ω1 does not touch
∂Ω. We assume that the hypersurface Σ is a C3-manifold in Rn. Consider

(∂t + ω +A(x,∇x))u = fu in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] + C(x,∇Σ)h = g on Σ,

[[B(x,∇x)u]] = 0 on Σ,

(∂t + ω)h− B(x,∇x)u = fh on Σ,

u(0) = u0 in Ω, h(0) = h0 on Σ.

(6.85)

Here ω ≥ 0, A(x,∇x) = −div(a(x)∇), B(x,∇x) = −(ν(x)|a(x)∇x) and
C(x,∇Σ) = −divΣ(c(x)∇Σ) are differential operators with a ∈ C1

ub(Ω \Σ;B(Rn)),
c ∈ C3(Σ;B(TΣ)), where a and c are both symmetric and uniformly positive def-
inite. The coefficients of A are allowed to jump across the interface Σ. The unit
normal ν(x) at x ∈ Σ is pointing from Ω1 into Ω2.

The main result for this problem in the Lp-setting, 3 < p < ∞, is the
following.

Theorem 6.7.1. Let p > 3 and 1 ≥ μ > 1/2 + 3/2p. There exists ω0 ∈ R such that
for each ω ≥ ω0, problem (6.85) admits exactly one solution (u, h) in the class

u ∈ H1
p,μ(R+;Lp(Ω)) ∩ Lp,μ(R+;H

2
p (Ω \ Σ)) =: Eu,

h ∈ W 3/2−1/2p
p,μ (R+;Lp(Σ)) ∩W 1−1/2p

p,μ (R+;H
2
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)) =: Eh,

if and only if the data (fu, g, fh, u0, h0) are subject to the following conditions:

(a) fu ∈ Lp,μ(R+;Lp(Ω)) =: Fu;

(b) g ∈ W
1−1/2p
p,μ (R+;Lp(Σ)) ∩ Lp,μ(R+;W

2−1/p
p (Σ)) =: F;

(c) fh ∈ W
1/2−1/2p
p,μ (R+;Lp(Σ)) ∩ Lp,μ(R+;W

1−1/p
p (Σ)) =: Fh;

(d) u0 ∈ W
2μ−2/p
p (Ω \ Σ), h0 ∈ W

2+2μ−3/p
p (Σ);

(e) [[u0]] + C(x,∇Σ)h0 = g(0), B(x,∇x)u0 + fh(0) ∈ W
4μ−2−6/p
p (Σ),

[[B(x,∇x)u]] = 0, B(x,∇x)u0 = 0 on ∂Ω.

The solution map is continuous between the corresponding spaces.

There is no need to discuss the solution spaces, as they are the same as in the
previous section, similar reductions are available, and the process of localization
will also be the same. Therefore we will concentrate on the model problem.
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7.1 The Boundary Symbol
In this subsection we consider the constant coefficient case in Ω = Rn with flat
interface Σ = Rn−1 × {0} = Rn−1, for short. This means that we consider the
problem which is already in reduced form

(∂t + ω +A(∇x))u = 0 in R̂n,

[[u]] + C(∇Σ)h = 0 on Rn−1,

[[B(∇x)u]] = 0 on Rn−1,

(∂t + ω)h− B(∇x)u = fh on Rn−1,

u(0) = 0 in R̂n, h(0) = 0 on Rn−1.

(6.86)

As in the previous section, it is convenient to replace the variable x ∈ Rn by
(x, y) ∈ R̂ := Rn−1 × Ṙ, which means that we split into the tangential variables x
and the normal variable y.

Taking Laplace transform in time and Fourier transform in the tangential
variables we obtain the problem

(λ+ a(ξ, ξ))ũ− 2ia(ξ, ν)∂yũ− a(ν, ν)∂2
y ũ = 0, y > 0,

[[ũ]] + C(ξ)h̃ = 0, y = 0,

[[a(ν, ν)∂yũ+ ia(ξ, ν)ũ]] = 0, y = 0,

λh̃+ (a(ν, ν)∂yũ+ ia(ξ, ν)ũ) = f̃h, y = 0,

(6.87)

where, as before, the tilde indicates Laplace transform in t with co-variable τ ,
λ = τ + ω, and Fourier transform in the tangential variable x with co-variable
ξ, and ν = en is the normal at the interface. Note that the coefficients of A(∇x)
may jump across the interface. As the forms ak, k = 1, 2, defining A(∇x) are real
symmetric and positive definite, and given uΣ = C(ξ)h̃, we may solve the equations
in the region y �= 0 to the result

ũ(y) = e−yr2(λ,ξ)u2
Σ, y > 0, and ũ(y) = eyr1(λ,ξ)u1

Σ, y < 0,

where uk
Σ denote the unknown boundary values of u in Ωk. The symbols rk, k =

1, 2, are defined as in Section 6.6.3. The interface conditions imply

u2
Σ − u1

Σ = −C(ξ)h̃,

and with the notation

nk(λ, ξ) =
√
(λ+ ak(ξ, ξ))ak(ν, ν)− ak(ξ, ν)2,

the second interface condition reads

n1(λ, ξ)u
1
Σ + n2(λ, ξ)u

2
Σ = 0.
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For the equation on the boundary this yields

s(λ, ξ)h̃ = f̃h, with s(λ, ξ) = λ+ C(ξ) n1(λ, ξ)n2(λ, ξ)

n1(λ, ξ) + n2(λ, ξ)
. (6.88)

As the harmonic mean n1n2/(n1 + n2) = 1/(1/n1 + 1/n2) is leaving each sector
Σθ, θ ≤ π/2, invariant we may conclude as in Section 6.6.3 that the symbol

m(λ, ξ) :=
λ+ |ξ|2

√
λ+ |ξ|2

s(λ, ξ)

is bounded from above and below even on a larger set λ ∈ Σπ/2+ε, ξ ∈ Σn−1
ε ∪

−Σn−1
ε , and as in Section 6.6.3 this proves the assertion for the case of constant

coefficients and flat interface. Note that the essential symbol of the Verigin problem
is the same as that for the Stefan problem considered in the previous section.

7.2 The Verigin Semigroup
As problem (6.85) is a linear well-posed system of differential equations there
should be an underlying semigroup. This semigroup can be constructed in a similar
way as the Stefan semigroup in the previous section.

Theorem 6.7.2. Let p > 3 and 1 ≥ μ > 1/2 + 3/2p. There exists ω0 ∈ R such that
for each ω ≥ ω0, Problem (6.85) admits exactly one solution (u, h) in the class

u ∈ H1
p,μ(R+;Lp(Ω)) ∩ Lp,μ(R+;H

2
p (Ω \ Σ)) =: Eu,

B(x,∇x)u ∈ Lp,μ(R+;W
2−2/p
p (Σ)),

h ∈ H1
p,μ(R+;W

2−2/p
p (Σ)) ∩W 1−1/2p

p,μ (R+;H
2
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)),

if and only if the data (fu, g, fh, u0, h0) are subject to the following conditions:

(a) fu ∈ Lp,μ(R+;Lp(Ω)) =: Fu;

(b) g ∈ W
1−1/2p
p,μ (R+;Lp(Σ)) ∩ Lp,μ(R+;W

2−1/p
p (Σ)) =: F;

(c) fh ∈ Lp,μ(R+;W
2−2/p
p (Σ)) =: Fh;

(d) u0 ∈ W
2μ−2/p
p (Ω \ Σ), h0 ∈ W

2+2μ−3/p
p (Σ);

(e) [[u0]] + C(x,∇Σ)h0 = g(0).

The solution map is continuous between the corresponding spaces.

Proof. The proof of this result involves similar ideas as the proof of Theorem 6.6.1
and we will hence skip the details. �

By means of Theorem 6.7.2, we may define the Verigin semigroup in X0 in

the following way. We set z = [u, h]T, X1 = H2
p (Ω \ Σ) ×W

4−1/p
p (Σ), and define



306 Chapter 6. Elliptic and Parabolic Problems

an operator A in X0 = Lp(Ω)×W
2−2/p
p (Σ) by means of

A =

[
A(x,∇x) 0
B(x,∇x) 0

]
, (6.89)

D(A) = {z ∈ X1 :B(x,∇x)u = 0 on ∂Ω, [[u]] + C(x,∇Σ)h = 0 on Σ,

B(x,∇x)u ∈ W 2−2/p
p (Σ)}.

Then (6.85) for g = 0 is equivalent to the abstract evolution equation

ż +Az = f, t > 0, z(0) = z0, (6.90)

where we employed the abbreviations z0 = [u0, h0]
T and f = [fu, fh]

T. Maximal
Lp-regularity of (6.90) is equivalent to maximal Lp-regularity of (6.85) for g = 0
in the modified setting. Theorem 6.7.2 and Proposition 3.5.2 then imply that −A
is the generator of an analytic C0-semigroup with maximal Lp-regularity. This
completes the construction of the Verigin semigroup.

In the same way as in the previous section, employing the semigroup this
yields that the lower bound of ω is the spectral bound ω0 = s(−A).

7.3 The Linearized Muskat Problem
In this subsection we consider the quasi-steady problem

(η +A(x,∇x))u = fu in Ω \ Σ,
B(x,∇x)u = 0 on ∂Ω,

[[u]] + C(x,∇Σ)h = g on Σ,

[[B(x,∇x)u]] = 0 on Σ,

(∂t + ω)h− B(x,∇x)u = fh on Σ,

h(0) = h0 on Σ.

(6.91)

The main result for this problem in the Lp-setting, 3 < p < ∞, is the
following.

Theorem 6.7.3. Let p ∈ (1,∞) and 1 ≥ μ > 1/p. There exists ω0, η0 ∈ R such that
for each ω > ω0, η > η0, Problem (6.91) admits exactly one solution (u, h) in the
class

u ∈ Lp,μ(R+;H
2
p (Ω \ Σ)) =: Eu,

h ∈ H1
p,μ(R+;W

1−1/p
p (Σ)) ∩ Lp,μ(R+;W

4−1/p
p (Σ)) =: Eh,

if and only if the data (fu, g, fh, h0) are subject to the following conditions:

(a) fu ∈ Lp,μ(R+;Lp(Ω)) =: Fu;

(b) g ∈ Lp,μ(R+;W
2−1/p
p (Σ)) =: F;

(c) fh ∈ Lp,μ(R+;W
1−1/p
p (Σ)) =: Fh.

(d) h0 ∈ W
1+3μ−4/p
p (Σ);

The solution map is continuous between the corresponding spaces.
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Proof. This result is proved in the same way as Theorem 6.7.1. �

We are interested in the parameters η and ω. For this purpose we define the
operator A in X = Lp(Ω) by means of

Au(x) = A(x,∇x)u(x), x ∈ Ω \ Σ, (6.92)

D(A) = {u ∈ H2
p (Ω \ Σ) : B(x,∇x)u = 0 on ∂Ω, [[B(x,∇x)u]] = [[u]] = 0 on Σ}.

As A is uniformly strongly elliptic by assumption, Theorem 6.5.1 shows that −A is
the generator of an analytic C0-semigroup e−At with maximal Lp-regularity. The
semigroup as well as the resolvent of A are compact. Therefore the spectrum of
A consists only of eigenvalues of finite algebraic multiplicity, which do not depend
on p. By the energy argument, we obtain σ(A) ⊂ R+. However, in contrast to the
case of the linearized Mullins-Sekerka problem, here 0 is an eigenvalue of A, it is
algebraically simple and spanned by the function e which is constant 1, e ⊥ R(A)
as the divergence theorem shows. To circumvent this difficulty in the construction
of the Muskat semigroup, we observe that in Theorem 6.7.3 the solution u has
mean value 0 if fu has this property. So instead of X = Lp(Ω) we employ

X = Lp,0(Ω) = {u ∈ Lp(Ω) : (u|e)Ω = 0}.

This removes 0 from the spectrum of A. Then we proceed as in Section 6.6.6 to
construct the Muskat operator as follows.

Define the Muskat operator A0 in X0 := W
1−1/p
p (Σ) with help of the

Dirichlet-to-Neumann operator Sn by means of

A0h = SnC(x,∇Σ)h, X1 := D(A0) = W 4−1/p
p (Σ). (6.93)

Then it is obvious that (6.91) with η = 0, and (fu, g) = 0 is equivalent to the
evolution equation

∂th+ ωh+A0h = fh, t > 0, h(0) = h0.

As for the Mullins-Sekerka case, we can show that −A0 generates an analytic
C0-semigroup with maximal Lp-regularity.

Corollary 6.7.4. The Muskat operator A0 defined above is the negative gener-
ator of an analytic C0-semigroup e−A0t, the Muskat semigroup, with maximal

Lp-regularity in X0 = W
1−1/p
p (Σ) and domain X1 = D(A0) = W

4−1/p
p (Σ).

The spectrum of this operator will be considered in Chapter 12.

Appendix

The Triebel-Lizorkin spaces Fα
pq(R;E) and 0F

α
pq,μ(R+;E) for α ∈ (0, 1), p, q ∈ (1,∞),

and 1/p < μ ≤ 1 can be characterized as follows.
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Lemma 6.7.5. Let 1 < p, q < ∞, 1/p < μ ≤ 1, α ∈ (0, 1), and suppose E is a Banach
space of class HT . Define B = (∂t)

α in Lp,μ(R+;Lq((0, 1);E)) with domain D(B) =

0H
α
p,μ(R+;Lq((0, 1);E)).

Then, for any g ∈ Lp,μ(R+;E),

w := e−Byg ∈ 0H
α
p,μ(R+;Lq((0, 1);E))

if and only if g ∈ 0F
α(1−1/q)
pq,μ (R+;E).

The same result is valid for the whole line case, i.e.,

w ∈ Hα
p (R;Lq((0, 1);E)) ⇔ g ∈ Fα(1−1/q)

pq (R;E).

These results hold for R+ instead of (0, 1) if we replace ∂α
t by (ω+∂t)

α, for some ω > 0.

Actually, we might have taken the assertion of this lemma for the whole line case
as a definition for the vector-valued spaces Fα

pq(R;E). However, to draw the connection
with the definition of Fα

pq given in Triebel [284], we add a proof. Observe that

u ∈ 0F
α
pq,μ(R+;E) ⇔ t1−μ

+ u ∈ Fα
pq(R;E),

where t1−μ
+ = max{t1−μ, 0}. Therefore we may concentrate on the whole line case, and

we restrict to the case ω = 0.

Proof. For E = C, Theorem 2.4.1 of [284] proves Lemma 6.7.5 with the choices
φ(x) = (ix)αe−(ix)α and φ0(x) = 1, s0 = 0, s1 = α. The proof given there car-
ries over to the vector-valued case since E is assumed to be of class HT , provided
α > a > 1/min{p, q}. For general p, q ∈ (1,∞) Theorem 2.4.1 of [284] does not apply
since the moment condition (8) in that reference does not hold.

To see sufficiency of the condition in the general case, assume that w0 := Be−Byg ∈
Lp(R;Lq((0, 1);E)). Using maximal regularity we solve successively the problems

∂ywk +Bwk = Bwk−1, wk|y=0 = 0,

to obtain
Bwk = ykBk+1e−yBg ∈ Lp(R;Lq((0, 1);E)), k ∈ N0.

Now we have with the variable transformation y = τα

∫ 1

0

|ykBk+1e−yBg|qE dy = α

∫ 1

0

τ−qα(1−1/q)|(ταB)k+1e−(ταB)g|qE
dτ

τ

= α

∫ 1

0

τ−qα(1−1/q)|φ(τD)g|qE
dτ

τ
,

where we used the notation in [284], Section 2.4.1, with φ(ξ) = (iξ)α(k+1)e−(iξ)α . It is
not difficult to check that the relevant conditions (7) and (9) are valid for all k ∈ N0 with
s0 = 0. On the other hand, (8) holds in case αk ≥ 1. In fact, the inverse Fourier transform
pk+1(t) of φ(iξ), with contour Γ = e−iθ(∞, 0]∪eθ[0,∞), θ ∈ (π/2, π), αθ < π/2, becomes

pk+1(t) =
1

2πi

∫
Γ

zαk+1e−zαezt dz, t ≥ 0.
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Note that the support of pk+1 is contained in R+, thanks to holomorphy. This formula
is valid for all α(k + 1) > −1, and it implies that pk+1(t) is bounded and behaves
asymptotically like t−(1+α(k+1)) as t → ∞. Therefore (1 + ta)pk+1 ∈ L1(R+) if and
only if a < α(k + 1). Choosing s1 = α and 1/min{p, q} < a < 1, and k ≥ 1/α, the

vector-valued version of Theorem 2.4.1 of [284] implies g ∈ F
α(1−1/q)
pq (R;E).

For the converse statement we need to choose k = 0. Since the critical condition
(8) does not hold, we have to modify Steps 1 and 4 of the proof of Theorem 2.4.1 of
[284], the only places where (8) is used. We concentrate on the modification of Step 1,
and employ the notation used there. Let s = α(1 − 1/q) and fix a resolution of unity
{ρj}j∈N0 in the sense of [284] Section 2.3.1. Then by definition, g ∈ 0F

s
pq(R;E) if and

only if
(2sjρj(D)g)j∈N0 ∈ Lp(R; lq(N0;E)).

Now we have as in [284], proof of Theorem 2.4.1, Step 1

2jsF−1Lp1(2−jiξ)F =
∞∑

l=−∞
2jsF−1Lp1(2−jiξ)ρl+j(ξ)Fg.

Here L denotes the Laplace transform. Splitting the sum into two parts, we have to
estimate in Step 1 the part running from l = −∞ to l = k. We write

2jsF−1Lp1(2−jiξ)ρl+j(ξ)Fg

= 2αl/qF−1Lp0(2−jiξ) · (2−(j+l)iξ)αχ(2−(j+l)ξ) · 2s(j+l)ρj+lFg,

where χ(r) denotes a cut off function which is 1 on |r| ≤ 2. Since
∑k

l=−∞ 2αl/q < ∞, it
suffices to estimate

F−1Lp0(2−jiξ) · (2−(j+l)iξ)αχ(2−(j+l)ξ) · 2s(j+l)ρj+lFg

in Lp(R; lq(N0;E)), uniformly w.r.t. l. By assumption we have

|(2s(j+l)F−1ρj+lFg)j≥0|Lp(R;lq(N0;E)) ≤ |g|Fs
pq(R+;E),

hence its is enough to show that the sequences (Lp0(2−jiξ))j∈N0 and
((2−(j+l)iξ)αχ(2−(j+l)ξ))j∈N0 define Fourier multipliers for Lp(R; lq(N0;E)) with
bounds independent of l.

For the first sequence, observe that Lp0(λ) = e−λα

is completely monotonic, hence
p0(t) is nonnegative and integrable with integral equal to 1, i.e., p0 is a probability
density. Therefore, the operator defined by the first sequence is given by

(T1f)j(t) = 2jp0(2j ·) ∗ fj(t), t > 0, j ∈ N0.

Thus we obtain
|(T1f)j(t)|E ≤ M |fj |E(t), t > 0, j ∈ N0,

where M denotes the usual maximal operator. Since M is bounded in Lp(R; lq(N0)), the
assertion follows for the first sequence, i.e., T1 is bounded in Lp(R; lq(N0;E)).

The second sequence is treated in a similar way. We write

(iξ)αχ(ξ) =
(iξ)α

(1 + iξ)2
+

(iξ)α

(1 + iξ)2
(χ(ξ)− 1) +

(iξ)1+α(2 + iξ)

(1 + iξ)2
χ(ξ).
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The first term belongs to the Hardy space H∞(C+) and its derivative belongs to H1(C+),
therefore by Hardy’s inequality it is the Laplace transform of a function k1 ∈ L1(R+). The
second and the third terms belong to L2(R) as well as their derivatives, hence by means
of Bernstein’s theorem they are Fourier transforms of functions kj ∈ L1(R), j = 2, 3.
This shows that (iξ)αχ(ξ) = Fk(ξ), for some k ∈ L1(R). Now we may argue as before
to see that also the second sequence defines a bounded operator T2 in Lp(R; lq(N0;E)),
with bound independent of l. This completes the proof of Lemma 6.7.5. �
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