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Abstract. Although the excellent representation ability of improved
Dense Trajectory (iDT) based features for action video had been proved
on several action datasets, the performance of action recognition still suf-
fers from large camera motion of videos. In this paper, we improve the
iDT method by advancing a novel salient region boundary based dense
sampling strategy, which reduces the number of trajectories while pre-
serves the discriminative power. We first implement the iDT sampling
based on motion boundary image, then introduce a global contrast based
salient object segmentation method in interest points sampling step of
action recognition. To overcome the flaws of global color contrast-based
salient region sampling, we apply morphological gradient to generate a
more robust mask for sampling dense points, as motion boundaries are
much clearer. To evaluate the proposed method, we conduct extensive
experiments on two benchmarks including HMDB51 and UCF50. The
results show that our sampling strategy can improve the performance of
action recognition with minor computational cost of mask production. In
particular, on the HMDB51 dataset, the improvement over the original
iDT result is 3 %. Meanwhile, any other dense features of action recogni-
tion can achieve more competitive performance by utilizing our sampling
strategy and Fisher vector encoding method simply.

Keywords: Salient region boundary · Sampling strategy · Action rep-
resentation · Improved dense trajectories

1 Introduction

Human action recognition, as an important biometric technology, has become
an active research topic for decades due to their wide applications in video
surveillance, video understanding, etc. Researchers used to focus on simple
datasets [1,2] collected from controlled experimental settings. As the increasing
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Fig. 1. Comparison of proposed approach (iDT-RCB) to traditional approach (iDT)
for action recognition. Points sampled by iDT-RCB are more effective than iDT. Green
trajectories indicate the sampled points have been tracked for fixed length of frames
(Color figure online).

demand for understanding the content of real world video, action recognition
still remains a challenging task on realistic data sets, which were collected from
movies [3], web videos [4–6], etc. The diversity of realistic video data has resulted
in significant challenges due to camera motion, viewpoint changes, occlusion,
intra-class variations, complex background, etc.

How to represent human action in these realistic videos has been a funda-
mental problem in action recognition. By far, local space-time features [7–13]
were shown to be successful on these datasets. Laptev [7] extracted space-time
interest points (STIP) by extending the Harris detector from image to video.
Dollar et al. [8] used 2D spatial Gaussian and 1D temporal Gabor filters to
develop salient interest points in video. Willems et al. [9] applied the scale-space
theory and Hessian matrix to detect interest points. Kläser et al. [10] proposed
a HOG3D descriptor based on 3D-gradients. Sun et al. [11] modeled hierarchical
spatio-temporal context via SIFT-based Trajectory. Wang et al. [12] sampled
interest points on dense grid in each frame, and tracked them based on dense
optical flow.

Among the state-of-the-art local space-time features, improved dense trajec-
tories [13] have been shown to perform best on various datasets. The main idea is
to remove camera motion from optical flow by homographic matrix, and explore
the Fisher vector as a feature encoding approach. A large set of evaluations was
presented to demonstrate the excellent performance of this feature. However, the
iDT based representation is expensive in memory storage and computation due
to the large number of densely sampled points.

In this paper, we develop a salient Region-based Contrast Boundary sampling
strategy named iDT-RCB to refine improved dense trajectory approach. We start
from densely sampled points on grid in each frame, and separate a large-scale
region from its surroundings by a global contrast based method. Then we perform
Morphological Gradient to construct a spatial saliency map with region bound-
ary, and remove those sampled points which have no overlaps with foreground in
the mask. The iDT-RCB is motivated by the fact that the trajectories on motion
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boundary are the most meaningful ones. This is also inspired by DT-MB based
sampling strategy [14] and the high performance of the MBH descriptor [23].
Under the control of our sampling method, the action representation can be
focused on the most effective IDTs.

2 Methodology

In this section, we first briefly review the iDT features [13] including three steps:
dense sampling, point tracking and trajectory estimating. We also illustrate the
principle of motion boundary sampling method, then implement the improved
dense trajectories sampling based on motion boundary.

2.1 Improved Dense Trajectories

Dense trajectories approach [12] densely sample feature points on a grid in each
frame spaced by W pixels. If the eigenvalues of the auto-correlation matrix are
very small, it is impossible to track any point in homogeneous image areas. Hence
the DT approach sets a threshold T on the eigenvalues for each frame I as:

T = 0.001 × max
i∈I

min(λ1
i , λ

2
i ), (1)

where (λ1
i , λ

2
i ) are the eigenvalues of point i in the image I. Experiments showed

that a value of 0.001 represents a good compromise between saliency and density
of the sampled points. The sampled points are tracked through the video for L
=15 frames. Then they are removed and replaced by new interest points.

For each frame It, its dense optical flow field ωt = (ut, vt) is computed w.r.t.
the next frame It+1, where ut and vt are the horizontal and vertical components
of the optical flow. Given a point Pt = (xt, yt) in frame It, its tracked position
in frame It+1 is smoothed by applying a median filter on ωt:

Pt+1 = (xt+1, yt+1) = (xt, yt) + (M ∗ ωt)|(xt,yt), (2)

For each point, there are no feature points matching between every two
frames, as the trajectory is only predicted by the points position in consecu-
tive frames and the computed optical flow.

The improved dense trajectories approach samples and tracks feature points
the same way as dense trajectories, but improve the dense trajectory by explicit
camera motion estimation. The iDT approach utilizes human detector as a mask
to remove feature matches on humans, the rest matches extracted from consecu-
tive frames are applied to estimate the homography. Then iDT warps the second
frame with the estimated homography and re-computes dense optical flow. HOF
and MBH descriptors are computed on the warped optical flow. The homography
and warped optical flow are estimated for every two frames.

For each trajectory, its shape is described by a sequence (ΔPt, ...,ΔPt+L−1)
of displacement vectors ΔPt = Pt+1 −Pt = (xt+1 −xt, yt+1 −yt). If the maximal
displacement of the trajectory vectors is less than a threshold, the trajectory is
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considered to camera motion and will be removed. Due to the spatial neighbor-
hood information and temporal motion properties of dense sampled points, the
iDT method matches the visual fixation of video representation very well. Hence,
iDT can always outperform DT, STIP and dense cuboids. The video frame and
iDT sampling trajectories are illustrated in the 1st column of Fig. 2 respectively.

2.2 Motion Boundary Based Sampling

Although the iDT is benefited from the camera motion compensation, the per-
formance of action recognition still suffers from the large camera movements.
The truth is that most of challenging action datasets contains lots of camera
motion, for example, HMDB51 has 59.9 % videos including camera motion [5].
Hence, we should study how to improve dense trajectories approaches.

Among the approaches improving dense trajectories, Vig et al. [15] uses
saliency-mapping algorithms to prune background features. Wang et al. [16]
extracts video patches only from human body regions instead of the whole
videos, it only works well on those action videos including simple background. Shi
et al. [17] explores sampling over high density with local spatio-temporal features
extracted from a Local Part Model, but its sampling process cost a lot of time.
Jain et al. [18] decomposes visual motion into dominant and residual motions,
and designs a new descriptor to capture additional information on the local
motion patterns. Jiang et al. [19] clusters dense trajectories, and use the cluster
centers as reference points so that the relationship between them can be mod-
eled. Ballas et al. [20] does not use saliency information to sample features but
to pool them. Simonyan et al. [21] propose a two-stream ConvNet architecture
which incorporates spatial and temporal networks.

All approaches mentioned above cannot solve the problem of reducing irrel-
evant trajectories caused by large camera movements. Therefore, we focus on
discovering points need to be tracked. Unlike the Dense Trajectories based
on Motion Boundary (DT-MB) sampling method [14], we implement improved
Dense Trajectories sampling based on Motion Boundary (iDT-MB) to save mean-
ingful points. We follow [14] to create the mask named Motion Boundary Image
(MBI) by Otsus algorithm, and retain the regions with motion boundary fore-
grounds. The magnitude of each position in MBI is calculated as

MBI(i, j) = Otsu(max( 2
√

Iu
u ∗ Iu

u + Iu
v ∗ Iu

v , 2
√

Iv
u ∗ Iv

u + Iv
v ∗ Iv

v )), (3)

where Iu, Iv denote images containing the u (horizontal) and v (vertical) com-
ponents of optical flow, Iω = (Iu, Iv) denote the 2D flow image (ω = (u, v)),
e.g., Iu

v = d
dv Iu is the v -derivative of the u component of optical flow.

The MBI is a middle result of iDT, so we do not need to add complexity.
Note that iDT-MB can save fewer trajectories than DT-MB because of the dif-
ference between iDT and DT. The 4th column of Fig. 2 exhibits an MBI and
the trajectories from historical points by iDT-MB. The detailed comparisons of
complexity and performance are given in Sect. 4.
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Fig. 2. Visualization of iDT, iDT-RC, iDT-RCB and iDT-MB sampling strategies for 4
actions. Compared to iDT, iDT-RCB is more robust to salient regions, in particular at
shot boundaries (see 3rd column). iDT-RC can also handle salient regions, but it cannot
capture the salient boundaries accurately. iDT-MB can reduce irregular motions, but
it is not stable.
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3 Our Approach

In this section, we introduce a Global Contrast based Salient Region Detection
Algorithm in interest points sampling step of action recognition. We also explain
why this method does not perform well in points sampling, then we present our
new sampling strategy based on Salient Region Boundary in details.

3.1 Global Contrast Based Salient Region Sampling

A limitation of iDT-MB is that many trajectories are not in the foreground
area, as iDT approach only considers salient points on dense grid of each frame,
not the whole salient region of image. Meanwhile, the iDT-MB method is not
stable since the motion boundaries are significantly influenced by the threading
on gradient variation of optical flow. See the 4th column of Fig. 2(a), it shows the
effective sampling example, but fail to capture the meaningful ones in Fig. 2(b)
and Fig. 2(d) due to the unstable performance of MBI threading. Another worse
result is given in the 4th column of Fig. 2(c), nothing is left in some cases.

To highlight the salient regions for action representation, we take into account
the human detection algorithm. Unfortunately, even the state-of-the-art human
detector cannot work well on action video datasets [13]. Furthermore, the salient
region may be not in human body area but other objects, like the oars are more
attractive in rowing action, see the 2nd column of Fig. 2(a). Hence, in order to
find out the attractive salient regions, we propose a sampling method for applying
the state-of-the-art salient region detection algorithm on improved dense trajec-
tories. It is implemented by the iDT sampling based on salient Region-based
Contrast (iDT-RC). This is partly inspired by Global Contrast based Salient
Region Detection [22].

The main idea of iDT-RC is to automatic estimate salient object regions
across every frame, enhances iDT sampling method without any prior knowledge
of the video content. The iDT-RC sampling includes three steps:

(a) We first use a graph-based image segmentation method [22] to cut every frame
into regions, and build the color histogram for each region. For a region rk,
we assign its saliency value by measuring its color contrast to other regions:

S(rk) =
∑

rk �=ri

w(ri)Dr(rk, ri), (4)

where w(ri) is the weight of region defined by the number of pixels in ri, and
Dr(rk, ri) is the color distance metric between regions rk and ri.

(b) We further incorporate spatial information by introducing a spatial weighting
term in Eq. (4) to increase the effects of closer regions and decrease the effects
of farther regions. Specifically, for any region rk, the spatially weighted region
contrast based saliency is

S(rk) =
∑

rk �=ri

exp(−Ds(rk, ri)
σ2

s

)w(ri)Dr(rk, ri), (5)
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Fig. 3. RCB-map using Morphological Gradient is more robust than RC-map and MBI
for salient region segmentation in action videos.

where Ds(rk, ri) is the spatial distance between the two regions, σs controls
the strength of spatial distance weighting.

(c) To save the useful interest points in every frame, we follow the RC-map [22]
approach to get a segmentation mask, and apply the estimated salient mask
to iDT sampling method. Those interest points sampled by the iDT-RC but
not in global contrast based salient regions will be deleted.

3.2 Optimization with Salient Region Boundary

However, the iDT-RC combined iDT with salient regions straightly does not per-
form well in points sampling. Several reasons may account for this issue: Firstly,
the Global Contrast based Salient Region Detection, which uses image contrast
under the assumption that a salient object exists in an image, aim to model
saliency for image pixels using color statistics of the input image. Hence, the RC-
map approach does not always work perfectly, it will get some unexpected masks
due to its global color contrast, see the 2nd column of Fig. 2(c). Secondly, some-
times the salient region generated by RC-map is too limited to track enough inter-
est points for representing an action, the discriminative ones may be not saved, see
the 2nd column of Fig. 2(a). Last but not the least, not all trajectories from salient
regions may lead to valid trajectories, the performance of the codebook is influ-
enced by the noise trajectory samples. Therefore, in order to handle the issue men-
tioned above, we propose another iDT sampling method based on salient Region
Boundary named iDT-RCB. Unlike [15–18], our iDT-RCB sampling strategy con-
strains the sampled points on salient region boundaries in the sampling step. We
use two iterations of the Morphological Gradient on RC-map to generate a robust
RCB-map. The Morphological Gradient can be expressed as

RCBmap = morphgrad (RCmap) = dilate (RCmap) − erode (RCmap), (6)
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The proposed iDT-RCB sampling process is described below in detail.

Algorithm 1. iDT-RCB Sampling Procedure
Input:

V ideo Frames = {I1, I2, ..., IN};
Output:

V alid Trajectories = Tr1, T r2, ..., T rM ;

1: Initialize the sampling parameters
2: for i = 1 to N do
3: generate the RCB-map by using two iterations of Eq. (6)

4: P
(1)
j ⇐ denseSample(greyIi, RCB-map) for each scale. Tr

(1)
j ⇐ P

(1)
j

5: ωi ⇐ compute dense optical flow by Farnebäck algorithm
6: matchesi ⇐ matchFromSurfandF low(greyIi, ωi, RCB-map)
7: Hi ⇐ findHomography(matchesi−1, matchesi, RANSAC)
8: warp the second frame with Hi

9: ω
′
i ⇐ re-compute dense optical flow by warped second frame

10: predict the motion of P
(t+1)
j by using ω

′
i and Eq. (2)

11: Trj ⇐ {P
(1)
j , P

(2)
j , ..., P

(t)
j , P

(t+1)
j , ..., P

(L)
j }

12: if Trj is valid &&Trj is not camera motion then
13: V alid Trajectories ⇐ Trj
14: end if
15: end for

where P
(1)
j denote the first position of the j -th sampled point. Points from P

(1)
j

to P
(L)
j of subsequent L frames are concatenated to form the j -th trajectory Trj .
We hold that those points on the salient region boundary are the most dis-

criminative ones. This is indeed partly implied by MBH descriptor [23], Dmask
including narrow strip surrounding the persons contour [24], and motion bound-
ary contour system in neural dynamics of motion perception [25].

Although many action recognition approaches have been developed and
inspiring progresses can achieve advanced levels, our iDT-RCB sampling method
is more effective for large camera motion. It is very suitable for feature extraction
in action videos, see the 3rd column of Fig. 3.

4 Experiments

In this section, we describe the details of extensive experiments to evaluate the
usefulness of the proposed method in action recognition.

4.1 Datasets

We conduct experiments on two action datasets, namely HMDB51 [5] and
UCF50 [6]. Some example frames are illustrated in Fig. 4. We summarize them
and the experimental protocols as follows.
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Fig. 4. Sample frames from HMDB51 (top) and UCF50 (bottom) datasets.

The HMDB51 dataset is collected from a variety of sources ranging from
digitized movies to YouTube videos. There are 51 action categories and 6,766
video sequences in HMDB51. We follow the original protocol using three train-
test splits and perform experiments on the original videos not the stabilized
ones. We report average accuracy over the three splits as performance measure.

The UCF50 dataset has 50 action categories, consisting of real-world videos
taken from YouTube. The actions range from general sports to daily life exercises.
For all 50 categories, the videos are split into 25 groups. For each group, there
are at least 4 action clips. In total, there are 6,618 video clips in UCF50. We
apply the Leave-One-Group-Out Cross Validation for UCF50 dataset and report
average accuracy over the twenty five splits.

4.2 Experimental Setup

In all the following experiments, we densely extract improved trajectories based
on the code from Wang [13]. The iDT-MB is implemented by using the code
from Peng [14]. The iDT-RC and iDT-RCB is partly implemented by using the
code from Wang [13] and Cheng [22].

To recognize actions, we run five feature sampling methods at the same server
cluster with multithreading, follow [13,26] to train a GMM codebook with K =
256 Gaussians based on 256,000 randomly sampled trajectories. The default
parameters of descriptor in the spatio-temporal grid, the size of the volume and
the tracked frames length are the same as [13]. Each trajectory is described by
concatenating HOG, HOF, and MBH descriptors, which is a 396-dimensional
vector. We reduce the descriptors dimension to 200 by performing PCA and
Whitening. Then, each video is represented by a 2DK dimensional Fisher vector
for each descriptor type. Finally, we apply Power L2-normalization to the Fisher
vector. To combine different descriptor types, we concatenate their normalized
Fisher vectors. In our experiments, we choose linear SVM as our classifier with
the implementation of LIBSVM [27]. For multi-class classification, we use the
one-vs-rest approach and select the class with the highest score.

We compare our approach to recent methods [13–21]. The mean run-time of
sampling process and mean number of sampled trajectories are compared to iDT.
The processing speed is reported in frames per second (fps), run at a single-core
Intel Xeon X3430 (2.4 GHz) without multithreading.
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4.3 Results and Analysis

Since the SaliencyCut [22] is an iterative process of using graphcut and GMM
appearance mode, there may be a slight difference in generalized results. How-
ever, its performance still improves, as salient region boundaries are much clearer,
see the 3rd column of Fig. 2. Compared to the baseline (iDT without HD [13]),
we have 3 % improvement on HMDB51 and 1.5 % improvement on UCF50.

Table 1. Comparison of our results (HOG+HOF+MBH) to the state of art. We present
our results for FV encoding without automatic human detection (HD).

HMDB51 UCF50

Peng et al. [14] 49.2 % Reddy et al. [6] 76.9 %

Jain et al. [18] 52.1 % Shi et al. [17] 83.3 %

Simonyan et al. [21] 59.4% Wang et al. [28] 85.7 %

iDT without HD [13] 55.9 % iDT without HD [13] 90.5 %

iDT with HD [13] 57.2 % iDT with HD [13] 91.2 %

iDT-MB 53.3 % iDT-MB 88.4 %

iDT-RC 55.7 % iDT-RC 90.8 %

iDT-RCB 58.9 % iDT-RCB 92.0%

We use the bounding box provided from [13] in iDT sampling with HD. As
the human detector does not always work perfectly, it will miss humans due
to pose or viewpoint changes. Table 1 reports action recognition average accu-
racy compared to other dense trajectories approaches. Our iDT-RCB sampling
method achieves the best result on UCF50. The result on HMDB51 is slightly
decreased than [21], which have used the trained deep Convolutional Networks.

We evaluate the average number of trajectories per video clip and fps within
10 videos randomly selected from each dataset, and the run-time is obtained.
Table 2 illustrates the minor computational cost of iDT-RCB. Fewer trajectories
also can lead to faster speed in the feature encoding process.

Table 2. Comparison of sampled trajectories number and features extraction speed to
iDT [13]. Note that we only randomly select 10 videos from each dataset.

Sampling strategy HMDB51 UCF50

Trajectories/clip fps Trajectories/clip fps

iDT without HD [13] 489,865 3.59 2,383,147 3.90

iDT with HD [13] 492,456 3.60 2,452,230 3.97

iDT-MB 164,643 3.75 911,280 4.36

iDT-RC 263,670 2.81 1,329,635 3.25

iDT-RCB 380,511 2.75 1,737,075 3.16
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5 Conclusion

This paper proposes a novel dense sampling approach named iDT-RC for
improved dense trajectories. We first implement iDT sampling based on MBI,
and applies a salient region contrast based segmentation method in interest
points sampling step. To overcome the flaws of salient region contrast based
method in action recognition, we apply morphological gradient to RC-map for
generating more robust salient mask named RCB-map. The improved sampling
method named iDT-RCB constrains sampled points on the salient region bound-
ary which can improve the performance with minor computational cost. The
comparisons of the sampling strategies demonstrate that salient region bound-
ary information is more effective. Finally, our method improves the performance
of current action recognition systems on two challenging datasets which repre-
sents a good compromise between speed and accuracy.
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