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Abstract. This paper presents a new method to recognize posed and
spontaneous expression through modeling their global spatial patterns
in Restricted Boltzmann Machine (RBM). First, the displacements of
facial feature points between apex and onset facial images are extracted
as features, which capture spatial variations of facial points. Second, the
point displacement related facial events are extracted from its displace-
ments. Third, two RBM models are trained to capture spatial patterns
embedded in posed and spontaneous expressions respectively. The recog-
nition results on both USTC-NVIE and SPOS databases demonstrate the
effectiveness of the proposed RBM approach in modeling complex spa-
tial patterns embodied in posed and spontaneous expressions, and good
performance on posed and spontaneous expression distinction.
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1 Introduction

As we all know, spontaneous expressions convey one’s true feelings, while posed
expressions disguise one’s real emotions. A method to distinguish posed expres-
sions from spontaneous expressions can be used in many areas, including real-life
human-robot communications, healthcare, and security. For example, robots can
be more perceptual by analyzing users’ true emotions through posed and spon-
taneous expressions differentiating technology. Doctors can make a more precise
diagnosis by detecting patients’ genuine pain. Deceptive facial expression recog-
nition can be used by the police for lie detection.

Many nonverbal behavior researches presented the differences between posed
and spontaneous expressions in both spatial and temporal patterns [4-7]. Spa-
tial patterns mainly involve the movements of facial muscles. For example, when
one smiles spontaneously, both the zygomatic major and the orbicularis oculi
should be contracted. However, if a smile is posed, the contraction will only
appear on zygomatic major, but not on orbicularis oculi [5]. The contraction of
zygomatic major is more likely to occur asymmetrically in posed smiles than in
spontaneous ones [6]. Ekman et al. [5,7] claimed that a good way to recognize
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a posed expression from a spontaneous one is to analyze the absence of muscles
movements, since some movements is difficult to make voluntarily [5,7]. Tempo-
ral patterns include the trajectory, speed, amplitude and total duration of onset
and offset. Such as, for posed expressions, the total duration is usually longer
and the onset is more abrupt than spontaneous expressions in most cases [4,5].
For spontaneous expressions, the trajectory appears often smoother than posed
expressions [5].

Motivated by the properties revealed by behavior researches, researchers in
computer vision have begun to pay attention to posed and spontaneous expres-
sions recognition. The first research on posed and spontaneous expression recog-
nition using machine learning method is presented by Cohn and Schmidt [1],
which extracted temporal features, i.e. amplitude, duration, and the ratio of
amplitude to duration, and applied a linear discriminant as classifier for posed
and spontaneous smile recognition. Valstar [18] proposed a posed and spon-
taneous smile recognition method. They studied posed and spontaneous brow
actions using velocity, duration, and the order of occurrence and fused head,
face, and shoulder modalities for the recognition. Littlewort et al. [10] proposed
a real and faked pain expression classification method by feeding the detected
20 facial action units into a classifier. Dibeklioglu et al. [2] used the dynamics
of eyelid, check and lip corner movement to distinguish posed and spontaneous
smile.

However, most computer vision researches only focus on one specific expres-
sion. To the best of our knowledge, only two works [15,20] considered all six
basic expressions (i.e. happiness, disgust, fear, surprise, sadness and anger) for
posed and spontaneous expressions recognition. Zhang et al. [20] used SIFT [3]
and FAP [12] features to investigate the performance of a machine vision sys-
tem for posed and spontaneous expressions recognition of six basic expression on
USTC-NVIE database. Pfister et al. [15] proposed a spatiotemporal local texture
descriptor (CLBP-TOP) and a generic facial expression recognition framework to
differentiate posed from spontaneous expressions from both visible and infrared
images on SPOS database.

Furthermore, most current works applied different classifiers for posed and
spontaneous expression recognition. Few works captured the spatial patterns
embedded in posed and spontaneous expressions explicitly. Thus, we proposed
to use Restricted Boltzmann Machine (RBM) to explicitly model spatial patterns
embedded in both posed and spontaneous expressions respectively. As a graphi-
cal model, RBM can model higher-order dependencies among random variables
by introducing a layer of latent units [11]. It has been widely used to model
complex joint distributions over structured variables such as image pixels.

In this paper, we first extract the facial point displacements between the
apex and the onset facial images. Second, these displacements are discretized to
extract facial point displacement related facial events which are used as inputs
to RBMs. Third, two RBM models are trained from posed and spontaneous
expression samples to capture the spatial patterns embedded in posed and spon-
taneous expressions explicitly. During testing, the label of an unknown sample
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is given by selecting the RBM model that is more likely to have generated its set
of displacements. The recognition results on both USTC-NVIE and SPOS data-
bases demonstrate the effectiveness of the proposed RBM approach in modeling
complex spatial patterns embodied in posed and spontaneous expressions.

2 The Proposed Method

The procedure of our proposed approach is shown in Fig.1, includes features
extraction, and posed and spontaneous expression modeling by RBMs. The
details are described as follows.
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Fig. 1. The framework of our proposed method

2.1 Feature and Facial Events Extraction

First, 27 facial feature points, as shown in the bottom part of Fig. 2, are automat-
ically detected on both the onset and apex expression frames using the algorithm
introduced in [17]. The onset frame is the beginning of the onset phase, which
is similar to the neutral frame here, and the apex frame is the most exagger-
ated expression frame during the apex phase. Both onset and apex frames are
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provided by the databases. Second, the facial region around each facial feature
point is extracted and normalized to 100 x 100, in which the locations of the eyes
and the tip of the nose are fixed. Through the face alignment and normalization,
the facial feature points are robust to different subjects and to moderate face
pose variation.

Then, the displacements of the feature points between the onset frame and
the apex frame are calculated as features. After that, for each facial feature
point, the displacements are discretized with unequal intervals. Each displace-
ment interval represents a certain movement of facial feature points, called as a
facial event here.

Last, facial events are represented as binary codes and used as inputs of
RBMs. The coding rules are as follows: for every facial point, the displacements
of x and y coordinate values of all facial images are computed, respectively.
We assume the movement of facial point ¢ along x coordinate ranging from
xi . to 2l .., and that along y ranging from y’ . to yi . . Let [z¢ . i ]
be discretized into A intervals, and [y% . y¢ | be discretized into B intervals,
then we have A x B different facial events on point i. Accordingly, we use t; =
[log, (A x B)] bit binary code to describe facial events on point i.

2.2 Posed and Spontaneous Expression Modeling Using RBM

In order to model the spatial patterns embodied in posed and spontaneous
expressions, RBM which consists of two layers is used. The first layer of RBM,
v € {0,1}", is visible and represents facial point displacement events. The sec-
ond layer is a latent layer, h € {0,1}"™, applied to capture facial spatial patterns.
Latent layer of RBM is capable of modeling complex joint distribution over vis-
ible layer, i.e. feature point displacement events. In this way, spatial patterns
embodied in posed or spontaneous expressions can be captured in the model.
Figure 2 shows a RBM structure and the facial point displacements events com-
bination patterns captured by an hidden node, i.e. h;.

Since RBM is an undirected graphical model, the total energy of RBM is
defined in Eq. 1.

E<’U,h;9 >= —sziWijh]‘ —Zbﬂ}i—zcj‘hj (1)
i g i j

where § = {W,b, c} are the parameters. W;; are the weight of the connection

between visible node v; and hidden node h; which measures the compatibility

between v; and hj. {b;} and {c;} are the biases of v; and h; respectively.

The distribution over visible units of RBM is calculated by marginalizing over
all hidden units with Eq.2, where Z(6) is the partition function and P(h,v;6)
is joint distribution over hidden nodes and visible nodes. This allows RBM to
capture global dependencies among the visible variables.

Pu:0) = 3" P(h,v;0) = 2222 (Z_(f)(v’ :0) (2)
h
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Fig. 2. RBM structure and the combination patterns of facial point events captured
by hi. t; represents the length of codes for facial point i. At the bottom part, we drew
a facial points distribution map at z — y plane. z coordinate is the average weights
(AW) of visible nodes for each facial point

According to Bayesian theorem, conditional probability of hidden nodes given
visible nodes and of visible nodes given hidden nodes can be estimated as follow:

(v]h, 6) Ha wah + b;)
h|’U 0 H5 Zviwij +Cj)

Given the training data {v;}¥ |, where N indicates the number of the training
samples, the parameters are learned by maximizing the log likelihood with Eq. 4.

3)

0* = argmaxgL(0); ZlogP v; 0) (4)

The gradient with respect to 8 can calculated with Eq. 5,

dlogP(v;0) OFE OF
0 - <89 ) P(h|v,0) — <69 ) P(h,0|0) (5)

where (-)p represents the expectation over distribution P. In Eq.5, inferring
partition function Z(6) in P(h,v) analytically is intractable. However, Hinton
et al. [9] proposed an very efficient way to estimate it approximately, namely
contrastive divergence (CD). The basic idea of CD algorithm is to approximate
P(h,v) with one step sampling from the data. Gradient calculation is basic pro-
cedure of RBM training. With the gradients of all parameters, stochastic gradient
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descent is applied for RBM training. Meta-parameters such as the learning rate,
the momentum, are decided by following the instruction of [8].

We train two RBMs for posed and spontaneous expression respectively. After
training, for a test sample ¢, the log probability that RBM trained on class ¢
assign to the test sample is as follows:

log P(t;0.) = log (Z exp(E(t;(?c))) —log Z(0.) (6)
h

This is the logarithm of Eq. 2. The partition function Z(6.) can be approximately
estimated through Annealed Importance Sampling (AIS) approach [16]. With
these log probabilities, the label of the test sample is the class with greater
value.

3 Experiments and Analysis

3.1 Experimental Conditions

As far as we know, there are several databases available for posed and spon-
taneous expressions recognition, such as, BBC Smile Dataset [13], MAHNOB-
Laughter database [14], UvA-NEMO smile database [2], SPOS database [15],
and USTC-NVIE database [19]. Among them, the BBC, MAHNOB-Laughter
and UvA-NEMO databases only contain posed and spontaneous expressions for
smiles, while the USTC-NVIE and SPOS databases consist of posed and sponta-
neous expressions for six basic expression categories. Thus, these two databases
are adopted in our experiments.

The USTC-NVIE database [19] is a natural visible and thermal infrared
facial expression database, which contains both spontaneous and posed expres-
sions with six basic categories (i.e. happiness, disgust, fear, surprise, anger and
sadness) of more than 100 subjects. The onset and apex frames are provided
for both posed and spontaneous subsets. The SPOS database [15] is a visible
and near infrared expression database, including both posed and spontaneous
expressions with six basic categories from seven subjects (four males and three
females). The image sequences in this database start from onset frame and end
with apex frame.

For USTC-NVIE database, both the apex and onset frames of all posed and
spontaneous expression samples, which come in pairs from the same subject,
are selected. In this procedure, we discarded spontaneous samples which have
no expressions, and finally select 1028 samples, including 514 posed and 514
spontaneous expression samples from 55 male and 25 female subjects. The dis-
tribution of posed and spontaneous expression samples is shown in Table 1. Our
experimental results on the database are obtained by applying a 10-fold cross
validation method on all samples according to the subjects.

For SPOS database, the first and the last frames of all the posed and spon-
taneous samples are selected, including 84 posed expression samples and 150
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Table 1. The distribution of samples on USTC-NVIE database

Happiness | Disgust | Fear | Surprise | Anger | Sadness
Posed 104 93 68 78 91 80
Spontaneous | 104 93 68 |78 91 80

spontaneous expression samples, as shown in Table 2. Since SPOS database con-
sists of images from only seven subjects (4 males and 3 females), and it does not
include all six expression images for certain subjects, we did not select samples
in pairs from SPOS database as we did on USTC-NVIE database. In order to
compare with [15], leave-one-subject-out cross validation is used.

Table 2. The distribution of samples on SPOS database

Happiness | Disgust | Fear | Surprise | Anger | Sadness
Posed 14 14 14 |14 14 14
Spontaneous | 66 23 32 11 13 5

3.2 Experimental Results and Analysis

Figure3 shows the histogram of the feature point displacements along = and
y axis, From Fig. 3, we find that most displacements are at the middle, which
means that the movements of feature points are small in most cases.

In order to make each facial event cover similar number of samples, the
displacements are discretized into multiple intervals with unequal length. In
our experiments, we let the number of samples fall into every interval as close
as possible to 100 but no more than 100. After extracting point related facial
events, these events are used to form binary codes which are the inputs of RBMs.
According to the binary coding rule described in Sect. 2.1, we are able to generate
108-bit binary codes for samples in SPOS database and 216-bit for samples in
USTC-NVIE database.

We trained two RBM models from posed and spontaneous samples using the
generated binary codes, respectively. Then, the RBMs are used for distinguishing
posed vs. spontaneous expression.

In order to analyze the ability of our proposed RBM for modeling spacial
patterns in posed and spontaneous expressions, the global spacial pattern cap-
tured by both RBMs are showed in Fig. 4. As described in Sect. 2.2, parameters
W;; measures the compatibility between visible node v; and latent node h;.
The greater the absolute value of Wj;, the more the point displacement facial
events affect the captured spacial pattern. We first summated W over all hidden
units for every visible unit, and then computed the average W for visible units
represent facial events of the same facial point. Due to the unbalanced data in
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Fig. 3. The histogram of x and y coordinate value differences between apex and onset
facial points for all samples on two database. The number of bins is 50 for all facial
points. P: Position of bins; F: Facial points number; H: Height of bins

SPOS database, the weights are normalized by the number of samples for each
RBM. From Fig. 4, we can obtain the following observations: first, the W values
of RBM for posed expressions (red bars) and those for spontaneous expressions
(blue bars) are different, proving that the spacial pattern for posed expressions
and that for spontaneous expressions are different. This is consistent with current
behavior research. Second, in most cases, the weights of posed RBM are larger
than those of spontaneous RBM. It further confirms that posed expressions are
more exaggerated than spontaneous one.

The recognition results on both databases are shown in Table 3. The recog-
nition accuracy for all expressions reaches 81.23 % and the Fl-score is 0.8012,
on USTC-NVIE database. On SPOS database, the accuracy achieves 74.36 %,
however, due to the unbalanced data the F1l-score is only 0.5231.

3.3 Comparison with Other Methods

In order to further demonstrate the effectiveness of our proposed method, we
compared our work with Zhang’s [20] and Pfister’s [15] works. In additional, as
a baseline, we conducted experiments using support vector machine (SVM) with
linear kernel under the same experimental conditions with our work.

Zhang et al. selected 3572 posed and 1472 spontaneous images. Since they
did not explicitly state which images were selected, it is hard for us to select
the same images as theirs. We can only compare the experimental results as
a reference. The results of our work and the best results of [20] are shown in
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Fig. 4. Average W at every facial points from the trained RBMs, (a) and (b) are from
the RBMs trained on USTC-NVIE database and SPOS database, respectively. We drew
a facial points distribution map at x—y plane. z coordinate is the average weights (AW).
The red bars represent average W value from RBM for posed expressions, and the blue
bars represent that for spontaneous ones (Color figure online)

Table 3. Experiment result on USTC-NVIE database and SPOS database

USTC-NVIE database | SPOS database
Confusion matrix Posed | Spont. | Posed | Spont.

Posed | 389 125 35 49

Spont. | 68 446 11 139
Accuracy 81.23 % 74.36 %
F1-score 0.8012 0.5385

“Posed” represents posed expression.
“Spont.” represents spontaneous expression.

Table4. From Table4, we can find that although the number of samples are
smaller than Zhang et al.’s, our proposed models outperform their.

Pfister et al. [15] distinguished posed and spontaneous expression from both
visible and near-infrared image sequences on SPOS database. Here, we only
compare our work with their work on visible images, as shown in Table4. From
this table, we can find that the accuracy of our method is 2.36 % higher than
Pfister et al.’s. Furthermore, they extracted CLBP-TOP texture features from
facial expression sequence, while our features are extracted from the apex frames
and onset frames. It indicates that, with less information, our proposed method
achieve better results.

Table 4 also shows the results achieved by using SVM with linear kernel as
classifier. The classification accuracy reaches 78.02 % on USTC-NVIE database,
and 69.66 % on SPOS database. Our approach outperforms the baseline.

The above comparison demonstrates the performance of our approach is bet-
ter than the state of the art. The most important reason that contributes the
performance of our method is the use of the RBM to globally capture the rela-
tionships among the spatial movements of facial landmark points. This explains
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Table 4. Comparison between our method and related work

USTC-NVIE database

Method ours |L. Zhang et al. [20] SVM
Accuracy (%)|81.23|79.43 78.02
SPOS database

Method ours |T. Pfister et al. [15]|SVM
Accuracy (%)|74.36|72.0 69.66

why our method outperforms [15,20] in spite of their use of more powerful fea-
tures and classifiers.

4 Conclusion and Future Works

In this paper, we proposed a new method to recognize posed and spontaneous
expressions by capturing the global facial spatial patterns of posed and spon-
taneous expressions using RBM models. First, the displacements of facial fea-
ture points between apex and onset facial images are recorded in the form of
coordinates value variation. We analyzed distributions of these displacements of
all facial points by computing their histograms. Second, the coordinates value
variation of all facial points are discretized as facial point displacement related
facial events which are used to form binary codes as inputs of RBMs. Third,
two different RBM models are trained to capture spatial patterns embedded
in posed and spontaneous expressions respectively. The recognition results on
both USTC-NVIE and SPOS databases demonstrated the effectiveness of our
method in modeling spacial patterns of posed and spontaneous expressions, good
performance on posed and spontaneous expression recognition.

In the future works, we will consider modeling the temporal patterns of posed
and spontaneous expressions to improve recognition performance.
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