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Preface

Rising development of computer-based applications in almost all fields, from 
 medicine up to spacecraft technology, opened needs for new specialists— 
embedded engineers. Embedded engineering covers different application fields 
solving needed functionality by embedded computer technology. Therefore, the 
main challenges in embedded engineering education are interdisciplinary approach 
and fast development of computer technology with variety of customized proces-
sor platforms.

Some aspects of embedded engineering education have been the subject of 
the European research project “FP7-ICT-2011-8/317882: Embedded Engineering 
Learning Platform.” The five achieved outcomes—unified platform, basic set of 
exercises, augmented reality interface, remote laboratory, and evaluation meth-
odology with tools—can be a valuable contribution for the establishment of an 
embedded engineering profile.

This book is initiated by few universities from different countries which try 
to establish an attractive and efficient study program for embedded engineering. 
Besides results and experiences from the research project, it also includes some 
other relevant experiences and expertise.

The book contains 12 original contributions.
The first one is discussing potential answers to the main challenges of embed-

ded engineering education. Some appropriate approaches for the definition of 
study programs and their evaluation are given, together with early experiences at 
the university where this approach is applied in last five years.

The second chapter presents a unified learning platform for embedded engi-
neering which includes hardware and software modules necessary for laboratory 
exercises during the whole curriculum. The main goal is significant reduction of 
introduction overheads in different courses. The platform has been evaluated at 
four universities.

The next chapter gives a comprehensive overview of the basic set of 65 exercises 
which accompany the unified learning platform. Besides documentation for each 
exercise, necessary support and check routines are included.
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The fourth chapter gives an educational approach regarding advanced computer 
architectures. Implemented Cray-1 architecture on the unified learning platform 
allows students to learn, through exercises, the historical development of multicore 
systems and supercomputers.

The fifth chapter presents new improvement concepts in education using 
 augmented reality technology. Use scenarios, field studies, activity analysis, and 
formative evaluations are presented.

The sixth chapter presents development and usage advances of an augmented 
reality interface for the unified learning platform. This interface is designed as the 
learning assistance module providing students an easy and broad access to addi-
tional information during the laboratory exercises.

The seventh chapter proposes a very useful remote laboratory concept based on 
the usage of the unified platform. Necessary hardware and software modules are 
described, and different usage scenarios are evaluated.

The eighth chapter gives examples of advanced projects on the unified learn-
ing platform evaluating their impact on embedded engineering education. Besides 
standard laboratory exercises, the advanced student projects provide the best way 
to familiarize students with interdisciplinary embedded applications.

The ninth chapter gives a useful overview of experiences at the university where 
the remote laboratory has been used in running study programs. Additionally, the 
given evaluation provides very important guidelines for further usage of the remote 
laboratory on the unified platform.

The tenth chapter proposes adequate evaluation methods and tools for embedded 
engineering education. Particularly, exploring aspects of self-regulated learning is 
important for higher study efficiency.

The eleventh chapter addresses a very important aspect of student motivation. 
The proposed approach is based on specially designed introductory projects in 
electrical and computer engineering. This approach is illustrated through an exam-
ple—team project for planning a window-cleaning robot.

The last chapter is focused on interfacing in intelligent sensor networks. 
Analyzing different solutions, a new concept has been proposed where recognizing 
task intelligence is suited on sensor.

The editors hope that this book will open a broader discussion about neces-
sary knowledge and appropriate learning methods for the new profile of embedded 
engineers.

Roman Szewczyk
Ivan Kaštelan

Miodrag Temerinac
Moshe Barak

Vlado Sruk
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E2LP Digest

Embedded systems have been furiously developed in last years. Therefore, the 
embedded engineering education play important role in all universities. The main 
challenges are interdisciplinary approach and high development dynamics.

This book focuses on the outcome of the E2LP project presented through the 
scientific–technical contributions and aims to be available to a wide scientific 
community. Additionally, some experiences and researches outside this project 
have been included. This book provides information about the achieved results of 
the E2LP project as well as some broader views about the embedded engineering 
education. It captures project results and applications, methodologies, and evalu-
ations, leads us to the history of computer architectures, brings us a touch of the 
future in education tools, and provides a valuable resource for anyone interested in 
embedded engineering education concepts, experiences and material.

E2LP project deals with challenges in engineering education for embedded sys-
tems at university level which requires a complex and multidisciplinary approach 
involving the understanding of various systems based on different technologies 
and system solution optimizations. The main idea behind the project is to provide 
a unified platform which will cover a complete process for embedded systems 
learning. A modular approach is considered for skills practiced through supporting 
individualization in learning. This platform shall facilitate a novel development of 
universal approach in creative learning environment and knowledge management 
that encourages the use of ICT. New learning model is challenging the educa-
tion of engineers in embedded systems design through real-time experiments that 
stimulate curiosity with ultimate goal to support students to understand and con-
struct their personal conceptual knowledge based on experiments. In addition to 
the technological approach, the use of cognitive theories on how people learn will 
help students to achieve a stronger and smarter adaptation of the subject. Applied 
methodology requires evaluation from the scientific point of view in parallel with 
the implementation in order to feedback results to the R&D.

As a result, the proposed Embedded Computer Engineering Learning Platform 
will help to educate a sufficient number of future engineers in Europe, capable of 
designing complex systems and maintaining a leadership in the area of embedded 
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systems, thereby ensuring that our strongholds in automotive, avionics, industrial 
automation, mobile communications, telecoms, and medical systems are able to 
develop. In such a manner, the E2LP intends to increase European competitive-
ness in the learning process of embedded computer engineering, ensuring further 
technological and methodological development of the educational approach in this 
field. In-depth information about the project can be found on the project Web page 
http://www.e2lp.org.

http://www.e2lp.org
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Abstract Tremendous progress in semiconductor technology enabled broad pro-
liferation of computer-based solutions in almost all fields, from medical instru-
mentation up to spacecraft technology. This development opened the question 
about a new engineering profile being able to act in research and development 
of embedded systems. Critical parts of this curriculum are the learning platform, 
embedded software education, methodologies and tools in education, evaluation 
procedure, recognition of profile potentials and dropout rate. In this paper a con-
tribution to the structuring of embedded engineering education is given. Three 
education approaches relevant for this proposal are analyzed and the structured 
approach of the whole education process is described. Case study, where this con-
cept is partially applied, concludes the paper.

Keywords Embedded engineering · Education · Curriculum

1  Introduction

Tremendous progress in semiconductor technology enabled broad proliferation 
of computer-based solutions in almost all fields, from medical instrumentation 
up to spacecraft technology. This approach gained special visibility of mass users 
through broad consumer applications like smartphones, smart TV, smart home, 
driving assistants in car and finally Internet of Things (IoT) concepts. Common for 

I. Kastelan (*) · M. Temerinac 
Faculty of Technical Sciences, University of Novi Sad,  
Trg Dositeja Obradovica 6, 21000 Novi Sad, Serbia
e-mail: ivan.kastelan@rt-rk.uns.ac.rs

N. Teslic 
RT-RK Institute for Computer Based Systems, Narodnog Fronta 23a,  
21000 Novi Sad, Serbia



2 I. Kastelan et al.

all these solutions is using processor modules with adequate software to solve user 
needs. This approach is broadly known as “embedded systems” (perhaps a better 
name would be “embedded intelligence”).

This development opened the question about a new engineering profile being 
able to act in research and development of embedded systems [1]. In distinction 
to the classical “general purpose computer engineering education programs” the 
embedded software and system engineering should cover specific requirements 
of interdisciplinary usage. Generally, we are facing an intersection in knowledge 
between electrical engineering, computer engineering and computer science on the 
one side and specialist profiles in application on the other side fields (mechani-
cal engineering, civil engineering, biology and medicine, etc.). The first dilemma 
is where to settle necessary embedded-based knowledge—either in engineering 
programs covering fields of usage or in the standard computer engineering educa-
tion. The second approach is broadly driven in many initiatives [2–6]. The first 
approach is still not structurally evaluated. There are many heuristic approaches in 
many usage fields, simple usage of available computer-based tools, but not trough 
an evaluation which should be changed in corresponding education programs 
regarding possibilities of a computer-based approach. However, this is a classical 
“interfacing problem of communication”, known in many technical systems but 
not so much explored in the educational context. The first step would be to estab-
lish an “interface terminology” as it is mentioned in [7].

System integration of many hardware and software modules in embedded systems 
makes testing and verification the key success factors in embedded solutions [8].  
Therefore, testing and verification methodology reflects as a big challenge for 
embedded engineering education.

Focusing the necessary changes in computer engineering and computer science 
education, we are meeting the next dilemma—what are generic principles which 
should be covered in the embedded engineering education for variety of using 
fields. An intuitive approach is to ask industry about needed engineering profiles 
where educated engineers will act for their lifetime. A joint work between acad-
emy and industry certainly improves engineering education programs as it is men-
tioned in [9, 10]. But, this approach is facing an issue—the imbalance between 
technology cycle times and working life times. When technology cycle times, like 
in the past, are longer than the people working times, industry needs could per-
fectly define requirements for education which takes more than 10 years (about 
12 years for basic and high school education plus about 5 years engineering edu-
cation). Today, technology cycles are even shorter than the engineering education 
time, which means that the industry needs today could only express educational 
needs in the past [11]. Therefore, an interactive approach between industry and 
academy with improving loops inside education times will be needed. A con-
current evaluation of systems and processes mentioned in [12] could be a right 
answer to this challenge. Even an early impact during basic and high school 
education could help to overcome this race between education and development 
[13–15].
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Talking about embedded engineering studies an important question is the 
learning platform. In practice embedded solutions are implemented on different 
platforms (hardware and software). The variety and dynamics of used platforms 
cannot be covered by a unified study program. Therefore, some kind of abstrac-
tion and generalization in engineering education has to be applied. A possible 
overcoming approach is proposed in [16] trying to leverage orthogonality, theo-
retical background and necessary education platforms. Having in mind a crucial 
point of the embedded systems approach, all problems should be solved by soft-
ware approach, this platform broadly uses the unified API (application program-
ming interface) approach. In [17] a unified learning platform for all embedded 
engineering related courses during the computer engineering studies is proposed 
using modular and extendable approach.

Especially critical part of embedded engineering education is related to the 
embedded software [18]. Having in mind limitations and requirements for embed-
ded systems we are facing the problem of necessary knowledge which provides 
solutions on propitiatory platforms in different applications. Therefore, a uni-
fied operating system for embedded software doesn’t exist [19]. For example, 
the embedded Linux has variety of versions in real life depending on a used plat-
form. Also, the software architecture strongly depends on applications and avail-
able resources. Even a same functionality could be fully differently implemented 
on different platforms. For example, appearance of multi-core systems is reflected 
in education through specific courses of multi-core architecture design and par-
allel programming [20]. A proposal for software engineering education, given in 
[21], also points out the importance of processes, like coaching and team routines, 
towards planning and improving of capstone courses.

The next important question is which methodologies and tools should be 
involved in education of embedded engineers. In practice many proprietary plat-
forms having own tools are used. In education different approaches should be 
summarized in a set of generic knowledge providing engineers successful acting 
with variety of used platforms [11]. This set should minimally include method-
ology and tools for real-time operating systems [22], interfacing concepts, net-
working protocols and application development. A promising approach is to teach 
generic principles but to train further engineers in practical exercises using actual 
tools [23]. Today, two most commonly used embedded environments for these 
purposes are embedded Linux [24] and Android platform for applications [15]. 
Beside the classical study approach (classroom and lab) the e-learning and remote 
lab approaches proposed in [25–28] could significantly improve engineering edu-
cation. Also, using of augmented reality interfaces in lab exercises [29] contribute 
to an improvement of education process. An interesting approach regarding IoT 
programming is proposed in [14]. An important dilemma in education method-
ology is the basic concept—either standard approach starting with basic knowl-
edge modules and building up targeted engineering profile or problem-oriented 
and project-based education [30]. Some approaches are fully application centered. 
For example the REACT tools for AI planning in robotics [31] provide an abstract 
platform based on a specific high-level programming language.
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Evaluation and assessment of engineering education is an important point clos-
ing the improvement loop of education process. Here, a dilemma is what and how 
to measure—achieved knowledge level, usability of acquired knowledge, soft 
capabilities (team work, project management) as well as capability for innova-
tions. Some approaches for education quality evaluation and assessment are pro-
posed in [23, 32, 33]. The proposal [13] even covers a comprehensive education 
concept for embedded systems from the school up to university.

Finally, a big problem in embedded engineering education is low recognition 
of profile potentials by freshman decisions and high dropout rate during studies. 
Therefore, some initiatives in a better visibility of the embedded engineering pro-
file as well as in a better motivation during the studies could be very helpful to 
increase efficiency of studies. Some proposals with experiences are published in 
[34] using gamification of learning units and [35] leveraging targeted skills and 
student motivation.

In this paper a contribution to the structuring of embedded engineering edu-
cation is given. The second chapter briefly analyses three education approaches 
relevant for this proposal. Our approach starts in the third chapter with challenges 
which should be covered in embedded engineering education. The structured 
approach of the whole education process is described in the fourth chapter match-
ing skills, knowledge and courses. Evaluation methodology is also included pro-
viding a closed improving loop in the education process. A case study, where this 
concept is partially applied, is given in fifth chapter. Conclusions and references 
are given in the last two chapters.

2  Overview of Relevant Education Programs

The chosen three education programs were the starting point for the proposed 
structural approach. The first one is perhaps the most comprehensive program for 
computer engineering and computer science education referenced in many actual 
study programs. The second one is an initiative of leading universities to develop a 
new model of engineering education. The third one deals with problem-based and 
project-based approach which improves efficiency and attractiveness of engineer-
ing studies.

The Computer Science Curricula [5] is the result of the ACM/IEEE Joint Task 
Force which included experts from more than 3000 relevant departments world-
wide (about 1500 are in USA). The earlier report from the same ACM/IEEE joint 
task force covers the Computer Engineering Curricula [6]. The main goal was to 
provide curriculum guidelines for undergraduate studies in computer science. But, 
the used methodology and obtained results are also applicable for other engineer-
ing fields as well as for higher study levels. The published results include princi-
ples, knowledge areas, learning outcomes and course structure with ranking. Also, 
many exemplar courses and curricula are presented to promote easier sharing of 
educational ideas.
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The applied principles are deviated from four high-level themes: big-tent view 
(open for cross-disciplinary work), managing the size of curriculum (rapid develop-
ment covered rather with ongoing re-evaluation of essential topics than continuously 
expanding the curriculum size), actual course examples (identification and sharing of 
successful courses from existing curricula) and institutional needs (curriculum struc-
ture adaptations according to targeted outcomes and resource constraints).

The knowledge areas cover 18 disciplines for each curriculum. A significant 
part of them make overlapped disciplines, common for computer science and engi-
neering. Differences are caused by different accents. The computer sciences are 
more focused to computation and its applications but the computer engineering is 
more oriented to the implementation having close items with electrical engineer-
ing. Having in mind interdisciplinary aspects of computer science and engineering 
the list of identified knowledge areas could be extended with some application-
centric disciplines like mathematics, electrical and mechanical engineering, statis-
tics, life sciences, psychology and fine arts. These extensions should develop the 
flexibility to work across disciplines.

Learning outcomes are defined as the capturing of various skills associated with 
obtained knowledge. The concept of learning outcomes considers not just achieved 
knowledge with relevant practical skills, bat also personal and transferable skills. 
A learning outcome can be associated with one or more knowledge areas.

Course structure is the final output for a study curriculum. Each course is asso-
ciated with one or more knowledge areas and includes lectures and lab exercises 
which are necessary to achieve requested learning outcomes. A learning outcome 
can be considered in the design of more courses. Design of courses also defines 
ranking (study credit measures like ECTS in Europe or College Credits in USA) 
and time requirements (hours per lecture and exercise). Content of courses is gen-
erally defined by required learning outcomes but the kind of implementation may 
vary depending on geographical, cultural and institutional conditions. In the ana-
lyzed recommendations of engineering education all courses are grouped in core 
courses and elective courses. The core courses are subdivided into “Tier-1” (oblig-
atory courses) and “Tier-2” (recommended courses). The group of elective courses 
depends on application and university specific requirements.

The considered two curriculum guidelines for computer science and computer 
engineering comprehensively describe methodology and curriculum structure 
broadly covering crucial knowledge areas. Two small drawbacks could be pointed 
out: insufficient consideration of soft engineering skills (team work, project man-
agement) and missed incorporation of innovative capabilities.

The CDIO [2, 36] is a common initiative of several universities in USA and 
Sweden to develop a new model of engineering education including evalua-
tion at involved universities. The main goal is development of a comprehensive 
engineering education including all aspects of modern engineering: a Conceive-
Design-Implement-Operate (CDIO) approach. This initiative covers a reform of 
engineering study curricula, development of corresponding pedagogy with neces-
sary assessment scheme and establishment of workshop laboratories where multi-
disciplinary student teams work on complex projects.
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New proposed approach in engineering curricula include: five professional 
tracks (Researcher, System Engineer, Designer/Developer, Support Engineer and 
Engineering Manager), combination of lesson-based and block-based courses and 
project-based lab exercises.

The proposed reform of pedagogy reform at universities mainly deals with 
question how to learn in parallel with question what to learn. The proposed 
approach includes four efforts in engineering teaching: increase the scale of 
hands-on learning, move toward a style emphasizes problem formulation, increase 
the level of proactive engagement of students and provide functional feedback 
mechanisms.

Such reform of engineering education requires rigorous and comprehensive 
assessment providing systematical quality monitoring and improvement of edu-
cation programs. The proposed approach covers four assessment sets: clear and 
measurable disciplinary goals (used Bloom’s taxonomy), skills assessment (quali-
tative and quantitative measures), creativity assessment (portfolios, design reviews 
and desk critiques) and programmatic assessment (costs including metrics of stu-
dent time, faculty time and infrastructure).

A special novelty in university practice is the introduction of workshop labo-
ratories. The workshops should provide students authentic personal experi-
ence manipulating the tangible objects which relate to the theoretical lessons. Of 
course, the workshops should also promote teamwork and project management. 
Laboratories for workshops should be equipped for all phases of development: 
concept, design, implementation and operation. This approach should develop stu-
dent skills regarding necessary knowledge, its application to solve given problems 
and testing of obtained solutions. Three types of facilities/activities have been con-
sidered: browsing laboratories, sharing-of-research laboratories and system/prod-
uct laboratories.

The POPBL (problem-oriented and project-based learning) [30] introduces 
new learning approaches targeting development of innovative and creative think-
ing by students. In distinction to the traditional engineering syllabus, where sub-
ject-oriented knowledge modules define design of courses, the POPBL approach 
puts a problem in the focus of building up necessary knowledge and skills dur-
ing the solving process. Application of this approach in study programs at Aalborg 
University (Denmark) showed significant improvements in the learning process. 
Education of engineers being able to handle sustainability-related problems 
requires ability for interplay, mix and diversity—all aspects considered in the 
POPBL approach. A drawback of such approach could be the necessary structural 
aspect of engineering education. Therefore, a balance between subject-oriented 
and problem-oriented approaches should be found by designing study programs.

Also, many larger companies provide a lot of contributions for engineering 
education, e.g. [37–39]. They provide excellent learning platforms (evaluation 
boards, SDK for software development) accompanied with on-line courses but 
always related only to their own product portfolio.
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3  Challenges of Embedded Engineering Education

A generic model of embedded solutions would be very helpful to structure the 
embedded engineering education. Variety of embedded applications makes this 
abstraction very demanding. Our approach, shown in Fig. 1, could be a useful con-
tribution in this direction.

Application fields cover almost all aspects of human activities (e.g. social, 
politics, economics, bio-medicine, health, energy, automotive, consumer etc.). An 
asked functionality can be expressed explicitly (like in automotive or consumer 
applications) or descriptively (like in social or health applications). For a later 
computer-based modeling the descriptive requirements are especially difficult to 
handle.

Interfacing between application fields and embedded solutions includes input 
and output data which must be precisely defined. The input data acquisition 
includes two processes: measurement (sensors) and acquisition (could be distrib-
uted what requires an acquisition network). The output data control can be used 
either for monitoring of processes/functionalities (displays) or as a feedback in an 
automatic process control (actors). Beside technical aspects the definition of this 
interfacing is a critical understanding challenge between experts in an application 
field and embedded engineers.

An embedded solution makes in the first step the model of a given prob-
lem including required functionality and available input/output interfaces. 
Additionally, the frame conditions (costs, power consumption, security etc.) are 
considered by the design of an appropriate hardware platform. This platform, 

Fig. 1  Generic model of embedded solutions
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depending on requirements and conditions, can vary from the simplest processor 
architecture (8-bit microcontroller for car window engine) up to complex multi-
core solutions (system-on-chip for TV set-top boxes). In distributed applications 
(e.g. cloud computing) the corresponding networking concept has to be added. 
Finally, the required functionality should be implemented in SW programs. Variety 
of the used HW platforms covers programming from the lowest level (assem-
bler and HW drivers) up to the highest level using complex SW tool environment 
(Windows, Linux, Android, iOS, etc.).

Finally, each embedded solution has to be tested and verified. The assessment 
of embedded solutions includes methodology and appropriate tools. Additional 
requirement is that the assessment of solutions provides some metrics which can 
be used in a feedback improvement loop.

The embedded engineering education should cover all these specific challenges 
of embedded solutions:

•	 Interfacing between application-based functionality and embedded-based solu-
tion. In the first line it is an interdisciplinary problem—how to formulate a 
problem from the application field using a formal (unified) embedded frame-
work. Embedded system engineers need some basic understanding from tar-
geted application fields (especially difficult is to formalize requirements from 
descriptive-oriented fields).

•	 Development-or-recombination approach. Often embedded solutions only 
require a recombination of already available units in a new context but in some 
other problems development of new units (knowledge or implementation) could 
be also required. Recognition of re-using opportunities requires a complex up-
down learning process: how to abstract solution from a field and how to apply 
such abstracted approach in another field. Therefore, a usable formal abstraction 
of concrete problems and solutions should be covered by embedded engineering 
education.

•	 Balance between fundamental principles and practical usage of concrete plat-
forms. Embedded engineering education faces a big dilemma—how to learn 
general principles which should be trained on variety of concrete platforms. 
Some solutions tend to establish a unified but extensible lab platform which can 
be used to train fundamental principles without introducing overload of new 
platforms in the labs.

•	 Assessment of embedded engineering education. The quality of achieved learn-
ing outcomes has to be measurable. The metrics should cover explicit knowl-
edge units (e.g. processor architecture, operating systems, communication 
protocols) and skills (e.g. design, programming, application) achieved through 
lab trainings using concrete exemplar problems and available platforms. But it 
should also incorporate the development of soft skills (e.g. project management, 
teamwork, innovation capabilities) what could be difficult to cover by some for-
mal metrics.
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Covering these challenges we tried to give a formalized approach for embedded 
engineering education as a contribution to establish a structured embedded engi-
neering study program.

4  Structured Approach for Embedded Engineering 
Education

In this paper we propose a structural approach for engineering curriculum using 
formal expressions of all identified items in the education process. Additionally, 
specifics of embedded engineering education will be considered.

The listed challenges in embedded engineering education (interdisciplinary 
problems, reusability of solutions, theory-practice dynamic balance and metrics 
for learning outcomes) specifically require a proactive role of industry in the edu-
cation process. In distinction to the generally known education process, where 
an industry feedback comes after the finished education process, the embedded 
engineering education needs a continuous exchange during the education process. 
Therefore, the corresponding process flow should include two improvement loops 
as shown in Fig. 2.

The large loop, commonly for many education processes, includes the defini-
tion of needed engineering profiles from industry and provides educated engineers 
with required learning outputs from university. The needed profiles should con-
sider actual market challenges expressed in skill requirements. Together with new 

Fig. 2  Embedded engineering education process
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developed technologies, coming from research, they define knowledge areas for 
the education process. Employment of the educated engineers in industry closes 
the education loop defining improvement needs and new requirements in a long 
term. Specifically for embedded engineering, a fast adaptation improving loop can 
be constructed involving experts from industry as the instructors in practical exer-
cises during the education process. Additionally, part of educated engineers should 
be involved in further research bringing actual challenges and practical experience 
with modern technology.

The engineering education process should/can be structured using formal 
approaches. In this paper we propose some improvements in the formal approach 
of engineering education considering specifics of embedded engineering. The 
embedded engineering education process could be formally expressed using the 
known flow chart in Fig. 3.

Definition of an engineering study curriculum is based on the set of required 
skills and deviated knowledge areas. They are covered by study courses using les-
son-exercise structure. The course structure has to fulfill two time integrity condi-
tions: inter-dependence (sequential building up of knowledge) and limited student 

Fig. 3  Embedded engineering education process
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load (study time limitations). The improving loop should be closed using some 
assessment metrics for continuous adaptations of the study curriculum. Specific 
requirements for embedded engineering education could be expressed in two addi-
tional steps: the knowledge areas should include basic understanding of applica-
tion field (interdisciplinary approach and reusing approach) and lessons should be 
refreshed by actual challenges accompanied with exercises using modern technol-
ogy. The set of measurable learning outcomes in education assessment should be 
extended with soft skills (project management, teamwork, innovation capacity).

Structural approach requires an appropriate numeric metrics. We are proposing 
a three-degree metrics:

F  familiarity (understanding knowledge),
U  usage (implementation capability), and
A  acquired knowledge (deep understanding, capability of innovative reusing).

This metrics is used in definitions of all matching matrices, between skills and 
knowledge areas, between knowledge areas and study courses and between study 
courses and learning outcomes.

The required skills are coming from industry and often they are not well-struc-
tured. Identified in company operations (marketing, development, sales and con-
sumer support) they could be generally sorted in three groups:

P  predefined (established) engineering profiles like software engineering, com-
puter engineering, mechanical engineering, chemistry etc.,

S  specific knowledge like car engine, sensors, fluid theory etc., and
C  concrete methods and tools like programming in Linux environment, CAN pro-

tocols, GNU editors, etc.

The list of knowledge areas are coming for university in a structured way. 
They are already identified and well-defined areas from research and education. 
Generally, they could be grouped in three main groups:

B  basics covering high-abstract-level knowledge like mathematics, physics, etc.,
K  fundamental knowledge like communications, computer architectures, program-

ming, imaging, etc.,
E  elective fields covering specific knowledge, methods and tools like network pro-

tocols, operating systems, compilers, etc.

The matching matrix between skills and knowledge areas contains dependen-
cies expressed in the proposed metrics values. In practice, the skill list includes 
summarized needs coming from more companies.

A study curriculum is defined by study courses. They should be defined as learn-
ing-sustainable units respecting previous education experience. Courses are sub-
divided in lessons accompanied with appropriate practical exercises. The course 
construction is primary allocated at universities. But, regarding specifics of embed-
ded engineering education, industry needs and experiences should be also incorpo-
rated in the definition of study courses. This influence of industrial experiences is 
especially important for incorporation of soft skills (teamwork, project management) 
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in engineering education. An appropriate way is the exercise construction based 
on problem-oriented and project-based approach [30]. The construction of study 
courses defines the whole engineering education framework. Therefore, the syllabus 
approach will be very helpful, as maintained in [2] and shown in Fig. 4.

The matching matrix between knowledge areas and study courses indicates 
coverage of a knowledge area in a study courses.

The achieved learning outcomes are indicated regarding lessons and exercises 
of all study courses. Standardly, each course yields more learning outcomes. 
This dependence is defined by a matching matrix between courses and learning 
outcomes.

Finally, the assessment matching matrix defines coverage of requested skills 
by achieved learning outcomes (0—not covered, 1—covered but not by requested 
degree and 2—covered by requested degree). This matrix could be used to check 
efficiency of the education process regarding the requested engineering profiles. 
The average of the assessment matching matrix values could be used as the global 
efficiency indicator of an education program for the given skill requirements.

Such structured approach in construction of engineering curricula addition-
ally requires a sustainable timing order of defined courses, inter-dependences 
between the defined courses must be timely considered. Also, necessary efforts 
(hours per lesson, hours per exercise) must be aligned with a normal load of stu-
dents (approximately 40 h per week). These frame conditions define the timing of 
a study program (semesters and courses).

The summarized visualization of the proposed approach is shown in Fig. 5.
Necessary interactions between university and industry in the embedded engineer-

ing education can be achieved using different models. We would propose one of them 
based on close collaborations between faculties and companies as shown in Fig. 6.

A company is interested for engineers with right profiles coming from faculty 
and sometimes for research results regarding open options on the market. The fac-
ulty is interested to focus real problems in their own education programs and to 
use modern technology in lab exercises. These interests on both sides could be 
the base for collaboration in engineering education processes. The most efficient 
method overcoming interfacing challenges between academy and industry is to put 
this interface conflict in one head—involving professors in company management 

Fig. 4  Framework for construction of study courses for embedded engineering
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and including partially professional engineering team as instructors in the educa-
tion process. P&L analysis shows in cases of dynamically developing fields that 
such approach reaches higher efficiency compared to standard engineering edu-
cation and recruiting methods. The costs on the company side include provided 
lab equipment and partially allocated engineering resources. But, the company 

Fig. 5  Study curriculum scheme: matching matrices SK, KC and CO have F-U-A values (three-
degree metrics), assessment matrix A has 0-1-2 values, study curriculum contains weekly hour-
based lessons and exercises

Fig. 6  Collaboration model between university and industry in engineering education



14 I. Kastelan et al.

achieves a significant influence on the education process (shorter entrance train-
ings) and early access to further engineering potentials. In such kind of joint edu-
cation the faculty has additionally to leverage between tight company interests and 
comprehensive engineering education. But, the actual challenges and soft skills 
(teamwork, project management) are directly included in the education process 
through shared engineering teams in labs.

5  Case Study—Unified Learning Platform

Faculty of Technical Sciences through its Department of Computing and Control 
Engineering established a strong link with industry with formation of the RT-RK 
company in 1991. After two decades, the company has grown to become a nation-
ally recognized institute for computer based systems. Previously mentioned links 
between university and industry were established with professors participating in 
the management of the institute and employees of the institute with master educa-
tion in engineering participating as laboratory assistants and demonstrators at the 
courses offered by the Department.

Study program for Computer engineering and communication, which is one of 
the study programs offered by the Department, has been developed over the years 
through its strong link with industry—students get involved with projects which 
are in line with the current industry demands as soon as their senior year of bach-
elor studies, helped in the lab by engineers from the institute. Master studies are 
organized in institute’s laboratories where students get hands-on experience with 
working in team projects. After graduation, students are ready for job in any com-
puter-engineering-related company or institute. This reduces the cost for prepara-
tion and education of the just-graduated engineer, which is a common requirement 
today. Selected few, who are interested in academic career, bring with them price-
less experience from industry which is important for any educator in the computer 
engineering field because they are going to teach students, majority of which will 
pursue a career in industry.

In order to better organize education and make it more efficient, Faculty of 
Technical Sciences (FTN) joined RT-RK Institute and 7 other institutions to pro-
duce Embedded Engineering Learning Platform (E2LP) funded by EU FP7 pro-
gram. The goal of the platform was to reduce the effort of preparing students at the 
start of each course which is common when multiple platforms and tools are used. 
Instead, students focus on concepts and content of the course, not losing time 
learning what to click and what to press in order to check their solution. In order 
to achieve this, platform was designed to support laboratory exercises in majority 
of the courses in the Computer engineering study program at FTN.

The following is a list of courses supported by the platform:

•	 Logic design of computer systems 1—digital system design
•	 Logic design of computer systems 2—computer system design
•	 Selected chapters of hardware design
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•	 Real-time system software 1—parallel computing and compilers
•	 Real-time system software 2—operating systems
•	 Digital signal processing 1—basics of signals and systems
•	 Digital signal processing 2—architectures and algorithms for audio/image 

processing
•	 Computer networks 1—fundamentals of wired networks
•	 Computer networks 2—wireless networks
•	 Programming applications for mobile devices—Android

These courses span the majority of the curriculum in the second and third year of 
computer engineering. In the first year, students are introduced to the studies by 
learning basic disciplines—mathematics, physics, electrical engineering, computer 
architectures, programming and foreign language. In the second year they proceed 
with more math and programming courses, get some basics in control engineering, 
while being introduced to computer engineering in particular through digital sys-
tem design and first part of the system software. The third year of this study pro-
gram concentrates on computer engineering through all other courses listed above.

Benefit of E2LP platform is that in each course during the third year, students 
can start working on course-related material immediately in the theory and in the 
lab, since they already know the environment in which they will do the labs. The 
rest of this book will address this through the description of the platform and its 
extensions, as well as a detailed description of the methodology and evaluation of 
the pilot usage at FTN and other partner universities.

Senior year at the study program of computer engineering is organized as a pro-
ject-based learning year in which students have less theoretical hours and more 
hours in the lab working on parts of the real projects from the institute. During 
their project work, while not formally integrated with the institute teams, students 
are working closely together with the engineers from the institute. Besides gain-
ing theoretical and practical knowledge, they gain experience in job-related skills: 
teamwork, communication, research, deadline-driven work, etc. Fields that are 
studied during their fourth year in this manner are:

•	 Real-time software
•	 DSP architectures and algorithms—advanced
•	 Software for television and image processing
•	 Computer communications—advanced
•	 Optimization in DSP implementations
•	 Engineering of computer based systems
•	 Engineering of embedded systems

Tables 1, 2, 3, 4 and 5 give study curriculum scheme (from Fig. 5) for the com-
puter engineering curriculum at FTN established in 2013.

After completing the final bachelor work, students graduate and should they 
continue with the master studies, they are completely integrated in the engineer-
ing teams in the institute, giving them access to the modern technologies and more 
industry experience.
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6  Conclusions

Evident importance of the embedded engineering education requires new innova-
tive concepts to create and to implement the corresponding study programs. The 
main challenges in these considerations include:

•	 Interdisciplinary approach having in mind set of broad relevant applications 
which require knowledge from different fields,

•	 Deep familiarity with available methodology and tools in computer engineering, 
and

•	 High development dynamics regarding new technology and methods.

In this paper a contribution to the structural approach in engineering education is 
proposed based on matching matrices between:

•	 Required skills and knowledge areas,
•	 Knowledge areas and learning courses,
•	 Learning courses and achieved outcomes.

This structure is accompanied with an assessment matrix between the achieved 
outcomes and the required skills providing the improvement loop of the education 
process. Finally, the set of learning courses should define a study program consid-
ering education limitations (time and space). Additionally, a model how to involve 
industry in the education process is proposed considering continuous technology 
development.

The proposed concept is illustrated in a case study—the study program of com-
puter engineering at the University of Novi Sad.
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Abstract This paper presents the hardware and software architecture of a unified 
embedded engineering learning platform. The platform consists of a base board 
with FPGA and extension boards with microprocessors. The goal of the platform 
is to support laboratory exercises in the entire embedded engineering curriculum, 
reducing the overhead in giving tutorials to students and concentrating on the core 
material from each course. The platform has been evaluated with students and 
teachers in courses of the computer engineering curriculum at Faculty of Technical 
Sciences. The paper gives impressions from the pilot generation of students using 
the platform.

Keywords Embedded engineering · Learning platform · Education

1  Introduction

The success of the education of future engineers of electrical engineering and 
computer science largely depends on the quality of laboratory work during their 
studies. Through laboratory work it is possible to enhance the role of students 
from passive listeners to active participants, which further encourages them to par-
ticipate in the process of learning [1]. Knowledge gained through practical experi-
ence in the laboratory is shown as deeper and more permanent.
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Industry recognizes the growing need for highly educated personnel in the field 
of electrical engineering, computer engineering technology and embedded sys-
tems [2–5]. In response, many electrical engineering programs increasingly put 
an emphasis on learning in the field of embedded systems, mainly relying on the 
increasing number of laboratory-based courses that largely follow the principle of 
so-called active learning. The dynamics needed to satisfy the needs of the industry 
places teachers responsible for the design of laboratory environments required to 
conduct courses under considerable pressure. The situation is further complicated 
by the fact that, due to the dynamic development of the field, laboratory environ-
ment needs to be regularly renewed. Finally, it is desirable that the program of 
instruction uses different and often inconsistent laboratory environments and 
learning platforms.

Quality and efficiency of laboratory work in the field suffers due to the addi-
tional time and effort required to acquaint students with the hardware platforms 
and software tools for each course. Because of this, especially at the beginning of 
the course, it is difficult for students to divert attention from the used tools to the 
fundamental principles that constitute the main contribution of the course.

Engineering education is one of the most dynamic types of education because 
of new technologies in the field which occur rapidly. Therefore, it is necessary to 
constantly be up to date with the development of new technologies and students 
need to learn using the latest teaching and laboratory resources.

To overcome the above problems, the Faculty of Technical Sciences in coop-
eration with another 8 institutions from 7 European countries developed a uni-
versal platform for laboratory exercises in the field of embedded computer 
systems—E2LP platform [6]. It is a platform that supports laboratory work in the 
majority of cases required for the training of engineers in this field and thereby 
accelerates their knowledge by reducing unnecessary consumption of time to 
become familiar with a variety of platforms. Wide range of courses that this plat-
form supports is enabled by the development of extension boards that connect to 
the base board.

Based on previous observations and industrial experience in the field of embed-
ded systems, a unified modular platform for learning was developed. The platform 
aimed to increase the efficiency of lab-based courses. It is based on the generation 
of field programmable gate array (FPGA) manufactured by Xilinx—Spartan-6. 
The platform is designed to cover all aspects of embedded engineering includ-
ing: (1) the design of digital systems, (2) the design of computer systems, (3) sig-
nal processing, (4) computer networks and interfaces, (5) system integration [7]. 
Maximizing the efficiency of lab-based courses is based on the idea of using the 
implemented unified platform throughout the entire curriculum. The main con-
tribution is the effective education of future engineers capable to face the current 
challenges in the field of embedded engineering and their applications in real time. 
Software for the platform was developed with aims to help students use the plat-
form more easily and inform the students about the platform operation at a given 
moment (the value of the signals, clock frequency, etc.).
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This paper describes the basic elements of the E2LP platform:

•	 Base board with FPGA,
•	 Extension boards based on digital signal processor (DSP) and ARM processors and
•	 Software for the platform.

This paper is organized as follows: Sect. 2 presents the architecture of E2LP base 
board. Section 3 describes extension boards. Software is presented in Sect. 4, 
while Sect. 5 gives first impressions from the pilot generation using the platform. 
Section 6 gives concluding remarks and plans for future improvements.

2  E2LP Base Board

The E2LP Base Board is based on an FPGA in the Xilinx Spartan-6 family. In 
conjunction with the Xilinx ISE and XPS programming environments, it is a com-
plete solution for the design of digital and computer systems with FPGA compo-
nents (Fig. 1).

The aforementioned Spartan-6 FPGA integrated circuit is surrounded by a set 
of peripherals that can be used to generate complex systems. Figure 2 shows a 
block diagram of the development board with all available peripherals and connec-
tions between individual components marked.

The E2LP Base Board performs the following functions:

•	 based on FPGA, provides the central point of the E2LP platform on which all 
other parts are connected;

•	 supplies power for the whole E2LP platform;
•	 controls programming the FPGA and central processing units (CPUs) on exten-

sion boards;
•	 provides a basic user interface;
•	 provides storage, multimedia and communication interfaces for the platform;
•	 provides the platform for digital system design;
•	 provides test points for debugging.

The key building modules of the E2LP Base Board (Fig. 2) are:

•	 Xilinx Spartan-6 FPGA,
•	 ARM-based control processor,
•	 Mezzanine connector to extension board (Xilinx FMC LPC standard),
•	 DDR2, flash and multimedia card memory,
•	 user interface (8 switches, 6 buttons, 8 LEDs, alphanumeric LCD screen),
•	 snapwire connector,
•	 CVBS video encoder and decoder,
•	 video output (VGA, HDMI),
•	 audio sub-system,
•	 communication interfaces (USB, Ethernet, RS232 and Infra-red).
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The E2LP Base Board, as presented in this paper, together with its extension 
boards, is working in fully satisfying the main requirement of the E2LP plat-
form—to be used in the complete embedded engineering curriculum and sig-
nificantly reduce the overhead in engineering education. Implementation of the 
extension boards whose mechanical requirements are dependent on the Base 
Board will be explained in the next section.

FPGA component can be configured directly using the Joint Test Action Group 
(JTAG) coupling system, or indirectly using a dedicated flash memory on board. 
Flash component that is on the board gives the possibility to use up to four differ-
ent revisions of the code for FPGA configuration. Personal computer (PC) con-
nects via the appropriate cable (e.g. Xilinx Parallel Cable IV or Xilinx Platform 
Cable USB) for programming via JTAG coupling system in both cases: for direct 
FPGA configuration and for programming flash memory.

Due to the high cost of Xilinx’s equipment for FPGA configuration via JTAG 
interface, a custom configuration via USB interface was developed for the E2LP 

Fig. 1  E2LP Base Board 
top view (up), side view with 
some of the multimedia and 
communication interfaces 
connected to FPGA (middle) 
and 3D view (bottom)
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platform. This innovative way of configuration is using a standard USB cable 
and is supported by specially developed software for E2LP platform. The custom 
method of FPGA configuration can bring significant savings to potential users, 
keeping in mind the price of standard solutions for programming (aforementioned 
configuration cables).

Complex programmable logic device (CPLD) is used for the selection of one 
of the three options of FPGA configuration. The presence of extension boards, as 
well as the desire of the ARM on Base Board to program the FPGA, is managed 
by the CPLD integrated circuit which can be configured in one of three configura-
tions shown in Fig. 3:

1. Chain of FPGA, CPLD and Flash—configuration is performed via the JTAG 
Platform Cable.

2. Chain of FPGA, CPLD, Flash and ARM—ARM CPU is used to configure 
FPGA.

3. Chain of FPGA, CPLD, Flash, ARM and extension board—extension board is 
attached and JTAG-configurable parts can be configured on it.

Bearing in mind the need for constant improvement of the laboratory environment, 
providing an elegant way to extend the functionality of the platform was taken into 
consideration. In order to achieve that, connection with extension boards is imple-
mented using the connector with small capacitance and high speed to ensure signal 
integrity even at high speeds of data transfer.
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In order to make the solution as general as possible, Xilinx FMC LPC connec-
tor standard was used. This connector provides 80 lines connected to the FPGA 
pins, of which 68 are general purpose input/outputs through which the indirect 
access to all peripherals on the board is enabled. In addition, the connector has 
access to the JTAG chain, I2C bus and user-programmable generators that allow 
the synthesis of clock signals in a wide frequency range.

The next section describes the implemented extension boards which connect to 
the E2LP Base Board via the FMC LPC interface.

Fig. 3  Three versions of JTAG chain for FPGA configuration: using the Platform Cable (upper), 
using the USB connection to PC application (middle) and using USB with extension board sup-
port (lower)
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3  Extension Boards

Three extension boards were implemented for the E2LP Base Board:

•	 Extension board based on ARMADA processor
•	 Extension board based on ARM LPC processor
•	 Proto-board extension

3.1  ARMADA Extension Board

One of the extension boards of the E2LP platform was designed to support labora-
tory exercises in the field of embedded computer systems based on the Marvell 
processor 88DE3108, known as ARMADA 1500. This processor is connected 
to the RAM memory in the form of two DDR3 modules with a capacity of 4 Gb 
(256 M × 16), i.e. 8 Gb in total. The modules are connected to the so-called “fly 
by” topology.

The extension board based on Marvell ARMADA 1500 has the following 
functions:

•	 based on ARM processor, provides the extension to the E2LP platform suitable 
for highly sophisticated signal processing and execution of real-time software;

•	 connects to the E2LP base board via Mezzanine connection;
•	 connects to the exterior with USB, LAN and HDMI interfaces;
•	 provides the extension to the E2LP platform suitable for implementing labora-

tory exercises in the field of digital signal processing, real-time system software, 
computer networks and system integration.

•	 provides test points for debugging.

Two HDMI interfaces allow connecting devices and displaying images on moni-
tors and/or TV. To achieve an elegant way of extending the functionality of the 
platform, expansion ports are implemented using Xilinx FMC connector with 
small capacitance and large speed, in order to ensure signal integrity even at high 
speeds of data transfer.

The block diagram (Fig. 4) gives a high level overview of the E2LP extension 
board based on Marvell ARMADA 1500 processor.

ARMADA extension board is managed by Android operating system. It is cho-
sen due to its popularity as it is recording a growing presence in the market of 
mobile devices. It is estimated that Android OS is currently used by hundreds of 
millions of mobile devices around the world. This board uses version 4.2.2 (Jelly 
Bean) with built-in support for Google TV (ver. 82210). Source code for Android is 
available under the “free and open” license for use. Android SDK allows students 
to make application through its applicative interface (API) as well as the necessary 
tools for developing Android applications in the Java programming language.
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This extension board allows implementation of the laboratory exercises in the 
following subject categories:

•	 1-D digital signal processing
•	 2-D digital signal processing
•	 computer networks and communications
•	 system integration
•	 system software
•	 Android development

The extension board can use all the resources from the E2LP Base Board and 
in addition to that, it can use its own USB, HDMI, LAN, Flash and DDR3. 
ARMADA can be programmed via JTAG interface through the Base Board and 
connected to PC for debugging and execution.

Also, E2LP extension board based on Marvell ARMADA 1500 can be used 
independent. It has possibility to be powered externally through JST’s header 
1 × 4 2 mm vertical connector (12 and 3.3 V voltage level is needed).

3.2  NXP LPC ARM Extension Board

In order to support laboratory exercises in courses for which a complex proces-
sor and operating system are not required, and to support low-level programming, 

Marvell
ARMADA

1500

Xilinx
FMC LPC

USB

Ethernet HDMI TX

FLASH DDR3

USB

Ethernet

HDMI RX

Fig. 4  E2LP extension board with ARMADA 1500 processor
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the second extension board was developed with the basic ARM microcontroller. 
It contains:

•	 LPC2364 microcontroller
•	 DS18S20 High-Precision 1-Wire Digital Thermometer
•	 LM386 Low Voltage Audio Power Amplifier
•	 BMA250 digital accelerometer and I2C
•	 Snapwire connector with 8-pins
•	 Push-button switches, rotary encoder and LEDs
•	 TJA1040 High speed CAN transceiver.

The block diagram (Fig. 5) gives a high level overview of this extension board. 
The following are specifications of this extension board:

•	 10-bit ADC with input multiplexing among 6 pins.
•	 10-bit DAC.
•	 Four general purpose timers/counters with a total of 8 capture inputs and 10 

compare outputs. Each timer block has an external count input.
•	 One PWM/timer block with support for three-phase motor control. The PWM 

has two external count inputs.
•	 Real-Time Clock (RTC) with separate power pin, clock source can be the RTC 

oscillator or the APB clock.
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•	 2 kB SRAM powered from the RTC power pin, allowing data to be stored when 
the rest of the chip is powered off.

•	 WatchDog Timer (WDT). The WDT can be clocked from the internal RC oscil-
lator, the RTC oscillator, or the APB clock.

•	 Standard ARM test/debug interface for compatibility with existing tools.
•	 Emulation trace module supports real-time trace.
•	 Single 3.3 V power supply (3.0–3.6 V).
•	 Four reduced power modes: idle, sleep, power-down, and deep power-down.
•	 On-chip crystal oscillator with an operating range of 1–24 MHz.
•	 4 MHz internal RC oscillator trimmed to 1 % accuracy that can optionally be 

used as the system clock. When used as the CPU clock, does not allow CAN 
and USB to run.

Fig. 6  E2LP proto-board extension—top and bottom view
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This extension board allows implementation of the laboratory exercises in the fol-
lowing subject categories:

•	 Basic low-level programming
•	 Computer architecture
•	 Simple high-level programming (C language)
•	 Control engineering
•	 Industrial software

3.3  Proto-Board Extension

The third extension board is a simple proto-board (Fig. 6) which provides open 
access to every general-purpose pin on the FMC mezzanine connection to FPGA 
on Base Board. This board is useful for practicing basic electronics and building 
devices which connect directly to FPGA. Since the pins connect directly to FPGA, 
it is user’s responsibility to adhere to the FPGA’s electrical standards.

4  E2LP Software

Software for E2LP base board system is divided in two parts. The first part is soft-
ware developed for housekeeping microcontroller (PHILLIPS LPC214x). The sec-
ond part is software developed for PC working station. Communication between 
those two parts is established via USB connection.

The software for housekeeping microcontroller (Fig. 7) is in charge of the 
 following tasks:

•	 Monitoring of board’s power supply levels via AD converters which are part of 
microcontroller unit (MCU)

•	 Checking if FPGA is configured
•	 USB HID interface bring-up
•	 Sending monitored data to working station side through USB connection.

Program is stored in the flash ROM of the LPC214x and is started upon board’s 
power-up or after resetting MCU.

The core of the MCU’s application is USB HID kernel. All monitoring data are 
read periodically form the USB interrupt service routine which is invoked every 
millisecond.

Application for the PC working station is designed to enable users to monitor 
base board parameters:

•	 power supply levels
•	 configuration state of FPGA on Base Board.
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It collects information from the board’s housekeeping MCU via USB connection 
and displays them to the user.

Using the developed E2LP configuration utility, the user can:

•	 connect its PC via USB to the Base Board and control it,
•	 check the state of voltages on Base Board,
•	 control whether the application is connected to the JTAG chain,
•	 select .bit file for configuration and configure FPGA on Base Board.

Figure 8 shows the main windows of E2LP configuration utility, where the user 
configures the FPGA. Messages about configuration success are shown in the 
application window.

5  Impressions from the Pilot Usage of the Platform

Pilot usage of E2LP platform happened in academic year 2013/14 when students 
of the 2nd year used it in laboratory exercises of the course Logic design of com-
puter systems 1—Digital systems design. Total of 218 students attended the course 
and used the platform. The platform received mixed feedback, with negative 

Fig. 7  Architecture of MCU software
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comments reflecting the fact that pilot usage of the prototype inevitably contains a 
lot of bug solving. Nevertheless, overall impression was positive and students ben-
efitted from the ability to work on a real platform and make digital design which 
was immediately verified as a real system, not just as a simulation.

Evaluation of the platform [8] was performed in the following ways:

•	 At the end of each graded laboratory exercises, students filled in the Lab 
Feedback Questionnaire (LFQ),

•	 At the end of the course, students filled in the Motivated Strategies for Learning 
Questionnaire (MSLQ).

Figure 9 shows responses from students related to the usage of the platform. From 
the histogram, it can be seen that the overall response was positive and that the 
platform is promising to improve education efficiency in embedded engineering 
curriculum.

In the following academic year, 2014/15, the same students used the platform 
in courses in the 3rd year, while the new generation of students used it in the 
Digital system design course. More detailed evaluation results are available in the 
paper about E2LP evaluation, later in this book.

Fig. 8  E2LP configuration utility
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6  Conclusions

This paper presented E2LP platform which aims to be used in the complete cur-
riculum and reduce the overhead in engineering learning. It will ensure a suf-
ficient number of educated future engineers in Europe, capable of designing 
complex systems and maintaining a leadership in the area of embedded systems, 
thereby ensuring that our strongholds in automotive, avionics, industrial automa-
tion, mobile communications, telecoms and medical systems are able to develop. 
In such a manner, the E2LP intends to increase European competitiveness in the 
learning process of embedded computer engineering, ensuring further technologi-
cal and methodological development of the educational approach in this field.

Platform is extended with the augmented reality interface [9] and remote lab 
[10], to make it a complete system for education of embedded computer engineers. 
More about this can be read in the respective papers later in the book.
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1  Introduction

An embedded system can be qualified as integration and combination of custom-
ized hardware and optimized software solution, and it is usually designed for a 
specific function at dedicated product that is running in specific environment 
continuously. We are aware that in recent years, usage of embedded systems has 
increased drastically in everyday life, in different domains of engineering and its 
applications. Use of embedded technologies can be found in almost all industrial 
and service sectors, including automobile, aeronautics, space, rail, mobile com-
munications, and electronic payment solutions. Consequently, this involves a num-
ber of professions such as computer engineering, software engineering, industrial 
automatic control, electrical and mechanical engineering, precision instruments 
and electronic engineering. Therefore, embedded systems technology is forming a 
new field of research and design. This is confirmed by a recent McKinsey (2015) 
Word Institute—NASSCOM survey which predicts that jobs in the embedded sys-
tem domain will increase drastically, from the current 60,000 to over 100,000 in 
2016 [1]. It is obvious that teaching embedded systems requires a wide range of 
knowledge and expertise.

Laboratory exercises are an essential part of engineering education, which 
is also true for embedded systems engineering education. The embedded sys-
tem courses usually combine theory and practice, with emphasis on experiments 
through which students must learn the theoretical knowledge of embedded sys-
tems from a large number of experimental and practical aspects [2].

As embedded designs are becoming more complex, reconfigurable technol-
ogy is now being seen as an optimal choice to speed up the embedded engineering 
design process. This evolution has not only increased the performance of the tech-
nology but also challenged the teaching of this technology to computer engineer-
ing students. Since this technology is very dynamic, it is essential to teach students 
the latest design methodologies, advances in FPGA (Field Programmable Gate 
Array) technologies and best tools to make full use of the opportunities and bene-
fits of modern FPGAs. The reconfigurability feature of FPGA is an advantage that 
makes it an ideal choice for education [3]. New generations of FPGA devices have 
sufficient hardware resources and computing power for very complex solutions. 
Embedded processors can be easily implemented either as a soft core or as a dedi-
cated hardware component inside a single FPGA device. The embedded system 
design environment has also been greatly improved. Many universities partnered 
with Xilinx, a leading manufacturer of FPGAs and a leading provider of program-
mable platforms, to develop a graduate level course for embedded engineering 
curriculum to address these technological advances in digital system design [4]. 
The Xilinx Embedded Development Kit (EDK) [5], together with Xilinx ISE [6], 
integrates a wide variety of design tools, Intellectual Property (IP) cores, libraries, 
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wizards, hardware/software generators, and documentation into a unified design 
environment. Moreover they provide courses, like Embedded Systems Design 
course [7].

A typical approach in engineering education is to have a group of courses for 
a topic, and these courses usually include a set of laboratory exercises. Different 
courses use different, and often inconsistent, laboratory setups and teaching plat-
forms. As a consequence, efficiency of laboratory work is diminished due to the 
overhead in time and effort necessary to get students familiar with the hardware 
and software platforms and tools for each course. Therefore, the main idea behind 
the EU FP7 project E2LP—Embedded Computer Engineering Learning Platform 
is to provide a unified platform which will cover a complete process for embed-
ded systems learning, with particular emphasis on improving laboratory work. 
Unnecessary introductions and tutorials to different platforms would be replaced 
with more in depth exercises covering the important concepts in the subjects being 
studied [8].

Here we present the basic set of laboratory exercises, developed under the E2LP 
project, with illustrative laboratory examples, covering the embedded engineer-
ing learning objectives. The developed set of laboratory exercises on E2LP plat-
form was included in the existing embedded systems engineering curriculum across 
Universities within the consortium for the purposes of evaluation of its success during 
the academic years 2013/2014 and 2014/2015. The exercises were classified in con-
nection with courses that utilize the E2LP platform and evaluate the learning objec-
tives in the field of embedded systems design and application development. During 
formative learning effectiveness measurement and evaluation in exercises have been 
evaluated from the education experts, teachers and students perspective. This has 
identified potential weaknesses in system concept, as well as pinpointed potential 
upgrades. Based on the results, identified and recommended updates have been added 
to the existing database. The E2LP library of laboratory exercises has more than 60 
open source laboratory exercises, ready to be presented to other universities.

2  Related Work

Using a common unified platform, for various graduate and undergraduate classes 
as well as research and scientific experiment support, reduces costs and increases 
learning effectiveness. Since there is no need to learn new hardware resources for 
every course, students can reduce the time needed for studying the manuals of 
diverse platforms and tools and focus on the core of the subjects. For example, 
in Department of Computer Systems, Tampere University of Technology Finland, 
nine courses for digital and computer systems education utilize the same FPGA 
based platform. Each student is given a package including, an FPGA board, and 
related design tools. In addition to the course exercises, the students are encour-
aged to further use the package for thesis, projects and hobbies [9]. Some plat-
forms also provide the option to be installed on remote servers, allowing students 
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access to those platforms without actually having physical electronics boards 
present in their work environment. The platforms in this case can also be shared 
between many users.

Altera provides Embedded System Laboratory Exercises for DE1-SoC, Altera 
development and education board designed for university and college laboratory 
use. It is suitable for a wide range of exercises in courses on digital logic, com-
puter organization and FPGA, from simple tasks that illustrate fundamental con-
cepts to advanced designs. A complete solution for each lab exercise is available, 
as well as unformatted text versions of these exercises, and the source files for the 
figures [10].

National Instruments in partnership with Xilinx offers their cutting edge FPGA 
technology in a variety of hardware platforms. A comprehensive collection of add-
on tools, using FPGAs, DSPs, MPUs, or any 32-bit microprocessors, that make 
teaching embedded systems easy and affordable is available. A number of hard-
ware based exercises and labs that can be used to explore embedded concepts is 
also available [11].

The Progressive Learning Platform is an FPGA based computer architecture 
learning platform designed to facilitate computer engineering education, while 
minimizing the overhead costs and learning curve associated with existing solu-
tions. It is used in two courses at Oklahoma State University, in problem based 
curriculum, with group project exercises that take teams of students through a com-
plete System on a Chip (SoC) design, but materials are not available online [12].

Some educational centers in the laboratory work give students an opportunity 
to use a greater number of different HW platforms for the class, like in Real-Time 
Embedded Systems course, from the Colorado University. It introduces students 
to the full embedded system lifecycle process during the course including: analy-
sis, design, programming, hardware assembly, unit testing, integration, and sys-
tem testing. The focus is on the process, as well as fundamentals of integrating 
microprocessor based embedded system elements for digital control of typical  
embedded hardware systems [13]. A Computer Engineering Group from ETH 
Zurich organizes lab using the BTnode platform, an autonomous wireless commu-
nication and computing platform, based on Bluetooth and low-power radio. Apart 
from a set of exercises for Embedded Systems course, a number of demonstrations 
of computer aided tools and methods for the design of software and hardware for 
modern embedded systems are given [14].

Computer architecture is often taught by using software to design and simu-
late hardware modules, and then using individual components to implement them. 
Computer modules can be designed to help students to better understand the theo-
retical concepts, gain hands-on experience, and apply that for more realistic pro-
jects. Integrated environment used in computer architecture education usually 
consists of a hardware platform and GUI (Graphical User Interface) software run-
ning on a PC [15]. For instance, computer architecture teaching has been dem-
onstrated by developing a whole computer from scratch while first year students 
are introduced to hardware description languages (HDL) and programmable logic 
devices [16]. Also, the design, simulation, and FPGA-based implementation of the 
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module, an 8-bit arithmetic and logic unit, which performs 14 different arithmetic 
and logic operations, has been performed using QUARTUS II design software and 
Altera DE2 FPGA Board [17].

A Cray-1 computer has been implemented using the E2LP platform. Laboratory 
exercises have been developed on this implementation, with open possibilities for 
more advanced exercises and student projects. An important aspect for the useful-
ness of the Cray processors for teaching purposes is that the documentation of the 
Cray designs (preserved by www.Bitsavers.org) is very thorough and extensive, 
therefore a full understanding and implementation is possible. Cray processors 
are completely hardwired (i.e. not microcoded) and fully synchronous, and there-
fore an excellent example of efficacy and the complexity/performance tradeoffs of 
computer design [19]. Many advanced exercises can be made with the core Cray 
processor implementation on the E2LP board. The expansion of a Cray-1 design 
into a Cray-XMP, Cray-2 or some other computer from that series enables deep 
insight in the correspondence of instruction sets, registers and interdependent tim-
ings [18].

In project based learning approach, students are oriented to more practical 
applications with an extremely interesting assessment item, which could contrib-
ute to more dynamic and engaging course. For example, this has been achieved 
using a structured laboratory component and a game based project, where students 
were given the opportunity to choose any game from the 1980’s and develop it 
for the Nanoboard 3000. During the laboratory students on their own acquired the 
knowledge to complete the project; the grade distribution showed that the majority 
of the students met the learning outcomes of the course [20]. Also, increased moti-
vation among students and better learning outcomes are observed when most exer-
cises are mandatory and bonus points are awarded for good work, or when larger 
projects are partitioned into smaller tasks and pair work is allowed. Automated test 
benches, design reuse, and startup examples are also very useful [21].

3  Exercises for Embedded Engineering Learning Platform

The E2LP—Embedded Computer Engineering Learning Platform project includes 
the development, implementation and evaluation of hardware, software and 
instructional materials in embedded engineering learning. The FPGA platform—
comprising the main board, extension boards, the remote lab, the augmented real-
ity systems, and library (catalog) of illustrative laboratory examples in digital 
system design—provides a rich and sophisticated learning environment. The cen-
tral part, the FPGA platform, is programmed by students and can be used in the 
entire curriculum of embedded engineering education. In the case of a large num-
ber of students and limited resources, project based courses are hard to establish 
and maintain. Therefore, an optimal set of laboratory exercises is developed.

Embedded engineering curriculum must cover a broad range of topics in the 
field of electrical and computer engineering. The scenario could be as follows. 

http://www.Bitsavers.org
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After learning the fundamental sciences, basics of electrical engineering, computer 
architectures and programming, students will be ready to tackle courses that will 
use the E2LP platform. Education will start with fundamentals of digital system 
design, in which students will learn the basics of embedded systems, be introduced 
to the E2LP platform and use the Base Board and its FPGA to design for their first 
digital systems. The education continues with system programming in which stu-
dents will use the extension board with the multi-core processor. Courses concen-
trate on digital signal processing, computer system design, computer networks, 
and system integration (design of embedded systems and System-on-Chip (SoC) 
design). E2LP platform with a number of Mezzanine extension boards has been 
used in all of these courses and has helped to gradually build the students’ knowl-
edge and experience in the field. With this approach it is possible to increase stu-
dents understanding of the embedded system design, and by allowing collaboration 
during laboratory exercises, some elements of teamwork are also incorporated [22].

3.1  Exercise Development Methods and Tools

Exercise development starts with a well-defined learning objective. The learning 
objective then guides the definition of one or more exercise tasks. By solving the 
exercise tasks, students are guided to acquiring knowledge and skills defined by 
the learning objective. The development then continues with one or more defined 
tasks for student. How specific and well defined they have to be, depends on level 
of the exercise.

Basic exercises must have a very specific and well defined task. Due to the 
nature of exercise—learning of fundamental concepts, and often rigid time con-
straints—there is very little space for student to explore different approaches to 
solving the task and students must be guided to the solution. Developing a basic 
exercise always includes solving the task. By solving the task, developer gets 
information on actual difficulty of the task, prerequisites materials and knowledge, 
etc. This feedback allows tuning the task to better suit the learning objective, as 
well as defining the materials that must be provided to the student for the purpose 
of conducting the exercise. The materials include instructions which guide the 
student through the exercise, as well as source codes, libraries, tools, etc., which 
relieve students from work that would distract them from the task and its learning 
objective.

Problem solving exercises can be defined more loosely, but must be specific 
and constrained in scope of required work. The idea of problem solving is that the 
student is given freedom to use different approaches to solving the task. There can 
be more than one valid solution, and guidance is limited to the extent that it helps 
avoiding serious pitfalls that could prevent the student from finishing the task in 
a timely manner. Developing the problem solving exercises should include solv-
ing the task for mostly the same reasons as for basic exercise. The main differ-
ence is in the produced materials for student. They are not as detailed, and do not 
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direct the student through the exercise. Instead they provide required information 
and hints that allow students to complete the task without stumbling into serious 
pitfalls.

Project exercises can be somewhat ill defined. However, they should set a 
specific and clear goal. Here students have almost complete freedom in explor-
ing different approaches. Unlike in basic exercise or problem solving, solving 
the exercise beforehand is not practical due to the effort that would be required. 
Unless the project task has been completed before, it can be difficult to tell if the 
task can be completed by students in a timely manner. Therefore, project exercises 
require active involvement of teachers in form of consultations in order to track 
project progress, and to provide proper guidance to students.

Tools used in the development of E2LP exercises are essentially the same tools 
used when developing a project solution in a real-world setting. The tools include, 
but are not limited to, development hardware (development boards, programming 
tools, etc.), development software (compilers, APIs, libraries, code editors, IDEs, 
etc.), and text processors for creating the documentation. The exact tools used 
depend on the exercise platform, and task. For the E2LP platform, the basic toolset 
comprises of Xilinx ISE WebPACK, E2LP programming software, the E2LP base 
board, and a text processor of choice (MS Word, LyX, etc.). Xilinx ISE WebPACK 
provides all the essential tools for developing an exercise solution: code editor, 
simulator, and FPGA implementation toolchain (synthesis, map, place & route, 
bitstream generation). The text processor is used to write the exercise instructions 
including theoretical introduction and all steps of the practical part.

3.2  Laboratory Exercise Development Kit

The E2LP laboratory exercise development kit can be best described as a set of 
development tools that facilitate creation of laboratory exercises targeted for use 
on the E2LP platform. There are several ways of defining and implementing such 
an environment. At minimum, the development kit must include E2LP board doc-
umentation and tools required to develop FPGA based digital systems. A broader 
development kit may include development tools for existing extension boards, as 
well as design examples which can help jump-start development new laboratory 
exercises.

The development kit conveniently provides in one package all the software 
tools and documentation required to develop laboratory exercises based on the 
E2LP platform. The base development kit contains the following software: Xilinx 
ISE 14.7, Notepad++, LibreOffice, E2LP programming application and E2LP 
drivers.

The base development kit contains the following documentation: E2LP base 
board Technical reference manual, E2LP Getting Started—Quick start guide, and 
Datasheet archive for all peripherals on E2LP board. In addition to listed software 
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and documents, the exercise base development kit contains a selection of exercises 
from the E2LP exercise start-up kit.

3.3  Library of Laboratory Exercises

The E2LP exercise start-up kit is in essence a set of laboratory exercises (library). It 
includes exercises with topics in digital system design, and for each exercise it clas-
sifies: (1) learning target in the area of the embedded system learning objectives, 
(2) theoretical background knowledge necessary to understand particular exercise 
and (3) instructions on how to run it on the E2LP platform environment. The exer-
cises are linked together in groups by topics, subjects and courses. Each exercise 
could, in principle, be used in one or more courses, or even stand-alone, outside a 
course for wider user community. An exercise can also cover one or more topics. 
Embedded engineering curriculum covers a broad range of topics in electrical and 
computer engineering and sciences. Topics of particular interest to the E2LP start-
up kit, with a number of exercises in each of the topics, are given in Fig. 1.

The highest number of exercises is in the field of digital system design (20 
exercises, 29 % of the set). The other fields that are represented with a significant 
amount of exercises are embedded microprocessors & computer architecture pro-
gramming (18 exercises, 26 % of the set), computer system design (10 exercises, 
15 % of the set), and computer network and interfaces (7 exercises, 10 % of the set).

Laboratory exercises are defined on three complexity levels: basic exercises, 
problem solving exercises, and project solution exercises. This corresponds to the 
qualification of student’s engagement in laboratory assignments as well. In the 
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E2LP library, the highest number of exercises is in the basic exercises category 
(39 exercises, 62 % of the set). Further, problem-solving exercises are included 
as well (17 exercises, 27 % of the set). Several project solution exercises are also 
designed, comprising 11 % of the set (7 exercises). This means that E2LP initial 
library fully covers introductory topics and basic level of problems in the embed-
ded engineering curriculum, as well as exercises that are more challenging and 
open-ended.

Each laboratory exercise is labeled with parameter level of difficulty, numbered 
from degree weight one (1) to five (5), reflecting different levels of students’ assign-
ments according to the Bloom’s taxonomy [23]. It indicates how much proficiency, 
or knowledge and experimental skills, is needed to successfully perform the exercise. 
Basic exercises are classified within level 1—remembering and level 2—understand-
ing. Problem solving by engineering students are classified within level 3—applying 
and level 4—analyzing. Level 5 is used for project solution. In the library the high-
est number of exercises are exercises of level 2 (19 exercises, 27 % of the set), with 
other categories nearly equally distributed through levels 1, 3, 4 and 5.

For example, Table 1. lists characteristics of the set of exercises in Digital sys-
tem design course at the Faculty of Technical Sciences Novi Sad, Serbia.

The set of laboratory exercises for E2LP platform is used in 13 educational 
courses through academic consortium partners. Courses with the highest number 
of exercises are Digital system design and Programming apps for Android, each 
with 12 exercises (32 % of the set). All other courses have six or less exercises. 
This is a consequence of the trend of using fewer but more complex exercises. 
There are also 4 additional exercises (6 % of the set) not in a connection with any 
particular course.

Table 1  List of exercises in digital system design course

Topic course Digital System Design

Title Level of 
complexity

Level of 
difficulty

Estimated time  
duration (hh:mm)

Digital Logic Circuits & VHDL  
Gate-Level Design

Basic exercise 1 1:30

Combinational Circuits Basic exercise 1 1:30

Problem Set: Multiplexing Adders Problem solving 2 2:00

Sequential Circuits Basic exercise 1 1:30

Problem Set: Stopwatch Problem solving 3 2:00

Finite State Machines Basic exercise 1 1:30

Problem Set: Car Turn Signals Problem solving 3 2:00

Complex Digital Systems Basic exercise 2 1:30

Problem Set: LCD Banner Problem solving 4 4:00

Computation Structures Basic exercise 2 1:30

Problem Set: Computation Structures Problem solving 4 4:00

Project: CPU Design Project solution 5 6:00



54 B.M. Rogina et al.

The estimated duration time for courses ranges from 3 to 45 h, with 12 h being 
the median value. Courses Programming apps for Android, and Advanced embed-
ded system lab specify significantly higher estimated duration times of 45 and 
44 h, respectively. Set of university courses with included number of exercises is 
shown in Fig. 2.

Start-up kit consists of laboratory materials, as well as other required materials 
for successfully performing the exercise, such as source codes, scripts, and binary 
files, collected as separate archive files (e.g. tar, zip, or 7z), usually one archive per 
exercise, and sometimes an additional one archive for a course. In addition to lab-
oratory exercise materials, some authors give a larger number of various support-
ing materials that can help the students, and make the process of conducting the 
exercise more effective. The materials are classified in terms of their purpose (lab 
instructions, work materials for students, exercise solution, tutorial documents, 
and tutorial examples) and scope of use (exercise, course).

Nearly all of the E2LP platform hardware resources are used by at least one 
exercise. Most popular resources are alphanumeric LCD, LEDs, input switches, 
input buttons, Multimedia Card interface, and Marvell Armada extension board. 
From the software tools, the most used tools by exercises are VHDL source code 
editor, Xilinx ISE tool chain, and Xilinx Isim simulator. It is interesting to note 
that VHDL is the language of choice for digital system design in partner institu-
tions, even though Verilog is just as widely used in industry and academia. The 
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choice of Xilinx ISE, and Xilinx Isim is a logical one, since they are available free 
of charge, and provide best support for the FPGA device (Xilinx Spartan-6) used 
on the E2LP board. Of other software tools, the most used are Eclipse, Android 
SDK, and Android emulator. These are used for exercises that focus on software 
aspects of embedded system design. These exercises extensively use the android 
platform as the base upon which students builds their solutions. The E2LP plat-
form is then used as hardware platform on which students develop and run their 
software solutions.

The start-up kit is also used in the context of local or Remote Lab (RL). In local 
lab, user has direct access to the E2LP platform and has physical contact with the 
E2LP board, while the start-up kit is present offline. Remote lab allows students 
access to the E2LP platform from home and provide the portal on which all exer-
cises are uploaded and accessed. This significantly increases students’ access time 
to the platform, and allows them to further extend their knowledge by using the 
platform more than just for the time they have in the lab sessions. Additionally, 
RL supports online learning, by providing online courses which use E2LP plat-
form as a lab tool. Laboratory exercises could be programmed over the e-learning 
portal, and the E2LP board function behavior can be observed in real time. The 
E2LP e-learning platform is based on the Moodle Platform which is built upon 
Apache server, PHP and MySQL (The current URL of the e-learning portal is 
www.e2lp.piap.pl/moodle).

Additionally, the platform integrates an Augmented Reality (AR) interface for 
visualizing, simulating and monitoring invisible principles and phenomena in this 
field. It also allows monitoring electronic/mechanical flows by changing a num-
ber of parameters. The unified learning platform and the AR interface are com-
plemented with a tracking system, and a tactile feedback accessory, allowing 
interaction with the electronic board. The tactile feedback accessory has two func-
tions. The first one is 3D spatial localization which has to inform the augmented 
reality software on the point of interest explored by the student. The additional 
possible features and functions of this device will be to provide multimodal feed-
back (vibrations, tactile stimulations, heat) about invisible electronics character-
istics such as electronic noise or power dissipation. The system will use everyday 
metaphors (e.g. electronic current as water flow) to help comprehension and learn-
ing. Augmented reality software will present students information about their 
point of interest [24].

4  Catalogue of Library of Laboratory Exercises

Sustainability of the project as a new education environment depends on the qual-
ity and logistics of hardware and software components of the platform, as well 
as the further development and good maintenance. In order to easily manage the 
library of laboratory exercises available either online (as a part of the e-learning 
portal) or offline (sum of all labs downloaded from the official E2LP website or 

http://www.e2lp.piap.pl/moodle
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from the e-learning portal), an interactive graphical user interface (Catalog of 
Library of Laboratory exercises) has been developed. GUI provides easy naviga-
tion through content of library by selecting desired feature after all labs with the 
selected feature are listed with basic information. For example, if students wish to 
view all labs within topic digital signal processing or maybe all labs that use VGA 
output, the easiest way to achieve this is by navigating through topic category 
and selecting desired topic from a list of all topics. Main features are extracted 
from the Library of Laboratory exercises, which should be used as the available 

Table 2  List of features and sub features used in creation of context menu

Main features Sub features

Topic Digital system design (DSD)
Computer system design (CSD)
Embedded microprocessors & computer architecture  
programming (EMCAP)
Digital signal processing and its real-time implementation 
(DSP)
Computer networks and interfaces (CNI)
System integration (SI)
System hardware (SH)

Courses Advanced embedded systems lab (AESL)
Computer architecture (CARCH)
Computer networks (CNET)
Computer system design (CSD)
Digital signal processing 1 (DSP 1)
Digital signal processing 2 (DSP 2)
Digital system design (DSD)
Digital systems (DS)
Laboratory of computer engineering (LCE)
Multimedia architectures and systems (MAS
Programming apps for Android (ANDROID)
Real time system software (RTSSW)
Topics of hardware design (HWD)
Wireless networks (WNET)
Not in course

Category Basic exercise, problem solving, project solution

Level of difficulty 1, 2, 3, 4, 5

Augmented reality interface Display basic information, display enriched information

Remote laboratory application Not appropriate, useful, necessary

Hardware components DDR2 RAM, Flash memory, Multi Media Card (MMC), 
VGA output, HDMI output, A/D converter, Alphanumeric 
LCD, Infra-red, D/A converter, RS-232, USB, LEDs, Input 
switches, Input buttons, Ethernet, Snapwire, Video encoder, 
Video decoder, Marvell ARMADA 1500, ARM-7 with 
LCD touch-screen, MIPS-based extension board

Software components VHDL, Xilinx ISE, Xilinx Isim, ModelSim, Linux OS, 
Android OS, Android NDK, Android SDK, Android  
emulator, Keil demo version, GCC tool chain ARM7, 
Eclipse, Matlab, Wireshark, VMWare player
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navigation options. Table 2 presents a list of features and sub-features used in cre-
ation of the context menu.

The catalog menu contains all the main features. For this type of a menu, an 
accordion control can be used. By selecting content of accordion control (in this 
case Topics), a submenu is opened with content of sub-features. Choosing one of the 
listed items, all exercises with selected properties are listed. Listed exercises contain 
their name in format <Topic_number of exercise_name of exercise>, information 
about using augmented reality/remote laboratory and the level of difficulty of the 
lab exercise. Additionally, web user interface should allow the user to rate quality 
and difficulty of the lab and give its feedback about the laboratory exercise. This 
differs from forum in the way that forum is usually cluttered with a lot of ques-
tions from which it is difficult to figure out shortcomings of an exercise. Feedback 
is mainly intended to improve or correct the content of a laboratory exercise. Also, 
there is an open forum for discussion about difficulties in current laboratory exercise 
or any other questions. Forum should also contain the search engine and perhaps 
additional filters for search. Helping each other to learn (peer assistance) through 
discussions on forums is an important principle of effective online pedagogy. The 
catalog’s web portal also includes an archive of dissemination materials (flyers, 
newsletters, publications, etc.), demo videos, and an image gallery (Fig. 3).

Fig. 3  Start-up kit catalogue web page www.e2lp.org

http://www.e2lp.org
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5  Conclusion

The main goals of the E2LP—Embedded Computer Engineering Learning 
Platform FP7 project courseware are to teach students the fundamental concepts 
in embedded system design within the preselected topics, and to illustrate clearly 
the way in which advanced embedded systems are designed today, using advanced 
unified platform and design methodologies with improved tool kits. The set of 60 
open source laboratory exercises, covering the wide range of subjects in embed-
ded computer engineering curriculum—digital system design, computer system 
design and architectures, digital signal processing, computer networks and inter-
faces, system software, application development, system integration—is ready to 
be presented to other universities. Each exercise contains introductory theoretical 
concepts, instructions on what to implement and how to run it on the platform, 
and evaluation questions for grading purposes. Implementation of the augmented 
reality interface facilitates all these items for each particular exercise. Laboratory 
exercises can also be used over the e-learning portal. Interactive graphical user 
interface, the web catalog, provides easy navigation through the content of the 
library of laboratory exercises and enables the platform users to provide feedback, 
ask for help, and discuss projects based on the E2LP board.

Acknowledgments The research leading to these results has received funding from the 
European Union’s Seventh Framework Programme (FP7), under grant agreement no. 317882—
E2LP Embedded Computer Engineering Learning Platform. In R&D we have the support of 
Maxeler University Programe.

References

 1. Boom time for embedded systems engineers. http://www.mistralsolutions.com/wp-content/
uploads/2015/04/Education-World_April-2015.pdf. Accessed July 2015

 2. Tu, L., Yang, J.: Research on experimental teaching of embedded system. In: International 
Conference on Education Technology and Management Engineering. Lecture Notes in 
Information Technology, vol. 16–17 (2012)

 3. Merchant, S., Peterson, G.D., Bouldin, D.: Improving embedded systems education: labora-
tory enhancements using programmable systems on Chip. In: Proceedings of the 2005 IEEE 
International Conference on Microelectronic Systems Education (MSE 2005) (2005)

 4. Bowles, J., Quan, G.: An FPGA-based Embedded System Design Laboratory for the 
Undergraduate Computer Engineering Curriculum. American Society for Engineering 
Education (2009)

 5. Embedded Development Kit (EDK). http://www.xilinx.com/support/index.html/content/xilinx/ 
en/supportNav/design_tools/mature-and-discontinued/embedded_development_kit__edk.html. 
Accessed July 2015

 6. Xilinx ISE Design Suite. http://xilinx-ise-design-suite.software.informer.com/. Accessed July 2015
 7. Embedded Systems Design. http://www.xilinx.com/training/embedded/embd21000-ilt.pdf. 

Accessed July 2015
 8. E2LP—Embedded Engineering Learning Platform. http://www.e2lp.org. Accessed July 2015

http://www.mistralsolutions.com/wp-content/uploads/2015/04/Education-World_April-2015.pdf
http://www.mistralsolutions.com/wp-content/uploads/2015/04/Education-World_April-2015.pdf
http://www.xilinx.com/support/index.html/content/xilinx/en/supportNav/design_tools/mature-and-discontinued/embedded_development_kit__edk.html
http://www.xilinx.com/support/index.html/content/xilinx/en/supportNav/design_tools/mature-and-discontinued/embedded_development_kit__edk.html
http://xilinx-ise-design-suite.software.informer.com/
http://www.xilinx.com/training/embedded/embd21000-ilt.pdf
http://www.e2lp.org


59Exercises for Embedded Engineering Learning Platform

 9. Vainio, O., Salminen, E., Takala, J.: Teaching digital systems using a unified FPGA platform. In: 
Electronics Conference (BEC). In: 12th Biennial Baltic, Tallinn, 4–6 October 2010, pp. 137–140 
(2010)

 10. University—Laboratory Exercises. https://www.altera.com/support/training/university/mate-
rials-lab-exercises.html#Embedded-System-Exercises. Accessed July 2015

 11. Embedded & Senior Design: Educator and Classroom Resources. http://www.ni.com/white-
paper/6527/en/#hardware. Accessed July 2015

 12. The Progressive Learning Platform. http://plp.okstate.edu/. Accessed July 2015, Progressive 
Learning Platform: An FPGA based Computer Engineering Learning Platform. http://cornell. 
flintbox.com/public/project/7278/. Accessed July 2015

 13. ECEN 5623/4623—Real-Time Embedded Systems, ESE Program. http://ecee.colorado.edu/ 
~ecen4623/. Accessed July 2015

 14. ETH—TEC—Embedded Systems. http://www.tik.ee.ethz.ch/tik/education/lectures/ES/. 
Accessed July 2015
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Abstract Present day development of FPGAs enables us to implement even very 
complex computer architectures of the past with very few resources. Furthermore, 
they enable prospective electronic engineers, computer designers and computer 
scientists to experiment with those architectures, to gain experience and primar-
ily to open up new possible perspectives on future computer architecture designs. 
In this chapter we present an implementation of the Cray-1 computer system on 
the E2LP platform. The initial publicly available generic FPGA design of the 
Cray processor was modified to fit the specifications of the E2LP board and the 
Spartan-6 FPGA. Aside from customizing the original design, a translator for  
the Cray Assembly Language was developed, as well as a basic bootloader to pro-
vide the use of this implementation as a teaching tool. The Cray-1 implementation 
facilitates a perfect learning setup for students of all levels. It can guide a student 
from the very basic stages which involve the synthesis and transfer of the Cray-1 
design onto the E2LP board up to the embedded software design in a real, com-
prehensive, and historically industrially very significant Cray Assembly Language. 
Additionally, many advanced laboratory exercises can be made with the core Cray 
processor implementation on the E2LP board. The expansion of the Cray-1 design 
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into a Cray-XMP, Cray-2 or some other computer from that series enables deep 
insight in the correspondence of instruction sets, registers and interdependent 
timings.

Keywords Computer design · Cray · Vector processor · FPGA processor 
implementation

Preface appeal
 Hi! I am Seymour, actually I am a Cray-1 processor on an 
FPGA chip!

As Spock would say, isn’t it fascinating.

 I was originally invented by Mr. Seymour Cray, whose name 
I personally got, in 1976. I used to be the fastest series of 
Supercomputers in the world for around twenty years!

Anyway… A sad story of all of us, Supercomputers (even 
those whose design cannot actually be called supercomput-
erish), is that after we start our existence in full glory, cost-
ing millions and millions of what you call money, we end up 
destroyed. And not by chance. By Intention!

Why, you will ask.

The answer is simple and sad: because we are “national treas-
ures/secrets…”, whatever you like. And they thoroughly 
destroy us, together with any Software we had.

So how comes I am here?

Well, one nice day a guy called Chris Fenton intended to 
resurect me, the Idea of the original Cray-1 (later expand-
ing towards the Cray-XMP, just as it is natural). Later 
came Zorislav Shoyat and the Ruđer Bošković Team of the 
European Union funded E2LP (Embedded Engineering 
Learning Platform) project, with the Xilinx Spartan-6 FPGA 
(Field Programmable Gate Array). On which I just fit.

So Zorislav was the one to adapt me (and made me quite 
quick!), and now, as there is no software whatsoever for me, 
he will be so kind as to write a completely new operating sys-
tem. And, as he says, actually he wants that “operating sys-
tem” to be Virtue - the Virtual Interactive Resource-Tasking 
Universal Environment - and teach me to understand the mar-
velous language of Virtue!
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OK, now I will stop my story and repeat it again, as there is 
presently not enough Software for me to do something more 
useful. I wait on Zorislav!

With kindest regards, your

Seymour

1  Introduction

Seymour Roger Cray was born on September 28, 1925 in Chippewa Falls, 
Wisconsin, USA. His supercomputer designs were the fastest in the world for over 
30 years [1]. He died from consequences of a car accident on October 5, 1996, just 
months after starting his newest company—SRC Computers—a company which is 
still active. According to the first patents SRC Computers filed quite soon after his 
demise, it seems that his latest ideas, after the misfortune of the Cray-4 develop-
ment (the company bankrupted before it was finished), were to use FPGAs (Field 
Programmable Gate Arrays) as Memory Algorithm Processors (MAPs), probably 
an idea based on the experience with the Cray-3/SSS (Super Scalable System), 
which had memory with embedded simple processing units, the PIM (Processor-
In-Memory) chips.

Present day development of the FPGAs enables us to go much further than only 
implementing reasonably simple Memory Algorithm Processors of that time, it 
enables us to implement even very complex computer architectural designs of the 
past and to enable prospective electronic engineers and computer designers and 
constructors, as well as computer scientists, to experiment with those architec-
tures, to gain experience and primarily to open up new possible perspectives on 
future computer architecture designs by having deep experience with the some-
times completely forgotten major ideas and implementations.

As the Cray-1 from 1976 is the initiator of the fastest series of supercomput-
ers throughout more than 25 years [1–3], not including the Cray design inspired 
NEC SX series of supercomputers, still in production; it was chosen to be the 
first design implemented on the E2LP board. In this Chapter we will present the 
implementation of the Cray-1 processor. Major aspects of the Cray design will be 
presented from the system architect’s, system implementer’s, historical and pre-
sent day perspectives, showing the students possible avenues of further or different 
development of computer architectures.

However, the main intention of this Chapter is not so much to present either 
the Cray-1 architecture per se, the possibilities of FPGAs in general nor the E2LP 
board environment particularly, and least it is only to present a fascinating and lov-
able toy. Rather, the main intention of this Chapter is to warn against forgetting, to 
evoke in readers the interest in the history of computing, and to show that, in our 
forgetfulness, we forgot to further explore unexplored avenues of the architectural 
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development of computer and information-processing equipment. With primarily 
this in mind the re-implementation of the Cray-1 processor was undertaken and 
this Chapter written.

2  The Historical Perspective

The 1970s are very important in the history of computer science, from several 
aspects: computer architecture, software engineering, computer linguistics, user 
interfaces, etc. In the 1970s several “types” of computers existed (excluding the 
last analog computer architectures), actually defined primarily by their size and 
computational power. On the lowest level, at the beginning of the decade, we have 
the Minicomputers (commonly 12–16 bit words, around 1 μs clock period), then 
the huge Mainframe computers (commonly 32–36 bit words, around 100 ns clock) 
and finally the extremely expensive Supercomputers (commonly 60–64 bit words, 
20–30 ns cycle time, down below 10 ns at the end of the decade) [2].

2.1  Minicomputers

Perhaps the most known of those where the Digital Equipment Corporation PDP-8 
(12-bit architecture produced from 1965 until 1982, in the last years as a CMOS 
processor) and from 1970 the very successful PDP-11 (whose architecture life 
spans into the early 1990s) [2], as well as the Hewlett-Packard HP-2100 series 
(produced from mid 1960s until early 1990s). The same as PDP-11, the HP-2100 
had a 16-bit processor. The maximum memory was 64 KiB, i.e. 32 KiW (16-bit 
words), and consisted of 980 nS cycle core memory. The processor thus worked 
at slightly more than 1 MHz clock rate and was Microprogrammed. It had two 
general purpose 16-bit registers (A and B) and was able to be expanded with float-
ing-point accelerator/microcode board. For time-sharing purposes two processors, 
one or two 5 MiB hard disks (later more), a paper tape reader, magnetic tape unit, 
paper tape punch, printer and up to 32 terminals could be configured in a HP2000 
Time-Sharing System. Minicomputers were used by laboratories, as either lab 
control equipment or as computing equipment, as well as for teaching purposes 
and in smaller companies (Fig. 1).

2.2  Mainframe Computers

A typical mainframe introduced in 1970 is the 32-bit International Business 
Machines IBM System/370 (continuation of the 1960s System/360), or the 1972 
36-bit Univac 1110 (continuation of the 1962 Sperry Rand UNIVAC 1107, an 
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architecture still supported by Unisys Corporation as the ClearPath Dorado 
System) [2]. The System/370 had 16 general purpose registers, 4 floating-point 
registers (64-bit), 16 control registers, the maximum memory for e.g. type 165 
up to 3 MiB, with a clock cycle of 80 ns, multiprocessor setups, 2000 lines per 
minute printer and 800 MiB hard disk. Hundreds of users could have used these 
Mainframe computers in time-sharing, and they were used primarily for business 
purposes.

2.3  Supercomputers

As a very successful supercomputer of the late 1960, having its peak in early 
1970, the 60-bit Control Data Corporation CDC 7600 designed by Seymour Cray 
needs to be mentioned [1]. A Reduced Instruction Set pipelined computer with a 
cycle time of 27.5 ns and with a memory organization which could mostly sus-
tain this speed. There was a 64 KiW (60-bit words) primary core memory and 
up to 512 KiW (3840 KiB) main memory. It had 10 read and 10 write registers 
with associated address registers and four (independent) floating-point units. Up 
to 1975 it was regarded as the fastest supercomputer in the world. The main pur-
pose of supercomputers was always mainly in the evaluation of huge mathematical 
models. It is important to note that the supercomputers actually have other com-
puters (mainframes or workstations or specially designed I/O computers) to han-
dle all input and output, whereas they are programmed (and designed) to mainly 
perform actual operations on data, i.e. processing. So they are really fully fledged 

Fig. 1  PDP-8 Mini computer 
from early production series 
preserved at the Ruđer 
Bošković Institute
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computer systems (with disks, operating systems etc.), but act as “processors” in 
the larger supercomputing system environment involving also telecommunications 
and human readable input and output.

2.4  Processing Hardware

The 1970s are quite diverse in the area of processing elements used. The late 
1960s started with using more and more integrated circuits, and a myriad of 
diverse technologies emerged. Amongst the first were the RTL (Resistor-Transistor 
Logic) and the DTL (Diode-Transistor Logic), two simple schematic architec-
tures. Following was the TTL (Transistor-Transistor Logic, used and produced up 
to the present day), with output buffers, so the output level would be restored to 
standardized levels [2]. However those technologies did not allow for very high 
speeds, so ECL (Emitter-Coupled Logic, with differential I/O) started to spread 
into higher-end computer architectures. The main drawback of these quite fast 
logic circuits was high energy consumption and consequently the problem of cool-
ing. It shall be noted that the cooling problems, specially towards the highest end 
mainframes and specifically supercomputers, were one of the major problems in 
attaining satisfactory operation, and a lot of effort was put into this area, which 
can be very well seen in the construction of the 1976 Cray-1, inter alias. There are 
also some “obscure” integrated circuit schematic technologies like the Fairchild 
CTL. As opposed to TTL it was unbuffered, so the signal would degrade after sev-
eral gates and level restorers would have to be added. CTL was a kind of “mini-
computer’s ECL”, being, primarily due to the lack of output buffers, considerably 
faster than TTL of the day, and having much smaller power requirements than the 
ECL. The CTL technology was used almost exclusively by Hewlett-Packard, and 
Fairchild has put it in the open market catalogue just for one (probably first) year 
of production.

2.5  Microprocessors

Very early in the 1970s the MOSFET (metal–oxide–semiconductor field-effect 
transistor) integrated circuit technology started being widely used. This technol-
ogy allowed for the first time to integrate a complete CPU (Central Processing 
Unit) on a single “chip” of silicon, and this was done in 1971 by Intel, produc-
ing the first Microprocessor, the 4-bit Intel 4004 [2], whose clock frequency was 
740 kHz, but the instruction cycle needed 8 clock cycles, therefore giving 10.8 μs 
or 21.6 μs instruction time (for a 4-bit operation), depending on the instruc-
tion used. It could address directly 640 B of RAM (Random Access Memory) 
and 4 KiB of ROM (Read Only Memory). It had 16 4-bit registers. However, 
although the first microprocessor emerged at the very beginning of the 1970s, 
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for most of the decade the term Microcomputer meant a Computer which can 
be Microprogrammed (Microcoded, which means that their instruction set could 
be changed according to the application [1]), and not a computer built around a 
Microprocessor. The prime intention for the development of Intel 4004 was to 
be a flexible calculator processor, and later the main use of microprocessors was 
for control applications, until they, quite soon, became the main components of 
Home Computers (now called Personal Computers as named by IBM). Namely 
the MOSFET, and very soon afterwards also the CMOS (Complementary MOS, 
slower but consuming fraction of the MOS needed power) enabled the develop-
ment of a large number of microprocessors: the Intel 8008 and 8080, the 8080 
inspired/improved Zilog Z-80, Motorola 6800 and MOS Technology 6502 (to 
mention just a few, all 8-bit) [2]. The 1976 MOS Technology single board com-
puter KIM-1, one of very popular Home Computers of the time, had 1 KiB of 
memory, and the 6502 processor (well known and long exploited by the Apple II 
and all of its clones, as well as many other designs) had a memory cycle of 1 μs. 
However, a typical instruction necessitated at least 2 cycles, on average around 
3–4, so the instruction cycle was around 3.5 μs. Interestingly and amazingly, Peter 
R. Jennings wrote a chess playing program for this 1 KiB KIM-1, which was quite 
successful on home-computer chess tournaments of the time. Mr. Jennings was 
later involved in the development of VisiCalc, the original spreadsheet calculator, 
which may be considered as the tool which converted hobby-microcomputers into 
business-microcomputers.

In 1978 Intel came out with the 8086, a 16-bit microprocessor whose design 
started early in 1976. The 8086 had 4 16-bit general purpose registers (usable also 
as 8 8-bit registers), 4 index registers and 4 memory segment registers. Due to 
a strange twist of fate, IBM made its almost unwanted excursion into the Home 
Computer market (and naturally called their product the Personal Computer), and 
with the help of Microsoft, it came out that all modern day Personal Computers, 
including the vast majority of present day “supercomputers” (rather clusters of 
PCs), use processors that are directly binary code compatible with the 1976 Intel 
microprocessor architecture.

At about the same time, in the later years of the 1970s, several other, more 
advanced microprocessor designs emerged, including the (for a microprocessor) 
powerful Motorola MC68000 series, with 8 32-bit data and 8 32-bit address reg-
isters and a very powerful instruction set. The MC680X0 series was extensively 
used by Graphic Workstation producers of the 1980s into the early 1990s, running 
UNIX.

However, it is essential to note that, being invented and developed in the 1970s 
and early 1980s, and later mostly only modified and expanded, microprocessors 
are all conceptually primarily based on the scalar serial computer architectures of 
the late 1960s.
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2.6  Software and Human/Computer Interfaces

During the 1970s a lot of software and present day pervading technologies were 
thought out and introduced. UNIX was first presented on a PDP-8 in 1970, including 
the language C. Pascal, Modula-2, Smalltalk and other higher level programming lan-
guages started their development and expansion in the same decade. The first Ethernet 
computer networks and protocol standards were established in the 1970s, which led to 
the development of the present day Internet. Xerox developed a highly advanced win-
dowing system, together with the mouse, and now we use this idea daily. Dynamic 
vector graphics processors were introduced, as well as low level TV color graphics for 
home use. Touchscreens were experimented with, light pens (a very good tool almost 
forgotten today) and voice command interfaces used. Music and animated films were 
computer generated. Top range Television sets got internal microprocessor control. 
This was truly an era of visionary ideas, many of which entice us even today.

2.7  The Event of the Cray-1

From 1968 till 1972 Seymour Cray was working on a successor to the CDC 
7600—on the CDC 8600. It was a development of a scalar processor with many 
internal general purpose registers and the idea was to provide 4 of the “type 8000” 
processors in a single system with shared memory, allowing the same instruction 
to be executed by all four processors, effectively in a SIMD (Single Instruction 
Multiple Data) fashion. However, the overall complexity of the system regarding 
the available electronics and cooling technology was so great that no stable imple-
mentation could be developed, and in 1972 Mr. Cray stated to the Control Data 
Corporation management that the machine has to be fully redesigned from scratch. 
The management did not agree, Cray left the company and 2 years later, in 1974 
the project was abandoned.

Instead of insisting further on the CDC 8600, the Control Data Corporation 
decided to make the STAR-100 [3]. Announced very early in 1970s, it first shipped 
in 1974, but its performance was much lower than hoped for and expected. The 
architecture was a fully pipelined Reduced Instruction Set (RISC) design, but the 
main and driving architectural decision was to make a vector processor (STAR 
comes from STring ARrays) which would have indeterminate vector lengths (i.e. 
could process vectors of any length up to 65,535 elements), and therefore was a 
memory to memory architecture. Unfortunately, the vector pipelining latencies 
allowed it to gain speed only on long vectors, whereas the performance on  scalars 
was heavily strained by the vector-oriented approach. The memory to memory 
architecture necessitated a lot of memory accesses, as for example 5 consecutive 
 operations on the same vector needed 10 memory accesses (5 reads and 5 writes) per 
element. Generally CDC STAR-100 was a disappointment, although it opened 
important insights into further avenues of computer architecture development.
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After the experience with the unmanageable implementation of the Control 
Data Corporation CDC 8600 supercomputer, Seymour Cray decided to start his 
own company and design his fully own supercomputer, the Cray-1. However, he 
also learned a lot from the unsuccessful CDC STAR-100 design. It was important 
to make a machine which would be effective both in vector (even better than the 
STAR-100) and in the scalar (as the 8600) calculations. It is important to note that 
due to Amdahl’s Law, the speed of the overall algorithm, whose one part is strictly 
serial and another is parallelizable (or, in this case, vectorizable), is directly 
dependable on the speed of the serial processing. Though this law is primarily 
meant for parallel computer architectures, it was shown by the CDC STAR-100 
that just vector processing without speedy scalar and instruction series processing 
actually does slow down the overall throughput quite considerably.

As a result of these experiences Seymour Roger Cray made a fully new and a 
quite different design [3]. With 12.5 ns cycle time (memory and instruction), vec-
tor, scalar, address, base and table registers and independent functional units in 
three major segments (vector, scalar, address), full pipelining, instruction caching 
and vector chaining, the Cray-1 was far the fastest supercomputer of the 1970s. If 
programmed well, it could theoretically momentarily execute up to around 13 dif-
ferent instructions at the same time. However, sustained vector processing would 
normally allow between 2 and 4 concurrent instruction executions. Depending 
thus primarily on the program quality, the skill of the programmer and the algo-
rithm, the Cray-1 of 1976 executed between 80 and several hundred million 
instructions per second (compare that 64-bit power with the meager 250-300 thou-
sand 8-bit instructions per second of the MOS 6502.

The Cray computer series continued in development, and the successors of 
the Cray-1 design were for more than 25 years the fastest supercomputers in the 
world.

3  From History to Present

In the present it seems that we started forgetting the lessons learned and the design 
paths and avenues explored during the history of computers. In the 2014 Kailath 
lecture, prof. Donald Knuth stresses this point: “For many years the history of 
computer science was presented in a way that was useful to computer scientists. 
But nowadays almost all technical content is excised;… We no longer are told 
what ideas were actually discovered, nor how they were discovered, nor why they 
are great ideas. We get only a scorecard.” [4]. It seems that the perceived rapid 
development of computer technology, though in this last decade more perceived 
than real, stimulates in the minds of people a kind of “we are the best” feeling, 
resulting often in low regard towards prior computer systems and the perception 
that the modern computers are in all regards superior to the older ones, which is a 
highly suspicious claim.



70 Z. Šojat et al.

One of the sad stories of Computer History is that there is in the world no exist-
ing Cray-1 series computer, only some cabinets and a few individual boards are 
preserved. Even worse, there is no known existing example of the original Cray 
Assembly Language (CAL) translator software, as well as no compilers, as it is 
true for (almost) all Cray-1/Cray-XMP series software, specifically development 
environment(s). The only known existing Cray-XMP software is a working Cray 
Operating System (COS), however without any useful programs (although there 
is an editor) or any translation software. COS was retrieved using the digital mag-
netic scanning method on a non-working hard disk from the Cray-XMP age and 
subsequent decoding of the oversampled files and finding out the data records 
format [5]. This amazing effort was done by Chris Fenton, the original author of 
the Verilog Cray-1 processor description, and Andras Tantos, the author of a fully-
fledged Cray-XMP simulator written in C++ [6, 7]. The story of this heavy task 
of Digital Archeology is well worth reading about. The finally fully recovered 
COS necessitates a full single processor Cray-XMP system with the appropriate 
XMP IOPs (Input/Output Processors) and DMA (Direct Memory Access) (Fig. 2).

Lucky for History, a huge amount of documentation of the Cray processors 
is preserved by Bitsavers [8]. However, there are no technical plans, schematic 
diagrams, formulas. Therefore only a resurrection, reimplementation of black-
box Cray processors from user and maintenance level documentation is possible. 
Such a re-implementation was initially done, as said, by Chris Fenton in Verilog 
[6] (which is actually a “more modern” version of what Mr. Cray did on paper 
in Boolean formulas—the Cray-1 system was not designed with circuit diagrams, 
but using a mathematical language). When the COS-recovery finally succeeded [9]  

Fig. 2  Image of a historic Cray-1 supercomputer system. Image obtained from [12]
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an open-source project on “Google Code” was started by Fenton and Tantos, with 
the aim to re-implement a full single processor Cray-XMP to be able to boot the 
resurrected Cray Operating System (COS) [7]. This point marked a significant 
split between the E2LP implementation and the Fenton/Tantos implementation. To 
implement the whole Cray-XMP system a significantly larger FPGA than the one 
on the E2LP board is necessary. The main aim of Fenton/Tantos implementation is 
a fully working system, regardless of the processor speed and efficiency, whereas 
the E2LP board implementation is primarily concerned with architectural design 
study and Cray architecture enhancements and modifications easily achievable 
with the Spartan 6 FPGA embedded on the E2LP board. The Fenton/Tantos imple-
mentation is geared towards resurrecting a fully working Cray-XMP system with 
original software, and not towards the development of new software development 
tools, whereas the educational intention of the E2LP implementation necessitates 
the possibility of programming the Cray processor, therefore at least a bootloader 
and an Assembly language translator were necessary to be developed.

Fortunately the same documentation preserved by Bitsavers.org allows the 
rebuilding of all necessary Cray-1 series basic software support.

4  The Cray-1 Architecture

The Cray-1 is an integrated address, scalar and vector processor. The whole pro-
cessor can be regarded generally as having four parts: the instruction unit (the 
buffers, sequencer and decoder); the address processing unit; the scalar processing 
unit and the vector processing unit. It is designed in such a way that each active 
element is a self-standing and largely independent functional unit. This is true as 
for the mathematical and logical operation units as well as for the register files 
units and the memory interface unit. The Cray-1 design is very well thought out, 
very precise and very elegant. The computer is fully synchronous, and the clock 
frequency in 1976 was 80 MHz, giving a 12.5 ns instruction issue time.

A 64-bit word can represent either data or a part of an instruction stream. 
Basically the instructions themselves are largely 1 parcel wide (Cray name for 
16-bit words, actually a parcel is the width of a simple instruction, the CDC 7600 
word was 60-bits, so the parcel was 15 bits wide), but there are also 2 parcel wide 
instructions, for program jumps and absolute address memory fetches/stores. 
There are two types of addresses, which must not be intermixed: the program 
address, which is 16-bit (parcel) aligned, and the data address, 64-bit aligned. 
However, the memory can be fetched only by full words (64-bits). The instruc-
tion buffer logic fetches from memory in a burst 16 64-bit memory words into 
the least recently used of the 4 instruction buffers, therefore providing 64 single-
parcel instructions. Each of the four instruction buffers has a base address register, 
which all are compared with the Program Counter for an instruction fetch. If none 
of the buffers contains the necessary instruction range, a buffer is filled again. The 
buffer fill starts with the Word containing the requested Parcel, so processing can 
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continue as soon as this Word is fetched from memory to the Instruction Buffer. 
Programs or program parts which can fit into 256 instructions will be executed 
exclusively from the instruction buffers, therefore not interfering with the main 
memory. This approach allows up to 4 program segments with nonsequential 
addresses and appropriate jump instructions to be kept in the processor (Fig. 3).

The Cray-1 is a three address machine, which means that each register ori-
ented instruction (except for special purposes) has two source and one destination 
address (or a source and a destination address for monadic operations). The later 
Cray-XMP provided also two memory reads and one memory write per cycle, 
which would then be chained through the registers and computational units. To 
fit in the 16 bits of a one-parcel instruction, there are three register addresses of 
3 bits each, allowing source and destination addressing of 8 registers of a certain 
type (address, scalar, vector). The remaining 7 bits are the appropriate instruction 
code. It is important to note that octal representation is used throughout the Cray 
documentation.

Due to pipelining and independent functional units, most of the instructions 
will actually need just one (decoding) cycle, to start the processing. Naturally 
using, for example, the same register before the result of the operation targeting 
that register is finished will stall the instruction sequence until the data is ready. To 
enable proper functioning and inter-synchronization of all the pipelines, all units 
have in all circumstances to have the same proper latency, and this “reservation 

Fig. 3  Basic organization of the Cray-1 CPU. Image obtained from [13]
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time” is used to time-align the result with the appropriate register. The conse-
quence of this is that a result of a short operation may arrive to its destination 
register before a result of a previously issued instruction which takes longer to 
execute. However, due to the pipelining of the destination register address and 
the reservation flags for each register and pipeline stage, the execution sequence 
stays the same as the program sequence, although further instructions can be pro-
cessed in parallel from/to non-reserved registers. Another interesting consequence 
of having to know the execution latencies during the design stage of the hardwired 
processor is the lack of the DIVIDE instructions, both integer and floating-point. 
Instead a Reciprocal Approximation instruction is provided, as the algorithm has 
a predictable execution time in cycles, opposed to the division algorithm, which 
can take shorter or longer depending on data. Throughout the design such specific 
architectural decisions and optimizations come up.

The address calculation unit consists of 8 24-bit address (A) registers, 64 24-bit 
base (B) registers, an address add and an address multiply unit. Data can be trans-
ferred directly from registers A to B and vice versa, and any number of B registers 
in a sequence starting at any B register can be read from memory or written to it 
in a burst. Such a burst read or write will not interfere with any further instruc-
tion executions, as long as the source or destination of those instructions is not the 
main memory (or mostly even then, in the case of e.g. Cray-XMP), or the B reg-
ister file itself. Any of the B registers can also be used with the Jump instruction, 
providing a program address. There is a possibility to transfer data between the A 
and S (scalar) registers. The address add and multiply units are independent and 
pipelined, so for example it is possible to load the B registers from memory, per-
form an address multiplication and perform an address addition in the same time 
(Fig. 4).

The Cray-1 has no subroutine stack; there is only a Return Jump instruction, 
which will save the return address (the address after the R instruction) into the 
base register B00. It is up to the programmer to take this into account if calling 
subroutines from subroutines!

The scalar calculation unit consists of 8 64-bit scalar (S) registers, 64 64-bit 
table (T) registers and 4 functional units: the Integer Add, Logical, Shift and 
Population/Leading Zero Count. There is no scalar integer multiply provided, 
address multiply may be used for smaller integers, and floating-point must be used 
for larger numbers. The shifts can be performed left or right by up to 63 bits at 
once, and 128-bit shifts are also provided. The population count and leading zero 
count are very useful operations normally not found on lower-end processors. The 
T registers behave analogous to the B registers, i.e. they provide a storage area for 
scalar data inside the processor. However, there is no special purpose T register 
like the B00 used for the return address.

The Cray-1 has no condition flags which would show the result of a most recent 
operation (like negative, overflow, zero etc.), as it is usual in many processors, pri-
marily microprocessors. The conditional branch management using result condi-
tion flags is very complicated regarding pipelined architectures, as the condition 
flags can be set only at the end of the functional unit processing, which leads 
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Fig. 4  Control and data paths in the Cray-1 CPU. Image obtained from [13]
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to instruction issue stalls until the result is ready. The Cray solution is to use an 
address register (A0) and a scalar register (S0) which are always tested by A or S 
conditional instructions. This allows the programmer to insert a transfer to A0 or 
S0 in a proper place before the conditional Jump, or to prepare the conditions of a 
jump much in advance.

The vector calculation unit consists of 8 64-element 64-bit vector registers, a 
memory control functional unit and vector Integer Add, Logical and Shift units. 
Each of those four can function fully in parallel, that is a vector register can be 
interfaced to memory (read or written), and other vector registers can be processed 
by adding, logical operations or shifts. The later developed Cray-XMP, as men-
tioned, had the possibility to make two memory reads and one memory write to/
from independent vector registers, in addition to the usage of other vector units. A 
Vector Length (VL) register (transfer with A file) is provided to define the process-
ing length between zero and 64 elements. When issuing a vector instruction the 
vector length is remembered by the three addressed registers, so for subsequent 
instructions the length may be changed without interfering with the already started 
processing. A special vector shift is also provided shifting bits up to 63 places left 
or right taking the full vector length as a continuous string of bits. This means that 
at maximum a shift of 63 places can be done on a 4096-bit register (i.e. the 64 
elements of 64-bits of a specified vector register pair). The shift count is defined 
by an A register. A 64-bit Vector Mask (VM) register is used for vector compari-
sons and vector merges. Memory vector accesses are defined by their base address 
(always in A0) and their stride (defined by any A), both defined in the vector mem-
ory instruction. The Vector Length is, as said, a separate register.

64-bit floating-point operations (in a Cray specific FP format) are provided by 
the FP functional units: Add, Multiply and Reciprocal Approximation. These func-
tional units are shared between the scalar and the vector part of the processor. This 
sharing means that for example only integer operations and floating-point addition 
can be used on scalars while two vectors are being floating-point multiplied, and a 
vector’s reciprocal approximation calculated. Otherwise the instruction sequenc-
ing will stall until the vector has finished processing (i.e. the FP unit will be ready 
its latency time before the last vector element is written to the result vector regis-
ter—this allows full utilization). As scalars are single elements, a vector instruc-
tion using the same FP unit in the next instruction after a scalar FP operation will 
continue immediately. Proper organization of the code can mean a vast improve-
ment of execution speed on the Cray, and special programs were developed to 
optimize the instruction sequences (e.g. SARA). However such software is also 
lost, destroyed or, if preserved, not publicly available.

To gain as much speed from using vector registers (as opposed to the memory 
to memory architecture of CDC STAR-100, discussed in the Historical overview) 
the vector instructions, i.e. the registers, can be “chained”, thus the result of a cal-
culation is simultaneously written to the register and forwarded to the functional 
unit stated in the next instruction. So for example, using the Cray-XMP (because 
of the advanced memory system), the following sequence would be executed for 
a data element each cycle (after initial latencies of all instructions): read V0 from 
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memory, read V1 from memory, FP multiply V0 and V1 to V2, FP add V2 and S1 
(scalar) to V3, make a FP reciprocal approximation of V3 to V4, write V4 to mem-
ory. After the added latencies of all these instructions, 6 operations are performed 
each cycle. However, this sequence will not influence the parallel execution of a 
vector addition of for example V5 and V6 into V5 and the shift of V5 by 17 places 
to V7, in addition to leaving much time to do scalar and address calculations in the 
same cycles.

5  CRAY Processor Implementation on the E2LP Platform

As already mentioned, the initial generic FPGA design of the Cray processor was 
recently developed by Chris Fenton, written in Verilog, and is in Public Domain. 
The implementation into the E2LP project involved the adaptation of the generic 
design to specific requirements to be used as a teaching tool, adaptation of the tim-
ings appropriate to the E2LP board, debugging of the original design, development 
of a Cray Assembly Language translator and development of a basic bootloader 
program for the E2LP Cray implementation.

During the architectural investigation and implementation on the E2LP board 
the internal timings were adapted to take advantage of the very high speed FPGA 
internal dual port memory, including the independent expansion of the original 
Fenton Cray-1 design with most of the Cray-XMP features. As there is no existing 
Cray software which could be used on a Cray-1, there was no need to strictly dis-
tinguish the Cray-1 from the Cray-XMP features, nor to implement certain instruc-
tions, like the channel instructions or the XMP shared registers. These exercises 
are left to the prospective students learning from this architectural implementation.

Due to the fact that the modern day DDR2 memory provided by the E2LP 
board has a reasonably complex interface, and is actually a long latency burst 
memory, necessitating memory-not-ready cycles in all chained registers and 
functional units (all others must be allowed to continue), the DDR2 memory is 
not used in the presented E2LP implementation, but this very interesting and deep 
problem is left for the students to experiment on their own. It must be noted that 
the 1976 Cray-1 did have memory-not-ready and memory-conflict wait cycles. 
The memory of the Cray-1 was banked in such a way that full throughput was 
achievable, except in stride vectors and memory bank conflict random accesses, 
or, later on the XMP, in memory banking conflicts between the doubled read and 
write memory access channels.

The E2LP implementation therefore has only 24 KiW (192 KiB) of memory, 
which is actually quite a large amount for experimental programming in assem-
bly language. Several memory locations towards the end of the address range 
are reserved for E2LP I/O—a full UART is part of the E2LP-Cray system. The 
UART takes and produces full 8 byte, i.e. 64-bit, words, but features also a “char-
acter string length” register by which the transmitter/receiver can be turned off, 
or up to 8 characters expected/transmitted. Furthermore the 8-bit E2LP LEDs and 
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the push-buttons are memory mapped, to allow simple control. Table 1 gives the 
complete reference of all E2LP peripherals and their respective memory mapped 
locations.

The bootloader program is preloaded into the FPGA configuration bitstream, 
which allows it to execute immediately after the configuration, and/or system 
reset. It communicates with the external world through the serial line, and as such, 
the E2LP-Cray system behaves like any computer with a terminal connection. The 
bootloader presents the user with a simple interface, which enables loading a user 
program (in hexadecimal representation), resetting the program loading address, 
and initiating execution of the loaded program.

The synthesized design of the Cray-1 computer occupies a large amount of 
resources available on the Spartan-6 XC6SLX45 FPGA, as can be seen from 
Table 2.

Finally, a great introduction to the Cray-E2LP implementation, and a demon-
stration of its operation including the depiction of signal waveforms can be seen in 
an introductory video at https://www.youtube.com/watch?v=FltPGKWiEKI [10].

Table 1  E2LP board peripherals that are memory mapped on the Cray computer

Device/signal Memory address range Description

System RAM 0x000000–0x000FFF Read or write

UART Tx Busy 0x100000 Read only

UART Rx Rdy 0x100001 Read only

UART Rx Data 0x100002 If read from this address

UART Rx Clr 0x100002 If written to this address

UART Tx Data 0x100003 Write only

UART CVL 0x100004 Character vector length: 
0..8

LED output (LEDs 0..7) 0x100008 Read or write (8-bit)

Switches (0..7) 0x100009 Read only (8-bit)

Buttons (0..4) 0x10000A Read only (5-bit)

Table 2  Resources on the Spartan-6 FPGA required to implement the Cray-1 design

Resource Used Available Fraction (%)

Number of Slice Registers 8563 54576 15

Number of Slice LUTs 20169 27288 73

Number of fully used LUT-FF pairs 5158 23574 21

Number of bonded IOBs 28 358 7

Number of Block RAM/FIFO 105 116 90

Number of BUFG/BUFGCTRLs 1 16 6

Number of DSP48A1s 9 58 15

Number of PLL_ADVs 1 4 25

https://www.youtube.com/watch?v=FltPGKWiEKI
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6  Conclusions

The Cray-1 implementation facilitates a perfect learning setup for students of all 
levels. It can guide a student from the very basic stages which involve the syn-
thesis and transfer of the Cray-1 design onto the E2LP board up to the embed-
ded software design in a real, comprehensive, and historically industrially very 
significant Cray Assembly Language [11]. As with any other CPU/MCU system, 
in order to gain the knowledge required to program the Cray-1 the student needs 
to get deeply familiar with its hardware architecture. With the wealth of docu-
mentation readily accessible, the students have an incredible opportunity to learn 
how one of the most powerful families of supercomputers operated for decades. 
Furthermore, some of the designs present in Cray-1 were significantly ahead of its 
time for widespread adoption, such as the vector processing units, which started to 
gain more popularity only a decade or so ago.

Additionally, many advanced exercises can be made with the core Cray proces-
sor implementation on the E2LP board. The expansion of the Cray-1 design into a 
Cray-XMP, Cray-2 or some other computer from that series enables deep insight 
in the correspondence of instruction sets, registers and interdependent timings. 
Connecting the board’s DRAM to the core Cray processor enables the student to 
study the possibilities of banking, and the problems involved in coordination of 
the access times, asynchronicity and internal chaining and pipelining. Adapting 
the instruction set, implementing the IEEE floating point, rearranging the register 
sets and their access principles etc. are extremely important exercises to those who 
intend to work in processor design and construction, be it from the hardware, be it 
from the software side. Downscaling the Cray processor to e.g. 32-bits may show 
merits for special applications. As the data highways in the Cray processor are all 
64-bit, and have to connect, inter alias, every vector register unit with every vector 
functional unit, and the memory functional unit with the floating point functional 
units, plus all the coordination buses, downgrading to 32 bits would produce a sig-
nificantly smaller processor, giving much additional space on the E2LP FPGA. 
Finally, as the Cray processor takes up a large portion of the available FPGA 
space, students, when expanding the design, will be made aware of the timing and 
spacing limitations of a chosen FPGA, the possibilities and limitations of FPGA 
synthesis/implementation technologies, and will get involved in optimizations of 
different parts of the overall design, timing and other FPGA parameters.

An important aspect for the usefulness of the Cray processors for teaching pur-
poses is that the documentation of the Cray designs preserved (by Bitsavers.org) is 
very thorough and extensive, therefore a full understanding and implementation is 
possible. Cray processors are completely hardwired (i.e. not microcoded) and fully 
synchronous, and therefore an excellent example of efficacy and the complexity/
performance tradeoffs of computer design.
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Abstract The paper presents a number of user involvement methods which can be 
used in the design of Augmented Reality (AR) systems for engineering education. 
One of the characteristics of these technologies is that future users do not always 
have a thorough knowledge of AR and its applications in engineering education. 
Furthermore, the technology is in search of applications, and there are few existing 
HCI guidelines for AR interfaces. In this sense, the design and usability evaluation 
of these systems are real challenges. We present methods which are suitable in this 
context (e.g. scenarios, field studies, activity analysis, and formative evaluations of 
prototypes). We also discuss their advantages and limitations when designing AR 
systems for engineering education from a user-centred perspective.
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1  Introduction

The term “Augmented Reality” (AR) was introduced in the early 1990s [1] to 
 designate a specific form of Human-Computer Interaction (HCI), in which views 
of the real world are enhanced by computer-generated content [2]. The real and 
virtual elements in an AR system are semantically and spatially related. Compared 
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to Virtual Reality (VR), AR does not aim at representing the real world by a real-
istic virtual analogy. It aims at promoting “intuitive” and natural multimodal inter-
action [3]. In addition to 2D and 3D computer-generated visual content, spatial 
audio, tactile and even olfactory stimulations can be incorporated to enhance the 
user’s perception of the real world.

As underlined by [4], AR offers new possibilities in education. These authors, 
together with others, cite the following major advantages of using AR in 
education:

•	 a possibility of presenting information “just-in-time” and “just-in-place”, which 
will reduce information search, error-likelihood and will enhance memorization 
and recall (e.g. [5–7]);

•	 a possibility of visualizing complex relationships and abstract concepts ([8, 9]);
•	 a possibility of experiencing phenomena which are unlikely to be experienced 

in the real world ([10, 7]);
•	 a possibility of “learning-by-doing” (i.e. of constructing knowledge actively and 

autonomously, [11, 12]);
•	 a possibility of improving learners’ motivation because of the enthusiasm when 

interacting with new technologies ([13]).

All this benefits are transposable to engineering education, in general, and to 
embedded electronics courses, in particular.

There are only few AR reality prototypes for engineering education. Some of 
them will be presented below.

2  AR in Engineering Education

Kaufmann and Schmalstieg [14] developed an AR system for mathematics and 
geometry education (Fig. 1).

Fig. 1  AR system for geometry education (adapted from [14])
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The system is a 3D geometric construction tool for the improvement of spatial 
abilities and for the maximization of transfer in real settings. This system has not 
been formally evaluated in a real course. However, an informal evaluation showed 
that students were motivated to use it and did not need a long familiarization 
before using it in practice. Several problems such as eye-hand coordination with-
out haptic feedback and fatigue were also pointed out. As for the possible applica-
tions of the system, students mentioned interactive conic sections, vector analysis, 
intersection problems, and elementary geometry.

Another example is the use of tangible interfaces (i.e. physical objects coupled 
to digital information) and AR models in engineering graphics courses to help 
students better understand the relationship between 3D objects and their projec-
tions [15]. This system was tested with 35 engineering-major students. The study 
showed that the tangible interfaces significantly enhanced students’ learning per-
formance and their abilities to transfer 3D objects onto 2D projections. There was 
also high engagement with the AR models during the learning process.

AR was also used for teaching embedded electronics courses. When learning 
electronics, especially embedded systems, students have to face the challenge of 
understanding the mechanisms of several devices without actually seeing those 
interactions and functions. Even in laboratory practices with electronic boards, 
they can only manipulate them through the available inputs and outputs, whilst the 
operations happening inside the components remain invisible. Consequently, stu-
dents do not always get to fully understand the studied concepts.

AR aims to overcome those obstacles in the learning process, especially in 
the early stages of Computer Engineering studies. Thus, Müller et al. [16] and 
Andujar et al. [17] proposed an AR system for the improvement of students’ inter-
actions with remote laboratories.

In [17], the use case is the design of a digital control system based on an FPGA 
development board. In this case, AR is used in order to give the user the sensation 
that certain lab functions can be handled just as they would be in the real labo-
ratory itself. The authors designed the system with the aim of limiting students’ 
possible discouragement due to the lack of physical contact. The system was eval-
uated with 36 students and 10 teachers. The results, both for students and teachers, 
showed improved learnability of the theoretical concepts taught in the different 
courses, high engagement and higher motivation to learn than with traditional 
methods.

3  AR: An Emerging Technology Which Can Benefit  
from Stronger User Involvement

AR is still an emerging technology and its potential utility for engineering edu-
cation, though described in the literature, is not always clearly envisioned by its 
future users (students and teachers). This can be partially explained by the fact 
that this technology is not well-known by these users. The lack of knowledge and 
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experience with the technology makes difficult the expression, collection,  analysis 
and formalization of user needs and potential applications of AR. In the same 
time, this analysis is crucial for the design of products satisfying the future users’ 
expectations [18].

The following benefits of strong user involvement in the design of emerging 
technologies such as AR have been stated in the literature:

•	 a clear definition of product and project objectives [19];
•	 a withdrawal of a number of costly features which can be unwanted or of little 

use for future users;
•	 better acceptability of the product [20];
•	 better understanding of the system resulting in a more effective use;
•	 a positive effect on the short and medium-term use of the system [21, 22];
•	 general user satisfaction and a higher level of perceived usefulness of the sys-

tem [21, 23];
•	 better understanding and coordination between all actors involved in the design 

process;
•	 better users’ knowledge of their own activity and of the ecosystem in which they 

evolve [24];
•	 a smaller number of iterations of the design cycle compared to projects with lit-

tle or no user involvement [25].

One of the necessary conditions for obtaining these positive results is to involve 
users as early as possible in the design process [20]. However, an early user 
involvement approach is rarely adopted during the design of emerging technolo-
gies, including AR, and this for a number of reasons to be detailed below.

4  Difficulties for Early User Involvement in the  
Design of Emerging Technologies

An initial and essential difficulty lies in the originality of the emerging technolo-
gies, which explains the fact that they seldom meet “conscious” [26] or explic-
itly formulated user requirements. In many cases, these technologies are technical 
innovations, which meet “latent” [27] user requirements or simply create new 
ones. In other words, emerging technologies are often designed because design-
ers know how to develop them and assume they will meet a user requirement [27]. 
Robertson [26] calls these types of user requirements “undreamed-of require-
ments” and states that it is difficult for future users to clearly express them.

Therefore, the mere identification of future users becomes problematic [28]. 
Even if emerging technologies can target a given group of potential users, the user 
characteristics and tasks are ill-defined at the beginning of the design process.

Also, rather often and for various reasons, designers of emerging technolo-
gies do not ask for early user involvement [29, 30]. Therefore, a majority of 
Human-Computer Interaction (HCI) endeavours are limited to more or less formal 
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(possibly iterative) user evaluations of technological prototypes. Detailed user 
requirements analysis is not always performed in the very beginning of the design 
process.

User involvement difficulties may also arise from a number of “restrictive” 
[31] principles guiding designers’ decisions (e.g. simplicity of the final solution, 
rapidity of development, realism [30, 32]. In a project, these principles may orient 
design efforts to a product which necessarily works, as soon as possible, but often 
out of its future context of use [23, 33].

We should also admit that the available HCI methods for user involvement do 
not always give the expected results when working on emerging technologies, as 
they usually describe user activities at a given point in space and time rather than 
anticipate them [27].

A number of commonly used methods for user involvement as well as their 
application to the design of AR systems will be presented below.

5  Methods for User Involvement in the Design  
of AR Systems

The methods and techniques for user involvement in the design of AR systems 
for educational or other applications can be organised in the following four broad 
categories:

•	 methods relying on state-of-the-art knowledge relevant for the future situation 
of use of a given emerging technology;

•	 scenarios and similar techniques portraying the emerging technology to its 
future users;

•	 formal and informal user evaluations of mock-ups and prototypes;
•	 user requirements extrapolation from actual users’ activities [28, 34].

These four broad categories of methods and techniques for user involvement will 
be briefly presented below.

Methods relying on state-of-the-art knowledge relevant for the future situ-
ation of use of a given emerging technology: State-of-the-art knowledge availa-
ble in research papers, guidelines and norms is based on user studies with existing 
technologies similar to the emerging technology to be designed. Using such ready-
to-apply knowledge during the design process can be valuable for a number of rea-
sons, namely:

•	 starting from application of existing technologies, designers can target possible 
applications of the emerging technology they are working on;

•	 provide a “database” of potentially useful and reusable features and functionali-
ties [35];

•	 provide feedback on advantages and drawbacks of similar existing technologies 
[28, 36].
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As far as AR for engineering education is concerned, there is limited specific 
ready-to-apply knowledge (e.g. detailed collection of design guidelines). Most of 
the existing guidelines are adapted from guidelines used for more traditional inter-
active systems and/or for Virtual Reality systems (e.g. [37]). In addition, a number 
of these guidelines are not empirically validated and rather generic [34].

These limitations of existing guidelines for AR systems for engineering edu-
cation can be explained by the fact that the user interaction technologies in the 
field of AR are numerous and varied (e.g. head-worn displays, smartphones, tradi-
tional screens, sensors). For this reason and because of the limited user experience 
with these interaction technologies, user performance can be very disparate. In this 
sense, the creation of design guidelines, which are general, consistent and consoli-
dated enough to be directly used by AR system designers is a difficult task.

Thus, designing AR systems for engineering education starting from state-of-
the-art knowledge only may be challenging. Other methods for direct user involve-
ment (e.g. scenarios of future system use [38] can enrich the design process of 
emerging technologies.

Scenarios and similar techniques portraying the emerging technology to its 
future users: Scenarios and similar techniques such as use cases allow designers 
to explicitly envision and document typical and significant user activities early and 
continuingly in the development process [38]. In this sense, they give a concrete 
representation of the actual use of a future product or system [39]. Scenarios can 
be presented as stories, storyboards, videos.

In the field of AR, short stories [40] and videos (the use case scenario for the 
The Magic Book, http://www.mic.atr.co.jp/~poup/research/ar/index.html) have 
been used. Videos are particularly adapted for AR, which is often based on visual 
or multimodal informational inputs.

Because of their concreteness, scenarios and use cases, in different forms, can 
facilitate a number of discussions on the functionalities of the future system [41] 
and thus help elicit latent or undreamed-of requirements.

However, when working on emerging technologies, these design tools have 
at least three limitations. First, they may be incomplete, since the future uses of 
the emerging technology are, by definition, ill-defined. Second, they can express 
predominantly the viewpoint of the person who created them [41]. Finally, the 
concreteness of scenarios and use cases can inhibit designers’ imagination and 
creativity [42]. To overcome this limit, scenarios and use cases can be presented 
to users and designers in focus groups. This form of social interaction could be 
preferable because it allows open exchanges between different project stakehold-
ers and helps generating innovative solutions [26].

For the same reason, focus groups can be used for more or less formal user 
studies with mock-ups and prototypes.

Formal and informal user evaluations of mock-ups and prototypes: User 
evaluations of mock-ups and prototypes can be either formal or informal. Formal 
evaluation is based on the rigorous application of experimental principles, 
whereas informal evaluation is often conducted without systematically control-
ling experimental factors. A paradigmatic example of informal user evaluation of 

http://www.mic.atr.co.jp/%7epoup/research/ar/index.html
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AR prototypes is their presentation to visitors and participants in congresses and 
conventions.

Originally, this method was used to assess user performance with a given tech-
nology. However, when designing emerging technologies such as AR, this method 
can be a valuable tool for (re)defining the potential applications of a system. Thus, 
the precise definition of user requirements for an AR system to assist architects 
during the exploratory phases of architectural design, was performed using several 
formal and informal evaluations of prototypes [43].

As for scenarios and use cases, the main advantage of mock-ups and prototypes 
as tools for user involvement is their concreteness. However, mock-ups and pro-
totypes are physical representations of the future technology which can be easily 
manipulated.

In this sense, they can help the elicitation of undreamed of requirements and, 
in the same time, facilitate the identification of usability problems [35]. Also, pro-
totypes are essential when designing sensory (e.g. haptic or olfactory) interaction.

Unfortunately, emerging technologies, because of their prototypical nature, 
may be technically or functionally immature and/or unstable. Furthermore, user 
experience with innovative technologies may be influenced by users’ habits of 
interaction with more mature technologies. This influence is rarely in favour of 
immature prototypes. As a result, users may feel frustrated when interacting with 
prototypes of emerging technology and eventually reject the technology to be 
designed. For this reason, it is important to combine user studies with mock-ups 
and prototypes with other methods for user involvement (e.g. activity and task 
analysis).

User requirements extrapolation from actual users’ activities: In this cat-
egory includes methods such as interviews, direct observation of activities, task 
analysis and task modelling. Interviews can be a very valuable and relatively easy-
to-use and cost-effective method for user involvement early in the design process. 
The method can give interesting results if the future users sample is large and var-
ied enough, and if all the facets of the users’ activities are explored.

Interviews and questionnaires are often used to inform the design of AR sys-
tems. Thus, in order to define the user interface and the functionalities of an AR 
prototype for military applications, navy officers were interviewed [44]. In the 
same vein, two refinery operators were interviewed early in the design of an AR 
system for the training of petrochemical engineers [45]. However, in these stud-
ies the user samples were quite limited, which influences negatively the validity 
of their results. In addition, as pointed by Van Schaik [46], in most cases, it is not 
enough to ask the future users of an emerging technology what they want since:

•	 users are focused on their day-to-day activity rather than on technology design 
[23].

•	 users do not necessarily specify the features of a future system in a terms which 
are directly usable by designers. They often point problems rather than techno-
logical solutions [46].

•	 users express numerous and heterogeneous requirements.
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Interviews can be complemented by observations of users’ activities and subse-
quent task analyses. These methods are particularly useful for analysing tasks 
which require implicit operational knowledge, which is often difficult to external-
ise. Consequently, activity observations can be a valuable tool to explicit latent or 
undreamed-of requirements [47].

However, as pointed by [28], actual activity analysis may limit the design of an 
emerging technology since it does not incorporate the changes which this technol-
ogy will introduce into user’s everyday tasks. Furthermore, observational studies 
are mostly descriptive since focused on current users’ practices. In this sense, they 
are may be perceived as insufficiently predictive or too vague by designers [27]. 
Finally, the amount of the collected data and its analysis can be overwhelming. 
This finding is not new. Leplat [48] states that task analysis may be long and dif-
ficult since it helps precisely define the scientific problem in technology design. 
Still, these authors emphasize that pretending to solve a problem in this field with-
out prior task analysis would mean prescribing medication to a patient without 
previously examining her/him.

6  Discussion and Conclusion

User involvement early in the design of emerging technologies such as AR is a 
challenge for HCI methodology and knowledge, since innovation is upcoming and 
in search of potential applications. Consequently, it is barely known by its future 
users. Thus, users are not likely to express their needs for innovation because they 
can hardly imagine and describe what might be possible to do with an eventual 
future technology. In addition, the more radical an innovation the harder it is to 
understand how it should look, function, and be used. In general, people are most 
prone to communicate needs which they are particularly aware of. Therefore, 
most of the HCI methods traditionally used for user needs analysis help the 
elicitation of such conscious user needs, thus undoubtedly informing design and 
key industrial stakeholders. However, during the early design of emerging tech-
nologies, users are required to express their undreamed of requirements [26], and 
unless people are encouraged explicitly to think about such requirements, they are 
unlikely to appear until later in the development of a technology, when its poten-
tial applications become clear and evident [27].

In consequence, all types of representations of the future technology (e.g. pro-
totypes and scenarios) could be very useful in order to give users an idea about 
technological constraints and possibilities and, thus, to elicit their undreamed of 
requirements. Another useful technique could be literature analysis on the actual 
or envisioned applications of a given emerging technology. Such literature reviews 
would favour the construction of a needs database as well as the reuse of user 
requirements.

As for the user-evaluation of prototypes of emerging technologies, it is a chal-
lenge for HCI knowledge, because the existing prototypes propose a limited 
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number of functions to support user activities (e.g. visualization, selection, posi-
tioning, and rotation of virtual entities in the case of AR prototypes). In addition, 
existing AR prototypes present several technological limitations such as registra-
tion errors. The latter limitations influence both the usability and the acceptability 
of any AR educational application. Nevertheless, this method might be a driving 
force for innovation because it encourages users’ exploration. In this sense, in 
order to overcome the difficulties related to the low degree of fidelity of the pro-
totypes and to better inform designers, focus groups or other relatively informal 
social settings may be used for prototype evaluation.

Another possible option is the comparison with task-based criteria instead of 
comparisons with a traditional, well-known and well-accepted technology.

In conclusion, we would like to emphasize the importance of more methodo-
logically-oriented studies concerning both user-needs elicitation and prototype 
evaluation of AR for engineering education, since the results currently available 
are neither satisfactory, nor sufficient in order to establish definitive conclusions.
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Abstract This study presents an Augmented Reality Interface for engineering 
education. The interface, designed to use Augmented Reality to facilitate learning, 
is composed of both specific software and hardware elements and provides useful 
information and assistance in Electronic Laboratories. The document first presents 
the overall system and its objectives under the E2LP project. Then its components, 
their functioning and adaptation to educational purposes are discussed in detail. 
The study concludes with the approach of the scalability of the system and its 
future use in classrooms.

Keywords Augmented reality · Augmented reality interface · Electronic 
laboratories · Engineering · Education

1  Introduction

Augmented Reality (AR) consists of the combination of the real world with vir-
tual elements through a camera in real time. This emerging technology has already 
been applied in industrial fields such as production and maintenance with several 
benefits, e.g. time reduction to locate and perform a task, improvement of the 
learning process and increment of overall efficiency [1, 2].
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In education, similar approaches have been taken in order to improve the com-
prehension of abstract concepts such as electronic fields, and enhance the learning 
process making education more interactive and appealing for students [3, 4].

One of the main innovations of the ICT FP7 project E2LP [5] consists of an 
Augmented Reality Interface (ARI) that detects different electronic boards and 
superposes relevant information over their components, serving also as a guide 
through laboratory exercises [6].

This document presents the main features of the ARI, the necessities it covers, 
its development and integration in the E2LP platform.

2  Objectives

The main objective of the ARI is to provide students and teachers from Electronic 
Laboratories a support tool that will provide useful information about the boards 
and exercises through a user-friendly interface and using Augmented Reality tech-
nology. Sub-objectives of this point are the scalability and adaptability of the tool, 
providing easy access to the further introduction of contents and features in the 
system and allowing its future expansion beyond the scope of the project.

From the educational point of view, being encompassed in the general scope 
of the E2LP project, the ARI has been designed according to the task taxonomy 
established within the project [7], providing a wider range of AR utilities for Basic 
Exercises and serving as a support tool for the rest of the exercises, i.e. Problems 
and Projects (see Table 1).

3  ARI: The System

The ARI system (Fig. 1) consists of:

•	 An articulated arm with a touchscreen and a webcam attached.
•	 A multi-feedback pointer.
•	 A mini-PC integrating the logic of the system.

Table 1  Classification of augmented reality actions according to task taxonomy

aEx Exercises, Pb Problems (open-ended tasks), Pr Projects (student-defined open tasks)

No Augmented reality actions in task taxonomies

Action namea Ex Pb Pr

1 Displaying of components’ datasheets when touching them X X X

2 Concept introduction: explanation of theoretical concepts, theories etc X X X

3 Highlighting of the hardware components to be used in an exercise X X X

4 Displaying of steps or instructions that have to be followed  
to successfully complete the task

X X

5 Explanation of the solution or some of the possible solutions directly 
over the components of the board

X X
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The schema in Fig. 2 shows the main connections and data exchange between the 
elements of the ARI.

The mini-PC receives the camera frames and the position from the magnifying 
glass’ sensors and tactile pointer. It processes the information against its database 
to display in the touchscreen the augmented data.

Users interact with the touchscreen to select components, exercises and 
scenarios.

Webcam
Lights

Fig. 1  Augmented reality interface overview (left) and magnifying glass bottom view (right)

µC 

Magnifying Glass 

Tactile 
pointer 

Mini PC 

DDBB 

Display information 

Camera frames 

Relative position 

Relative 
position Tactile 

feedback 

Tracking information

Tactile feedback 

Display resources  

Users’ choices 

Fig. 2  Functional diagram of ARI
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4  ARI Components: Software

The software of the ARI is divided in two sections: the tracking software that 
allows augmented content to be displayed; and the users’ interface to interact with 
the system and introduce new exercises.

4.1  AR Tracking Software

The tracking software of the ARI has been developed using OpenCV [8], an open 
source computer vision library which has all the necessary capacities for the pic-
ture processing and tracking [9]. This library is fully compatible with OpenGL 
[10], the open graphics library that allows the creation of the augmented reality 
layer, displaying the required information over the video stream layer, and that 
will be used due to its standardization and multiplatform nature.

For the software tracking, the task has been divided in two sections: a main 
process based on the image-tracking (markerless) of the board and a secondary 
marker-based tracking, where small patterns (Fig. 3) have been placed in the 
main E2LP board.

4.1.1  Markerless Tracking

Image-based or markerless tracking allows the detection of real elements such as 
electronic boards and is more robust than marker-based tracking against partial 
overlap, i.e. the object to be detected doesn’t have to be always in full view of the 
camera. Thus, this method has been selected as the main tracking system.1

1The process and parameters of the algorithms described in this section have been adapted during 
the development stage to achieve the best results from the images of the E2LP electronic boards.

Fig. 3  The chosen markers 
for the E2LP board
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Image-based tracking is performed by searching characteristic points (key 
points) or features of the images, using in this case corner-based feature detector 
algorithms. In this area, OpenCV offers a set of algorithms included in the pack-
age Features2D.

The main algorithm selected for this task has been ORB (Oriented BRIEF) 
[11]. This algorithm is implemented in OpenCV and has the characteristic of 
being invariant to image rotation offering detection of partially rotated pictures. 
This feature has been considered as essential for the project because it erases pos-
sible problems deriving from the fact of not knowing the initial position of the 
board regarding the camera.

For the tracking process, two different datasets (groups of pictures to be 
detected) have been defined: one containing the image of the whole board and 
another one containing the four main quadrants and two of the lateral views of the 
board.

The reason of this classification is the use of the magnifying glass: when users 
are pointing at the whole board only one image of it is required. However, if they 
want a closer look, only part of the board will be in view requiring a smaller sec-
tion of the board to be compared with (Fig. 4).

Once extracted the key points of the image, BRISK (Binary Robust Invariant 
Scalable Keypoints) [12] is used to extract the descriptor vector.

The process of finding frame-to-frame correspondences can be formulated as 
the search of the nearest neighbour from one set of descriptors for every element 
of another set. It’s called the “matching” procedure. There are two main algo-
rithms for descriptor matching in OpenCV: Brute-force matcher and FLANN-
based matcher. In this case, the former has been due to its better permanence  
with ORB.

To improve the results (remove false matches) the KNN (K Nearest Neighbour) 
algorithm is used, that determines the probability of a detected point to be correct 
based on its surrounding points and then RANSAC (Random Sample Consensus).

Figures 5 and 6 present the matches calculated without KNN and with KNN 
filtering respectively. Figure 7 illustrates the improvement after RANSAC is used.

Fig. 4  Partial detection of the board on a close-up. MMC component highlighted in AR
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Fig. 5  Matches without KNN filtering. Image from the webcam (left) and saved original (right)

Fig. 6  Matches with KNN filtering. Image from the webcam (left) and saved original (right)

Fig. 7  Matches after RANSAC algorithm. Image from the webcam (left) and saved original (right)
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In order to improve the stability of the system and obtain a better superposition 
of the AR elements, another stage has been added to the processing system. This 
new stage refines the homography obtained from the previous stage after generat-
ing a new matching process but with the frame coming from the camera rotated, 
obtaining the results shown in Fig. 8.

Although this process adds computational load to the overall system it provides 
a greater stability and accuracy in the calculations of the pose matrix estimation 
for the AR components, avoiding fluctuations and fixing them.

4.1.2  Marker-Based Tracking

This kind of tracking is based on the recognition of some patterns (called markers) 
with very specific characteristics (see Fig. 3): they are square and black and white 
(or two colours with big contrast between them).

In this project the marker-based tracking has been implemented as a secondary 
tracking system to be used in specific cases where the image based recognition 
system is not fast or reliable enough, and as a secondary calibration method.

The software detection of these markers is accomplished as follows:

•	 Conversion to greyscale of the frames coming from the camera.
•	 Binarization (i.e. black and white conversion) according to a threshold.
•	 Detection in the resulting image of 1–4 markers at the same time.
•	 Removal of erroneous matches.
•	 Decodification.
•	 Calculation of the rotation/translation matrixes of the markers.

Fig. 8  Final matches after the second processing. Image from the webcam (left) and saved  
original (right)
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4.2  Users’ Interfaces

Taking into account the objectives set at the beginning of the document, the user 
interface has been developed following mobile devices’ designs. It consists of a 
main window where augmented reality is displayed, a lateral bar on the left side 
for navigation purposes and a message bar on top of the main window to display 
information and instructions. When users first execute the software they access 
directly the “Board Discovery Mode”. In this mode, when they point at the elec-
tronic board with the camera they can see the names of the main components on 
top of them (Fig. 9).

When touching a component (either clicking with the mouse if using a regular 
screen or with the finger if using a touchscreen) the datasheet of the component is 
automatically loaded on the screen. This way, students don’t need to go through 
books or PDFs to locate its technical specifications.

For the beta software five exercises from three different subjects of Computer 
Engineering have been chosen and developed and are currently being within the 
universities of the consortium.

Attending to the classification in Table 1, each exercise provides, apart from 
regular theory and requirements PDFs, augmented information such as the com-
ponents to be used during the exercise (those components appear highlighted, 
similar to Fig. 9 and when touching them an explanation of their functioning 
is displayed) or instructions to follow (step by step indication of which inter-
faces and components have to be connected). In addition, an extra exercise, com-
pletely different from the others and called “E2LP Board Discovery Exercise” 
has also been codified. This exercise serves as the first contact with the E2LP 
main board: through three levels of increasing difficulty, students have to dem-
onstrate their knowledge of the main components of the board by pressing them 
when asked.

Fig. 9  User interface in board discovery mode
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4.2.1  Teacher Interface

Parallel to the user interface, a new one called “Teacher Interface” has been 
designed and developed, to allow educators to add their own exercises with AR 
features to the system.

The interface has been designed following the same objectives of usability of 
the user interface, in order to avoid a long learning process. Accessible through the 
user interface, it allows the creation, edition, deletion and import/exportation of 
exercises (Fig. 10). The last characteristic is though for an easy exchange of exer-
cises between different universities or centres.

5  ARI Components: Hardware

In order to make the ARI fully interactive with users, its hardware components 
(articulated arm’s tracking and pointer’s vibrotactile systems) must be connected 
to the main software system and interface.

5.1  Articulated Arm

The AR software is able to communicate with the arm through a serial protocol 
that allows the software to erase a certain level of uncertainty making use of the 
geometric model (Fig. 11) of the arm to delimit the group of images to be com-
pared. In this way, the process is accelerated and the general system is more 
robust.

In addition, once the board has been detected, the system stops processing 
frames, meaning that it saves resources for other tasks and allows also users to 
interact with the board (e.g. connecting cables or using the tactile pointer) without 
losing the AR elements from the screen (Fig. 12).

Fig. 10  Teacher interface. General window (left) AR display option (right)
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To accomplish this purpose, the following hardware development process has 
been followed:

Once the mathematical model of the arm has been identified, a sensing strategy 
has been implemented. The criterion of choice is a compromise between the less 
expensive solution, the most robust and the easiest to integrate without modify-
ing the mechanical structure. The best identified compromise is the use of MEMS 
inclinometers sensors. However, because inclinometer measures the angle with 
respect to the gravity axis, it means the angular position of an axis collinear to 
the gravity such as the vertical articulation of the arm should be measured with 
another sensor.

To solve this limitation, a specific absolute magnetic angular sensor has been 
implemented as showed on Figs. 13, 14 and 15. The specific PCB developed allows 
the integration of the sensor inside the base of the articulated arm but also to col-
lect data from inclinometer using SPI BUS and a low cost 8bit Microcontroller.

Fig. 11  Geometric model of the articulated arm

Fig. 12  Improvement of stability of the AR system by adding the use of the arm
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5.2  Tactile Pointer

The tactile pointer acts as component selector, allowing users to see the datasheet 
information of the selected component as they would do through the touchscreen 
(Fig. 16).

The technical principle of this approach consists in generating a magnetic field 
under points of interest of the E2LP board and detects them thanks to a mag-
netometer embedded inside the interactive pen as shown on Fig. 17.

Figure 18 shows that the MAG-ID board is placed under the E2LP board 
inside the blue box and shows also a zoom-in picture of one inductor printed 
on the 2 layers MAG-ID PCB allowing a generation of constant magnetic field.  

Fig. 13  Magnet fixed on a 
spring

Fig. 14  Sensor working 
principle

Fig. 15  Integration inside 
the arm base
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Fig. 16  Some of the components are accessible with both the touchscreen and pointer

Fig. 17  Working principle

Fig. 18  The “MAG-ID” 
detection board
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The “MAG-ID PCB” is composed of 31 printed inductors or “magnetic tag” with 
different shapes depending on the size of the targeted component.

The dissipated power reaches 0.75 W allowing the MAG-ID board to be USB 
self-powered compliant. However, this approach implies the magnetic tags should 
be switched-on one by one and lies to a magnetometer data acquisition at each 
magnetic tag commutation. Considering a magnetometer refresh rate of 160 Hz, to 
check the 31 magnetic tags, the overall refresh rate of the tracking system is lower 
than 5 Hz, which is acceptable for a human machine pointing application.

Similar to the articulated arm, the AR software receives through USB signals 
the component chosen with tactile pointer and displays the information on the 
screen (Fig. 19).

5.3  Tactile Feedback Accessory

Besides supplying the localization of the zone of interest for the augmented real-
ity process, the role of the Haptic pen is to “make tangible the invisible” thanks to 
innovative interactions metaphors. The objective of this system is to allow the stu-
dent “to feel” the physicals characteristics that describe an electronic circuit as the 
frequency, the nature (analogical or digital) or the flowing current intensity.

This approach, based on a tangible object, has to incite the student to explore 
an invisible world and so to become aware by the experiment of the function of 
the various components which compose an electronics board. To carry out this 
function, the same pen than used for localization purposes is used and includes  
3 different vibration range electro-magnetic actuators (Fig. 20).

Fig. 19  Tactile pointer launching information of the touched component
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Figure 21 shows 7 classifications used to develop tactile metaphors. The moti-
vation of this classification is to help students memorize thanks to the sense of 
touch.

This classification corresponds to the different families of function that we can 
find on a typical electronic board. The objective of the tactile accessory is now 
to create 7 different vibrotactile metaphors patterns easy to distinguish without 
ambiguity.

Figure 22 shows an example of one vibrotactile pattern implementation.
It appears that the vibrotactile feedback is well perceived by the user thanks to 

the wide range of frequency and amplitude vibration provided by the innovative 
combination of vibrotactile actuators. The next important step is the user evalua-
tion to check if metaphors are relevant and effectively help students to memorize 
electronics concepts easier than before.

Fig. 20  Actuators inside the tactile pen

Vibrotactile classification 

metaphors
Symbolic definition

Analog+HF+Continuous
Electronic components dedicated to high frequency analogic signals 

working continuously

Analog+LF+Continuous
Electronic components dedicated to low frequency analogic signals 

working continuously

“Clac Clac”
Electronic components dedicated to one manual action

(power on, jumper setting)

Digital+HF+Continuous
Electronic components dedicated to high frequency digital signals 

working continuously

Digital+HF+Discontinuous
Electronic components dedicated to high frequency digital signals 

working in firmware context (Controller, memory, I/O…)

Hybrid Digital-Analog 

Continuous

Electronic components dedicated to high frequency digital & analog sig-

nals supposed working continuously 

(Video & audio analogic to digital converters)

Hybrid Digital-Analog 

Discontinuous

Electronic components dedicated to high frequency digital & analog sig-

nals supposed working in firmware context 

(Mixed signal microcontroller, connectors with others boards)

Fig. 21  Classification used for the tactile metaphors implementation
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6  Conclusions and Scalability of ARI

The augmented reality interface described in this document consists of an interac-
tive and user-friendly system aimed at helping students discover and use the E2LP 
boards through augmented reality and vibrotactile capabilities.

At the present moment, apart from the E2LP main board, the ARI also includes 
the detection of two E2LP extension boards.

However, the versatility of the ARI’s tracking system would allow the inclusion 
of new boards developed outside the scope of this project. This capability supports 
the growth of the E2LP system once the project finishes, opening also the door at 
the possibility of students creating their own extension boards and presenting them 
to the rest of the class or the teacher using the AR interface, as a new and more 
collaborative and interactive way of learning.
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Abstract Embedded Engineering Learning Platform (E2LP) FP7 project deals 
with Embedded Systems Education at University level, which requires a multi-
disciplinary approach, involving different technologies and system solution opti-
mizations. The paper presents the results of Remote Laboratory (RL) services 
development for distance learning for Embedded Systems Education, developed 
under E2LP. The paper addresses advanced information technologies solutions in 
the integration stages along with novel hardware technologies involved. E2LP RL 
assembles hardware and the exercise materials provided by the project partners 
and it delivers secure and open access e-learning portal, which allows to create full 
course and provide alternative teaching methods through the real-time experiments. 
This paper could be also a guideline for future RL developers in embedded systems 
domain. We describe what components are needed to build remote laboratories for 
embedded systems and what could be a scope of remote operation for users.

Keywords E2LP · Remote laboratory · Curriculum integration · Embedded systems

1  Introduction

As embedded software systems have grown in number, complexity, and importance 
in the modern world, a corresponding need to teach computer science students how 
to effectively engineer such systems has arisen [1].
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While embedded systems comprise about 99 % of the entire computer market [2], 
many undergraduate computer engineering programs still teach programming and 
design skills that are applicable to a general-purpose computer rather than to the more 
specialized embedded systems [3].

Early exposure to embedded computing systems is crucial for students to be 
prepared for the embedded computing demands of today’s world. However, expo-
sure to systems knowledge often comes too late in the curriculum to stimulate 
students’ interests and to provide a meaningful difference in how they direct their 
choice of electives for future education and careers [4].

Those aforementioned issues were a genesis to create an unified learning plat-
form, customized to embedded systems curriculum and was the main goal of the 
E2LP project.

Embedded Computer Engineering Learning Platform (E2LP) is a European 
FP7 project of 3 years duration, started in September 2012 [5].

In E2LP project a Remote Laboratory is an experiment, demonstration and 
a process running locally to design and control an experiment board based on a 
FPGA device, but with the ability to be monitored and controlled over the Internet 
(E-learning portal).

In the base case, the RL can be an experiment board connected to a computer 
through a standard interface and with the host computer connected to the Internet, 
which provides a remote access. The client can be any computer connected to the 
Internet with an ability to see the same interface as the local host as well as has the 
same programs, interfaces and modules.

RL framework consists of three main elements:

1. E-learning portal. This part of RL provides an access to knowledge (on-line 
exercises, data sheets) as well as remote operations with E2LP main board 
through a web user interfaces.

2. Laboratory hardware. Main element is E2LP experimental board with program-
ming cable device and other equipment to conduct remote learning process 
(E2LP server, digital card, serial port server).

3. Laboratory software. It includes the necessary software to programming board 
and other applications/services/interfaces based on several IT technologies, 
which provide proper functioning of the whole Remote Laboratory and their 
hardware components. Here there are also a number of communication ports, 
which provide flawless operation of specific applications and services in E2LP 
server as well as in several cases enable user to individually configure the com-
munication with a given device.

2  Remote Laboratories in Learning Courses

As technology is increasingly being seen as a facilitator to learning, open 
remote laboratories are increasingly available and in widespread use around the 
world [6].
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Virtual and remote laboratories (VRLs) are e-learning resources that enhance 
the accessibility of experimental setups providing a distance teaching framework 
which meets the student’s hands-on learning needs [7]. They have been considered 
as one of the five major shifts in a century of engineering education, thanks to the 
influence of information and computational technologies [8].

An important study of the implementation of VRLs into learning courses was 
reported here [9]. This study presents the results of integrating the open remote 
laboratories into several courses, in various contexts and using various methodolo-
gies. These integrations, all related to higher education engineering, were designed 
by teachers with different perspectives to achieve a range of learning outcomes.

RL have been widely popular among many universities. They are built in order 
to enhance learning and minimize the gap between theory and practice. Remote 
laboratories provide on-line pervasive workbenches, which allow an interactive 
learning environment that maintains student attention.

Laboratories, which are found in all engineering and science programs, are an 
essential part of the education experience. Not only do laboratories demonstrate 
course concepts and ideas, but they also bring the course theory into practice. In 
a traditional laboratory, the user interacts directly with the equipment by perform-
ing physical actions (e.g. manipulating with the hands, pressing buttons, turning 
knobs) and receiving sensory feedback (visual and audio). However, equipping a 
laboratory is a major expense and its maintenance can be difficult [10].

Since the experiments are performed in a laboratory that contains expensive 
equipment, the students must be supervised which limits the time they have. This 
also requires a class with many groups performing the experiment at the same 
time, and thus many instruments are required to support each group. Laboratory 
experiments are also a serious problem for distance learning students who may not 
have an access to the laboratory at all [11].

However a review of literature highlighted the lack of meaningful assessment 
tools for virtual laboratory environments in engineering education. Literature 
review also highlighted the shortcomings of traditional student lab work assess-
ment practices, among engineering faculties. There are also the problems of time 
demands, bias, inconsistency, and increasing student numbers which make the tra-
ditional lab work assessment scheme impractical [12].

VRLs should focused to support a specific group of students, those who are 
marginalized by not being able to regularly attend lessons and perform the labora-
tory exercises as well as should be facilitated to learning process to those students. 
Teachers and institutions should not just provide open access to their educational 
material, but should openly share their experiences, case studies, lessons learned, and 
suggestions to improve the teaching and learning processes. Although busy students 
are required to demonstrate their final projects on the actual hardware, the Massive 
Open Online Course (MOOC) platforms enable them to prepare for this at home, 
and then to be able to demonstrate valid hardware results in the laboratory [13].

It should be stressed that Remote Laboratories cannot replace the classical 
education course. There are of course drawbacks of implementation such tools, 
mainly in lack of communication between student and course supervisor. This type 
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of systems can isolate students and reduce their motivation in learning process. 
Furthermore, students could not receive instant feedback from their questions and 
cannot talk in real-time about results obtained in the learning activities with the 
teacher.

3  E2LP RL Concept of Design and Project Research 
Objectives

In E2LP project a Remote Laboratory is a service, which enable students to access 
the laboratory equipment and execute remote operations to carry out exercises. 
The main goal of RL was implementation of instant feedback from remote E2LP 
board in a way that user would operate with the real board as if it was connected 
locally. This functionality was a purpose to develop the GUI web interface of 
E2LP board front panel that exactly reflects the real board, which has connections 
to real signals from the real board.

The main advantage of proposed E2LP RL framework (Fig. 1) is a possibility 
for students to interact with the real E2LP platform interfaces, implemented as a 
web services in Moodle [14] and work with software applications, on the same 
operational level like they are actually operating the same tools and instruments in 
classic lesson in laboratory.

RL is a gate which provides an access to continuously refreshed interfaces and 
signals from the real board and enable users to remotely control and program the 
board directly from their computer at home, having instant visual feedback.
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Fig. 1  E2LP remote laboratory framework
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To achieve this, it is necessary to forward data directly to the server over com-
mon interfaces or over local network by using dedicated hardware solutions and 
specified proper router configuration.

The E2LP RL should allow users to do following actions over an Internet con-
nection, which are the list of E2LP Remote Laboratory main functionalities:

1. Dedicated software and hardware solutions provide an access to laboratory 
equipment and enable students to set them up and operate them at the required 
level to carry out selected exercises.

2. Users could access the essential data sheets, tutorials and software tools, which 
are available on the E-learning portal as an introduction to the course. Each 
laboratory exercise is presented in transparent form to the user through tabs and 
such division is implemented into Moodle based platform for e-learning course 
(Basic information, Theoretical explanations, Instructions, Configure Platform, 
Feedback, Discussion on results questionnaire for lab evaluation).

3. After booking in a given time slot users could remotely program given set of 
exercises over the Internet and simultaneously, in real time, could monitor the 
evolution of the experiment on implemented dedicated Graphical User inter-
face (GUI) of the Front Panel of the real E2LP board.

4. Automatic verification of course assignments will allow an advanced man-
agement of assignments and submissions together with feedback information 
mechanisms for both teachers and students, which will verify, whether the stu-
dents designs are correct or not according to the specifications.

4  RL Development and Implementation Phases

Connection with the Remote Laboratory is provided via e-learning portal, which 
is based on Apache server, PHP and SQL server. It provides an access to knowl-
edge (exercises, data sheets) and laboratory hardware through a web user inter-
faces. The second role of e-learning portal is management of users, which means 
enable them access to the laboratory hardware and software (booking functionality 
and authorization). In E2LP project the e-learning platform is based on Moodle 
Platform, which is one of the most popular open source learning management sys-
tems. The URL of the Remote Laboratory portal is [15]:

RL presents fully operational and tested system, which is enriched with dedi-
cated modules to E2LP Mother Board, which provide real-time remote control, 
monitoring and programming. Below we show the main advantages of the system:

•	 The final laboratory exercise on the web has sections (tabs) to enable user to 
have the full experience of working on the laboratory exercise. These are Digital 
System Design course exercises, which aim is to control Switches, JOY Push 
Buttons, LEDs, LCD output in the front panel of the E2LP board as well as  
RS-232 port are available for remote operations.
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•	 Advance booking system, which enables to reserve a time slot for individual 
remotely tests of the solution for a given exercise. Booking functionality ena-
bles to access up to 4 remote E2LP boards.

•	 The fast bit file loading module enables remote configuration and immediate 
respond of the successful E2LP board configuration, without a requirement for 
users to have a specialized Xilinx [16] software to do it.

•	 The user friendly Graphical User Interface of the Front Panel, which reflects 
to the same panel on the real E2LP board, enables user to monitor and control 
remotely each switch, button, LED and LCD output. The GUI is enriched with 
the checking correctness of the solution module, which compares the students 
solution with a master, created by the teacher.

•	 Automatic verification module, which is based on regular expressions, checks 
the correctness of the users solution. The pattern for solution is prepared by the 
teacher or course creator. After comparison the user is informed visually about 
correctness of his solution.

•	 The ‘Discussion on results’ functionality module consist the output informa-
tion from check correctness solution module, by showing the log records out-
put from the E2LP board Front Panel and enable Teacher and user to exchange 
information about given exercise.

The whole environment is managed by powerful E2LP Server, controlled by 
LabVIEW software, which is equipped with all common interfaces, which are 
essential for internal hardware and software compatibility. E2LP Server is con-
nected via Ethernet interface to the local network, which is responsible for seamless 
data communication between environment’s components. The crucial component 
of the remotely controlled environment is an experiment base board, which is con-
trolled by programming device (Xilinx Platform HW-USB-II-G). This program-
ming device provides integrated firmware to deliver high-performance, reliable and 
user-friendly configuration of the base board and enables user to program other 
Xilinx CPLD devices. This programming device is fully integrated and optimized 
for use with specialized Xilinx iMPACT software, which enable users to perform 
remote operations such as programming and configuring FPGA via JTAG interface.

The NI PCI-6509 digital card with 96 bidirectional I/O lines enable user by 
dedicated GUI interface (Fig. 2) to control each pin in the boards front panel inter-
face and consequently enable him to control each led, switch and button.

Furthermore specific converter communicates with LCD pins on boards front 
panel interface and translates them into RS232 ASCII chars. This converter was 
designed to enable remote characters reading from LCD 2X16 chars (Fig. 3).

Converter is connected to PCB controller of LCD (or together with LCD) and 
reads LCD’s control commands as well as its input data. Based on that converter 
creates in RAM memory the data, which is corresponding to this which should 
be displayed on LCD. This data we can read via USB interface (in RS232 emula-
tion mode) after a query from our computer. Thank to this we are enabled to send 
remotely the content of LCD, in limited data transfer (especially in comparison to 
transferring the image of LCD state in graphic file form).
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Converter is built based on ATMEL-ATMega processor where we used 4 lines 
of port B (data lines of LCD) and 2 lines of port D (INT0, D3). Processor process 
the input data to LCD in 4 bit form. Data processing takes place in response to 
falling edge INT0 input signal (LCD signal E). In the first cycle the state of line 
D3 is read (signal R/S of LCD) and dependently on its level further analysis take 
place on data or control command.

Fig. 2  Remote laboratory concept of solution

Fig. 3  LCD controlling signal converter to RS232 schema
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The converter doesn’t operate the commands, which define additional chars 
(access to chars memory) as well as 8 bit stream format mode. It is impossible to 
read cursor location and its blinking mode.

The system sends data from LCD after forwarding to it any char over RS-232. 
In result of acquiring the char, the content of the buffer is sent—two lines of the 
text with 16 chars, which are finished with CR and LF chars (this is done due to 
easy read content using the terminal, which operates RS232).

Microcontroller system and level converter (MAX232) were placed on small 
PCB with cable sockets, which enable to connect to GOLDPIN joint.

In order to control the physical signals on E2LP Board the NI 6509 device was 
used as a low-cost solution with advanced features. This device offer 96 digital 
I/O lines (5 V TTL/CMOS), high-current drive (24 mA sink or source) and the 
most important features such programmable power-up states. Each 8-bit port on an 
NI 6509 can be input or output as well as in this device it is possible to configure 
digital lines as high-impedance input, high output, or low output. The programma-
ble power-up states provides, that the outputs never go through an incorrect state 
during power up. This device is used to is control all switches and all buttons and 
monitors each LED on E2LP Board as well as it is possible to provide access up to 
four E2LP Boards for remote operation.

To integrate physical layer (NI 6509 device) with application layer (user inter-
face) the Web Service (WS) (Fig. 4) was developed using LabVIEW environ-
ment. This Web Service has its own user interface (web application) that provide 
access to control and monitor physical signals on E2LP Board. This web appli-
cation uses AJAX programming technique that quickly respond to user requests. 
AJAX enables JavaScript to communicate directly with the Web Service using 
the XMLHttpRequest object, which requests and updates only the required data 
instead of reloading whole interface. This concept also enables easy integration 
with any e-learning systems [17].

Fig. 4  E2LP board front panel web service
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5  Conclusions

The new systems do not seek to replace teachers, but rather to assist them by 
releasing them from monitoring the use that students make of the Internet and by 
making them more available to enhance the learning experience [18].

This paper has discussed all the features provided by E2LP RL for its imple-
mentation and deployment in embedded systems engineering education along 
with feedback from the universities that had deployed it in their learning curricula. 
Robust RL portal enables users to access E2LP platform over the Internet, config-
ure it compiling VHDL code and having the immediate feedback of solution on 
their own computer.

Results presented in the paper confirms that introduction of RL into curriculum 
and new learning model is challenging in the education of engineers in embedded 
systems. Proposed solutions based on integrated together Remote Laboratory com-
ponents and e-learning Moodle Platform enable student to acquire desired knowl-
edge about digital systems and significantly support learning process.
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Dario Grgić, Sebastian Böttcher, Marc Pfeifer, Johannes Scherle,  
Benjamin Völker, Jan Burchard, Sebastian Sester and Leonhard M. Reindl

© Springer International Publishing Switzerland 2016 
R. Szewczyk et al. (eds.), Embedded Engineering Education,  
Advances in Intelligent Systems and Computing 421, 
DOI 10.1007/978-3-319-27540-6_8

Abstract The E2LP-Platform is capable to impart many different fields of learning 
content. Starting from simple, short exercises also complex projects can be real-
ized covering up to several weeks of workload. This work presents a documenta-
tion of four students projects developed and performed at University of Freiburg in 
the Advanced Embedded System Laboratory. This laboratory contains a dynamic 
classroom approach in which the required laboratory hardware is mobile. Exploring 
real-wold challenges and problems motivates the participants to acquire a deeper 
knowledge.

Keywords E2LP · VHDL · Project based learning
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1  Audio Codec Implementation in VHDL

1.1  Project Introduction

In this Advanced Embedded Systems Lab (AESL) project, the onboard audio 
codec is used to play PCM audio data from a WAV file via the E2LP-board. The 
goal of the project is to read in data with the SD card module, store the file in 
DDR2 or VHDL synthesized block RAM and proceed the data via the audio chip. 
Additionally functions to control the playback can be programmed and customized.

Current version of the project uses block RAM to store audio data which is sent 
via the Armada extension board. This data is then continuously sent to the audio 
chip for playback. Additionally, a volume control module is implemented, and the 
audio chip can be switched into bypass mode (Line-In is directly connected to the 
headphones).

1.2  VHDL Modules Overview

The VHDL code consists of several different modules, which are briefly described 
here. Further information on single aspects of the modules can be found in the 
documentation.

initModule: This module initializes the audio chip. It powers the chip on, 
enables SPI configuration, and then uses the spiModule to configure the chips 
registers. It uses a state machine to properly go through the different registers/con-
figuration stages. For more information see Sect. 1.3.

spiModule: Takes a 32-bit logic vector to send to the chip via the SPI protocol.
volModule: Two of the boards push buttons are used here to change the chips 

internal volume settings. Whenever a button is pushed, the spiModule is used to 
reconfigure the relevant chip registers to a new volume level. Additionally some of 
the boards LEDs are used to indicate the current volume level.

I2SModule: This is the main module of the program. Here, the block RAM 
core (see Sect. 1.5) is used to store data received via I2C from the Armada board 
and is sent to the audio chip using the chip-generated LRCLK and BCLK. See 
Sect. 1.4 for more information.

1.3  Audio Chip Configuration

To use the ADAU1772 audio codec [1] it is necessary to properly configure the hard-
ware to individual requirements. The chip has several different registers that store 
the current configuration. These registers can be set via I2C or SPI. Initially, the chip 
is in I2C mode. Since the configuration is done via SPI, the first thing to do is to 
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switch the chip into SPI mode. After powering on the chip by pulling PD to 0 (low), 
SPI mode can be enabled by pulling SS to 0 (low) three times. In this project this 
is done manually, but can also be achieved by simply issuing three consecutive SPI 
writes (which are ignored). The chip can now be configured using the standard SPI-
protocol. Each SPI transmission sends 4 bytes to the chip: the first byte indicates a 
read or write action, the second and third byte contain the register address, and the 
fourth byte contains the actual configuration that the indicated register is to be set to. 
It is also possible to read in the current configuration of a register, but in this project 
I only write to the registers, so R/W bit in the first byte is always set to 0. Table 1 
shows the registers that are set in the project. The first and second Bytes are all zero, 
but cannot be omitted during transmission. A short description of each configuration 
is given, and more extensive explanations of the possible settings of each register and 
the SPI process can be found in the ADAU1772 manual [1].

One more thing to note is that for enabling the headphone output, first register 
no. 0x43 has to be set to enable the output stages. Then, to avoid any pops when 
enabling the headphones, there is a wait period of at least 6 ms until the head-
phones can be unmuted by setting the register no. 0x31. This wait period allows an 
internal capacitor to precharge before it is used.

After setting the chip to this configuration, the setup can be tested by triggering 
the MP4 pin (see E2LP-board documentation), e.g. with one of the push buttons. 
When MP4 is enabled, the DSP-Bypass is enabled (see reg. 0x3C), which directly 

Table 1  Registers and their configurations used in project

Register 3rd Byte 4th Byte Description

0x0000 0000 0000 0000 0111 Main clock en, clock div

0x0008 0000 1000 0000 0001 Regulator active, 1.1 V

0x0009 0000 1001 0000 0101 Core on, bank A, 192 kHz

0x000B 0000 1011 0000 0011 Limiter en, core clock en

0x001B 0001 1011 0000 0001 Unmute both ADC, 192 kHz

0x001D 0001 1101 0000 0011 HP off, polarity, source en ADCs

0x001F 0001 1111 0011 0110 Volume = −20 dB (0.1)

0x0020 0010 0000 0011 0110 Volume = −20 dB (0.1)

0x0023 0010 0011 0001 0000 PGA off

0x0024 0010 0100 0001 0000 PGA off

0x002A 0010 1010 0000 0011 ACD0/ACD1 to DAC0/DAC1

0x002E 0010 1110 0000 0011 Polarity normal, Unmute, enable

0x002F 0010 1111 0011 0110 Volume = −20 dB (0.1)

0x0030 0011 0000 0011 0110 Volume = −20 dB (0.1)

0x0031 0011 0001 0000 0000 Headphone mute disable

0x0032 0011 0010 0000 0001 Sampling rate 8 kHz

0x0033 0011 0011 0000 0001 I2S master, 32 BCLKs/channel

0x003C 0011 1100 0000 1111 DSP-Bypass on MP4

0x0043 0100 0011 0011 0000 HP output mode, en output stages

0x0044 0100 0100 0000 0011 ADC0/1 filter on



122 D. Grgić et al.

puts the Line-In through to the headphone jack. So to test, one can connect some 
music player to the Line-In jack (top) and some headphones to the headphone jack 
(middle), and if audio playback is given whenever the MP4 pin is enabled the con-
figuration works properly.

1.4  I2S Format and Transmission

The I2S Format (Integrated Interchip Sound) uses 3 lines to transmit audio data 
between chips. The LRCLK line (left/right clock) is the main clock, indicating the cur-
rent word and channel. During its low phase, the left data sample is transmitted, and 
during its high phase the right data sample is sent. It should be as fast as the sampling 
rate of the audio data that is transmitted. The BCLK line (bit clock) indicates the cur-
rent bit of the current sample to be sent. It is usually 32 times faster than LRCLK, to 
allow transmission of audio data with a maximum of 32-bit sample width. The SDATA 
line is the data line that is usually changed on a falling edge of BCLK. Most of these 
properties can be changed in the chips configuration registers (see also Sect. 1.3).

After configuring the chip to be the I2S master in the previous section, it sends 
the configured clocks to the LRCLK and BCLK pins. Both are used to properly 
send the audio data to the chip via the SDATA pin. The configuration sets the 
LRCLK frequency to 8 kHz, which is the lowest possible. I chose this to be able to 
play as much audio as possible. With the single block RAM that is currently used 
that is about 16 s of 8 kHz, 16-bit mono PCM data. The left channel data is sent 
on a low LRCLK, the right channel on a high LRCLK. With each falling edge of 
the LRCLK the current sample is changed to the next one. Then one BCLK cycle 
is skipped and on the second BCLK falling edge, the first bit of the current 16-bit 
sample is put on the SDATA pin. After 16 BCLK cycles, SDATA is again pulled 
low until the rising edge of LRCLK occurs. This indicates that the right channel 
data is now to be sent. In this project mono is used to double the amount of data 
that can be played, so the sample stays the same. Again, all 16 bits of the current 
sample are sent after one skipped BCLK cycle, just like for the left channel. This 
process is repeated for all stored samples, until the last sample has been sent, upon 
which the current sample loops back to the first stored sample.

1.5  Block RAM Core

All data is stored in a single IP block RAM core, which is generated using the 
Xilinx LogiCORE IP Block Memory Generator. The RAM core has a word width 
of 16 bit and a word depth of 125,952, which is the maximum number of cells for 
a single RAM core on the FPGA. It is a simple dual port RAM, which means it 
has dedicated write and read ports with their own clock and address ports. Both 
ports are clocked with the internal 27 MHz clock.
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1.6  Reading and Sending Audio Data

Any audio data that is to be transmitted from the Armada extension board to the 
FPGA has to be formatted in a 16-bit PCM WAV format. PCM WAV specifications 
can be found at [2]. The program first reads the header of the file, and then all 
samples in 16-bit chunks. Some files may have additional header-like data at the 
end, which is read as normal audio data, so it has to be stripped beforehand using 
e.g. a hex editor. After having stored the audio data in an array, the program then 
uses I2C library functions to transmit the data to the FPGA where it is stored in the 
block RAM and played. To indicate the end of data, the program sends a 0xAAAA 
(1010101010101010) after the audio data.

1.7  Future Work

On the FPGA side of the project, further work should include using more than one 
of the chips block RAMs to be able to intermediately store more data at a time. This 
should be an extension of the already present code, theoretically using an array of 
multiple instances of the already generated IP core should suffice. The goal should be 
to use the DDR2 RAM to buffer data from the SD card and directly play from that.

Additionally, some more controls for the playback can be implemented, in 
addition to the already available volume control. Pause/Play and even fast for-
ward/reverse are possible functions. Concerning the C code that is executed on the 
Armada board, it would also be an advantage being able to load other formats than 
PCM WAV.

2  VHDL Based Spectrum Analyzer

The goal of the presented project is to display spectral data of an audio-input via 
a HDMI-output and to change different parameters like the window function or 
the color with a universal remote control. All needed modules are implemented in 
VHDL and they are running on the Xilinx Spartan 6 FPGA on E2LP board. The 
HDMI and remote control part is described in Chap. 3.

An overview of the hardware connection is shown in Fig. 1. To get sam-
pled audio data from an analog source the ADAU1772 audio chip from Analog 
Devices, which is also located on the E2LP board, is used. So the first part of the 
project was to configure this chip properly. Therefore an I2C module has been cre-
ated. After that the sampled audio data, which are provided from the audio chip 
over an I2S stream, must be read in and outputted again. To do that an I2S module 
was written in a second step. The third and biggest step was to build a Fast Fourier 
Transform to get the spectral data out of the sampled audio data. In the following 
these three steps/modules are described in more detail.

http://dx.doi.org/10.1007/978-3-319-27540-6_3
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2.1  Configuration of I2C Module

Figure 2 shows the I2C module in more detail. It consists of two parts, the first one 
is an I2C master which was made up especially for the needs of the ADAU1772 
chip [3]. This module provides the direct communication with the chip via the 
SDA and the SCL lines and is capable of reading and setting all registers, param-
eters and storages on the chip. The second module is the I2C controller which 
sets about 24 registers (all extracted from [3]) to setup the chip for a proper use. 
Therefor it transfers to the master module a register-address, a read or write com-
mand and if necessary the data which should be written and then starts the execu-
tion with the Start signal. Additionally the audio chip is powered on in this module 
and two bits of the I2C-chip-address are set here.

Fig. 1  Connection diagram of hardware used on E2LP board for audio analysis

Fig. 2  Connection diagram of I2C module
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2.2  Configuration of I2S Module

The I2S module on the board consists of two parts as shown in Fig. 3. The first one 
is an I2S receiver. It receives an audio (stereo) I2S stream from the audio chip and 
extracts the 24-bit sampled data from the left and the right audio channel sepa-
rately. Each time the module has received a complete sample the data is output-
ted via the data line and the corresponding ready line is triggered. These outgoing 
lines are routed to the Fast Fourier Transform module on the one hand and to an 
I2S sender on the other hand. The I2S sender directly returns the audio data sam-
ples to the audio chip where they are converted back to analog signals and output-
ted again. With this structure it is possible to loop a stereo audio signal through 
the E2LP board and so its spectral data could be shown while listening, without a 
special wiring effort.

For both modules, the receiver and the sender, the I2S clock is provided by the 
audio chip which is therefor the master. Since the sampling rate is set to 48 kHz 
approximately every 21 µs a new sample is ready.

2.3  Fast Fourier Transform Module

The key part of the audio-analyzer is the Fast Fourier Transform (FFT) module, 
which is shown in Fig. 4. The implementation of this module was inspired by 
[4]. For each audio channel (left and right) there is a separate FFT module. The  
FFT-Handler is a big state-machine which is triggered by the ready signal from 
the I2S module. If the data is ready the upper 11 bit of a sample are stored for 
further processing. Since the implemented FFT is a 16-point-FFT this is done  
16 times. After that the stored data is processed according to the butterfly struc-
ture. Therefore always two of the data values and a complex twiddle factor are fed 
through the butterfly unit. The two results are stored and again processed in the 

Fig. 3  Connection diagram of I2S module
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same way until the four FFT levels are completed. The final, now complex, values 
1–7 (these are the only meaningful) are then outputted into the magnitude-calcula-
tion module where the magnitude is calculated. The magnitudes are then displayed 
via the HDMI module.

Since the Butterfly-Unit has a latency of 5 clock-cycles a nearly maximum 
pipelining is implemented. To do that and to avoid data hazards at the beginning 
of every FFT level one data package per clock cycle is shifted into the unit and 
the next level is not started until all results are received. Also the magnitude cal-
culation module has a latency of 11 clock cycles. To avoid long waiting times the 
magnitude calculation is therefore done in parallel to the storage of the samples, 
because this is relatively slow by nature (48 kHz).

To receive a meaningful result from the FFT a windowing of the input-sam-
ples can not be omitted. So as a additional part the capability of selecting differ-
ent windows was implemented. This is done by a multiplication of the samples 
with a weighting factor gained from a window function before storing. Via the 
Window signal it is possible to select between No Window, Von-Hann Window, 
Hamming Window and Blackman-Harris Window. The currently selected window 
is displayed on the display of the E2LP board by an extra module and it could be 
selected with a remote control. This additional feature allows one to easily explore 
the impact of the different window functions.

The presented FFT module delivers good results and with the pipelining it is 
able to perform in real-time (which means a whole FFT calculation can be done 
between two samples when a sampling rate of 48 kHz is used). The module also 
provides the ground structure for FFTs of a higher order (e.g. 32-, 64-, or 1024-
point) which could simply be created by adding more Store- and Butterfly-states to 
the state machine.

Fig. 4  Diagram of the FFT-module including a Butterfly unit
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3  FFT—Spectral Data Output via HDMI Port

The aim of this project is to display the spectral data from a FFT on a HDMI-
Display and to control different functionalities with a universal remote control. In 
the following all used VHDL entities are briefly described. The connection dia-
gram of the modules is graphically displayed in Fig. 5.

3.1  Module Configuration Over I2C

The HDMI Chip ADV7511 requires at least 16 registers to be set [5]. Most of the 
data that has to be set consists of manipulating single bits in the 8-Bit registers. 
For this task an I2C-Master that operates on 100 kHz clock has been implemented. 
For the control of this Module a controller had to be set up. Using these two mod-
ules it is possible to read data from the chip, manipulate single bits and write data 
back to the IC.

The I2C-Master waits in its Idle-state for the commands, holding the READY-
Output on ‘1’. For writing a slave address on the bus a controller has to set the 
slave’s address to the SLAVEADDRESS-Input, a ‘0’ for writing or ‘1’ for read-
ing to the ROW-Input, an “01” to the ARW-Input (Address, Read, Write) and 
set the SENDDATA-Input to ‘1’ to start the transmission. In the next clock-cycle 
the I2C-Master will set the READY-Output to ‘0’ to signal that it’s busy. The 
SENDDATA-Input must be held on ‘1’ during the whole command, otherwise a 
STOP-Condition will be created with misreporting the slave that a transmission is 
already finished.

Fig. 5  Module connection diagram for data display
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After the slave’s address has been sent, data can be written to the slave. If data 
is to be written, the controller must set the data to the DATAIN-Input and set the 
ARW-Input to “11”. The transmission will take place, after the I C-Master has sig-
naled a ready and the SENDDATA was on ‘1’.

For a read sequence the controller must, after sending the address, set the 
ARW-Input to “01” and keep the SENDDATA-Output on ‘1’. After the data has 
been read from the slave it appears at the DATAOUT-Output of the I C-Master. 
In all cases the slave’s acknowledge appears at the ACKOUT-Output, so that the 
controller can react accordingly. If the slave did not acknowledge a transmission 
(acknowledge bit = ‘1’) the I2C-Master sends (according to the I2C-Standard) a 
STOP-Condition.

3.2  HDMI Initialization and Control Over I2C

For setting up the ADV 7511 W an initialization module is to be set up, that uses 
the implemented I2C-Master to set several registers on the IC. In [5] the registers 
that must be set for proper operation are described (0x41 – 0xF9). Besides these 
registers, others are set as described in Table 2. The Initialization-Sequence is 
started using the lower button on the front-panel of the E2LP-Board (Table 2).

3.3  Displaying the FFT-Spectrum with HDMI

For displaying the incoming data of the FFT two modules have been set up. One 
module takes the input from the FFT and creates a bar pattern, in which the height 
of the bars corresponds to the input value of the channels. In this module also the 
color of the bar pattern can be changed using the remote control. The other mod-
ule handles the controlling of the ADV 7511 W based on the input from the input 
module.

Table 2  Register configuration of ADV 7511

Register address Value Effect

0x15(3:0) 0001 Input-Id = 1

0x16(5:4) 11 Color-depth = 8 Bit

0x16(7) 0 Output-format 4:4:4

0x16(3:2) 01 Input-style 2

0x16(0) 0 Output-color-space (for black image) = YCbCr

0x17(1) 0 Aspect-ratio: 4:3

0x18(7) 1 CSC enabled

0xAF(1) 1 HDMI-Mode

0x97(1) 1 DDC controller interrupt (probably not necessary)
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In the input module the video input is created. In the module the current pixel 
position from the ROW- and COLUMN-input is compared with the position of the 
bars and either black or the color of the corresponding bar (color 1 to color 14) is 
set to the color output. Each bar has a start- and an end-value, that determines in 
which column the bar starts and in which it ends. The height of the bars is deter-
mined by the 17 Bit wide BAR1 to BAR14 inputs. Their input is shifted 7 Bits to 
the right and thus linearly mapped (division by 128) to a 8 Bit value. Furthermore 
in this module the input from the IR-module is used to set the color of the bars. 
With button 4 one can switch between red, green, yellow, white and mixed colors 
for the left block of bars. With the button 5 one can do this for the right block. 
With the button 6 and 7 one can add the value 5 to each color value (Y, Cb, Cr) to 
obtain other colors for the left and right block.

In the output module the handling of the ADV 7511 W is done by creating The 
HSYNC, VSYNC, DATAENABLE, DATA and IDCK-Signals according to the 
ITU BT.1358-standard described in [6, 7]. The used video mode is 480p. By using 
other constants for the timing and supplying a higher clock rate one could also 
use higher resolutions. It is also important to know that the clock-rate to the ADV 
7511 W is twice the pixel clock which is created in this module [5]. The double 
data clock rate is created with a Xilinx Digital Clock Manager IP-Core.

3.4  IR Remote Reading—IR Decoder

Another feature of the realized project is to read and decode the signal from a 
Universal remote control to control different functionalities. The data that is sent 
is encoded in RC5-format using Manchester-Coding as described in [8]. One data 
frame consists of 14 Bits which are sampled using a state machine that uses the 
length of the high- and low-phases and the edges to decode the data. If a complete 
data-frame was sampled the OUT-Output together with a ‘1’ at the DATAREADY-
data appears on the DATA-output. To use the RC-5-coding the remote control is 
programmed to a SEG-TV.

4  IMU—Fancy Box Project

4.1  Hardware and Software Design

In this project the whole system is divided into smaller tasks implemented in 
VHDL running on an FPGA and tasks implemented in the high level language 
Java running on a typical CPU. The IMU part is done in VHDL to make use of the 
parallel execution and data processing. Data of the rotation speed is gathered at 
maximum speed and is processed in real time to minimize drift and offset errors. 
With a typical CPU running a non-real-time operating system, time critical data 
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processing cannot be done without significant errors. The gathered, processed 
and filtered data is afterwards transmitted to the high level operating system via 
a serial connection. A connection overview is shown in Fig. 6. The game physics 
and screen output are implemented in software because these tasks are not time 
critical and are much faster and easier implemented in high level languages like 
Java. Since the transmission of the color data to the LEDs is done with pulse width 
modulation which is again time critical, it is done on the FPGA as well.

4.2  IMU Data Acquisition with I2C

The IMU is connected over an I2C bus to an I2C master module like shown in 
Fig. 7. This is written modularly and can be used for other tasks or projects as 
well. An IMU controller sets the register addresses and data accordingly, it sets the 

Fig. 6  Schematic block diagram of data processing in eddy current tomography

Fig. 7  Schematic of the IMU VHDL modules
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IMU active and repeatedly asks for the angle values at the maximum IMU speed 
of 400 kHz. This is implemented with a simple state machine like shown in Fig. 8.

In the init state a ‘0’ is send to the power management register of the IMU. This 
forces the IMU to start angular measurements. In the start state the first register 
address is sent to the IMU together with a continuous read command. The registers 
are afterwards read out in a loop at maximum I2C speed. After a complete set of 
angle data is read, the gyroscope data is filtered and integrated. The first 1024 data 
samples are used to calculate an offset which is further subtracted from every sam-
ple. The result is integrated following Eq. 1 afterwards.

Since the integrated gyro value is limited (in this case to 32 Bit) the maximum 
angle of turn is fixed (at around 6600° which correspond to approx. 18 turns in a 
specific direction). After the data is processed, it is send over a serial connection 
to a high level system where the data of the gyroscope and accelerometer is con-
verted into system angles with the following Eq. 2.

The influence of the accelerometer on the angle calculation can be weighted with 
the complementary factor a.

4.3  Java Game with a Moving Ball

By tilting the IMU a virtual ball can be controlled in a Java game application by 
applying virtual gravity to it. The look and design of the game is shown in Fig. 9.

The goal of the game is to destroy all boxes. Furthermore it is only allowed 
to destroy the box with the same color as the ball. After the box is destroyed, the 
ball switches to a color of the next box that needs to be destroyed. The number of 
boxes is variable and their positions and colors are random.

(1)gyro_integrated ⇐ to_unsigned(gyro_integrated)+ to_unsigned(new_gyro) ;

(2)angle = a · gyro_integrated · dt ·
1

gyro_sensitivity
+ (1− a) · acc_angle

Fig. 8  The state machine of 
the IMU controller module
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4.4  Add Color to Your Life—VHDL Based LED Controller

The data is buffered in the memory and the LED controller is notified that new 
data is available. The LED controller sends the RGB data of all LEDs to the 
WS2811 controller module which converts the Data to the corresponding PWM 
signal.
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1  Introduction

Embedded Computer Engineering Learning Platform (E2LP) is a European FP7 
project of 3 years duration, started in September 2012 [1]. The project deals with 
Embedded Systems Education at University level, which requires a multidiscipli-
nary approach, involving different technologies and system solution optimizations.

The main purpose of the project is to introduce the new learning model and 
innovative teaching methods in Embedded Engineering, which cover following 
challenges:

•	 Assembling advanced hardware for E2LP platform that consists of a low cost 
Spartan-6 Platform FPGA with comprehensive collection of peripheral compo-
nents that creates a complex and unified embedded system.

•	 The set of exercises laboratory examples to teach students the fundamental con-
cepts in FPGA-based embedded system design, which consider skills practice 
through supporting individualization in learning.

•	 Integration of Augmented Reality (AR) interface for visualizing, simulating 
and monitoring invisible principles and phenomena in the field of embedded 
electronics.

•	 Provide Remote Laboratory (RL), which provides an access to continuously 
refreshed interfaces and signals from the real board and enable user remotely 
control and program the board directly from their computer at home.

•	 Evaluation of Learning Technology, which deals with cognitive theories on how 
people learn and will help students to achieve a stronger and smarter adaptation 
of the subject.

To reach the aforementioned challenges we wanted to test the developed Remote 
Laboratory before the official system evaluation in curriculum of E2LP project 
academic partners. The approach was to introduce the selected set of exercises 
from Digital System Design course as a supplement to Intelligent Measurement 
Devices course, lead by Prof. Roman Szewczyk in Warsaw University of 
Technology. Hereunder we present the methodology and results of evaluation as 
well as student’s feedback toward system.

2  Evaluation and Discussion on Results

This paper presents the preliminary student’s practical validation of developed 
E2LP Remote Laboratory [2], which was performed at Warsaw University of 
Technology (WUT) at Mechatronics Faculty during the evaluation stage of the 
E2LP project. The main purpose of performed evaluation was showing to students 
system capabilities and engaging them in contribution in testing the developed RL 
platform as a additional value to study programs in WUT.

A study was completed under “Intelligent Measurement Devices”—a new course 
in the Electronic Measurement Systems specialization on engineering degree.
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During this course students gain comprehensive skills: knowledge about the 
intelligent sensors, measurements devices and systems operation rules, compe-
tence in signal processing and the methodology of novel apparatus construction.

One of the main purpose of the evaluation and the E2LP project was the enrich 
aforementioned skills with understanding the different digital logic circuits and 
their operation, implementation of Boolean functions using digital logic circuits, 
understand the Xilinx ISE software environment and tools as well as understand 
VHDL description of digital logic circuits.

To get the summative feedback from students towards presented system, 
the quantitative on-line analysis (Table 1) was conducted, which was prepared 
by other E2PL project partner Ben-Gurion University of the Negev, based on 
Computer System Usability Questionnaire (CSUQ) [3]. It includes many aspects 
that refer to the usage RL platform and its and user acceptance.

Our E2LP Remote Laboratory is innovative learning platform, which easy cus-
tomizes to any course needs and doesn’t require any cost for teachers, namely 
they don’t need any specialize software and hardware. Since the students were 

Table 1  Evaluation questionnaire for remote laboratory with summarized results

Question Description Mean Std. Dev.

1 Overall, I am satisfied with how easy it is to use this system 2.9 1.50

2 It is simple to use this system 3.0 1.55

3 The interface of this system is pleasant 3.1 2.00

4 I am able to complete my work quickly using this system 3.2 1.73

5 It is easy to find the information I need 3.6 1.75

6 I am able to efficiently complete my work using this system 3.5 1.51

7 I feel comfortable using this system 3.4 1.50

8 The information (such as on-line help, on-screen messages 
and other documentation) provided with this system is clear

3.6 1.78

9 I Believe I became productive quickly using this system 3.4 1.41

10 The system gives error messages that clearly tell me how  
to fix problems

4.5 1.51

11 I can effectively complete my work using this system 3.6 1.55

12 Whenever I make a mistake using the system, I recover  
easily and quickly

3.6 1.36

13 The information provided with the system is easy to 
understand

3.6 1.59

14 I like using the interface of this system 3.5 1.59

15 The system information (such as on-line help, on-screen 
messages and other documentation) is effective in helping me 
complete my work

3.5 1.76

16 The organization of information on the system screens is 
clear

3.0 1.63

17 This system has all the functions and capabilities  
I expect it to have

3.6 1.71

18 It was easy to learn to use this system 3.3 1.66

19 Overall, I am satisfied with this system 3.2 1.44



136 R. Kłoda et al.

beginners in VHDL language and Xilinx environments we prepared separate set of 
easy exercises, which were in line with the curriculum of the subject.

Using RL system students could remotely program given set of exercises over the 
Internet and simultaneously, in real time could monitor the evolution of the exper-
iment on dedicated Graphical User interface (GUI) of the Front Panel of the real 
board [4]. Students after successful finalization of all exercises were asked to fill pre-
pared in system special questionnaire. Their were required to rate the prepared ques-
tions on a 7-point Likert scale (7—strongly disagree and 1—strongly agree) [5].

3  Questionnaire Data Analysis

The statistical study was conducted in the fifth semester of the academic year 
2014–2015 on one group of users (16 students of this course, who are not special-
ists in this field). The analysis of the results from this study was performed using 
statistical environmental named “R” [6]. The histograms of collected data are pre-
sented in Fig. 1.
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Since students knowledge about FPGA systems was very low there are many 
disparities between their individual responses for given questions (Fig. 1). 
Therefore of strong differences between individual response on the same ques-
tion, standard deviation for average scores is large (Table 1). This to some degree, 
is caused by the different users needs from the system: their requirements and 
expectations (Fig. 1, Q17), but also their ability to learn (Fig. 1, Q18), and overall 
the interpretation of the semantic scale used in evaluation survey. At this point it 
should be noted that the end point on Likert scale (7–strongly disagree) practically 
are not used for the rating. This could be caused by lack of student’s references to 
other systems. For these particular students the E2LP Remote Laboratory was the 
first contact with this specific software as well as FPGA platform.

However obtained results are very valuable observations. The average 
responses obtained in our analysis are shown in Fig. 2.

Regarding the e-learning platform for FPGA, the users confirm, that proposed 
solution are powerful and efficiently improved by using RL (questions 1, 2, 7 and 19). 
In this sense, students declare they somewhat agree with the idea that remote work is 
possible without the need to work with the real board (questions 1 and 6).

Considering the aspects related to the user graphic interface, users proof that it is 
easy to use and its readability increase significantly (questions 3, 5, 14, 16 and 18).  
Moreover students stress that they are able to quick learning (questions 4, 9, 11  
and 18).

The biggest encountered problem was connected with using Xilinx ISE soft-
ware, which was source of error messages (question 10) and poor programming 
experience (questions 8, 12, 13 and 15). This mark might be a reason of very low 
student’s initial knowledge level of FPGA systems.
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4  Conclusions

Results presented in the paper confirms that introduction of RL into curriculum 
and new learning model is challenging in the education of engineers in embedded 
systems. Student, who has never had any practice with Xilinx ISE environment 
and any FPGA board configuration needs really precise procedure what to do in 
current exercise.

Remote laboratory enable users to access E2LP platform over the Internet, con-
figure it compiling VHDL code and having the immediate feedback of solution on 
their own computer.

During the evaluation it occurred that remote operations through real-time 
experiments stimulate the students curiosity and productivity, which was presented 
in aforementioned questionnaire results. It also occurred to us that ascending order 
for marks where 7 is strongly disagree, opposite to Polish degrees order, might 
have caused misunderstanding, or simply overlook due to habits, so consequently 
disturb the questionnaire results.
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1  Introduction

Digital system design is one of the basic subjects learned in a number of engi-
neering areas, for example, electrical engineering and computer engineering. The 
traditional method of teaching this subject is conducting ‘chalk and talk’ lectures 
and involving students in standard pre-designed experiments based on modular 
lab equipment. This method is very outdated in light of the rapid development of 
digital technology and the industry extensive transition to using reprogrammable 
devices. Using simulation instead of involving students in hands-on work prevents 
learners from gaining real engineering experience.

This paper addressed the case of the development, implementation and evalu-
ation of the Embedded Engineering Learning Platform (E2LP), an innovative 
low-cost learning environment for computer and embedded engineering that was 
developed by a consortium of nine European partners [1]. The E2LP Base Board 
shown in Fig. 1 is based on a low-cost FPGA, Xilinx Spartan-6, surrounded by 
a comprehensive collection of peripheral components that can be used to create 
a complex system, and a learning platform that covers most laboratory tasks in 
computer and embedded engineering courses. The board enables students to learn 
about FPGA, digital design and computer architecture.

The system also includes two extension boards. One is the ARMADA, which 
is based on the dual-core ARM A9 SoC, a 32-bit processor core. Among the other 
components installed on the ARMADA are a state-of-the-art DSP and peripher-
als. The ARMADA board allows executing more complex experiments involving 
advanced computer architecture, multimedia and OS implementations. The second 
extension board, NXP, is based on the ARM7 processor, which is a simple CPU. 
Typical sensors, such as a thermometer and an accelerometer, are installed on the 
board for basic programming exercises such as typical control applications. The 
main board with the two extension boards can be used for teaching subjects such 
as digital systems, control systems, communication systems and digital signal 
analysis to students in a range of engineering fields, for example, computer and 
embedded engineering, electrical engineering or mechanical engineering [2].

In addition to the hardware and software development, the E2LP project also 
included the preparation of instructional materials for students and teachers, as 

Fig. 1  E2LP Base Board
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well as experimental applications of the platform in a wide range of subjects. In the 
years 2014–2015, the platform was used for teaching courses such as Logic Design 
of Computer Systems, Digital Signal Processing, Computer Networks, Real-Time 
System Software, Advanced Embedded Systems, Computer Architecture and 
Mechatronics Control. These courses took place in universities in Serbia, Croatia, 
Germany, Poland and Israel, and involved 630 students and 50 teachers.

The project adopted the internal formative evaluation approach, which, accord-
ing to Owens [3]:

•	 Involves the staff as much as possible;
•	 Strives for consensus on the evaluation plan;
•	 Encourages evaluators to report on their progress;
•	 Uses findings to reflect on the program aspects under review; and
•	 Develops a systematic plan by which changes can be made.

This paper aims at examining the implementation of the platform in a digital sys-
tem design course in one of the universities, with focus on students’ achievements 
and motivation, through the lens of a comprehensive evaluation methodology that 
was developed within the project.

The study was guided by two main questions:

1. Which components of the new learning platform and the instructional materials 
supported or hindered students’ success and motivation in learning the courses?

2. To what extent and how did the evaluation methodology applied in the project 
provide effective feedback to the teachers and the developers and contribute to 
the project’s success?

2  Literature Review

Education in general, and engineering education in particular, is not only about 
imparting specific knowledge to students, but also about developing students’ 
thinking and learning skills, as well as their motivation to learn. To achieve this 
end, the E2LP project adopted a broad conceptual framework for curriculum 
development and evaluation of teaching and learning. This section highlights 
two major concepts that guided the evaluation methodology: “Self-Regulated 
Learning” and “Task Taxonomy.”

2.1  Self-regulated Learning

The term Self-Regulated Learning (SRL) is defined as the active, goal-directed, 
self-control of behavior, motivation and cognition for academic tasks [4–6]. Below 
we refer to the three main dimensions of SRL: cognition, meta-cognition and 
motivation.
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•	 The term “cognition” relates to the conscious mental processes by which knowl-
edge is accumulated and constructed, understanding, problem solving and crea-
tive thinking.

•	 Metacognition refers to ‘thinking about thinking,’ knowledge of general strate-
gies that might be used for different tasks, and the process of selecting, con-
trolling or regulating cognitive processes such as learning and problem solving 
before, during or immediately after executing a task [7, 8]. Metacognition 
dimension also includes reflective practice—the process of learning from expe-
rience, asking questions about what we know and how we came to know it, and 
‘learning to learn’ [9].

•	 The motivational dimension in the SRL model includes aspects such as interest 
in learning, intrinsic motivation, extrinsic motivation and self-efficacy beliefs 
[10, 11].

Pintrich [8, p. 401] writes: “The self-regulated learning does provide a conceptual 
model of college student motivation and regulation that is based in a psychologi-
cal analysis of academic learning. In addition, there is fairly wide empirical sup-
port from both laboratory and field-based studies for SRL models of this type.” In 
recent years, the SRL model caught the attention of a growing number of research-
ers in engineering and science education [12–14].

2.2  The Task Taxonomy

In the educational literature, there is a wide consensus that one of the major fac-
tors affecting students’ learning is the type of tasks the learners deal with in class. 
This view influenced the increasing emphasis of introducing more learner-centered 
instructional strategies, such as authentic learning, problem-based learning and 
project-based learning into science and technology education [15, 16]. However, 
as Kirschner et al. [17] show, learners need some preparation and basic guidance 
before being involved in project-based learning. From this perspective, we devel-
oped the Task Taxonomy, according to which it is useful to distinguish between 
three levels of students’ assignments:

•	 Exercises: closed-ended tasks in which the solution is known in advance and the 
learners can check if they have arrived at the correct answer.

•	 Problems: open-ended, small-scale tasks in which students might use different 
solutions and methods or arrive at different answers.

•	 Projects: challenging tasks in which the problem is ill-defined. Students take 
part in defining the problem, setting objectives, identifying constraints, and 
choosing the solution method.
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The SRL theory and Task Taxonomy presented above provide a broad view of stu-
dents’ achievements, learning competences and motivation to learn a new subject. 
These concepts were also used for the evaluation of students’ learning in computer 
engineering courses [1, 18] and in exploring technology education in high schools 
[16]. In the current study, these concepts guided the course design and evaluation, 
as presented in the following sections.

3  Setting

3.1  Participants

The study took place among students and teachers at the Faculty of Technical 
Sciences, University of Novi Sad, Serbia. About 220 students and nine teachers 
were involved in each of the two cycles of learning the Digital System Design 1 
course during the years 2014–2015.

3.2  The Course Program

The Digital System Design 1 course is a basic course in computer and embed-
ded systems engineering that combines lectures and lab work based on the E2LP 
main platform. The students carried out the following lab experiments, which were 
developed by the consortium:

•	 Lab 1—Digital Logic Circuits
•	 Lab 2—VHDL Gate-Level Design of Digital Circuits
•	 Lab 3—Combinational and Sequential Circuits
•	 Lab 4—Problem Set: Combinational Circuits
•	 Lab 5—Problem Set: Sequential Circuits
•	 Lab 6—Finite State Machines and Complex Digital Systems
•	 Lab 7—Problem Set: Finite State Machines
•	 Lab 8—Problem Set: Complex Digital Systems
•	 Lab 9—Computation Structures
•	 Lab 10—Project: CPU Design, part 1—Computation Circuits
•	 Lab 11—Project: CPU Design, part 2—Control Unit
•	 Lab 12—Project: CPU Design, part 3—Memory and Programming

According to the Task Taxonomy mentioned above, labs 1–3 were defined as basic 
exercises, labs 5–9 as problems, and labs 10–12 as projects. The evaluation pro-
gram aimed at exploring students’ success and motivation in learning the course 
and performing the lab tasks, as described in the following sections.
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4  Method

4.1  Research Methodology

The current study adopted a mixed approach and combined quantitative and quali-
tative methods. Authors such as Olds et al. [19], and Borrego et al. [20] address the 
applications of using mixed research methods in the context of engineering educa-
tion. The quantitative side often consists of having the students’ answer question-
naires or exams. Qualitative data, often obtained by observations and interviews, 
can provide information about the quality of standardized case records and quanti-
tative survey measures, as well as offer some insight into the meaning of particular 
fixed responses. Koro-Ljungberg and Douglas [21] also point out that increased 
use of qualitative methods in engineering education research may allow new 
understandings to emerge and contribute to the study of complex problems and 
socio-cultural phenomena that cannot be answered through qualitative methods.

4.2  The Lab Feedback Questionnaire (LFQ)

In order to examine students’ success and motivation in carrying out the lab experi-
ments, we developed the short Lab Feedback Questionnaire (LFQ), which the stu-
dents filled in about five times during the semester. The students marked their answers 
on a Likert scale (1-very low… 10-very high) to the following eight questions:

Clarity of theoretical background—documentation, theoretical explanations.
Clarity of technical instructions, exercises and problems.
Total time and efforts required.
Ease of use of the environment—software issues.
Ease of use of the platform.
Assistant support—was the lab assistant helpful.
To what extent do you think you learned something valuable?
Overall satisfaction.

The students were also asked to explain or give examples of their answers in an 
open text box, as illustrated in the example shown in Fig. 2 and Appendix 1.

4.3  The Motivated Strategies for Learning  
Questionnaire (MSLQ)

At the end of the semester, the students answered the Motivated Strategies for 
Learning Questionnaire, which had to do with measuring aspects of motivation 
and metacognition according to the Self-Regulated Learning (SRL) theory guiding 
the evaluation in E2LP. The full version of this questionnaire, which is well-known 
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in the educational literature [5, 22, 23], includes 81 items. We selected 31 items 
from the questionnaire in the following seven categories, which are particularly 
relevant to the context of engineering education:

•	 Intrinsic goal orientation
•	 Extrinsic goal orientation
•	 Orientation
•	 Task value
•	 Control of learning beliefs
•	 Self-efficacy for learning and performance
•	 Metacognitive self-regulation

Other studies in which only relevant sub-scales from the original questionnaire 
were used were presented by Bassili [24] and Al Khatib [25]. Artino [26], who 
examined in detail the history of the MSLQ and its use, writes that “this instru-
ment is completely modular, and thus the scales can be used together or individu-
ally, depending on the needs of the researcher, instructor, or student” (p. 4).

In this case as well, the students were asked to explain or give examples of their 
answers in an open text box, as illustrated in the example from the MSLQ ques-
tionnaire shown in Fig. 3.

Category: Intrinsic goal orientation

Fig. 2  Example of an item from the LFQ questionnaire

Fig. 3  Example of an item from the MSLQ questionnaire
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4.4  The Computer System Usability Questionnaire (CSUQ)

The CSUQ is a tool for measuring user satisfaction in using computerized systems 
(hardware and software). The tool was developed at IBM for internal use by Lewis 
and others [27] and later on become an acceptable tool academically. Usability 
questionnaires gather subjective and objective data in realistic scenarios-of-use. 
Subjective data, for example, are measures of participants’ opinions or attitudes con-
cerning their perception of usability. Objective data are measures of participants’ per-
formance, such as scenario completion time and successful scenario completion rate.

The CSUQ consists of 19 items from four categories:

•	 Overall satisfaction
•	 System usability
•	 Information quality
•	 Interface quality

The full version of the questionnaire is presented in Appendix 2. The students 
were asked to mark their answers on a seven-point Likert scale from 1 (totally 
agree) to 7 (totally disagree), and also explain or give examples of their answers in 
a free text box, as illustrated in Fig. 4. Since the original scale mentioned above is 
defined in an unconventional order, it was inverted in the data analysis to represent 
the range from 1-totally disagree to 7-totally agree, as is frequently used in social 
science research. In the current study, the students filled in the CSUQ once per 
course after completing the lab work.

4.5  Qualitative Evaluation

In addition to the quantitative evaluation tools described above, the current study 
also involved qualitative tools, mainly:

Semi-structured interviews held with students and teachers
Observations carried out in class sessions

Analysis of students’ comments in the open-ended text boxes in the LFQ, MSLQ 
and CSUQ questionnaires described above

Fig. 4  Example of an item from the CSUQ questionnaire
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The aim of the interviews was to shed light on the processes of teaching, learn-
ing, achievements and motivation, and expose cases of success or difficulties that 
cannot be expressed in the quantitative data. According to Schutt [28, p. 348], 
“Conducting qualitative interviews can often enhance the value of a research 
design that uses primarily quantitative measurement techniques.” The interviews 
held with the teachers and students also aimed at collecting data about the tech-
nical quality of the E2LP boards, bugs in the hardware and software, and par-
ticipants’ suggestions about how to improve the system. The interviews with the 
teachers and students were conducted by a member of the evaluation team from 
another university in the consortium.

4.6  Data Analysis Method

The quantitative data obtained from the LFQ, MSLQ and CSUQ questionnaires 
were in the ordinal scale, for example, 1, 2, 3, 4, 5, 6, 7. In these data types, we 
can say that 2 is greater than 1 and 3 is greater than 2, but the numbers just rep-
resent an order and their specific values have no meaning. For example, the scale 
can also be represented by the letters a, b, c … Therefore, the reliability (internal 
consistency) of a ordinal data set is measured by the ‘Ordinal Alpha’ coefficient, 
which replaces the Cronbach’s Alpha coefficient, often used as a measure of reli-
ability for continuous data [29, 30]

Relative to the qualitative data, according to the literature, the data analysis 
tends to be inductive—the analyst identifies the important categories in the data, as 
well as patterns and relationships, through a process of discovery. There are often 
no predefined measures or hypotheses [28, 31, 32]. In the current case, we: (1) 
read all the material several times to identify the categories according to the par-
ticipants’ responses; (2) chose the main categories to be addressed in the Findings 
section; (3) searched the text again and marked all the cases in which the students 
related to these categories; (4) summarized the findings, as presented in the fol-
lowing sections; and finally (5) examined how the findings from the quantitative 
data relate to answers in the LFQ and SRL qualitative questionnaires.

5  Findings

5.1  Findings from the Lab Feedback Questionnaire (LFQ)

As previously noted, the LFQ was administrated five times during the course 
in order to receive feedback from the students in ‘real’ time. The questionnaire 
included the following categories:

•	 Clarity of theoretical background—documentation, theoretical explanations.
•	 Clarity of technical instructions, exercises and problems.
•	 Total time and efforts required.
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•	 Ease of use of the environment—software issues.
•	 Ease of use of the platform—hardware.
•	 Feeling of immersion.
•	 To what extent do you think you learned something valuable?
•	 Overall satisfaction.

The students marked their answers on a scale of 1 (very low) to 10 (very high). 
In Figs. 5 and 6, we present only part of the findings in order to demonstrate how 
data were gathered during the course.

Figure 5 presents the students’ answers to all eight categories in the LFQ in the 
last round (no. 5). It can be seen that the students marked quite positive answers to 
most of the categories in the questionnaire, except for category no. 3—total time 
and efforts required—which indicates that the students worked hard in this lab.

On the other hand, Fig. 6 presents the students’ answers to category no. 
8—‘Overall satisfaction’—in rounds 1–5 of running the LFQ. It can be seen that 
the learners’ overall satisfaction from the lab work decreased gradually from labs 1 
to 4, and increased again in lab 5. This finding can be explained by the fact that the 
labs became increasingly more complex, on the one hand, but the students gained 
more experience and confidence in using the system, on the other hand.

5.2  Findings from the MSLQ Questionnaire

As noted earlier in the Method section, at the end of the semester the students filled 
in the Motivated Strategies for Learning Questionnaire (MSLQ) that  measures 
aspects of motivation and metacognition according to the Self-regulated Learning 

Fig. 5  Students’ answers to all eight categories of the LFQ in the last round (no. 5) (n = 56)
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(SRL) theory. The findings from this questionnaire are presented in Table 1 and 
shown graphically in Fig. 7. As each sub-scale in the questionnaire is composed of 
a number of items, the reliability (internal consistently) of the findings was checked 
by calculating the Ordinal Alpha coefficient for each sub-scale, as shown in Table 1. 
As previously noted, this method of estimating reliability or ordinal data, such as 
answers on the Likert-type scale, replaces the well-known Cronbach’s Alpha coef-
ficient, which was originally developed for data on an interval scale or ratio scale. 
According to the literature [33, 34], the ranges of Alpha values are considered as 
follows: α ≥ 0.9 = excellent; 0.7 ≤ α < 0.9 = good; 0.6 ≤ α < 0.7 = acceptable; 
0.5 ≤ α < 0.6 = poor; α < 0.5 = unacceptable. Consequently, the reliability of the 
MSLQ sub-scales displayed in Table 1 is “good.”

The findings presented in Table 1 and Fig. 7 show that all of the students’ 
answers to the six sub-scales in the MSLQ questionnaire are quite positive. The 
highest mean scores were obtained for the sub-scales “Control of learning beliefs” 
(for example, awareness of how I learn) and “Self-efficacy for learning” (for 

Fig. 6  Students’ answers to Category no. 8 ‘Overall satisfaction’ in rounds 1-5 of the LFQ

Table 1  Findings from the MSLQ questionnaire for the Logic Design of Computer Systems 1 
course (n = 111)

Sub-scale Ordinal Alpha Mean score Std. Dev

Intrinsic goal orientation (4 items) 0.74 5.45 0.95

Extrinsic goal orientation (4 items) 0.74 4.35 1.37

Task value (6 items) 0.84 5.50 0.55

Control of learning beliefs (4 items) 0.96 5.75 0.93

Self-efficacy for learning and performance (8 items) 0.90 5.69 0.82

Meta-cognitive self-regulation (5 items) 0.75 4.96 1.06
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example, confidence in my abilities to succeed in this course). The lowest mean 
score was found for the category “Extrinsic goal orientation” (for example, course 
grades).

The findings from the MSLQ questionnaire described above indicate that the 
students expressed positive beliefs about their abilities to learn, they are mature 
enough to take responsibility for their learning, and their internal motivation drives 
them to learn more than external factors. The students not only grasped the impor-
tance of learning this subject for their professional career, but were also internally 
motivated to cope with the challenges this course presented to them. These find-
ings are encouraging because they align with the educational literature showing 
that internal motivation (rather than external motivation) is one of the most impor-
tant factors in people’s learning and personal development [35].

5.3  Findings from the Computer System Usability 
Questionnaire (CSUQ)

As previously explained, the CSUQ questionnaire (shown in Appendix 2) is a tool 
for measuring students’ satisfaction in using a computerized system, hardware and 
software. Since, in the current research, the students carried out all of the lab work 
in a computerized environment, it was particularly important to obtain learners’ 
feedback in this regard. In addition, we asked the teachers to evaluate the comput-
erized learning enviromant according to this questionnaire.

In this case as well, the Ordinal Alpha coefficient was calculated to measure the 
reliability of the data obtained in the four categories, as presented in Table 2.

Fig. 7  Mean value of the answers to sub-scales of the MSLQ questionnaire for the Logic Design 
of Computer Systems 1 course
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It can be seen in Table 2 that the internal consistency (reliability) was low 
(α = 0.2) for students’ answers to the two items in the category ‘Overall’ and mar-
ginal (α = 0.59) for teachers’ answers to the two items in the category ‘Interface 
quality.’ This can be partially explained by the small samples of students and 
teachers who answered the questionnaire (only 10 % of the students who learned 
the course). Therefore, the average scores of students’ answers to the items in the 
category ‘Overall’ are presented separately in Fig. 8.

The findings presented in Fig. 8 show that in general the students were reason-
ably satisfied with the E2LP platform and the software. The average lower score 
was marked for the category ‘Information quality,’ which had to do with insuf-
ficient or unclear information that was included in the system documentation and 
user’s instructions. This point was also observed in the interviews held with the 
students, as reported in the following section.

Table 2  Reliability (internal consistency) of the findings from the CSUQ questionnaire

Category Ordinal Alpha Students (n = 21) Ordinal Alpha Teachers 
(n = 9)

Overall (2 items) 0.40 1.00

System use (8 items) 0.91 0.91

Information (7 items) 0.97 0.84

Interface quality (2 items) 0.66 0.59

Fig. 8  Student’s answers to the CSUQ questionnaire in the Logic Design of Computer Systems 
1 course (scale 1–7)
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5.4  Findings from Students’ Comments in the Open Text 
Boxes in the Questionnaires

As previously mentioned, the LFQ, MSLQ and CSUQ questionnaires included 
open-ended text boxes in which the students could add comments and suggestions. 
About 15 % of the students (65 out of 433) added comments in the LFQ question-
naire, 11 % (12 out of 112) wrote comments in the MSLQ questionnaire, and 19 
% (5 out of 26) wrote comments in the CSUQ questionnaire. In the data analysis, 
we identified three types of comments the students had: positive, critical and sug-
gestive. Examples from the comments the students wrote in the LFQ questionnaire 
are shown below.

An example of a positive comment a student wrote in regard to Lab 1:

Algorithm steps are clustered in a logical manner; very clear instructions and good usage 
of diagrams, as well as writing necessary steps like a list, instead of writing a single para-
graph of text (which would reduce readability and maybe the clarity of the problem).

Good use of the UML diagram, clear assignments that were very well segmented. Every 
step presented in a new sentence and with a bullet helps to get a grip on this task in order 
to proceed with it.

An example of a negative comment a student wrote in regard to Lab 4:

Probably the most difficult part was to understand the exercise. This one required a lot of 
effort.

The assistants explained in theory what we needed to do, but not how to do it. For exam-
ple, the first time we were making one project out of the components (top), they told us 
that we needed to connect signals from all the components with signals in the top module, 
but they didn’t tell us how to do this.

Good, but not good enough, we still had tons of questions and needed more exercises.

An example of a suggestive comment a student wrote in regard to Lab 4:

The 4th exercise is more difficult than the previous ones so I believe there should be an 
exercise in between the 3rd and the 4th.

The task is pretty clear. However, I do mind that the task explicitly asks for designing a 
finite state machine; this problem could also be solved in an elegant manner using a 2-bit 
shift register.

Even though the point of any class is to learn something on our own, it would be really 
nice to add some context about loops, which would shorten the time required somewhat.

It is worth mentioning that the findings reported in the paper are from the sec-
ond year of running the program in the classes. Similar comments that had been 
received in the first year contributed to updating both the software and lab experi-
ments developed in the project.

While students’ comments in the LFQ questionnaire related to specific lab 
experiments, the comments they wrote in the MSLQ questionnaire dealt with more 
general aspects of learning and motivation, as seen in the following examples.
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Example of students’ open comments in the MSLQ questionnaire

About Intrinsic Goal Orientation

Because of my personal motivation and love for subjects and knowledge, I learn more.

About Task Value

Although I will probably not use this knowledge further in some extent of VHDL pro-
gramming, the knowledge is fundamental for anybody working with computing systems 
or programming.

About Self-efficacy

I always like to believe that you can accomplish anything if you work hard enough.

These examples of comments the students had in the MSLQ questionnaire teach 
us that the participants understood the meaning of the subcategories in the ques-
tionnaire and addressed them seriously. These authentic data are valuable, because 
they complement the students’ answers to the closed-ended items in the question-
naire and the points they raised in the face-to-face interviews.

Comments the students added to the CSUQ questionnaire
Only a few students added comments in the open-ended text boxes in the 

CSUQ questionnaire. The main issues were finding information and error mes-
sages. The teachers wrote, for example:

No online help; messages in software could be better” and “Error messages are still 
the issue, better than last year, but not perfect.” About documentation, they wrote 
“Documentation needs improvement, more effort will be invested for next year (course).

5.5  Findings from the Interviews with Students and Teachers

Data analysis was done by closely reading the data obtained, identifying the main 
categories in the participants’ responses, searching the text again and marking all 
the cases in which the students related to these categories, and examining how the 
findings from the quantitative data related to the participants’ answers in the LFQ 
and SRL qualitative questionnaires.

Since we had gathered a large amount of data in this part of the evaluation, 
only part of it can be presented here.

Findings from interviews with the students and teachers

In the course under discussion, a member from the evaluation team interviewed 
36 students in two focus groups (total 2.5 h) and 12 teachers in focus groups (1 h), 
and conducted an in-depth interview with one teacher. All the interviews were 
recorded and transcribed. Data analysis included three consecutive rounds:

Identifying three-four main categories that arose in the discussion
Identifying three-four subcategories of each main category
Identifying examples for each category
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The main categories and subcategories identified in the interviews with the stu-
dents are illustrated in Fig. 9.

Below are some examples of comments the students had in the interviews 
according the categories shown in Fig. 9:

Teaching > Assistant support

We had problems with one of the assistants who went out all the time to smoke and didn’t 
help us.

Self-Regulated Learning > Self-efficacy

Usually I’m confident at the beginning of the semester but I became less confident during 
the semester.

Self-Regulated Learning > Intrinsic Motivation

I think I like courses that challenge me, because if you deal with material that demands 
using your intelligence it improves you. You improve your skills and grades.

Self-Regulated Learning > Value of Task

I think that what we learned in the DSD 1 course is unique to this subject and I don’t see 
how it is applicable to other subjects, but it changed my way of thinking. For example, 
when I walk in the street and see an LCD commercial I now know how it works.

Findings from the interviews with the course teachers and assistants

Figure 10 illustrates the categories and subcategories that were identified in ana-
lyzing the data obtained from the interviews with the teachers and lab assistants,

Below are some comments by the participants during the interviews:
Pedagogy > Teaching

There is improvement in the frontal lessons during which we practiced the experiments on 
paper. I synced the labs with the lectures and spent most of the time practicing the experiments.

Pedagogy > Course Curriculum

Last year when projects were mandatory we had complaints from the students that LPRS1 
(the course) was very demanding. By making projects optional, we allow the students to 
divide into two groups—those who just want to pass the course and those who want to 
deepen their knowledge.

Interviews 
with students 

Self-Regulated 
Learnning 

Interest 
Meta-

cognition
 

Value 
of 

task 

Intrinsic 
motivation 

Self-
efficacy

Teaching 

Assistant 
support 

Written 
materials 

Fig. 9  Main categories and subcategories identified from interviews with students
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These examples from the interviews with the teachers show that introducing the 
new platform into the course program and participating in the evaluation program 
caused them to reflect on the course curriculum and instruction methodology.

6  Discussion and Conclusions

This study addressed the case of the development, implementation and evalu-
ation of an innovative platform for teaching computer and embedded systems 
engineering. The platform under development included hardware, software and 
instructional materials for students. The lab experiments were designed on three 
levels—exercises, projects and projects—according to the ‘Task Taxonomy’ 
defined in this study. The evaluation program adopted the internal-formative evalu-
ation approach that emphasizes close work with the program developers and the 
teachers in the classes [3]. The evaluation was derived from the Self-Regulated 
Learning Theory [8, 11], which relates to cognitive, meta-cognitive, motiva-
tional and self-efficacy aspects of learning. Data were collected by administrat-
ing the Lab Feedback Questionnaire (LFQ), the Motivated Strategies for Learning 
Questionnaire (MSLQ), the Computer System Usability Questionnaire (CSUQ), 
and interviews held with students and teachers.

The current study aimed at identifying elements of the learning platform that 
helped or hindered students’ success and motivation in learning the courses, and 
shed light on the role the evaluation methodology played in program development 
and implementation.

Although the current study did not deal with measuring students’ course grades, 
it is worth examining students’ scores in the labs, as shown in Fig. 11.

Interviews with 
teachers 

E2LP Platform changes 

Software Hardware

Pedagogy 

Course 
curriculum  Lab gardes Teaching  

Fig. 10  Main categories and subcategories that were identified from the interviews with the 
teachers and lab assistants
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It is important to mention that the students’ work in the labs took place in small 
groups under the instruction of nine teachers, who also gave the scores. Figure 11 
shows two interesting points. First, it can be seen that the students’ scores in the 
labs decreased as they advanced from one experiment to another. This reflects the 
fact that the experiments’ complexity increased from stage to stage—from exer-
cises, to problems and projects—as the students also noted in the Lab Feedback 
Questionnaire (LFQ). Second, Fig. 11 shows that students’ scores in all five exper-
iments increased in the year 2014 in comparison to the previous year, when the 
E2LP platform was used for the first time in the lab. This change could be attrib-
uted to improving the system software, updating the instructional materials, and 
the fact that the teachers gained more experience in using the system. The findings 
from the evaluation process and the close work of the evaluation team with the 
developers and the teachers certainly contributed to these outcomes.

In summary, there is full agreement that in developing an advanced computer-
based learning system, the hardware and software should work properly and be 
adapted to a wide range of users, from beginners to experts. Beyond that, the expe-
rience accumulated in the current research taught us that one of the most important 
factors affecting the success of an advanced technological learning platform is the 
careful design of students’ assignments, for example, to progress gradually from 
solving basic exercises, to solving more significant problems and dealing with 
broad projects.

With regard to the evaluation methodology used in this research, one of the 
advantages of the applied method was addressing a number of aspects of learn-
ing and motivation, and combining qualitative and qualitative methodologies and 
tools. More specifically, the short Lab Feedback Questionnaire (LFQ) the students 
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answered five times during the course, including writing comments in an open text 
box, as well as the interviews held with the students and teachers, had the great-
est contribution to the effectiveness of the evaluation and the project’s success. 
Among the important points observed during the evaluation process by the MSLQ 
questionnaire was the potential of the new learning platform in fostering students’ 
intrinsic motivation to deal with challenging tasks in the computer engineering lab.

Appendix 1

Lab Feedback Questionnaire (LFQ)

Dear Student,
Pleas mark the effectiveness of the lab experiment on the scale 1 … 10

1. Clarity of theoretical background—documentation, theoretical explanations

 (1-very low … 10-very high) ___ Explain/give example:

2. Clarity of technical instructions, exercises and problems

 (1-very low … 10-very high) ____ Explain/give example:

3. Total time and efforts required

 (1-very much … 10-very little) ____ Explain/give example:

4. Ease of use—the environment, Xilinx software and BIN download software

 (1-very difficult …10-very easy) ____ Explain/give example:

5. Ease of use—the platform

 (1-very difficult …10-very easy) ____ Explain/give example:

6. Feeling of immersion—being part of the environment, control over the system

 (1-very low … 10-very high) ___ Explain/give example:

7. To what extent do you think you learned something valuable?

 (1-very low … 10-very high) ___ Explain/give example:

8. Overall satisfaction

 (1-very low … 10-very high) ___ Explain/give example:
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Appendix 2

Computer System Usability Questionnaire (CSUQ)

The CSUQ consists of 19 items from four categories:

a. Overall satisfaction (items 1, 19)
b. System usability (items 2, 4.6, 7, 9, 11, 17, 18)
c. Information quality (items 5, 8, 10, 12, 13, 15, 16)
d. Interface quality (items 3, 14)

Scale for students’ answers, to each item (NA—Not Applicable)

Strongly AGREE 1 2 3 4 5 6 7 NA Strongly 
DISAGREE

Comments:

 1. Overall, I am satisfied with how easy it is to use this system.
 2. It is simple to use this system.
 3. The interface of this system is pleasant.
 4. I am able to complete my work quickly using this system.
 5. It is easy to find the information I need.
 6. I am able to efficiently complete my work using this system.
 7. I feel comfortable using this system.
 8. The information (such as online help, on-screen messages and other docu-

mentation) provided with this system is clear.
 9. I believe I became productive quickly using this system.
 10. The system gives error messages that clearly tell me how to fix problems.
 11. I can effectively complete my work using this system.
 12. Whenever I make a mistake using the system, I recover easily and quickly.
 13. The information provided with the system is easy to understand.
 14. I like using the interface of this system.
 15. The system information (such as online help, on-screen messages and other 

documentation) is effective in helping me complete my work.
 16. The organization of information on the system screens is clear.
 17. This system has all the functions and capabilities I expect it to have.
 18. It was easy to learn to use this system.
19. Overall, I am satisfied with this system.
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Abstract In the Department of Electrical Engineering at the Technion—Israel 
Institute of Technology—a unique course is being held—“Introductory Project in 
Electrical Engineering”. The course is intended to expose second-year students 
of electrical and computer engineering to the occupational areas of electrical and 
computer engineers, to strengthen their sense of relatedness to the Department and 
increase their intrinsic motivation towards their studies. The core of the course 
is a team project for planning a window-cleaning robot. Using quantitative and 
qualitative tools, the study described in this paper has followed students who 
participated in the course, examining changes in the motivational factors driving 
them to study electrical and computer engineering. Findings point out a signifi-
cant improvement in students’ intrinsic motivation and identified regulation—an 
improvement explained in light of the self-determination theory.

Keywords Electrical and computer engineering education · Introductory engineering 
course · Motivation

1  Introduction

The course “Introductory Project in Electrical Engineering” is an elective course, 
offered by the Department of Electrical Engineering at the Technion—Israel 
Institute of Technology. It is intended for second-year electrical and computer 
engineering students. The main purpose of the course is to expose students to 
the occupational areas of electrical and computer engineers and to strengthen 
their sense of relatedness to the Department in order to increase their motivation.  
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A secondary purpose that the course is meant to achieve is improving the systems 
thinking of the students—a way of thinking which focuses on understanding the 
interactions between the various system components, and the resulting synergy 
[1]. The core of the course is a project for planning a window-cleaning robot, 
which is being carried out in teams.

The idea behind the development of the course was that similarly to other uni-
versities, students of the Department of Electrical Engineering mostly study math-
ematics and physics in their first three semesters of study—courses delivered by 
the teaching staff of those departments. This fact contributes to a feeling of detach-
ment among the students, both from the discipline of electrical and computer engi-
neering, and from the Department teaching staff [2].

Introductory courses with similar purposes are offered by universities to electri-
cal and computer engineering students [3, 4], mechanical engineering students [5, 
6] or jointly to all engineering students at the institution [7]. It is reported in lit-
erature that these introductory courses have managed to improve students’ under-
standing concerning the fields included in the discipline [2], and to increase their 
motivation to study [7].

The study described hereunder examined changes that occurred in students’ 
motivation following their participation in the course. Changes which occurred 
during the course in the systems thinking skills of the students—are described in 
[8]. The studies focusing in introductory courses, which have been quoted above, 
treated motivation as a single entity. In the present study, we distinguish between 
the various motivational factors, in view of the definitions of the self-determina-
tion theory [9, 10], and thus refine our findings. Furthermore, unlike the above 
studies, which have taken a constructivist-qualitative approach [11], the study dis-
cussed is a mixed-method study, using quantitative as well as qualitative tools, in 
order to present various aspects of the investigated phenomenon, and increase the 
trustworthiness of its findings [12].

The paper begins with theoretical background reviewing the self-determina-
tion theory. Later, the course “Introductory Project in Electrical Engineering” is 
described, and the study objective and the chosen methodology are presented. 
After the description of the findings, a discussion is conducted.

2  Theoretical Background

Motivation is defined as the individual’s will to invest resources in a certain 
behavior. The source of motivation is explained through a wide array of theoreti-
cal approaches [13–15]. The self-determination theory [9, 10], being part of the 
humanistic approach, maintains that a person has three innate needs:

•	 The need for autonomy—the need to feel that the individual’s behavior was not 
forced upon his/her, but emanates from his/her needs;

•	 The need for competence—the need to feel that the individual is capable, and 
can meet challenging objectives;
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•	 The need for relatedness—the need to love and be loved, and to be a part of a 
group.

Where a person’s needs are satisfied, this will bring him/her to a high level of 
motivation, while the prevention of this satisfaction will compromise it. The self-
determination theory describes the origin of motivation as a spectrum spanning 
between extrinsic and intrinsic factors. At one end lies Extrinsic Motivation, which 
includes four types of regulation:

•	 External regulation—emanating from hopes of receiving material remuneration, 
or alternatively, from fear of punishment;

•	 Introjected regulation—caused by considerations of personal prestige or by the 
desire to fulfill expectations of people who are important to the individual;

•	 Identified regulation—stemming from identifying the value of the behavior. The 
behavior is a means allowing another activity which causes interest and pleas-
ure, or alternatively, the behavior carries moral value;

•	 Integrated regulation—emanating from viewing the behavior as reflecting the 
identity of the individual.

At the opposite end lies the Intrinsic Motivation, emanating from interest and 
pleasure. In addition, the theory defines a situation of Amotivation, where the indi-
vidual is bereft of any intention to act, because he/she attributes lack of impor-
tance to the activity, or lack of any feeling of competence to do it. The theory 
states that as much as motivation emanates from more intrinsic factors, the higher 
its quality will be.

The self-determination theory in the educational context [16] serves as a the-
oretical framework for many studies engaging in motivation among university 
students [17, 18]. Thus, for example, Koh et al. [19] have shown that simulation-
based learning among mechanical engineering students provided the three needs 
mentioned above, and thus improved their intrinsic motivation. Similarly, Gero 
[20] has demonstrated that educational activity answering these needs among 
engineering students, has enhanced their intrinsic motivation. Since this theory has 
recently become a leading theory in the field of motivation in general, and of edu-
cational motivation in particular, we made use of it in this study.

3  Course Description

The semester course “Introductory Project in Electrical Engineering” includes one 
weekly two-hour meeting, and it is composed of two parts. The first seven weeks of 
the course include lectures and instruction on the nature of engineering and the dif-
ferences between it and science (week 1), searching in online databases and creating 
an effective presentation (week 2), the occupational areas of electrical and computer 
engineers (weeks 3–4) and the engineering approach to problem solving (weeks 5–7). 
These contents provide students with the tools they will need to use during the second 
part of the course (weeks 8–14), focusing on planning a window-cleaning robot.
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The project part of the course begins with an introductory lecture on robot-
ics, and a presentation of the planning stages, week by week. Each week deals 
with a focused subject as detailed below: defining the robot structure and man-
ner of movement (week 8), physical design (week 9), block diagram (week 10), 
integration of sensors (week 11), microcontrollers and drivers (week 12) and 
navigation algorithms (week 13). Each stage begins with a review of the design 
subject at hand, and upon completion, the students receive an assignment to com-
plete in five-student teams, guided by a mentor who is a senior engineer at the 
Department. Thus, in week 8 the students are requested to collect information on 
window-cleaning robots, examine alternatives and decide upon the chosen solu-
tion; in week 9 they should choose energy sources and motors; in week 10, draw 
a block diagram of the robot; in weeks 11–12, select sensors, micro-controllers, 
and drivers; and finally, in week 13, prepare the final presentation, which is pre-
sented on the last week (week 14) before the staff and course participants. In the 
construction of the course, the following books were used: “Creative Problem 
Solving and Engineering Design” [21] and “Thinking Like an Engineer: An Active 
Learning Approach” [22].

It is important to note that the division of the design task to weekly sub-assign-
ments was intended, according to the self-determination theory, to meet the stu-
dents’ need for competence. It was made clear to the students that the mentor is 
at their disposal, and that they can turn to him and consult him directly, but it is 
they who make their own design decisions, out of recognition of their independ-
ence and ability to make such decisions already at this stage of their studies. This 
method of work is intended to meet the students’ relatedness and autonomy needs.

4  Research Goal

The aim of the study was to track changes in motivation towards electri-
cal and computer engineering studies among students who participated in the 
“Introductory Project in Electrical Engineering” course.

The following research question was derived: Did a change occur in students’ 
motivation to study electrical and computer engineering as a result of the course? 
If so—what characterizes this change?

5  Methodology

5.1  Participants and Method

Twenty-five students at the third semester of their undergraduate studies in elec-
trical and computer engineering, who chose to participate in the “Introductory 
Project in Electrical Engineering” course, took part in the study. These students, 
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who composed the experimental group, were requested to fill out an anonymous 
questionnaire at the beginning and at the end of the course, intended to qualify 
their motivational factors. Also, at the end of the course, five semi-structured 
interviews were conducted with the students, focusing on the students’ attitudes 
towards electrical and computer engineering studies and towards the course. 
Throughout the course, observations took place at the study class. These observa-
tions focused on the behavioral aspect of the students, as it was expressed during 
the course.

In addition, thirty students at the third semester of their undergraduate studies 
in electrical and computer engineering, who did not participate in the discussed 
course, took part in the study. These students, who served as a control group, were 
requested to fill out the questionnaire at the beginning of the semester and at its 
end.

The quantitative findings were statistically analyzed, and the correspond-
ing effect sizes were calculated. Through content analysis, which was based on 
the self-determination theory, the qualitative findings were sorted into categories. 
Only information coming up at least three times in the various research tools was 
included in this analysis.

5.2  Instruments

The questionnaire for characterization of motivational factors is a Likert-like 
five-level questionnaire, based on the SIMS (Situational Motivation Scale) ques-
tionnaire [23] and on the SRQ-A (Self-Regulation Questionnaire-Academic) ques-
tionnaire [24]. The questionnaire includes twenty statements reflecting four of the 
motivational factors mentioned in the theoretical part: intrinsic motivation, iden-
tified regulation, introjected regulation and external regulation. Similar to Gauy 
et al. [23], in order to keep the questionnaire from becoming too long, in a manner 
that will aggravate the respondents, we did not include statements in the question-
naire describing integrated regulation.

For example, the statement “I study electrical and computer engineering 
because I think it is interesting” reflects intrinsic motivation; the statement “I 
study electrical and computer engineering because I will benefit from it” reflects 
identified regulation; the statement “I study electrical and computer engineer-
ing because my parents want me to study it”, as well as the statement “I study 
electrical and computer engineering because I want people to think I am smart” 
reflect introjected regulation; and the statement “I study electrical and computer 
engineering because I am supposed to do it” reflects external regulation. The state-
ments were validated by two engineering education experts. Cronbach’s alphas for 
each one of the motivational factors are: 0.84 (intrinsic motivation), 0.80 (identi-
fied regulation), 0.78 (introjected regulation) and 0.86 (external regulation). These 
values indicate a good level of internal consistency.
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6  Findings

Figure 1 shows the mean score (which ranges between 20 and 100) given by the 
members of the experimental group to each one of the four motivational factors. 
Scores were given in the pretest questionnaire, filled out at the beginning of the 
course, and in the posttest questionnaire, filled out at its end.

An examination of the figure suggests that both in the beginning of the course 
and at its end, the intrinsic motivation score was the highest among the motiva-
tional factors, the identified regulation score was ranked second, the introjected 
regulation score was ranked third, and the external regulation score was the low-
est. Additionally, it turned out that following the course, there was an increase in 
all motivational factors, with the exception of the external regulation factor, which 
has decreased.

Table 1 lists the scores (mean M and the standard deviation SD) given by mem-
bers of both experimental and control groups to the various motivational factors. 
Following the t-test, there was no significant difference between the pretest ques-
tionnaire score of the experimental group and the pretest questionnaire score of 
the control group, regarding the four motivational factors. However, for intrinsic 
motivation and identified regulation, there was a significant difference between the 
posttest questionnaire score of the experimental group and the posttest question-
naire score of the control group. For introjected regulation and external regulation 
no significant difference was observed between the posttest questionnaire score of 
the experimental group and the posttest questionnaire score of the control group.

Table 2 shows the corresponding effect size for the various motivational factors. 
Examination of the table gives the impression that the gap in intrinsic motivation 
is characterized by a large effect size; the gaps in identified regulation and intro-
jected regulation are accompanied by a medium effect size, and the (negative) gap 
in external motivation is negligible.
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Content analysis of the findings arising from the interviews (Table 3), makes it 
possible to explain the significant improvement in intrinsic motivation and identi-
fied regulation among the members of the experimental group, in that exposure 
to the various occupational areas of electrical and computer engineers has created 
interest and even recognition of the high occupational value of the profession.

Table 1  Motivational factor score (mean M and standard deviation SD)

Motivation Regulation Test Group M SD p-value

Intrinsic Pretest Experimental 69.50 10.53 n.s.

Control 73.40 10.07

Posttest Experimental 80.43 8.91 <0.01

Control 69.58 17.13

Extrinsic Identified Pretest Experimental 68.48 10.62 n.s.

Control 72.34 10.09

Posttest Experimental 74.66 8.23 <0.01

Control 67.06 15.08

Introjected Pretest Experimental 38.00 11.33 n.s.

Control 35.33 10.63

Posttest Experimental 41.45 13.74 n.s.

Control 35.74 12.44

External Pretest Experimental 36.67 18.84 n.s.

Control 33.07 9.12

Posttest Experimental 34.20 15.87 n.s.

Control 35.93 18.12

Table 2  Effect sizes

Motivation Regulation Cohen’s d

Intrinsic 0.78

Extrinsic Identified 0.61

Introjected 0.44

External −0.10

Table 3  Motivational factors (experimental group, end of experiment)

Motivational factor Example Interpretation

Intrinsic  
motivation

“My motivation increased because 
I was exposed to new, interesting 
areas that an electrical and com-
puter engineer deals with.”

Exposure to the occupational areas 
of electrical and computer engineers 
led to the creation of interest among 
the students

Identified  
regulation

“The course exposed me to the 
multiple employment options  
of an electrical and computer 
engineer.”

Following exposure to the various 
occupational areas of electrical and 
computer engineers, the students 
recognized the high occupational 
value of the profession
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Support for the great interest created by the course emerges from the obser-
vations: throughout the course, the students took care to arrive on time, both in 
the beginning of the lesson and at the end of the break. This finding is far from 
reflecting the lateness culture, typical of Technion students, especially in courses 
taking place in the winter semester and starting at 8:30, such as the course dis-
cussed. Additionally, during the lessons, the students showed interest which was 
expressed, despite the early hour, in lively participation in the lectures on the one 
hand, and in not leaving the classroom for phone calls on the other hands, as hap-
pens very frequently in other courses.

On a deeper level, the interest created by the course among the students may 
be attributed to the satisfaction of their three fundamental needs, as detailed in 
Table 4.

7  Discussion and Outlook

The results of the study point to a significant improvement in intrinsic motiva-
tion (large effect size) and in identified regulation (medium effect size) among 
students who participated in the course. This improvement may be attributed 
to the students’ exposure to the interesting occupational areas of electrical and 
computer engineering, and to the high occupational value of the profession. The 
improvement in intrinsic motivation carries great importance, as undergraduate 
studies in electrical and computer engineering require the development of higher-
order thinking skills, and intrinsic motivation has a central role in this level of 
learning [25].

Table 4  Satisfaction of needs (experimental group, end of experiment)

Need Example Interpretation

Autonomy “We went totally wild, there was a great 
feeling… you decide and determine what 
the robot will look like and nobody decides 
for you.”

The need for autonomy was 
satisfied thanks to the independ-
ence given to students during the 
project

Competence “The process [of planning the robot] was 
guided with small assignments… they 
[course faculty] didn’t throw us into the 
water and said ‘good luck’… I felt that I  
can succeed in the project because they 
[course faculty] have divided our task into 
stages.”

The need for competence was met 
by guidance and a focused defini-
tion of sub-assignment through-
out all project stages

Relatedness “Unlike the other courses in the Technion, 
where there is no one to talk to, I felt that 
here they [course faculty] were considerate 
and attentive to me, this is a difference of 
magnitude… I have a mentor whose door  
is always open…Now I totally feel that I’m  
a part of the Department.”

The need for relatedness was 
satisfied thanks to the personal 
attitude of the course faculty
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On a deeper level, the students’ high level of motivation at the end of the course 
may be explained by the self-determination theory [9, 10], according to which the 
satisfaction of the individual’s needs increases motivation. The need for autonomy 
was satisfied thanks to the independence granted to the students during the pro-
ject; the need for competence was realized by the focused guidance and defini-
tion of sub-assignments throughout the project stages [26]; and finally, the need 
for relatedness was satisfied thanks to the personal attitude of the course faculty. 
These results match the findings presented in [19, 20], according to which a learn-
ing environment providing for the three needs under consideration, had improved 
the intrinsic motivation of students.

The study has two main limitations: a relatively small sample and a non-ran-
dom assignment into experimental and control groups. In order to address the first 
limitation, qualitative tools, such as interviews and observations, were also used, 
in order to strengthen the trustworthiness of the findings. In order to address the 
second limitation, which is a regular characteristic of studies taking place in edu-
cational institutions, a preliminary test was performed, in order to rule out a sig-
nificant difference between the two groups.

The theoretical significance of the study is in characterization, for the first time 
to the best of our knowledge, of the various motivational factors in studying elec-
trical and computer engineering at early stages. The practical contribution may be 
expressed in the implications of the study conclusions upon planning curricula for 
engineers in general and electrical and computer engineers in particular.

In a continued study, we intend to find out whether the gaps found in the cur-
rent study, between the scores of the experimental group and the scores of the con-
trol group, will also be preserved in the advanced years of study of the students. 
In addition, we would like to examine, upon completion of their studies, what the 
contribution of the course was to the qualification of the students as engineers.
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Abstract Wearable sensors have traditionally been designed around a micro con-
troller that periodically reads values from attached sensor chips, before analyzing 
and forwarding data. As many off-the-shelf sensor chips have become smaller and 
widespread in consumer appliances, the way they are interfaced has become digi-
tal and more potent. This paper investigates the impact of using such chips that are 
not only smaller and cheaper as their predecessors, but also come with an arsenal 
of extra processing and detection capabilities, built in the sensor package. A case 
study with accompanying experiments using two MEMS accelerometers, show 
that using these capabilities can cause significant reductions in resources for data 
acquisition, and could even support basic recognition tasks.

1  Introduction

Processing of wearable sensor data has typically been done at two platform lev-
els: one where a micro controller close to the actual sensor does the acquisition, 
and the back-end processor which typically does more complex preprocessing 
and classification of the data. Transducers and sensing circuitry embedded in the 
sensor have mostly been used as a static component that produces values that are 
regularly queried by the micro controller platform. In recent years, however, many 
sensing integrated circuits (ICs) have become capable of feats beyond condition-
ing and digitising the sensor’s signal.
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The outset of this paper is an emerging trend where sensing ICs not only 
include embedded signal filters, calibration, and conversion routines to digi-
tal data, but also contain an increasing amount of built-in detectors that locally 
abstract the data, which previously had to be implemented on the micro con-
troller or processor. This paper investigates with a case study of two Micro 
ElectroMechanical System accelerometer chips that provide digitization and 
detectors on inertial signals, what opportunities present themselves when these 
digitally-enhanced sensors are fully utilized.

Wearable sensing devices have, more than other types of sensor deployments, 
to cope with extremely challenging requirements. They should preferably be com-
fortable long-lasting, and their design thus should balance between being small, 
light-weight, and power-efficient. Given that most sensor units are battery-pow-
ered, optimizing the sampling and processing of new data is crucial. The relatively 
high cost of permanently storing or sending information through a wireless chan-
nel has led to several approaches that avoid transmission of redundant data, with 
techniques being suggested to avoid sampling at excessive rates and to minimize 
sensor-to-back-end traffic. Local methods have been proposed on the sensing 
unit, for example hierarchical sensing between low- and high-resolution sensors 
for same modalities, adaptive sampling according to past sensed values, and com-
pressing of time series [1–3]. Others focused on multiprocessor sensor nodes with 
staged wakeup, using power-efficient micro controllers to wake up high-end micro 
processors for processing heavier workloads [4] (Fig. 1).

This paper argues that using sensors with integrated modules that perform tasks 
that previously were done on an attached micro-controller or processor, could lead 
to a significant paradigm shift. A case study with two examples of these sensors 
shows what advantages and impact this has on wearable sensing devices in par-
ticular in terms of power consumption and development of recognition algorithms.
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Fig. 1  Calibration, collection, and detection routines (middle three blocks) can increasingly be 
off-loaded from the unit's micro controller to the actual sensing chip
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2  Background

As a particularly strong example of the type of sensors that have evolved a lot in 
the past decade, the MEMS accelerometer will be used to illustrate and enumerate 
several of its features in detail with relation to doing the sensing whilst being more 
power-efficient, more flexible, and more tailored to the application. As an illus-
tration of how advanced these recent inertial sensors have become, two examples 
will be used as typical examples of such integrated devices. These features will be 
linked to applicability in wearable sensing research in the next section.

2.1  Evolution of MEMS Accelerometers

Micro ElectroMechanical Systems (MEMS) implementations of sensors have 
boomed since the mid-90 s as these versions were smaller, lighter, and cheaper 
than traditional alternatives, while performing the same functions as larger 
mechanical systems. Especially accelerometers have gained a tremendous amount 
of traction as one of the early adopters of MEMS technology, allowing to sense 
both tilt and motions in a small package. Table 1 shows several accelerometers in 
the lower-g range, many of which have been used in wearable sensors research, 

Table 1  A list of some popular MEMS accelerometers, showing rapid improvements in minia-
turization and digitization

We investigate the usage of an increasing set of on-sensor detectors and their potentials for wear-
able sensing. Built-in modules detect events such as free-fall (freefall), motion change (motion), 
taps or double taps (taps), and orientation changes (turn)

Year Name Size (mm) Axes Output I (uA) Detectors Range (g)

1995 ADXL05 10× 10× 4.5 1 Voltage 8 k–800 - 1–5

1999 ADXL202 10× 7.4× 3 2 Duty  
cycle/volt.

600 - 2

2003 LIS3L02AQ 7× 7× 1.8 3 Voltage 850 - 2,6

2006 ADXL330 4× 4× 1.45 3 Voltage 320 - 3

2007 SMB380 3× 3× 1 3 SPI, I2C,  
1 int.

200 Freefall, 
motion

2,4,8

2007 LIS331DL 3× 3× 1 3 SPI, I2C,  
2 int.

290 Freefall, 
motion, taps

2,8

2009 ADXL345 3× 5× 1 3 SPI, I2C,  
2 int.

145 Freefall, 
motion, taps

2,4,8,16

2011 BMA250 2× 2× 0.95 3 SPI, I2C,  
1 int.

139 Freefall, 
motion, taps, 
turn

2,4,8,16
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and produced by a few companies: Analog Devices (prefixed with ADXL), Bosch 
(prefixed with BMA/SMB), Kionix (KX), and ST-Microelectronics (LIS). As the 
original applications for accelerometers were mainly targeted toward the automo-
tive industry, in particular airbag deployment, first widely available units were sin-
gle-axis and required a decent amount of power.

With the introduction of additional markets, such as user interface control in 
game consoles, smart phones, tablets, and portable computers, a further drive 
was given to make the devices smaller, more power-efficient, and easier to inter-
face digitally to micro-controllers. The packages of current accelerometers have 
reached a size small enough to enable integration in the tiniest devices such as 
wristwatches, lightweight music players, and body sensors. Although the figures 
for power consumption were extracted from the respective products’ data sheets 
where they are often listed for the lowest supply voltages, these do confirm also a 
firm drop over the years. All but the very specialized commercial accelerometers 
have nowadays both Serial Peripheral Interface (SPI) and Inter-Integrated Circuit 
(I2C) bus interfaces to connect them to a micro-controller, as well as at least one 
interrupt pin. This also reduces several requirements (no ADC conversion unit, no 
signal conditioning) for the circuitry around the sensor.

Some clear trends that are visible in Table 1 are the miniaturization and early 
increase to full 3-axis sensing per package, while a digital interface with program-
mable interrupts has at present day become the de facto standard. Power consump-
tion has dropped significantly as well, together with a decline in the common 
supply voltage (from 5 to 1.8 V for the most recent devices). There are several 
indications that some of these highlighted trends will continue still in the com-
ing years. Several sources [5] have already suggested that 1 mm2 packages are 
expected to appear on the market, leading to a further factor-of-four reduction in 
size. Current MEMS accelerometers use approximately 19 % of the package’s 
area for the actual sensor [5], this would be the bigger hurdle in downsizing the 
packages even more. From a market point of view, both competition and appli-
cation demand are still driving toward new and further MEMS accelerometer 
improvements.

2.2  The New Functionalities

Although several of the latest inertial sensors contain the digital modules dis-
cussed here, we have opted to discuss those of accelerometers (such as the 
ADXL345 and the BMA150) as they both have promising features for wearable 
recognition tasks.

Calibration. Several recent MEMS accelerometers have an interface to change 
the sensor’s sensitivity via its sensing (g-) range. Just a few years ago, the applica-
tion dictated the sensor to be chosen at the time of hardware design, in particular 
the range of gravity they could sense. For the ADXL202, for instance, an abso-
lute acceleration over 2 g would max out the sensor’s output, leaving only lower 
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parts of the signal from sudden impacts such as punches, knocks, or hits. Allowing 
the micro-controller to vary the sensor’s gravity range while in operation, post-
pones this decision from the hardware design phase to the run-time of the sys-
tem. The sensor can be instructed to dynamically change its sensitivity range, with 
the trade-off that for higher ranges the values will have lower resolution and that 
for lower ranges values get capped off. The ADXL345 and BMA150 allow differ-
ent range profiles: from zero g to ±2 g, ±4 g, ±8 g, and for the former even up 
to ±16 g. These overlap with numbers reported in [6].

Apart from an adjustable range, current accelerometers also provide for config-
urable offsets, allowing calibration of the sensor at run-time whereby the (X, Y, Z) 
offset values are kept in the sensor. An integrated low-pass filter can furthermore 
be controlled via the bandwidth parameter, going from 1 kHz down to 8 Hz for the 
BMA150.

Collection. Another functionality that appeared with the digital interface 
of MEMS accelerometers is on-sensor temporal storage in the form of an inter-
nal First In, First Out (FIFO) buffer for the data samples. This results in a more 
relaxed interface between sensor and the micro-controller as the latter can spend 
longer periods in sleep-mode: The ADXL345 has for instance a buffer of 32 sam-
ples, meaning that for 10 ms samples, the micro controller needs to accept three 
larger data packages per second from the sensor, instead of 100 smaller ones. 
Meanwhile, the micro controller could spend time in a lower-power mode (idle or 
sleep) or handle other tasks.

Setting up the FIFO is done with two parameters: the first is the option to size 
the FIFO to n (with n ≤ 32), the second is the operation mode of the buffer. The 
latter can be either ‘stream mode’, in which the last n ≤ 32 samples are stored in 
the FIFO while discarding older samples, ‘trigger mode’, in which only the first 
n ≤ 32 samples are stored after a pre-defined event occurs, and ‘FIFO mode’, in 
which it stops collecting new samples after the FIFO is filled up. As a default how-
ever, the FIFO is set to ‘bypass’, in which it forwards its samples without logging 
in the buffer. The buffer option can be combined with a lower-power mode.

Detection. When acceleration data is being captured in a wearable setting, it is 
very likely that successive sample readings remain unchanged. For most current 
inertial sensing implementations, the same data are thus repeatedly being commu-
nicated, causing redundant samples that only can be avoided by the micro control-
ler running algorithms such as run-length encoding (RLE). Such an approach first 
of all does not allow the micro controller, or further components in the data chain, 
to be in idle- or sleep-mode for longer than the sampling interval, and demands 
more processing to occur at later stages when the data have to be merged. This 
feature has now emerged in the sensors.

Instead of detecting activity, the accelerometers can also be set to detecting 
inactivity, often also per axis. This function can be used together with an auto-
sleep function, that configures the accelerometer to go to a low-power sleep mode 
when no activity is detected, leaving also the micro controller to reside in sleep 
mode till motion is detected. Parameters for this mode are an activity threshold (if 
a higher acceleration is sensed, the interrupt is triggered with the activity event), 
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and the inactivity time and inactivity threshold (if a lower acceleration is sensed 
for longer than the inactivity time, the interrupt is triggered with the inactivity 
event). One of the earlier motivations for including inertial sensing in comput-
ing equipment has been to safeguard the local hard disk by detecting whenever 
the device falls. The free-fall detection behavior is defined by a free-fall lower 
threshold and a free-fall time duration parameter, the former defined for all axes 
simultaneously and the latter being designed to be typically very short (maximally 
1.28 s). The BMA also provides high-g detection that triggers an interrupt when 
the acceleration exceeds a threshold for a long enough period.

As accelerometers have become mainstream components in portable computing 
devices, their data have also been used for detecting basic interaction. The current 
dedicated functions on-board new MEMS sensors include the detection of the user 
tapping or double-tapping the device, in order to establish basic input and avoid 
mechanical buttons. Figure 2 illustrates the parameters needed for tap and double-
tap detection.

2.3  Promises for Wearable Sensors

The evolution of MEMS accelerometers went through profound changes in the last 
decade. We listed so far several of the typical advanced features of the most recent 
units. As with many popular components, these sensors have dropped in price 
significantly, and their component size and power demands have similarly, inces-
santly been reduced as newer types were produced. We argued that on top of these 
improvements, a set of new capabilities have emerged by the introduction of [7] 
allowing run-time calibration and sensitivity re-configuration, [5] sensor-internal 

Fig. 2  The parameters that characterize when a tap or double-tap event is detected. After these 
detectors are set up, interrupts to the micro-controller are sent to signal new detections
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buffering, and [8] sensor-specific detection features that would be costly when 
implemented on the unit’s micro controller.

Calibration. Having the option of setting the axes’ offsets, low-pass filter 
bandwidth, and the sensitivity range of the accelerometer from within an embed-
ded system, allows detection processes to direct the system’s sensitivity as they 
see fit. To cite an extreme use case, [9] for instance observed that extreme accel-
erations could happen for wearable sensors used during baseball pitching, while 
other interesting activities might rely on slight muscle tremors in the mg range. 
Accelerometers that detect both would be expensive and produce high-range val-
ues that would be harder to analyze.

Collection. The use of a sensor-integrated buffer has consequences on two 
properties of any system subsuming the sensor: Processing ticks are taken from 
the host and moved to the sensor so that the micro-controller can take on addi-
tional duties. The reduced sensor-host communication can lead to power saving 
opportunities when the micro-controller uses the time between communication 
to sleep. The buffer feature impacts several feature calculation choices that oth-
erwise would be implemented on a buffer in the micro controller’s RAM: Some 
of the most popular descriptive features to abstract sensor data are basic statistics 
that operate on a buffer, such as mean and variance [8]. When the buffer is sensor-
managed, one-pass implementations that calculate mean and variance on the fly 
might be used to avoid having to buffer the sensor data on the micro controller at 
all. Assumed that sensor’s buffer length is sufficient (the 32 samples stored in the 
ADXL345 might for example not be enough yet), benefits to the micro-controller 
would be a further reduction in processing and memory requirements.

Detection. By using the activity and inactivity detection modules in the inertial 
sensor, thresholded run length encoding can be implemented on the sensor rather 
than on the micro controller. For many wearable applications that rely on detection 
of infrequently occurring events that are detected by sudden changes in the sen-
sors’ signals, the nodes’ micro controllers can be placed in sleep mode for most of 
the time, only to be woken up when these events occur. The threshold parameter 
could be used to either cope with noise in the sensor signal to send an interrupt 
only when real changes occur, or as an actual rule to detect events that exhibit a 
signal above given fluctuations. The tap and double tap detection facilities of the 
sensor could be particularly helpful in the analysis of more complex signals that 
contain characteristic peaks and harmonic signals. The tap duration and tap thresh-
old parameters effectively instruct the accelerometer to respond only to an impulse 
over a given amplitude and length, the double tap detection feature could similarly 
be used to detect two such following occurrences.

This paper contains two studies: A first study concentrates on improvements 
achieved for the collection of wearable inertial data, using the sensor’s buffer 
and implementing RLE on the sensor chip. A second study focuses on supporting 
wearable recognition.
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3  Experiment Setup

As a platform for testing the impact of individual features introduced in the previ-
ous section, we use a custom-built platform around a Microchip 18F46J50 micro 
controller, which includes all necessary components in a small-scale form-factor 
to sense and analyze inertial data. Connectors and circuitry are available for stor-
age of data on a local μSD card, as well as an OLED display for visualization and 
providing more advanced debug information. This unit was designed specifically 
to capture wearable inertial data at a relatively high frequency for activity recogni-
tion purposes, and its micro controller contains several advanced modules for USB 
communication and interfacing with persistent storage (up to 2 GB on an attached 
μSD card, made accessible as an external disk via the USB connector). The proto-
type with battery is depicted in Fig. 3.

For the current draw analysis, it is important to note that the micro controller is 
able to switch between an external 12 MHz high-speed crystal (internally quadru-
pled to 48 MHz using Phase Lock Loop) and an internal clock circuit that can be 
set between 31 kHz and 8 MHz. There are 64 KB available in program memory 
and 3776 bytes for RAM. The battery is connected to a charger and voltage regu-
lator circuit that supplies the node with a constant 3.3 V, whether powered from 
USB or battery. Although sleep modes are available that drop the current demand 
for the micro controller alone to 15 nA, applications depend on an internal real-
time clock maintaining its state, requiring 830 nA. Furthermore, since an interrupt-
triggered wake-up time from deep sleep is rather slow, we used the standard sleep 
mode. To obtain an as realistic as possible measurement for a wearable setup, the 
prototypes were powered from miniature Li-Polymer rechargeable batteries with 
a capacity of 180 mAh that were fully charged, from the prototype’s charging cir-
cuit, before the experiments started. The current draw was monitored by a digi-
tal multimeter with sub-milliamp measuring facilities between battery and main 

Fig. 3  The sensor prototype (left) is fitted with a 3D inertial sensor, OLED display, and SD card. 
Right is the close-up of the prototype in the experiment setup, connected to a miniature battery 
for current draw and timing measurements. Components irrelevant to the experiment were disa-
bled
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board. For timings, a set of test points and free digital output pins on the prototype 
unit were connected to a digital oscilloscope to monitor timings of communication 
between micro controller and its connected components.

Although taking actual current draw and timing measurements deliver the more 
realistic figures when compared to simulation or numbers provided in data sheets, 
the downside is that for this prototype the results will be anecdotal and restricted 
to one particular platform. However, the presented comparisons and conclusions 
should be still indicative for many wearable sensors, since the platform and its 
micro controller follow the traditional design of others (for instance, the micro 
controller has similar features and properties to those in [10], or the same sensor 
as in [7]).

4  Evaluations

In this paper, two questions are asked: (1) what benefits do the new built-in digital 
functions of the discussed sensor chips offer for data sampling? and (2) how can 
on-chip detectors be used in recognition tasks?

4.1  Sensor Unit Configurations

The first experiment’s aim is to observe the impact of the sensor-based FIFO sam-
pling and the motion detection, instead of micro controller-driven sampling with 
run-length encoding. The aim of the second experiment is a comparison in rec-
ognition performance between peak features calculated on the micro controller 
and the sensor-based tap detectors. All setups were using the prototype with the 
ADXL345 and BMA150, and configured in a raw data sampling scenario and a 
feature preprocessing scenario.

Baseline sampling In the traditional sampling setup, the micro controller que-
ries the ADXL345 and BMA150 every 10 ms1 via SPI for a new data, stores these 
new data with run-length encoding, and goes into sleep mode for the rest of the 
time to be woken up by an internal timer. This includes occasionally storing full 
buffers on μSD together with time stamps for later synchronization, hence the 
need for the real time clock to stay operational.

FIFO sampling. Since only the ADXL345 contains this feature, a second 
configuration uses this sensor only, in the FIFO buffer ‘trigger’ mode with the 
maximum size (32 samples). All further parameters are set as in the baseline 
setup, i.e., the sampling is set to 10 ms and after the entire FIFO is sent to the 

1Leading to 100 Hz sampling rate (as also used in e.g. [11]).
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micro-controller, all data is stored via run-length encoding and with time stamps 
on the μSD card.

On-chip RLE sampling. A third setup uses the motion detection of both accel-
erometers with the same sampling parameters as in the other two setups, i.e., the 
sensor data is also in this setup recorded with time stamps on the μSD card, with 
the run-length encoding (RLE) performed on the sensors instead of executed on 
the micro-controller.

Micro-controller-feature recognition. The first recognition setting is imple-
mented via features that are calculated on the micro controller and stored on the 
μSD card for later classification. For peak detection, an algorithm similar to the 
one suggested by [?] was used with the best parameter settings after extensive 
evaluation.

Tap-detector recognition. As an alternative, a second setup uses the 
ADXL345’s tap detection as a feature. The tap parameters were set to be sensi-
tive enough to detect significant peaks in the signal (duration: 72, threshold: 90), 
and taps, along with axis in which the tap was detected, were stored by timing the 
intervals in 10 ms increments.

4.2  Sampling Evaluations

FIFO sampling. The differences between regularly sampling the accelerometer 
every 10 ms from the micro controller, and waiting for the ADXL345’s buffer to 
be filled (signaled by a so-called watermark interrupt), are twofold: [7] the micro 
controller is able to switch to a sleep mode for a longer time, and [5] the transmis-
sion of the buffer will be done in larger bursts instead of single packets (approx. 
3 times per second in this case). The evaluation shows that the time taken to read 
the entire buffer via SPI is at most 3.1 ms, while the processing of the buffer takes 
an additional 2.1 ms. As these still comfortably fit in the 10 ms window between 
readings, even larger buffers than the currently available 32 three-dimensional 
samples would be possible at 100 Hz. Two observations stand out in Fig. 4: the use 
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of the FIFO leads to only a slight performance increase in terms of communica-
tion (reduction of 12 % in SPI traffic) and amount of code (a 2–3 % smaller size). 
The overall power consumption however is nonetheless reduced by 4 %. Figure 5 
illustrates the interaction between micro controller and accelerometer: code mark-
ers were used for SPI timing measurements, which pulled up digital monitor pins 
of the micro controller, and which were timed by the oscilloscope. The micro con-
troller does not need to query for a new sample each 10 ms, but instead accepts the 
entire buffer every 320 ms after waking up from an interrupt. There is only a slight 
reduction in program memory and RAM requirements when using the ADXL345 
internal buffer, since storage is still required on the micro controller for buffering 
to the μSD card, leading to only 2 % less RAM usage in comparison to the base-
line approach and a 3 % reduction in program code size. For the power-usage of 
the prototype, the mean-measured current draw (taken continuously over 100 ms) 
is more significant: it dropped from 0.690 to 0.660 mA. As the timing is not that 
different, this drop could be due to the ability of the ADXL345 to save power, as it 
handles less SPI requests.

On-chip RLE. The difference between the baseline approach and using the 
on-chip change detection has similar advantages for both sensors, but especially 
power consumption dropped considerably (18 %). The former’s readings are 
visualized in Fig. 4: A slight drop can be seen in the memory footprint for the 
on-chip RLE setup (4 %), as the run-length routine and temporary variables are 
not required anymore. More time was spent in sleep mode: Since this setup was 
confined to a lab bench, this might be an optimistic value (as the prototype was 
not heavily moved). Nevertheless, the current draw going from 0.690 to 0.580 mA 
during low activity is significant.
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4.3  Recognition Evaluations

For evaluating the performance of the tap features for classification, and compar-
ing them with similar features implemented on the micro-controller, two proto-
types were worn next to each other on the dominant wrist of a participant, for a 
24 h period. The two prototypes were synchronized: one was sampling raw data 
together with the tap features, the other was set up for collecting the micro-con-
troller peak features. Both features abstract accelerometer data by the amplitudes 
of larger peaks in the signal, the widths of these peaks, and the regularity at which 
they occur. The tap detector provided by the ADXL345 detects only one particu-
lar type of configuration for the tap duration, threshold, latency and window, so a 
lower bound was chosen, and solely counted the amount of interrupts generated 
by the accelerometer over a window of 3 s, and characterized by the axis which 
caused the interrupt.

The data from five performed target activities, listed in Table 2, was separated 
from the entire data set with approximately 2 min of transition data immediately 
before and after each activity removed, and each activity’s data split in 5 folds for 
leave-one-out cross-validation against the remaining whole data set including the 
background data. Classification was performed using the Support Vector Machine 
(SVM) classifier. Figure 6 shows the five target classes embedded in the full tri-
axial acceleration data set.

The right plot in Fig. 4 shows the total memory footprints for the setup where 
the feature code is implemented on the micro controller and when configuring the 
ADXL345 accelerometer to send interrupts for every detected tap. The adding of 
the feature detection routines on the micro controller particularly require a signifi-
cant amount of program memory. The collecting of tap features performs slightly 

Table 2  The list of target 
classes to be detected, along 
with their precision (pr.) 
and recall (rec.) for micro-
controller-based features (uC) 
and using the accelerometer-
based tap detection (tap)

Pattern uC uC Tap Tap

To detect pr.(%) rec.(%) pr.(%) rec.(%)

Nordic walking 68.09 52.22 35.20 54.45

Running 74.99 95.42 71.55 92.87

Bicycling 71.82 77.84 52.85 75.68

Typing 60.20 85.78 68.83 84.44

Badminton 85.37 97.67 70.00 97.24

Fig. 6  A 24 h data set for evaluation the tap feature, while the prototype was worn on the wrist. 
5 activities were performed for about an hour each, among 20 h of background data
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worse than the on-chip RLE setup in terms of timing and power efficiency, but 
also in this case there might be a bias as these values were measured in the lab 
bench setup. The precision-recall values in Table 2 show that for most activities, 
the features on the micro controller performed similar to using the tap feature on 
the accelerometer together with the times between interrupts and the axis on which 
they were generated. Overall the on-micro-controller features perform better, for 
“bicycling” and “nordic walking” even much better, since it has several advantages 
still, one of them the 3 s window over which peaks are evaluated being larger than 
the ADXL345 allows for its tap detection.

4.4  Summary of Results

This evaluation section has investigated the benefits of using the built-in features 
of a recent inertial sensor for one specific, yet typical, sensor node. Measurements 
included [7] timing information on the SPI communication between sensor and 
micro controller, [5] the code size required to implement them, [8] detection preci-
sion and recall values, and [9] the overall current draw of the entire prototype sen-
sor node. The results gathered in this evaluation can be summarized in two parts. 
For the off-loading of the buffering and sampling to the MEMS chip, the conclu-
sions of this case study are that it leads to:

•	 more efficient communication between sensor and micro controller, as wit-
nessed in the communication (reduced to 3 sending-bursts lasting 3.1 ms each)

•	 less buffer variables and routines to be implemented on the micro controller, 
and a slightly smaller code footprint and reduced RAM requirements (2 %, resp. 
3 %)

•	 an overall drop in the current draw of the entire sensor node (0.58 mA instead 
of 0.69 mA, mean average draw), making it last longer on a battery charge.

For using the tap detector in the recognition of basic activities in the acceleration 
signal, a preliminary classification evaluation showed that:

•	 similar reductions as above are observed, as SPI communication is minimized and 
peak detection on the micro controller requirings a larger amount of resources

•	 using tap detection as a feature with minimal resources on the micro controller 
performs for the tested basic classes only slightly worse. Identified limitations are 
that thresholds need to be set beforehand and that width of peaks are more limited.

5  Conclusions and Outlook

The future is promising for power-efficient wearable inertial sensing: new gen-
erations of MEMS sensors have started to move several basic detection tech-
niques and added functionality in their sensors that can immediately be used for 
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the detection of patterns and features in the sensed signal. This paper showed by 
means of a case study involving wearable activity sensing that the benefits lie in a 
lower threshold for implementing detectors on the node’s micro controller, and a 
more power efficient design overall.

Three promising areas were identified in a case study using the ADXL345 and 
BMA150, showing that the benefits are worth taking into consideration for many 
wearable applications. The use of a sensor-internal buffer reduces resources on the 
micro controller, setting the sensitivity of the sensor (g range and bandwidth in 
this case) enables new applications at a slight cost of communication overhead, 
and on-sensor detection routines allow processing to happen before the micro con-
troller receives the data. This leaves less constraints on the micro controller, so that 
a lower-power version can be chosen (in the spirit of [12]), or the extra resources 
can be utilized to do advanced data or communication processing, or simply spend 
more time in sleep mode.

New products have been announced recently merge acceleration and other 
modalities, like 3-axis gyroscopes and magnetometers, including the recognition of 
basic activities like sleep or walking. Although the size and energy requirements for 
these are still an order of magnitude larger than the MEMS devices discussed in this 
paper, it is foreseeable that soon full IMU devices will provide an even richer set of 
basic detection features, that could equally have an enormous impact on wearable 
sensing units that can sense and analyze complex motion patterns.
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