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Preface

The purpose of this volume entitled: Techniques and Environments for Big Data
Analysis: Parallel, Cloud, and Grid Computing is to magnetize and sensitize a wide
range of readers and researchers in the area of Big data by presenting the recent
advances in the fields of Big data analysis, and also the techniques and tools used to
analyze it. Further, it can enlighten them on how the expensive fitness evaluation of
evolutionary learning can play a vital role in Big data analysis by adopting parallel,
grid, and cloud computing environments.

Rapid growth of computational resources produces huge amounts of data to be
used in the field of engineering and technology known as Big data. So it is essential
to know computational theories and tools which assist humans in extracting
knowledge from Big data. The amount of data collected across different areas
exceeds human ability to reduce and analyze without the help of the automated
machines. There is much knowledge accumulated in the voluminous data. On the
other hand, these computational resources can also be used to better understand the
data, by performing large-scale evaluations, parameter sweeps, etc. We refer to the
overall use of massive on-demand computation (cloud or GPUs) for machine
learning as Big Learning. Evolutionary machine learning techniques are perfect
candidates for big learning tasks as they have flexibility in knowledge represen-
tations, learning paradigms, and their innate parallelism.

To achieve the objectives of Big data, this volume includes ten chapters con-
tributed by promising authors. In Chap. 1, Mishra and Pattanaik have presented an
introduction and architecture of Big data. They also present a brief description
about Big-table, MapReduce, and Hadoop. Mishra and Sagnika discuss different
parallel environments and their architectures in Chap. 2. They have presented a
descriptive vision on how to work in different parallel environments.

Dev and Patgiri present an overview on Hadoop distributed file system (HDFS)
in Chap. 3. They also evaluate the performance of the Hadoop in different envi-
ronments by considering several factors. How files less than the block size affects
Hadoop’s R/W performance and how the time of execution of a job depends on
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block size and number of reducers are illustrated. They also enumerate some of the
challenges of Hadoop.

Mustafi in Chap. 4 draws focus on how Big data challenges can be handled from
the data science perspective. The data available for analysis are in different forms in
terms of volume, velocity, variety, and veracity. The objective is to resolve some
of these real-world problems using natural language processing, where the
unstructured data can be transformed into meaningful structured information; and
machine learning to get more insights out of the information available or derived.
This chapter fairly covers important methodologies where, what, and when to
apply. Some open research problems are also shared for the budding data scientists.

In Chap. 5, Panigrahi, Tiwari, Pati, and Das present the development of cyber
foraging systems by introducing the concept of cloudlets and the role of cloudlets in
cyber foraging systems as well as discuss the working and limitations of cloudlets.
This chapter also explores the new architectures where the cloudlets can be helpful
in providing Big data solutions in areas with less Internet connectivity and where
the user device disruption is high. The chapter then deals with different applications
of cloudlets for Big data and focuses on the details of the existing work done with
cyber foraging systems to manage different characteristics of Big data.

As the scope of computation is extending across domains where large and
complex databases are needed to be dealt with, it has become a very useful
approach to subdivide the tasks and to perform them in parallel, which leads to a
significant reduction in the processing time. On the other hand, evolutionary
algorithms are rapidly gaining popularity to solve intractable problems. However,
they are also suffering with an intrinsic problem of expensive fitness evaluation;
hence parallelization of evolutionary algorithms proves to be beneficial in solving
intensive tasks within a feasible execution time. Therefore to address the aforesaid
issues, in Chap. 6 Mishra, Sagnika, and Dehuri present different parallel genetic
algorithm models and uses of different Big data mechanisms like MapReduce over
parallel GA models.

In Chap. 7, Ghosh and Desarkar present the limitations of general search opti-
mization algorithm for Big data. They also discuss how evolutionary algorithms
like GA can be suitable tool for Big data analysis. In Chap. 8, Meena and Ibrahim
present how, by using MapReduce programming model, feature selection can be
done, when documents are represented as a bag of syntactic phrases. They also
explain how ACO can be parallelized using a MapReduce programming model.

In Chap. 9, Mishra and Patel present the key challenges, issues, and applications
of grid technologies in the management of Big data.

Finally, we hope that the readers enjoy reading this book, and most importantly,
that they learn all new computing paradigms enumerated in this book for analyzing
Big data.

Bhabani Shankar Prasad Mishra
Satchidananda Dehuri

Euiwhan Kim
Gi-Nam Wang
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Chapter 1
Introduction to Big Data Analysis

Kiranjit Pattnaik and Bhabani Shankar Prasad Mishra

Abstract The technology in 21st century is evolving at a very high speed and accord-
ingly the data produced are in huge volume and this is where Big data comes into
picture. Handling such huge data from different real time sources is a challenge for
organizations and in order to resolve this, Apache created a platform named Hadoop
whose job is to handle Big data. After that Google created a software framework
named Map Reduce which is the main component of Hadoop. Many organizations
started experimenting on Big data and created their own small applications to handle
their internal business jobs such as creating their own distributed database to work
with Big data. This chapter mostly brings into picture the meaning of Big data and
its importance and the different frameworks and platforms involved in it, as well as
the distributed databases which are used for Big data by different organizations and
even the detailed view of the Map Reduce concept which handles Big data in a very
efficient manner.

1.1 Introduction

Big data [9, 14] technologies describe a new generation of technologies and archi-
tectures, designed to economically extract value from very large volumes of a wide
variety of data, by enabling high-velocity capture, discovery, and analysis.

Big data is where the data volume, acquisition velocity, or data representation
limits the ability to perform effective analysis using traditional relational approaches
or requires the use of significant horizontal scaling for efficient processing. Data sets
whose size is beyond the ability of typical database software tools to capture, store,
manage, and analyze.
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Big data is a word used to describe data sets so large, so complex or that require
such fast processing, that they become very difficult and unmanageable to work
with the standard traditional database management or analytical tools. So, massive
parallel software is required to handle such data sets running on tens, hundreds, or
even thousands of servers.

Big data is the combination of new and old technologies that helps companies
to gain actionable insight. Hence it is capable enough to manage large volume of
distinct data, at the correct speed, and within the correct time frame for allowing
real-time analysis.

Big data [21] is a combination of technologies which include data management
that evolved over time. It supports organizations to manipulate, store, and manage
huge amounts of data at the correct speed and right time to gain the true insights.
The significance of Big data is that the data has to be managed so that it fulfills the
business requirement.

Big data [5, 16, 22] is not a secluded solution, yet executing a Big data solution
requires the organization to upkeep the management, scalability, and distribution of
that data. Therefore, to make use of this significant technology trend it is important
to put both a technical and business in action.

The growth of Big data [13, 17] comprise the explosion of video, photos, social
media, structured, and unstructured text in addition to the data gathered by abundant
sensing devices which includes smart phones too. Capture, search, analysis, storage,
sharing, and data visualization are among the many problems accompanying Big
data.

Big data is not associated with only transactional data, it acquires data from
transactions, interactions may it be social or business and observation as in live
feeds. The pictorial representation of it is in Fig. 1.1.

During recent years data has moved from Megabytes to Gigabytes and Terabytes
but nowdata has beenmoved fromTerabytes toPetabytes andYotabytes and is termed
as Big data. At the ERP (Enterprise Resource Planning) level data that is used is of
the order Megabytes but at the CRM (Customer Relationship Management) level
data is in the order of Gigabytes as it involves technology to organize, marketing,
technical support and customer services. At the web level the data is of the order
Terabytes it includes web logs, sites, servers, searching, networks, etc. And finally
due to huge data from sensors, live videos and images, spatial and GPS coordinates,
social networking, business data feeds the order of the data hasmoved up to Petabytes
and even Yotabytes [4]. The pictorial representation of it is shown in Fig. 1.2.

Fig. 1.1 Big data as various forms of data
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Fig. 1.2 Evolution of Big data

1.2 Aspects of Big Data

Big data consists of different aspects and basically there were only 3 aspects which
defined Big data and they are:

• Volume—How much data (Yotabytes, Petabytes, .....)
• Velocity—How fast the data is processed
• Variety—Different types of data

But then gradually some more aspects came into view which would support the
previous 3 V’s of Big data to further define Big data and those are:

• Veracity—Uncertainty of data (Data Incompleteness)
• Value—Turn Big data into values else useless (Business Perspective)

The whole gamut of Big data is described in Fig. 1.3.

1.3 Objectives of Big Data

The major objective of Big data can be enumerated as below:

1. Cost Reduction:-Organizations followingBig data strongly believe that Petabytes
of data storage for structured and unstructured data are economically delivered
through Big data technologies like Hadoop clusters and the use of distributed
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Fig. 1.3 Different aspects
of Big data

database and even by the use of cloud technology. Else previously to handle such
data supercomputers were used which is very much costly and not functional by
every user.

2. Time Reduction:- The common objective of Big data technologies is the reduction
of time. To manage such huge distinct noisy data not only appropriate tools are
required but also accessing them within as much less time as possible. Using the
data and analytics of customer or user past experience to interact with them in
real time is also a part of time reduction.

3. Develop New Big data Tools:- One of the most confusing things an organization
can do with Big data is to use it in developing new product and tools service
based on data. Many of the companies that use such approach are the online
organizations, which have an apparent need to employ data-based products and
services. The best example may be Google and Linked In.

4. Support Management and Business Decisions:- Previously using small data ana-
lytics with structured data, certain internal management and business decisions
were carried out. But now a days as much of the data are unstructured and in
large volumes using these previous small data analytics and some Big data tools
in order to improve the analysis of such distinct data and to manage decisions out
of it properly for the benefit of the organizations.
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1.4 Big Data Types

• Structured Data—It generally refers to the data that has a defined length, type,
design and format. It accounts for 20% of the data that is present in the world.
Such data can be queried by using Structured Query Language (SQL). The data
can be machine generated or human generated.

– Machine Generated
Sensor Data—Data involving GPS (Global Positioning System), RFID Tag
(Radio Frequency ID), Medical Devices, Smart meters.
Web Log Data—Data from networks, servers, application and prediction of
security breaches and also data dealing with service level agreements.
Point-of-Sale Data—Cashier swiping the bar code of any product
Financial Data—Stock Trading data (company symbol, currency value)

– Human Generated
Input Data—Input by user such as name, address, age, income, etc.
Click-StreamData—Data generated whenever click is done on a link to deter-
mine customer behavior and buying patterns
Gaming Related Data—Every move in a game can be recorded.

• Unstructured Data—It generally refers to the data having variable length, type,
design or format. Most of the data in this world are unstructured. The data can be
machine generated or human generated.

– Machine Generated
Satellite Image—Weather Data and Satellite images(Google Earth)
Scientific Data—Seismic Imagery, Atmospheric Data, High Energy Physics
Photographs and Videos—Security, Surveillance and Traffic videos
Radar/Sonar Data—Vehicular, Meteorological and Oceanographic seismic
profiles

– Human Generated
Text Internal to your Memory—Text within documents, logs, survey results,
emails, etc.
Social Media Data—Social Media Platforms such as YouTube, Facebook,
Twitter, Linked In, etc.
Mobile Data—Text Messages, Location Information
Website Content—Site delivering unstructured content.

• Semi-Structured Data—It is the intersection of structured and unstructured data.
It doesn’t necessarily confront to a fixed schema but may be self-defining and have
simple pairs of label/value.

Different data types of Big data with examples are shown in Fig. 1.4.
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Fig. 1.4 Different data types of Big data

1.5 Classification of Big Data

Broadly Big data can be classified based on data sources, data frequency, data con-
sumers, content format, data stores, data staging, and data processing. The sum-
marized view of classification of Big data with its respective classes is shown in
Fig. 1.5.

• Data Sources—Machine Generated, Human Generated, Web and Social Media,
Internal Data Sources, Transaction Data, Bio-metric Data, Sensing

• Data Frequency—On-demand Feeds, Continuous Feeds, Real Time Feeds, Time
Series

• Data Consumers—Human, Business Process, Enterprise Applications,
Data Repositories

• Content Format—Structured, Semi-structured, Unstructured
• Data Stores—Document Oriented, Column Oriented, Graph Based, Key Valued
• Data Staging—Cleaning, Normalization, Transform
• Data Processing—Predictive Analysis, Query and Reporting, Analytical (Speech
Analytics, Statistical Algorithms Text Analytics, Social Network Analytics, Loca-
tion Based Analytics)

• Analysis Type—Batch, Real Time.

Fig. 1.5 Classification of Big data
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1.6 Architecture of Big Data

Big data [1, 15, 18] follows a layered architecture. Different layers present in Big
data architecture are explained below. The layered view of the architecture of Big
data is shown in Fig. 1.6.

• Data Source Layer—It is the layer which provides input through the relational
database and even the structured, unstructured and semi-structured types of data.

• Ingestion Layer—It is the layer to import and process the data, separate noise from
the data and store it for further use by tools such as Flume, Kafka, Storm.

• Visualization Layer—It is the layer to gain insights and improve the ability to look
at different aspects of Big data by the data scientists and analysts by the Hadoop
Administration, Data Analyst IDE/SDK, Visualization tools.

• Analytics Engine Layer—In this layer different approaches are adopted to handle
Big data by Statistical Analytics, Text Analytics, Search Engine and Real Time
Engines.

• Hadoop Platform Management Layer—In this layer tools like Pig, Hive, Oozie,
Map Reduce, Zookeeper, Impala, Spark and Shark are used to manage the huge
volume of data using HDFS.

• Hadoop Storage Layer—In this layer the data is stored at low cost using NoSQL
Database andHadoopDistributedFile System (HDFS) for high velocity distributed
processing of algorithms.

• Data Warehouse—Itmanages theRDBMSbased data in a centralized environment
and even consists of some analytic appliances

• Memory—The layer in which nodes are present where the data is stored or
processed in Rack, Disk and CPU.

• Hadoop Infrastructure Layer—It consists of bare Metal Clustered Workstations,
Virtualized Cloud Service and it supports the Hadoop Storage Layer. In this layer
the data is stored in many different locations in a distributed model and linked
together. Its main aim is to check the redundancy of the huge data.

• Security Layer—Tasks such as Data Encryption, Data Access, Threat Detection,
Nodes Authentication and tools such as Big-IP, Apache Sentry, Apache Knox
are used to maintain privacy and to meet the compliance requirements for proper
authorization and authentication.

• Monitoring Layer—In this layer the distributed clusters are monitored using tools
like Chukwa, Hue, Ganglia, Open TSBD, Nagios as such huge data is handled.

1.7 Big Table, Map Reduce and Hadoop

The innovations ofMap Reduce, Hadoop and Big Table provide a spark onmanaging
huge data. These technologies help in addressing the basic problems like the capabil-
ity to process massive amounts of data efficiently and timely and cost effectiveness.
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Fig. 1.6 Architecture of Big data

1.7.1 Hadoop

Hadoop [9, 10, 20] is a software framework managed by Apache and derived from
BigTable andMapReduce and createdbyDougCutting andwasnamedafter his son’s
toy elephant. It permits applications to run on huge clusters of commodity hardware
based onMapReduce. It is designed to parallelize the data processing across different
computing nodes to speed up computations and hide the latency. There exists two
major components of Hadoop which is an immensely scalable distributed file system
that can support yotabytes and petabytes of data and an extremely scalable Map
Reduce engine which computes the results in batches.

Hadoop [9, 11, 22] is a universal processing framework designed to execute
queries and other batch type read operations on huge data sets that scale upto hun-
dreds of terabytes to petabytes in size. The Hadoop platform comprises a consistent
distributed file system called the Hadoop Distributed File System (HDFS) and also
a parallel data processing engine called the Hadoop Map Reduce.

The Map Reduce and HDFS [8, 12, 19] together provides a software framework
for processing huge data in parallel on large clusters of commodity hardware (pos-
sibly thousands of nodes) in a fault-tolerant and reliable manner. The architecture of
Hadoop Map Reduce is shown in Fig. 1.7.

1.7.1.1 Characteristics of Hadoop

1. Fault Tolerance
2. Open Data Format
3. Flexible Schema
4. Queryable Database
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Fig. 1.7 Architecture of Hadoop Map Reduce

5. Archival Store
6. Never Delete Data
7. Distributed File System

1.7.2 Big Table

Big Table was developed by Google. It is a distributed storage system aimed at
managing highly accessible structured data. Data is ordered into tables with columns
and rows. It is persistent, distributed and sparse multidimensional sorted map unlike
traditional relational database. It stores large volumes of data through commodity
servers.

1.7.2.1 Data Access

Data access usually refers to accessing and handling the stored data fromany database
to any external devices. In this case accessing such huge data, some of the tools that
are required for Data Access are mentioned below and its summarized view is shown
pictorially in Fig. 1.8.

• Pig—It is a project of Apache Software Foundation. It is a platform used for the
analysis of huge data sets and also for making the data flows for the ETL (extract,
transform, and load) processing. It is also a script based interactive execution
environment which supports Pig language.

• Hive—It is a project of Apache Software Foundation. It is an SQL based data
warehouse system that assists ad hoc queries, data summarization and analysis of
huge data sets stored in Hadoop friendly file system.

• Oozie—It is a Apache Hadoop Map Reduce work-flow scheduler and manager.
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Fig. 1.8 Different tools for
data access in Big data

1.7.2.2 Real-Time Processing

It refers to a processing in which the system imports and updates the data and at the
same time produces results which supports further processing or acts as input for the
next phase. In terms of Big data, for handling such huge data in real-time some tools
has been designed which are explained below and are shown pictorially in Fig. 1.9.

• Impala—It is an open source by Cloudera. It is a new query engine that bypasses
MapReduce for very fast queries over data sets in HDFS. It uses HiveQL as the
query language.

• Spark and Shark—It is a product of Apache Software Foundation. It is a newer dis-
tributed computing framework that exploits sophisticated in-memory data caching
to improve many common data operations, sometimes by multiples of 10x.

• Infosphere—It is a platform used by IBM to perform difficult analytics of com-
plex/heterogeneous data types. Its Streams can support all types of data. It can even
perform look ahead analysis of regularly generated data and real time, using pat-
tern/correlation analysis and decomposition, digital filtering as well as geospatial
analysis.

1.7.2.3 Ingestion and Streaming

Ingestion and Streaming deals with the flow and speed of massive unstructured data,
importing and storing such huge data for later use. There are many tools which

Fig. 1.9 Different tools for
real-time processing in Big
data
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handles these unstructured data and are explained below. The summarized view is
shown in Fig. 1.10.

• Flume—It is a product of Apache Software Foundation. It is a distributed system
for collecting and aggregating log data from external sources and writing it to the
HDFS. It is very reliable, simple, flexible and highly available. It is also an inbuilt
programming model based on streaming data flows.

• Chukwa—It is an Apache Hadoop sub-project that links that gap between Map
Reduce and log handling. It provides a scalable distributed system for analysis and
monitoring of the log based data.

• Sqoop—It a product of Apache Software Foundation. It is a tool designed for
efficiently transferring bulk data between Apache Hadoop and structured data
stores such as relational databases.

• Kafka—It is a project ofApache Software Foundation. It is a distributedmessaging
system which is designed to provide high throughput tenacious messaging that’s
scalable and also allow parallel loads of data into Hadoop.

• Akka—It is a distributed messaging system with actors. It is an open source
toolkit and runtime for building highly concurrent, distributed and resilient mes-
sage driven applications on JVM.

• Zookeeper—It is a software project of Apache Software Foundation. It is a cen-
tralized service for maintaining configuration information, naming and providing
distributed synchronization.

Fig. 1.10 Different tools for
ingestion and streaming
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• Storm—It is a project of Apache Software Foundation. It is an event processing,
batch mode processing and a general purpose system that is growing in acceptance
for managing the gap in Hadoop over massive data sets.

1.7.2.4 Machine Learning in Hadoop

Machine learning itself is defined as a scientific discipline which studies or analyses
the algorithms associated with the data and learns from it which in turn gradually
helps for self evolving instead of just following some algorithm directly. In this case
asBig data is handled inHadoop platform someof the tools used formachine learning
in case of Big data in Hadoop are mentioned below and the summarized view of the
tools is shown in Fig. 1.11.

• Mahout—It is tool by Apache Software Foundation. Its goal is to build scalable
machine learning libraries. Mahout’s core algorithms for clustering, classification,
and batch-based collaborative filtering are implemented on top of Apache Hadoop
using the Map Reduce paradigm.

• Giraph—It is a system developed byApache Software Foundation. It is an iterative
graph processing system on top of Hadoop built for high scalability.

• RHipe—R+Hadoop (Statistical Computing). R is a software language for carrying
out complicated statistical analyses. It includes routines for data summary and
exploration, graphical presentation and data modeling. R+Hadoop is also known
as Revolutionary Analytics.

• Clojure—It is a dynamic programming language based on LISP (created by Rich
Hickey) that uses the Java Virtual Machine (JVM). It is well suited for parallel
data processing.

Fig. 1.11 Different machine
learning tools in Hadoop
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1.7.2.5 NoSQL

It is a term used for a wide class of database management systems that ease some
of the traditional design constraints of RDBMS (Relational Database Management
Systems) [22] in order to meet the goals of more scalable, cost-effective, consistency
and flexibility for data structures that are not suitable in the relational model, such
as the large graphs and key-value data. Some of the NoSQL databases are explained
below and the summarized view of the databases is shown in Fig. 1.12.

• HBase—It is a project by Apache Software Foundation under Apache Software
License v2.0. It is a column oriented, distributed database, where each cell has
a organized number of previous values that is retained. It supports ability of Big
table on Hadoop. It supports SQL queries with high latency using Hive.

• Cassandra—It is an open source project by Apache Software Foundation. It is
the most popular NoSQL database for very huge data sets. It is a clustered, key-
valued database that uses the column-oriented storage and redundant storage for
accessibility in both read/write performance and data sizes.

• MangoDB—It is the name of the project for ‘hu-mango-us database’ system. A
company named 10gen maintains it as open source and is available free under
GNU AGPL v3.0 license. It is a document-oriented NoSQL database with each
record a JSONdocument. It has a rich query languagewhich is javascript based that
exploits the inherent structure of JSON. It supports sharding for better resilience
and scalability. It is also termed as a grid based file system (GridFS) which enables
the storage of large objects a multiple documents.

• DynamoDB—It is Amazons highly available, scalable, key-valued NoSQL data-
base. It is one of the earliest NoSQL databases and it affects the design of other
NoSQL databases, such as Cassandra.

• CouchDB—It is an open source project by Apache Software Foundation under
Apache Software License v2.0. It is a key valued NoSQL database which suits
mobile applications whose copy of a data set resides on many devices in which
changes are performed on a copy and are synchronized with the availability of the
connectivity. It can continue to operate in areas with less network connectivity as
it is resistant to network dropouts.

• Redis—It is also known as Remote Dictionary Server. It was developed by Salva-
tore Sanfilippo. It is a key value store which supports fundamental data structures
as values, including lists, hash maps, strings, sets, and sorted sets. It acts as a data
structure server.

• Datomic—It is developed by Rich Hickey, Stuart Halloway, Justin Gehtland. It is
an implementation on datalog on Clojure. It is a new type of NoSQL landscape
with an exclusive data model that evokes the state of the database at all points in
the past, making a reconstruction of state and events insignificant. Its deployments
are highly distributed, available and elastic.

• Riak—It is an open source, distributed database. It is master less fault tolerant, key
valued and distributed NoSQL database considered for large scale deployments in
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Fig. 1.12 Different NoSQL
databases

hosted environments or cloud with no single points of failure. It is robust against
multiple nodes failure and nodes can be easily removed or added.

1.7.3 Map Reduce

Map Reduce [2, 14, 23] is designed by Google as a framework which can execute
a set of functions efficiently against huge volume of data in batch mode. The ‘Map’
module divides the problem or tasks across large number of systems and handles
the tasks by balancing the load and by managing recovery from failures. After the
completion of the ‘Map’ phase, another function ‘Reduce’ is called which combines
all the elements back together as per required function to provide a result.

Map Reduce is the heart of Hadoop. It is this programming paradigm that allows
for massive scalability across hundreds or thousands of servers in a Hadoop cluster.
The Hadoop programs perform two distinct tasks of Map Reduce. The first is the
Map task, where a set of data is taken as input and then converted into another set of
data for further processing, where each individual component is broken down into
key/value pairs. The second is the Reduce task whose input is the output produced by
the Map task and then it combines those key/value pairs into another set of key/value
pairs. The reduce task is always performed after the Map task.

Map Reduce [6, 7] is a framework which processes parallelizable problems
through large sets of data with large number of computers (nodes), collectively
termed as a cluster (if all nodes use similar hardware and are on the same local
network) or a grid (if the nodes are shared across administrative and geographic
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distributed systems, and using more heterogeneous hardware). Processing can occur
on data stored either in a file system (unstructured) or in a database (structured).
Map Reduce takes the advantage of data locality, processing on or near the storage
devices to reduce the distance over which it should be transmitted.

• Map—The map function is applied by each worker node to the local data, and the
output is written to a temporary storage. A master node checks that for duplicate
copies of input data, only one of them is processed.

• Shuffle and Sort—Based on the output of the map function the worker node redis-
tributes the data such that all data fitting to one key is placed on the same worker
node.

• Reduce—Each group of output data per key is processed by the worker nodes in
parallel.

1.7.3.1 Steps of Map Reduce

1. Modify the Map input—The Map Reduce framework defines ‘Map’ processors,
allocates the input key/value pair K1/V1 to each individual processor to perform
itsworkon, andprovides that particular processorwith all the input data associated
with that key/value.

2. Execute the user-defined Map code—Map task is run exactly once for each
key/value pair K1/V1, to produce output structured by key/values pair K2/V2.

3. Shuffle and Sort the Map output—The Map Reduce framework designates
Reduce processors, assigns the key/value pair K2/V2 to each processor for per-
forming its required function, and provides that processor with all the data gen-
erated by the Map task related with that key/value pair.

Fig. 1.13 Different steps involved in Map Reduce
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4. Execute the user-defined Reduce code—Reduce code is executed precisely once
for each keyK2 and a list of values ‘list(V2)’ produced by theMap step to produce
another key/value pair K3/V3.

5. Final output—The Map Reduce framework collects all the Reduce output, and
sorts it by key/valueK3/V3 to produce the final result. The pictorial representation
of the steps involved in Map reduce in shown in Fig. 1.13.

1.7.3.2 Overview of Map Reduce

• Consists of two functions operating on key/value pairs

– Input:- key/value pairs
– Output:- key/value pairs

• Map Function

– Performs filtering and sorting
– Map(key 1, value 1) → (key 2, value 2)

• Reduce Function

– Performs summary operations on Map step results
– Reduce(key 2, list(value 2)) → (key 3, value 3)

• Partition Function

– Hash(key) % (No.of Reducers)

1.7.3.3 Characteristics of Map Reduce

1. Scalable—Map Reduce usually handle large data and it has the ability to process
such huge data in a capable manner.

2. Fault Tolerant—Map reduce works with nodes and if during its process there is
a node failure then the whole process doesn’t stop rather the current work of the
faulty node stops and it gets handled by other working nodes.

3. Batch Computation in parallel—All the mapping and reduce functions are pre-
defined and due to the presence of multiple nodes in map and reduce phase the
task is automatically divided into the total number of nodes in each of the map
and reduce phase and produces the output without any human interaction.

4. Graceful Degradation—Because ofMapReduce fault tolerant nature it can handle
any faulty situation and automatically tries to complete the taskwithout anyhuman
help.

5. Generic Programming—As previously known Map Reduce has two phases i.e.
the Map phase and Reduce phase but the function that is to be written in the map
and reduce part can be user defined too. So according to the task coding is done
such that the required result is found out by Map Reduce processing.
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Fig. 1.14 Map Reduce data
flow

1.7.3.4 Map Reduce Data Flow

1. Input Reader—It divides the input into appropriate size ‘splits’ and each individ-
ual is to each map function by the framework.

2. Map Function—A sequence of key/value pair is taken and each individual is
processed and produces zero or more output key/value pairs.

3. Combine Function—It combines all the similar key/value pair before the Shuffle
and Sort and Reduce phase. It is also a type of reduce phase but occurs before
shuffle and sort phase. It is necessary for arithmetic type data operations.

4. Partition Function—The output of each map function is assigned to a particular
reducer by the partition function for sharding purposes. The key and the number
of reducers is given to this function which then returns the index of the preferred
reducer.

5. Shuffle and Sort—The input for each Reduce is retrieved from the local memory
where themap function was executed and then sorted using the compare function.

6. Reduce Function—The reduce function for each individual intermediate unique
key is called by the framework in a sorted manner. It can then repeat through the
values that are associated with that key and finally produce zero or more outputs.

7. Output Writer—It writes the output produced by the reduce function to the steady
distributed file system storage.

Overview of the flow of the data in the Map Reduce is shown in Fig. 1.14.

1.7.4 Different Platforms Available to Handle Big Data

• Root

– C++ Framework for Petabyte Storage, Statistical Analysis and Visualization.
– System for large scale data analysis and data mining.

• MAD

– Magnetic, Agile, Deep
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– Used to get the organizations data into the warehouse as soon as possible.
– Cleaning and Integration of data is staged intelligently and very efficiently.

• Starfish

– Self tuning system for data analytics build on Hadoop
– Adaptive to user needs and system workloads to provide good performance
automatically without user interfering in Hadoop usage.

– Automatically converts workloads in higher level languages to Lastword (A
language used by Starfish to optimize different workloads that run on same
Hadoop cluster)

• R

– It is a software environment aimed at Statistical Computing and Graphics.
– R+Hadoop = Revolutionary Analytics
– An integrated suit of software facilities for data manipulation, data handling and
storage facility, calculation and graphical display.

1.7.5 Different Frameworks for Big Data

• Avro—It is a Data serialization system developed by Apache Software Founda-
tions. It provides remote procedure cal (RPC), fast, compact, binary data format
and also a container file which stores determined data.

• Trevni—It is a framework that works with column file format.
• Protobuf—It is developed by Google and is a standard serialization library. It is
similar to Apache Thrift.

• Parquet—It is a columnar storage format for Hadoop build by Apache Software
Foundation, regardless of any data model or data processing framework or any
programming language.

• Kiji—It is an open source project for building real-time applications of Big data
on Apache HBase.

• Elephant Bird—It is a framework used for serializers and compression codes for
Hadoop.

• Summing Bird—It is a framework for large scale data processing which enables
developers to execute their codes in batch or stream mode. It is an open source
language for online Map Reduce on Storm or Scalding

• Apache Crunch—It is an efficient, simple Map Reduce pipelines for Spark and
Hadoop developed by Apache Software Foundation.

• Cask—It is a cloud based application platform for distributed data and was for-
merly known as Continuuity.

• MrUnit—It is a unit testing framework by Apache Software Foundations for Java
Map Reduce.

• PigUnit—It is a xUnit framework which is used for testing Pig scripts.
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1.8 Conclusion

Driven by the real world applications and scenarios, Big data has been very challeng-
ing and fascinating. The need to process such huge quantities of data has never been
greater. As most of the data present includes noise in it and to extract the required
data from such huge space is really challenging. Different tools and frameworks have
been designed that can solve the problem of huge inconsistent data by Big data. In
this age of social technology data if not handled properlywould give no sensewithout
the use of Big data. To handle yotabytes and petabytes of data some Big data analytic
tools has been developed like the Map Reduce over Hadoop and a distributed stor-
age system to handle and store such huge data like the HDFS (Hadoop Distributed
File System). Big data promises to help organizations to understand their customers,
clients and marketplace better and hence leading to better business decisions and
analysis.

But there exists some issues/challenges in Big data. Some of them are elaborated
below:

• Understanding and prioritizing the huge data from the junk that enters the enter-
prises.

• 90% of data reflects noise and the task is heavy to sort and filter the knowledge
out of such noisy data.

• The security of such huge data and its abstraction.
• Cloud computing and virtualization usage further confuses the decision to handle
and host Big data solutions outside the initiative.

• Costly to archive such huge amounts of data.
• Unavailability of skills to work with Big data.
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Chapter 2
Parallel Environments

Bhabani Shankar Prasad Mishra and Santwana Sagnika

Abstract To cater to the increasing demand for high-speed and data-intensive
computing in the current scenario, a widely followed approach has been the devel-
opment of parallel computing techniques, which enables simultaneous processing
of a huge amount of data. By implementing such mechanisms, the total execution
time is greatly reduced, and the available resources are utilized in a most efficient
manner. This chapter provides a bird’s-eye view of the various parallel processing
models available in literature and their distinctive features.

Keywords Parallel processing · Message passing · Object-oriented · Shared
memory · Partitioned global address space · Algorithm skeleton · Bulk synchro-
nous programming

2.1 Introduction

The increasing dependence on automated systems has widened the scope of com-
puters to work in various fields and solve large complex problems. This involves
dealing with large datasets. Even so, performing the necessary tasks in a minimum
time-frame is also of paramount importance. Hence, a solution for providing high
speed computation of huge amount of data comes in the form of parallel processing.
The advent of parallel processing has expanded the application of computers to areas
like weather forecast, image processing, military applications, aviation, etc.

To provide parallelism, a possible approach can be to increase the number and
power of processors. This may not always be feasible, considering the high costs
involved. Practical solutions for parallelism can be implemented by following certain
models, as well as programming tools that match the underlying parallel models.
Parallelism is achieved at the basic level by two mechanisms data-parallelism and
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control parallelism. Data parallelism involves dividing the data into smaller sets
and running the same set of instructions on all of them over different processors.
On the other hand, in control parallelism the instructions are divided over various
processors that execute concurrently. The parallel programming tools rely on either
or both mechanisms [12, 13].

For parallel processing, the hardware requirements can be described as follows.
Multi-core systems—In such a system, a single chip contains a number of cores

which can operate independently. The memory can be shared. The throughput of the
system can be multiplied by the number of processors.

Multi-processor systems—In this case,multiple processors collaborate to perform
a parallel task. This can be either (i) SymmetricMulti-Processor (SMP) and (ii) Non-
UniformMemory Access (NUMA). The memory can either be shared or distributed.
Communication occurs through high-speed bus. Every processor has a control unit.

Cluster systems—A cluster represents a group of nodes (desktops, servers and
workstations) connected over a network. Every node is a self-sufficient system and
is able to parallelize computation as well as access to memory. A cluster provides
good scalability, and hence, better bandwidth and storage capacity.

Parallel programming models comprise of a combination of mechanisms that
implement parallelism as suited to the system that they run on. A parallel program-
ming model and its analogous cost model together forms a parallel model of com-
putation. The parallel programming model simulates a virtual parallel machine that
performs basic operations and also includes a memory model that controls visibility
of memory to different modules of the parallel system. This model encompasses
the necessary frameworks or languages that implement the said model. Besides, the
parallel cost model associates specific costs to the various basic operations and also
provides mechanisms to estimate the overall costs for the complete task executing
in parallel [4].

2.2 Commonly Used Models

The most popular parallel models are discussed here.

2.2.1 Message Passing Models

In this model, a set of tasks perform computation using their local memory. Multiple
tasks reside on the same or across multiple machines. Some amount of program-
ming is needed to use multiple nodes for a job to attain faster execution. The various
processors executing a particular job can communicate over the network. For writing
such programs, certain language-free protocols are used,which have their own imple-
mentations using various languages. These are added as routines to the programs.
Figure2.1 shows a sample message passing model architecture [2].
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Fig. 2.1 Message passing
model architecture

Various available message passing models are as described below [9, 14].

Model Features
Message Passing Interface (MPI) • Language-free communication protocol

• Group of processes connected by a Communicator
• Performs point-to-point communication using
MPI_SEND and MPI_RECV

• Runs in three modes—ready, standard and
synchronous

• Collective/group communication via MPI_Bcast
• Uses pre-defined datatypes like MPI_CHAR,
MPI_INT, etc

• Doesn’t define fault tolerance
Parallel Virtual Machine (PVM) • Appropriate for coarse-grained parallelism

• Library modules provide control, locks, message
passing and broadcasting

• Logical names assigned to executable files
• Finds versions suitable for compilation on a specific
machine

ClusterM • Works on heterogeneous environments
• Partitions programs and assigns them to parallel
machines

• Maintains links using trees
• Forms clusters of correlated nodes
• Concurrent executions of same level clusters is
possible

MATLAB MPI • MPI implemented through MATLAB scripts
• Performs coarse-grained parallelism
• Follows MPI standards
• Realizes global semantics of data distribution &
communication
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Fig. 2.2 Parallel object-oriented model architecture

2.2.2 Parallel Object-Oriented Models

This model provides software engineering-based methods and abstractions for
designing applications. Objects are designed encapsulating their internal states. This
model can be considered as a group of shared objects, just like a shared data model.
It is considered as a potential technique for parallel models, even though the current
inclination of programmers towards traditional programming languages can be an
obstacle for its wide acceptance. Some compatible environments like Mentat and
PC++ have been discussed in existing literature [17]. Figure2.2 shows a parallel
object-oriented model architecture.

Various parallel object-oriented models are described below [10, 13].

Model Features
PC++ • Exploits medium-to-coarse grained parallelism

• Messages are used for communication
• Compiler provides synchronization

Jade • Works on coarse-grained parallelism
• Dynamic extraction from a serial program
• Analysis of dependencies and scheduling done at runtime

p-CORBA • Provides concurrency to standard CORBA architecture
• Adds load-balancing feature

Mentat • Supports messaging between objects
• Auto-management by the compiler
• Medium-to-coarse grained parallelism

ABCL/1 • Communication though message queues
• Validity of messages defined by script construct
• Based on the Actor model

Charm++ • Distributes parallelization task between programmer and system
• Programmer indicates parallelism
• System performs workload distribution
• Supports both data and control parallelism
• Implements medium-to-coarse grained parallelism
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Fig. 2.3 Shared memory programming model architecture

2.2.3 Shared Memory Programming Models

In this model, the program is made to run on one or more number of processors, that
share a common memory space that can be used to write and read data in asynchro-
nousmanner. Concurrent access controlmechanisms are required to be implemented.
It can utilize Unified Memory Access (UMA) and Non-Uniform Memory Access
(NUMA). Data ownership norms are not strict. Program development can be made
simple but locality management issues become difficult [1, 5]. Figure2.3 shows the
shared memory programming architecture.

Various shared memory models are discussed below [13, 16].

Model Features
Threads • Threads provide faster switching

• POSIX threads (Pthreads) provide programming standards
• Provide synchronization, control and scheduling
• Communicate through the global memory

ADA 9X • Stored shared code and data in partitions
• Partitions interact through RPCs

Delirium • Coordinating language that uses FORTRAN and C
•Medium-to-coarse grained parallelism support
• Access to local data faster than remote data

Global Array • Asynchronous access to blocks of multi-dimensional arrays
• Base for current Global Address Space (GAS) languages
• Access to local data faster than remote data

Open MP • Uses fork-join multi-threading
• Compiler and library functions control the working
• Task allocation through work-sharing constructs

High-performance FORTRAN • Library functions handle parallelism
•Medium-to-fine grained parallelism
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Fig. 2.4 PGAS model architecture

2.2.4 Partitioned Global Address Space Models

Partitioned Global Address Space (PGAS) assumes a logically partitioned mem-
ory space in which every partitioned is allocated as local to a processor. The sec-
tions of the shared memory space exploit locality of reference and have preference
towards particular processes. This model tries to merge SPMD programming for
distributed memory systems and the data referential semantics for shared memory
systems. This helps to model the hardware-specific locality of data [6, 8]. Figure2.4
shows the PGASmodel architecture. Various PGASmodels are discussed as follows
[13, 17].

Model Features
Unified Parallel C (UPC) • Uses Single Program Multiple Data model

• Parallelism amount fixed from startup
• Runs on both shared and distributed memory hardware

X10 • Divides computations into places holding data and related activities
• Supports user-defined struct types
• Constrained structure for object-oriented programming

Chapel •Multi-threaded model
• High-level abstraction for parallelism
• Generic programming features and support for code reuse
• Portable model suitable for clusters

2.2.5 Algorithm Skeleton Models

Algorithmic skeletons represent a higher level programming approach that uses gen-
eral programming patterns that abstract the complexity of parallel systems, by build-
ing complex patterns from more basic ones. The skeleton optimizes the structure
to achieve good performance and better adaptation to external environments. After
definition of the structure, the programmer implements the functional aspects by
writing what is known as muscle codes. Figure2.5 shows an algorithm skeleton
architecture [3].
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Fig. 2.5 Algorithm skeletonmodel architecture. a Task definition, b task tree, c N-Queens skeleton

Different algorithm skeleton models are described as follows.

Model Features
JaSkel • Framework based on Java

• Implementable on grid and cluster structures
• Provides concurrent, sequential and dynamic
skeletons

Calcium • Provides a type system for nesting of skeletons
• Performance tuning model for debugging
• Transparent file access model

ASSIST • Sequential and parallel models
• Performance portability
• High-level programmable software
• High reusability

Skeleton-BAsed ScientificCOmpo-
nents (SBASCO)

• Suitable for numerical applications
• Customized component language

Higher-Order Divide and Conquer
(HDC)

• Polymorphic functions linkable to skeletons
• Estimates ratio of tasks to processors

2.2.6 Bulk Synchronous Programming Models

A BSP model consists of a distributed memory architecture, an algorithmic frame-
work, a cost calculation model and a barrier synchronization mechanism. In this
model, a master co-ordinates a group of workers. The execution takes place in a
lock-step manner. Each worker reads its allocated data from a queue and performs
specific processing on it. Then it sends its own result to the communication chan-
nel. This process is repeated till there are no more active workers remaining [15].
Figure2.6 shows a BSP model architecture. Some BSP models are discussed as
follows [7, 11, 18].
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Fig. 2.6 BSP model architecture

Model Features
Bulk Synchronous Parallel ML (BSML) • Follows data-parallel mechanism

• Collective communications
• Avoids deadlocks
• Based on primitives accessing physical parameters
of the machine

BSPLib • Small library with 19 operations
• Provides data parallelism in Single Program
Multiple Data manner

• Follows Direct Remote Memory Access
Apache Hama • Runs on very large datasets in Hadoop Distributed

File System
• Easier and flexible than traditional message passing
models

• Speeds up the iteration processes
Pregel •Works on parallelization of graph algorithms

• Vertex-centric approach with message interchange
• Synchronous and deadlock-free

BSPonMPI • Runs on MPI enabled platforms
• Uses communication procedures of MPI
•Uses request anddeliverybuffers for communication

Multicore BSP •Designed forC programming onANSIC99 standard
• Extends BSPLib by adding high-performance
primitives

• Thread-based parallelization
• Suited for shared memory structure
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2.3 Conclusion

Parallel computation is an efficient mechanism to implement feasible solutions for
complicated and large problems. Such problems are categorized according to the
way they communicate data, i.e. either by accessing a shared memory or by pass-
ing messages. The selection of the mechanism depends upon the implementation
architecture as well as the features of the problem. A suitable language needs to
be chosen to specify the partitioning details. The design of the parallel algorithm
needs to be done according the environment, i.e. hardware and software on which it
needs to be implemented. Parallelism has gained popularity in recent times due to the
increasing availability of appropriate machines. This chapter has discussed various
characteristics of parallel algorithms and the tools available for their implementation.
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Chapter 3
A Deep Dive into the Hadoop World
to Explore Its Various Performances

Dipayan Dev and Ripon Patgiri

Abstract Size of the data used in todays enterprises has been growing at exponential
rates from last few years. Simultaneously, the need to process and analyze the large
volumes of data has also increased. To handle and for analysis of large scale datasets,
an open-source implementation of Apache framework, Hadoop is used now-a-days.
For managing and storing of all the resources across its cluster, Hadoop possesses
a distributed file system called Hadoop Distributed File System (HDFS). HDFS is
written completely in Java and is depicted in such away that in can storeBig datamore
reliably, and can stream those at high processing time to the user applications.Hadoop
has been widely used in recent days by popular organizations like Yahoo, Facebook
and various online shoppingmarket venders.On the other hand, experiments onData-
Intensive computations are going on to parallelize the processing of data. None of
them could actually achieve a desirable performance. Hadoop, with its Map-Reduce
parallel data processing capability can achieve these goals efficiently. This chapter
initially provides an overview of the HDFS in details. The next portion of the paper
evaluates Hadoops performance with various factors in different environments. The
chapter shows how files less than the block size affect Hadoops R/W performance
and how the time of execution of a job depends on block size and number of reducers.
Chapter concludes with providing the different real challenges of Hadoop in recent
days and scope for future work.
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3.1 Introduction

The last few years of internet technology as well as computer world has seen a lot of
growth and popularity in the field of cloud computing [9, 11]. As a consequence, the
cloud applications have given birth to Big data. Hadoop, an open source distributed
system made by Apache Software Foundation, has contributed hugely to handle
and manage such Big data [2]. Hadoop [1] has a master-slave architecture, provides
scalability and reliability to a great extent. In the last few years, this framework is
extensively used and accepted by different cloud vendors as well as Big data handler.
With the help of Hadoop, a user can deploy programs and execute processes on the
configured cluster.

The main parts of Hadoop include HDFS (Hadoop Distributed File System) [1,
13] and Map-Reduce paradigm [6]. A crucial property of Hadoop Framework is
the capacity to partition the computation and data among various nodes (known as
Data Node) and running the computations in parallel. Hadoop increases the storage
capacity, I/O BW and other computation capacity by adding commodity servers.

HDFS keeps application data and file systems meta-data [7, 23] in different
servers. Like popular DFS, viz. PVFS [4, 20], Lustre [15] and GFS [10, 16], HDFS
too saves its meta-data in a server, known as Name Node. Rest of the application
data are kept on the slaves server, known as Data Nodes.

The main purpose of the paper is to focus and reveal the various criteria that
influence the efficiency of Hadoop cluster. None of the previous papers demonstrated
this kind of work that exposes the dependencies of Hadoop efficiency.

In this chapter, we have discussed about the mechanism of HDFS and we tried
to find out the different factors on which HDFS provides maximum efficiency. The
remainder of this chapter is organized as follows.We discuss Hadoop Architecture in
Sect. 3.2. In Sect. 3.3, we discuss about file I/O operation and interaction of Hadoop
with the clients. Section3.4 discusses three experimentalworks to evaluate the crucial
factors onwhichHadoop clusters performance depends. The next part, Sect. 3.5 deals
with the major challenges of Hadoop field. The conclusions and future work in the
concerned issues are given in Sect. 3.6.

3.2 Related Work

Evaluationof performance in thefield ofHadoopanddifferent large-scalefile systems
have been carried out many times [17, 18, 21]. HDFS performance is analyzed in
[18] whose results shows that HDFS performs poor because of the various delays
in task scheduling, fragmentation, huge disk seeks caused by disk contention under
excessive workloads. The performance of Hadoop relies heavily on the operating
system as well as on the algorithms that were employed by the disk scheduler and
various allocators.
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In [21], the authors tried to integrate PVFS with Hadoop and they compared the
performance with Hadoop Distributed File System using some sets of benchmarks.
They paper indicates various optimizations of Hadoop that can be matched with
PVFS and how durability, consistency and persistent tradeoffs made by these large-
scale file system effect the cluster performance. Their results showed that, PVFS
performance is as good as HDFS in Hadoop Framework.

The authors of the paper [17], analyzed the performance of BlobSeerDFS with
HDFS. Their result demonstrated that, BlobSeerDFS achieved higher throughput
when compared to HDFS.

In our work, we have evaluated the performance of HDFSwith various parameters
considering different sizes of file sizes. Compared with the conference version in
[8], this chapter describes the Hadoop architecture in little more depth and extra
simulation is carried out to portrait HDFS read and write behavior with different
sizes of files.

3.3 Architecture of Hadoop

Hadoop framework uses pureMaster/Slaves architecture (Fig. 3.1). Themaster nodes
are given the responsibility of Name Node and Job Tracker. The main duty of Job-
Trackers is to initiate tasks, track and dispatch their implementation. The charge of
Data Node and Task Tracker is given to Slave nodes. The main role of TaskTracker
is to process of local data and collection of all these result data as per the request
received from applications and then report the performance in periodic interval to
JobTracker [12]. HDFS, which seems to be heart of Hadoop, all of its charges, are
given to NameNode and DataNode for fulfilling, while JobTracker and TaskTracker
mainly deal with Map-Reduce application.

In this chapter, we are only dealing with HDFS architecture. So, here is a brief
description about Name Node and Data Node. A short description of the client
interaction with the Name Node and Data Node is also portrayed.

Fig. 3.1 Master-slave architecture of Hadoop cluster
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3.3.1 NameNode

The HDFS namespace is a hierarchy of files and directories. Files and directories are
represented on the NameNode by i-nodes, which record attributes like permissions,
modification and access times, namespace and disk space quotas. The file content
is split into large blocks (user defined, default 128MB) and each block of the file
is independently replicated at multiple Data Nodes (user defined, default 3). The
NameNode maintains the namespace tree and the mapping of file blocks to Data
Nodes. For, faster execution of the cluster operations, HDFS has to keep the whole
namespace in its Main Memory. I-node data and other list of block, which belong
to each file, constitute the meta-data of the name system, termed as FSImage. The
un-interrupted record of the FSImage stored in the Name Nodes local filesystem is
termed as checkpoint.

3.3.2 DataNodes

The block replica stored on Data Nodes is regarded as two files in the local hosts own
file system. The first one constitutes the main data and second file acts as storage for
meta-data of blocks. During startup each Data Node get connect to the Name Node.
The phenomenon is just like a normal handshake. The purpose of this type of hand-
shake is to verify the namespaceID and to checkwhether there is amismatch between
the software versions of the Data Nodes. If either does not match the same with the
NameNode, that particularDataNode gets automatically shut down.A namespaceID
is assigned to the file system when it is formatted each time. The namespaceID is
persistently stored on all nodes of the cluster. A node with a different namespaceID
will not be able to join the cluster, thus maintaining the integrity of the file system. A
Data Node that is newly initialized and without any namespaceID is permitted to join
the cluster and receive the clusters namespaceID. After the handshake is done, the
Data Node registers with the Name Node. A storageID is allotted to the Data Node
for the first time, during the registration with Name Node. Data Node periodically
sends block report to the Name Node to identify the block replicas in its control. The
report consists of block id, the length of each block etc. During normal operations, all
the Data Nodes periodically send a response to the Name Node to confirm that, it is
alive and active in operation and all the different block replicas it stores are available.
If the Name Node does not receive a heartbeat from a Data Node in 10min the Name
Node considers the Data Node to be dead and the block replicas stored at that Data
Node becomes inaccessible. The Name Node then schedules the things again and
allocates all of those blocks to other Data Nodes, which is selected randomly.
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Fig. 3.2 Hadoop high-level architecture, interaction of clients with HDFS

3.3.3 HDFS Client Interaction with Hadoop

This part explains the interaction among client and Name Node and Data Node.
HDFS client is the media via which a user application accesses the file system. For
faster access, the namespace is saved in the Name Nodes RAM. A user references
all the files and directories by paths in the namespace. It remains unknown to an
application that, that file system meta-data and application data are put on separate
servers as well as about the replication of blocks. During the time, an application
reads a file for the first time; HDFS client gets response from the Name Node of all
lists of Data Nodes that stores replicas of the blocks of that particular file. The client
application checks the lists out, then a Data Node is contacted directly and requests
to transfer the desired block for reading. When a client wants to write in the HDFS,
it first sends a query to the Name Node to choose Data Nodes for hosting replicas
of the blocks of the file. When the client application, get response from the Name
Node, it start searches for that given Data Node. When if finds, the first block is filled
or doesnt have enough disk space, the client requests new Data Nodes to choose for
hosting replicas for the next block. Like this way, the process continues. The detail
interactions among the client, the Name Node and the Data Nodes are illustrated in
Fig. 3.2.

3.4 File I/O Operations and Management of Replication

3.4.1 File Read and Write

This part of paper, describes the operation of HDFS for different I/O file operations.
When a client wants to write some data or add something into HDFS, he has to
do the taskthrough an application. HDFS follows a single-writer, multiple-reader
model [19]. When the application closes the file, the content already written cannot
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be manipulated or altered. However, new data can be appended in to by reopening
the file All HDFS client, when tries to open a file for writing into it, is granted a
lease for it; no other client can write to the file. The writing application periodically
can renew the given lease by sending heartbeats to the Name Node. When the file is
closed down, the lease is revoked. The lease duration is bound by a soft limit and a
hard limit. The writer is granted an exclusive access for the file, as long as the soft
limit persists. After the soft limits expiry comes and even then the client does not able
to close the file or make renew of the lease, another client can pre-empt the lease.

The client application is also grant a hard limit of one hour. When this hard limits
expiry time arrives, and here also if the client fails to renew the hard limit, HDFS
taken it for granted that the client has left the network. HDFS then automatically
closes that file on behalf of the writer and recovers the lease granted for it. The
lease provided to a writer never does prevent any other client to read that file. HDFS
follows a read by simultaneous reader at a time scheme.

An HDFS file can be defined as a collection of chunks of data or blocks. When
a client application wants for a new block, Name Node does an allocation for the
block, specified with a unique blockID. It then searches for a list of Data Nodes
that can host the replicas of the block. Data Nodes, that act as a pipeline, generally
possess has a tendency to minimize the total network distance of the last Data Node
from the client.

HDFS treats all the Bytes as a sequence of packets. Bytes written by a client
program is stored as a buffer. After the packet buffer is filled up (Usually 64KB), all
of these are pushed Data Nodes pipeline.

When packets of bytes (data) are written into the HDFS, it never assures the
reader, that he can read the file, until and unless the file is closed. There is a hush
operation provided by the Hadoop, which a user application explicitly uses to see the
updated file. Immediately the current packet gets pushed to the Data Nodes, and the
hush operation waits until all the Data Nodes, standing in the pipeline acknowledge
the successful transmission of the packet. Hadoop clusters consist of thousands of
nodes. So, it is quite natural to come across failure frequently. The replicas that are
stored in the Data Nodes might become corrupted as a result of memory faults, disks
or several network issues. Checksums are verified by the HDFS clients to check the
integrity of the data block of a HDFS file. During reading, it helps for the detection
of any corrupt packet in the network. All the checksums are stored in a meta-data
file in the Data-Nodes system, which is different from the blocks data file During the
reading of files by HDFS, all block data and checksums are transferred to the client.
It then calculates the checksums for the data and confirms that the newly calculated
checksum matched with the one it received. If it doesnt match, the client informs
the Name Node about the damaged replica and brings another replica from different
Data Node [19].

When a file is opened by the client for reading, the client first fetches the whole
list of blocks the different location of the replicas from the Name Node. The location
of each block is sorted by the distance from the client. In the process of reading the
content of the block, the client posses a property to read the closest replica first. If this
attempt fails, it tries for the next one in sequence. If the Data Node is not available
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Fig. 3.3 Racks of commodity hardware and interaction with NameNode and JobTracker

or if the block replica is found to be corrupted (checksum test), the read operation
then fails completely for that Data Node.

HDFS can permit a client to read the content of a file, even if it is opened for
writing. But, while reading, the length of the last block, which is being written at that
point of time, remains unknown to the Name Node. In this kind of case, the client
asks one of the replicas for the longest length before starting to read the content.

3.4.2 Block Placement

When we want to setup a large cluster, it is never a good idea to connect all nodes to
a particular switch. A better solution is that nodes of a rack should share a common
switch, and switches of the rack are connected by one or more switches. The config-
uration of commodity hardware is done in such a way that, the network bandwidth
between two nodes in the same rack is greater than network bandwidth between
two nodes in different racks. Figure3.3 shows a cluster topology, used in Hadoop
architecture.

HDFS calculates the network bandwidth between two nodes by measuring the
distance between them. Generally, the distance from a node to its parent node is
always measured as one. A distance between two nodes can be measured by just
adding up their distances to their closest node. For greater bandwidth, we should
have shorter distance between two nodes. This eventually increases the capacity to
transfer data.

The main concern of HDFS block replacement policy is minimization of write
cost, and maximization of data reliability, scalability and increase the overall band-
width of the cluster.
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After the generation of new block, HDFS searches for a location where the writer
is placed and places the first replica on that node, the 2nd and 3rd replicas are stored
similarly on two different nodes in a different rack, and the rest are placed on random
nodes. HDFS provides a restriction that, more than one replica cannot be stored at one
node and more than two replicas cannot be stored in the same rack. The mechanism
of storing the 2nd and 3rd replicas, each on different rack provides better replication
management of the block replicas for a single file across the cluster.

Summing up all the above policy, the HDFS follows the following replica place-
ment policy:

1. A single Data Node does not contain more than one replica of any block.
2. A single rack never contains more than two replicas of the same block, given then

there is significant number of racks in the cluster.

3.4.3 Replication Management

The Name Node attempts to make it sure that each block of the files always has some
significant number of replicas stored in theDataNodes. DataNodes periodically send
its block report to NameNodes. Verifying the report, the NameNode detects whether
a block is under or over replicated.WhenNameNodes finds it to be over replicated, it
chooses a replica from any random Data Node to remove. Generally the Name Node
does not prefer to reduce the number of racks which has available number of host
replicas, and mainly prefers to remove from that Data Node, which has the least disk
space available. The main purpose is balancing the storage utilization across all the
Data Nodes, without hampering the block availability. There is a replication priority
queue, which stores the blocks that is under replicated. Highest priority factor is
given to the blocks, which has only one replica. On the other hand, blocks having
more than two third of the specified replication factor are given the lowest priority. A
thread running in background, search the replication priority queue to determine the
best position for the new replicas. Block replication of HDFS also follows the same
kind of policy like that of new block placement. If HDFS finds the number of existing
replica of a block is one, it searches for that block and places the next replica on a
rack which is different from the existing one. In case, if two replica of a block are
found to be in a particular rack, the third one is kept on a different rack. Basically, the
main motive here is minimizing the cost of creation of new replicas of blocks. The
NameNode also does proper distribution of the block to make sure that all replicas of
a particular block are not put on one single rack. If there is a situation comes, that the
Name Node detects that a blocks replicas end up storing itself at one common rack,
the Name Node treats it as under-replicated and eventually allocate that particular
block to a different rack.When the NameNode receives the notification that a replica
is created on different node, the block becomes again becomes over- replicated. So,
following the previous policywritten above, theNameNode, at that situation, decides
to remove an old replica chosen randomly.
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3.5 Performance Evaluation

In this section, the performance of Hadoop Distributed File System is evaluated in
order to conclude the efficiency dependence of a Hadoop cluster.

3.5.1 Experimental Setup

For performance characterization, a 46-nodeHadoop clusterwas configured. Thefirst
44 nodes provided both computation (as Map-Reduce clients) and storage resources
(as Data Node servers), and the rest two nodes served as Job Tracker (Resource-
Manager) and NameNode storage manager. Each node is running at 3.10GHz clock
speed and with 4GB of RAM and a gigabit Ethernet NIC. All nodes used Hadoop
framework 2.6.0, and Java 1.7.0. Ubuntu 14.04 [22] is used as out Operating System.

3.5.2 Test Using TestDFSIO to Evaluate Average I/O
and Throughput of the Cluster

The test process aims at finding optimal efficiency of the performance characteristics
of two different sizes of files and bottlenecks posed by the network interface. The
comparison is done to check the performance between small and big files. A test of
write and read between 1GB file and 10GB file is carried out. A total of 500GB data
is created through it. HDFS block size of 512MB is used.

For this test we have used industry standard benchmarks: TestDFSIO
TestDFSIO is used to measure performance of HDFS as well as of the network

and IO subsystems. The command reads and writes files in HDFS which is useful
in measuring system-wide performance and exposing network bottlenecks on the
NameNode and DataNodes. A majority of Map-Reduce workloads are IO bound
more than compute and hence TestDFSIO can provide an accurate initial picture of
such scenarios.

We executed two tests for both write and read: one for 50 files each of size 10GB
and other with 500 files each of size 1GB.

As an example, the command for a read test may look like:
$hadoop jar Hadoop–*test*.jar TestDFSIO read nrFiles 100 fileSize 10000

This command will read 100 files, each of size 10GB from the HDFS and there-
after provides the necessary performance measures.

The command for a write test may look like:
$hadoop jar Hadoop–*test*.jar TestDFSIO write nrFiles 100 fileSize 10000

This command will write 100 files, each of size 10GB from the HDFS and there-
after provides the necessary performance measures.
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Fig. 3.4 Evaluation of write operation (a) the write bandwidth and throughput of (b) the same
amount of write takes almost 10GB file size is almost 6 times greater than 1.71 more time in case
of 10 and 1GB

Fig. 3.5 Evaluation of read operation (a) reading same amount of data in 10GB file- (b) the same
amount of read takes almost 1.95 size offers close to 4 times more throughput and more time in
case of 10GB average bandwidth

TestDFSIO generates 1 map task per file and splits are defined such that each map
gets only one file name. After every run, the command generates a log file indicating
performance in terms of 4 metrics: Throughput in MBytes/s, Average IO rate in
MBytes/s, IO rate standard deviation and execution time.

Output of different tests are given in Figs. 3.4 and 3.5.
To obtain a good picture of performance, each benchmark tool was run 3 times

on each 1GB file size and results were averaged to reduce error margin. The same
process was carried on 10GB file size to get data for comparison.

Experiment shows, test execution time is almost half during the 1GB file test.
This the total time it takes for the Hadoop jar command to execute.

From Figs. 3.4a and 3.5a, we can visualize that, the throughput and IO Rate too
shows a significant declined in terms of both write and read for the 1GB file test.

This is somewhat unexpected in nature. However, one major conclusion that we
encountered is as follows: In these tests there is always one reducer that runs after
the all map tasks have complete. The reducer is responsible for generating the result
set file. It basically sums up all of these values “rate, sqrate, size, etc.” from each
of the map tasks. So the Throughput, IO rate, STD deviation, results are based on
individual map tasks and not the overall throughput of the cluster. The nrFiles is
equal to number of map tasks. In the 1GB file test there will be (500/6) = 83.33
(approx) map tasks running simultaneously on each node manager node versus 8.33
map tasks on each node in the 10GB file test. The 10GB file test yields throughput
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results of 64.94MB/s on each node manager. Therefore, the 10GB file test yields
(8.33× 64.94MB/s) = 540.95MB/s per node manager. Whereas, the 1GB file test
yields throughput results of 11.13MB/s on each nodemanager. Therefore, the 1GB
file test yields (83.33× 11.13MB/s) = 927.46 MB/s per node manager.

Clearly the 1GB file test shows the maximum efficiency. However increasing the
no of commodity hardware eventually decreases the execution time and increased the
average IO rate. It also shows how MapReduce IO performance can vary depending
on the data size, number of map/reduce tasks, and available cluster resources.

3.5.3 Dependence of Execution Time of Write Operation
on No of Reducers and Block Size

Aword count job is submitted and experiment is carried out on a 100GB file, varying
the no of reducers keeping with block size of HDFS fixed. The experiment carried
out with 4 different types of block size, viz. 512, 256, 128 and 64MB.

Based on the Test-Report we obtained, the charts in the Figs. 3.6, 3.7, 3.8 and 3.9
have been made and proper conclusion is followed.

Fig. 3.6 Variation of
processing times with
variation of reducers,
keeping block size fixed
at 512MB

Fig. 3.7 Variation of
processing times with
variation of reducers,
keeping block size fixed
at 256MB
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Fig. 3.8 Variation of
processing times with
variation of reducers,
keeping block size fixed
at 128MB

Fig. 3.9 Variation of
processing times with
variation of reducers,
keeping block size fixed
at 64MB

All the above graphs appear to form a uniform straight line or in some it shows
a slight negative slope which indicates that with increase in number of reducer for a
give block size time for processing either remains same or reduces to some extent.
But, a significant negative slope is visible in Fig. 3.6,where block size equals 512MB.
On the other hand, in Figs. 3.8 and 3.9, the execution times are unpredictable and
show an unexpected behavior.

It can be concluded that, for large block size, the reducers play an important role
in the execution time of a Map-Reduce job. For smaller block size, the change in
number of reducers doesnt bring noticeable changes in the execution time.

Moreover, for significant large files, small change in block-size doesnt lead to
change the drastic change in execution time.

3.5.4 Performance Evaluation of Read and Write Operations
in HDFS Varying Number of Files and Sizes

The write operation of HDFS is carried out for the different data of sizes 1, 2, 4
and 8TB as shown in Figs. 3.10, 3.11, 3.12 and 3.13 and Tables3.1, 3.2, 3.3 and 3.4
respectively. The block size of HDFS is kept at 64MB for all the experiments in
this subsection. In all the four figures a similar trend is observed. Figures show that,
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Fig. 3.10 Variation of write operation for 1TB data size

Fig. 3.11 Variation of write operation for 2TB data size

Fig. 3.12 Variation of write operation for 4TB data size
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Fig. 3.13 Variation of write operation for 8TB data size

Table 3.1 Execution time of write operation for 1TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 1 7140.68

2 524288 2 5590.058

3 262144 4 4182.967

4 131072 8 2883.34

5 65536 16 2171.219

6 32768 32 1490.87

7 16384 64 562.991

8 8192 128 544.897

9 4096 256 461.15

10 2048 512 459.18

11 1024 1024 462.07

HDFS performance is significantly poor when the file size is smaller than current
block size (64MB is our case). The execution times of the files for the write operation
show a sharp decline when the size is greater than the block size.

In Figs. 3.14, 3.15, 3.16 and 3.17 and Tables3.5, 3.6, 3.7 and 3.8, the performance
of read operation for the different data of sizes 1, 2, 4 and 8TB are shown respectively.
Figure3.14 indicates that, HDFS is taking much more time for reading 1TB data
when the file size is less than 64MB. Whereas, when the size of the files is greater
than the block size, HDFS requires much less time to read the data. Similar kind of
scenario is observed in Figs. 3.15, 3.16 and 3.17.
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Table 3.2 Execution time of write operation for 2TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 2 8040.32

2 524288 4 5482.437

3 262144 8 2911.926

4 131072 16 1829.159

5 65536 32 1382.462

6 32768 64 709.462

7 16384 128 623.556

8 8192 256 568.708

9 4096 512 610.539

10 2048 1024 601.506

11 1024 2048 618.796

Table 3.3 Execution time of write operation for 4TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 4 10642.859

2 524288 8 7601.318

3 262144 16 3407.575

4 131072 32 2083.141

5 65536 64 962.719

6 32768 128 723.435

7 16384 256 707.912

8 8192 512 630.882

9 4096 1024 611.868

10 2048 2048 602.868

11 1024 4096 618.948

3.6 Major Challenges in Hadoop Framework

Although the Hadoop Framework has been approved by everyone for its flexibility
and faster parallel computing technology [5], there still are many problems which
written in short in the following points:

1. Hadoop suffers from a irrecoverable failure called Single point of failure of Name
Node. Hadoop possesses a single master server to control all the associated sub
servers (slaves) for the tasks to execute, that leads to a server shortcomings like
single point of failure and lacking of space capacity, which seriously affect its
scalability. During the later versions of Apache Hadoop, they came out with a
Secondary NameNode [14, 24] to deal with this problem.The secondary Name
Node periodically check NameNodes namespace status and merges the fsimage
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Table 3.4 Experimental results of write operation for 8TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 8 12360.926

2 524288 16 9161.401

3 262144 32 8592.253

4 131072 64 7265.476

5 65536 128 3684.956

6 32768 256 1514.76

7 16384 512 1092.849

8 8192 1024 1104.974

9 4096 2048 1097.671

10 2048 4096 981.7

11 1024 8192 889.511

Fig. 3.14 Variation of read operation for 1TB data size

with editlogs. It decreases the restart time of NameNode. But unfortunately is not
a hot backup daemon of NameNode, not fully capable of hosting DataNodes in
the absence of NameNode. So, could not resolve the SPOF of Hadoop.

2. As our experimental results show, HDFS faces huge problems, dealing with small
files. HDFS data are stored in the Name Node as meta-data, and each meta-data
corresponds to a block occupies about 200 Byte. Taking a replication factor of
3(default), it would take approximately 600Byte. If there are such huge no of these
kind of smaller files in the HDFS, Name Node will consume lot of space. Name
Node keeps all the meta-data in its main memory, which leads to a challenging
problem for the researchers [23].
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Fig. 3.15 Variation of read operation for 2TB data size

Fig. 3.16 Variation of read operation for 4TB data size

Fig. 3.17 Variation of read operation for 8TB data size
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Table 3.5 Experimental results of read operation for 1TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 1 11962.46

2 524288 2 7030.8

3 262144 4 4149.977

4 131072 8 2211.445

5 65536 16 1752.17

6 32768 32 1573.021

7 16384 64 759.939

8 8192 128 766.876

9 4096 256 611.896

10 2048 512 310.796

11 1024 1024 437.017

Table 3.6 Experimental results of read operation for 2TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 2 12062.4

2 524288 4 9288.534

3 262144 8 7452.232

4 131072 16 6535.733

5 65536 32 5041.818

6 32768 64 3048.021

7 16384 128 1864.993

8 8192 256 1542.613

9 4096 512 1099.71

10 2048 1024 812.796

11 1024 2048 747.017

3. Job Tracker at a certain time becomes extremely over loaded since it has the
sole responsibility to monitor as well as dispatch simultaneously. Researchers are
focusing to design a more developed version of Hadoop component for monitor-
ing, while Job Tracker will be given the charge of overall scheduling.

4. Improving data processing performance is also a topic of major challenge for
the upcoming days. A special optimization process should be assigned based on
what is the actual need of application. Different experiments show that there are
various scopes to increase the processing performance and thus improving time
complexity of data for the execution of a particular job [3, 25].
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Table 3.7 Experimental results of read operation for 4TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 4 13642.89

2 524288 8 9601.310

3 262144 16 5407.515

4 131072 32 4083.144

5 65536 64 1762.761

6 32768 128 923.675

7 16384 256 907.912

8 8192 512 830.882

9 4096 1024 711.868

10 2048 2048 702.868

11 1024 4096 718.948

Table 3.8 Experimental results of read operation for 8TB data size

Sl no. No. of files File size in MB Execution time (in secs)

1 1048576 8 13960.926

2 524288 16 12561.401

3 262144 32 10992.253

4 131072 64 9985.476

5 65536 128 4894.956

6 32768 256 3714.76

7 16384 512 2692.849

8 8192 1024 1894.974

9 4096 2048 1317.671

10 2048 4096 1181.7

11 1024 8192 989.511

3.7 Conclusion

This section of the chapter describes related future work that we are considering;
Hadoop being an open source project justifies the addition of new features and
changes for the sake of better scalability and file management. Hadoop is recently
one of the best large-scale frameworks among managing the Big data. Still, in our
experiment, we have found that, it performs poor in terms of throughput when the
numbers of files are relatively larger compared to smaller numbers of files. Our exper-
iment shows how the read/write operations of files depend on its sizes and the block
size of HDFS. The performance bottlenecks are not directly imputable to application
code but actually depends on numbers of data nodes available, size of files in used
in HDFS and also it depends on the number of reducers used. However, the biggest
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issue on which we are focusing is the scalability of Hadoop Framework. The Hadoop
cluster becomes unavailable when its NameNode is down.

Scalability issue of the Name Node has been a major struggle. The Name Node
keeps all the namespace and block locations in its main memory. The main challenge
with the Name Node has been that when its namespace table space becomes close
the main memory of Name Node, it becomes unresponsive due to Java garbage
collection. This scenario is bound to happen because the numbers of files used the
users are increasing exponentially. Therefore, this is a burning issue in the recent
days for Hadoop.
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Chapter 4
Natural Language Processing and Machine
Learning for Big Data

Joy Mustafi

Abstract This chapter is focused on how Big data challenges can be handled from
the data science perspective. The data available for analysis are in different forms
in terms of volume, velocity, variety, and veracity. The objective is to resolve some
of these real world problems using natural language processing, where the unstruc-
tured data can be transformed into meaningful structured information; and machine
learning to get more insights out of the information available or derived. The com-
bination of multiple algorithms can actually play a major role in the overall field
of cognitive computing. The chapter fairly covers important methodologies where,
what and when to apply. Some open research problems are shared for the budding
data scientists. This chapter may be referred as the basic introduction to data science.

4.1 Introduction to NLP and ML

OnFebruary 14, 2011, IBMWatson changed history introducing a system that rivaled
a human’s ability to answer questions posed in natural language with speed, accuracy
and confidence by transforming how organizations think, act, and operate; learning
through interactions and delivering evidence based responses driving better outcomes
[1] (Fig. 4.1).

The data available for analysis are in different forms in terms of volume, velocity,
variety and veracity. Which is also referred as Big data! There are many technologies
for handling these enormous number of structured and unstructured data available
from various source—starting from social network server to mobile micro memory
card [4]. Therefore to handle with the unstructured data or information in natural
language it becomes a challenge. Data scientists across the globe are working on
the algorithms on natural language processing and machine learning to retrieve the
relevant information from the textual data, which is important (Fig. 4.2).

J. Mustafi (B)
Cognitive Computing—Data Science—Advanced Analytics, Bangalore, India
e-mail: jmustafi@in.ibm.com

© Springer International Publishing Switzerland 2016
B.S.P. Mishra et al. (eds.), Techniques and Environments for Big Data Analysis,
Studies in Big Data 17, DOI 10.1007/978-3-319-27520-8_4

53



54 J. Mustafi

Fig. 4.1 IBM Watson introducing Big data

Fig. 4.2 Various sources of data

4.1.1 Overview of Natural Language Processing (NLP)

Natural language processing (NLP) is a field of computer science, artificial intelli-
gence, and linguistics concernedwith the interactions between computers and human
languages [2]. As such, NLP is related to the area of human–machine interaction.
Many challenges in NLP involve natural language understanding, that is, enabling
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Fig. 4.3 The domain of natural language processing

computers to derive meaning from natural language input, and others involve natural
language generation by computer.

Modern NLP algorithms are based on machine learning, especially statistical
machine learning. The traditional NLP algorithms are linguistic-based or rule-based.
There are hybrid models as well—a combination of statistical and rule-based sys-
tems. The paradigm of machine learning is different from that of most prior attempts
at language processing. Prior implementations of language-processing tasks typi-
cally involved the direct hand coding of large sets of rules. The machine-learning
paradigm calls instead for using general learning algorithms—often, although not
always, grounded in statistical inference—to automatically learn such rules through
the analysis of large corpora of typical real-world examples. A corpus (plural: cor-
pora) is a set of documents (or sometimes, individual sentences) that have been
hand-annotated with the correct values to be learned (Fig. 4.3).
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4.1.2 Background of Machine Learning (ML)

Machine learning is a scientific discipline that explores the construction and study
of algorithms that can learn from available information. Such algorithms operate by
building a model based on inputs and using that to make predictions or decisions,
rather than following only explicitly programmed instructions.ML can be considered
a subfield of computer science and statistics. It has strong ties to artificial intelligence
and optimization, which delivermethods, theory and application domains to the field.
Machine learning is employed in a range of computing tasks where designing and
programming explicit, rule-based algorithms is infeasible.

Automatic learning procedures can make use of statistical inference algorithms to
producemodels that are robust to unfamiliar input (e.g. containingwords or structures
that have not been seen before) and to erroneous input (e.g. with misspelled words or
words accidentally omitted). Generally, handling such input gracefully with hand-
written rules—or more generally, creating systems of hand-written rules that make
soft decisions—is extremely difficult, error-prone and time-consuming.

Systems based on automatically learning the rules can be made more accurate
simply by supplying more input data. However, systems based on hand-written rules
can only be made more accurate by increasing the complexity of the rules, which
is a much more difficult task. In particular, there is a limit to the complexity of
systems based on hand-crafted rules, beyond which the systems become more and
more unmanageable. However, creating more data to input to machine-learning sys-
tems simply requires a corresponding increase in the number of man-hours worked,
generally without significant increases in the complexity of the annotation process.

4.2 Unstructured Data Analysis Using NLP

Variety—The next aspect of Big data is its variety. This means that the category to
which Big data belongs to is also a very essential fact that needs to be known by
the data analysts. This helps the people, who are closely analyzing the data and are
associated with it, to effectively use the data to their advantage and thus upholding
the importance of the Big data [6].

Unstructured data (or unstructured information) refers to information that either
does not have a pre-defined data model or is not organized in a pre-defined manner.
Unstructured information is typically text-heavy, but may contain data such as dates,
numbers, and facts as well. This results in irregularities and ambiguities that make
it difficult to understand using traditional computer programs as compared to data
stored in fielded form in databases or annotated (semantically tagged) in documents.
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4.2.1 NLP Majors Tasks and Features

Natural Language Understanding (NLU): Converting chunks of text intomore for-
mal representations such as first-order logic structures that are easier for computer
programs to manipulate. Natural language understanding involves the identification
of the intended semantic from the multiple possible semantics which can be derived
from a natural language expression which usually takes the form of organized nota-
tions of natural languages concepts.

Natural Language Generation (NLG): Convert information from computer
databases into readable human language.

Morphological Analysis and Segmentation: Separate words into individual
morphemes and identify the class of the morphemes. The difficulty of this task
depends greatly on the complexity of the structure of words of the language being
considered. Some language like English has fairly simple morphology, especially
inflectional morphology, and thus it is often possible to ignore this task entirely and
simplymodel all possible forms of aword (e.g. eat, eats, ate, eaten, eating) as separate
words.

Part-of-Speech (POS) Tagging: Given a sentence, determine the part of speech
for each word. Many words, especially common ones, can serve as multiple parts of
speech. For example, book can be a noun (the book on the table) or verb (to book
a flight); set can be a noun, verb or adjective; and out can be any of at least five
different parts of speech [7].

Parsing: Determine the parse tree (grammatical analysis) of a given sentence.
The grammar for natural languages is ambiguous and typical sentences havemultiple
possible analyses. In fact, perhaps surprisingly, for a typical sentence there may be
thousands of potential parses (most of which will seem completely nonsensical to a
human) [8].

Coreference Resolution: Given a sentence or larger chunk of text, determine
which words (mentions) refer to the same objects (entities). Anaphora resolution
is a specific example of this task, and is specifically concerned with matching up
pronouns with the nouns or names that they refer to. The more general task of
co-reference resolution also includes identifying so-called bridging relationships
involving referring expressions.

Discourse Analysis: This id for identifying the discourse structure of connected
text, i.e. the nature of the discourse relationships between sentences (e.g. elabora-
tion, explanation, contrast). Another possible task is recognizing and classifying the
speech acts in a chunk of text (e.g. yes-no question, content question, statement,
assertion, etc.).

Word Sense Disambiguation: Many words have more than one meaning; we
have to select the meaning which makes the most sense in context. For this problem,
we are typically given a list of words and associated word senses.

Named Entity Recognition (NER): Given a stream of text, determine which
items in the text map to proper names, such as people or places, and what the type
of each such name is (e.g. person, location, organization). Note that, although cap-
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italization can aid in recognizing named entities in languages such as English, this
information cannot aid in determining the type of named entity, and in any case is
often inaccurate or insufficient.

Automatic Summarization: Produce a readable summary of a chunk of text.
Which is used to provide summaries of text of a known type, such as articles in the
financial section of a newspaper.

Sentiment Analysis: Extract subjective information usually from a set of docu-
ments, often using online reviews to determine polarity about specific objects. It is
especially useful for identifying trends of public opinion in the social media, for the
purpose of marketing.

Machine Translation (MT): Automatically translate text from one human lan-
guage to another. This is one of the most difficult problems, and is a member of a
class of problems colloquially termed AI-complete, i.e. requiring all of the different
types of knowledge that humans possess (grammar, semantics, facts about the real
world, etc.) in order to solve properly [3].

Question Answering: Given a human-language question, determine its answer.
Typical questions have a specific right answer (such as ‘What is the capital of India?’).
e.g. IBM Watson.

4.2.2 Morphological Analysis

In linguistics, morphology is the identification, analysis and description of the struc-
ture of a given language’s morphemes and other linguistic units, such as root words,
affixes, parts of speech, intonation/stress, or implied context (words in a lexicon are
the subject matter of lexicology) (Fig. 4.4).

Fig. 4.4 Morphology
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4.2.3 POS Tagging

In corpus linguistics, Part-Of-Speech Tagging (POS tagging or POST), also called
grammatical tagging, is the process of marking up a word in a text (corpus) as
corresponding to a particular part of speech, based on both its definition, as well as
its context—i.e. relationship with adjacent and related words in a phrase, sentence,
or paragraph (Figs. 4.5 and 4.6).

Fig. 4.5 POS tagging of words

Fig. 4.6 Abbreviations for POS tags
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Fig. 4.7 The process of parsing

4.2.4 Parsing

Parsing/Syntactic Analysis: Parsing or Syntactic Analysis is the process of analyzing
a string of symbols, either in natural language or in computer languages, according
to the rules of a formal grammar (Fig. 4.7).

4.2.5 Dependency Analysis

A representation of grammatical relations between words in a sentence. They have
been designed to be easily understood and effectively used by people who want to
extract textual relations. In general, dependencies are triplets: Name of the relation,
governor and dependent (Fig. 4.8).

4.2.6 Semantics and Word Sense Disambiguation

In computational linguistics, word-sense disambiguation (WSD) is an open problem
of natural languageprocessing andontology,whichgoverns the process of identifying
which sense of aword (i.e.meaning) is used in a sentence,when theword hasmultiple
meanings. The solution to this problem impacts other computer-related writing, such
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Fig. 4.8 Dependency analysis among words

as discourse, improving relevance of search engines, anaphora resolution, coherence,
inference et cetera.

The human brain is remarkably good at word-sense disambiguation. The fact
that natural language is formed in a way that requires so much of it is a reflection
of that neurologic reality. In other words, human language developed in a way that
reflects (and also has helped to shape) the innate ability provided by the brain’s neural
networks. In computer science and the information technology that it enables, it has
been a long-term challenge to develop the ability in computers to do natural language
processing and machine learning.

Research has progressed steadily to a point where WSD systems achieve suffi-
ciently high levels of accuracy on a variety of word types and ambiguities. A rich
variety of techniques have been researched, from dictionary-based methods that use
the knowledge encoded in lexical resources, to supervisedmachine learningmethods
in which a classifier is trained for each distinct word on a corpus of manually sense-
annotated examples, to completely unsupervised methods that cluster occurrences of
words, thereby inducing word senses. Among these, supervised learning approaches
have been the most successful algorithms to date (Figs. 4.9 and 4.10).
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Fig. 4.9 Semantic analysis

Fig. 4.10 Information—the
ultimate goal

4.3 Information Retrieval Using Machine Learning

Many different classes of machine learning algorithms have been applied to NLP
tasks. These algorithms take as input a large set of features that are generated from
the input data. Some of the earliest-used algorithms, such as decision trees, produced
systems of hard if-then rules similar to the systems of hand-written rules that were
then common. Increasingly, however, research has focused on statistical models,
which make soft, probabilistic decisions based on attaching real-valued weights to
each input feature. Such models have the advantage that they can express the relative
certainty of many different possible answers rather than only one, producing more
reliable results when such a model is included as a component of a larger system.

The learning procedures used during machine learning automatically focus on the
most common cases, whereas when writing rules by hand it is often not obvious at
all where the effort should be directed.
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Example applications include spamfiltering, optical character recognition (OCR),
search engines and computer vision. Machine learning is sometimes conflated with
data mining, although that focuses more on exploratory data analysis.
Information retrieval (IR): This is concerned with storing, searching and retrieving
information. It is a separate field within computer science (closer to databases), but
IR relies on some NLP methods (for example, stemming).
Information Extraction (IE): This is concerned in general with the extraction of
semantic information from text. This covers tasks such as named entity recognition,
Coreference resolution, relationship extraction, etc.

4.3.1 Machine Learning Approaches

Decision Tree Learning: Decision tree learning uses a decision tree as a predictive
model, which maps observations about an item to conclusions about the item’s target
value.

Association Rule Learning: Association rule learning is amethod for discovering
interesting relations between variables in large databases.

Artificial Neural Network: An artificial neural network (ANN) learning algo-
rithm, usually called neural network (NN), is a learning algorithm that is inspired by
the structure and functional aspects of biological neural networks. Computations are
structured in terms of an interconnected group of artificial neurons, processing infor-
mation using a connectionist approach to computation. Modern neural networks are
non-linear statistical data modeling tools. They are usually used to model complex
relationships between inputs and outputs, to find patterns in data, or to capture the
statistical structure in an unknown joint probability distribution between observed
variables.

Inductive Logic Programming: Inductive logic programming (ILP) is an
approach to rule learning using logic programming as a uniform representation for
input examples, background knowledge, and hypotheses. Given an encoding of the
known background knowledge and a set of examples represented as a logical data-
base of facts, an ILP system will derive a hypothesized logic program that entails
all positive and no negative examples. Inductive programming is a related field that
considers any kind of programming languages for representing hypotheses (and not
only logic programming), such as functional programs.

Support Vector Machines: Support vector machines (SVMs) are a set of related
supervised learning methods used for classification and regression. Given a set of
training examples, each marked as belonging to one of two categories, an SVM
training algorithm builds a model that predicts whether a new example falls into one
category or the other.

Cluster Analysis: Cluster analysis is the assignment of a set of observations into
subsets (called clusters) so that observations within the same cluster are similar,
while observations drawn from different clusters are dissimilar. Different clustering
techniques make different assumptions on the structure of the data, often defined by
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some similaritymetric and evaluated for example by internal compactness (similarity
between members of the same cluster) and separation between different clusters.
Other methods are based on estimated density and graph connectivity. Clustering
is a method of unsupervised learning, and a common technique for statistical data
analysis.

Bayesian Network: A Bayesian network, belief network or directed acyclic
graphicalmodel is a probabilistic graphicalmodel that represents a set of randomvari-
ables and their conditional independencies via a directed acyclic graph (DAG). For
example, a Bayesian network could represent the probabilistic relationships between
diseases and symptoms. Given symptoms, the network can be used to compute the
probabilities of the presence of various diseases. Efficient algorithms exist that per-
form inference and learning.

Reinforcement Learning: Reinforcement learning is concerned with how an
agent ought to take actions in an environment so as to maximize some notion of long-
term reward. Reinforcement learning algorithms attempt to find a policy that maps
states of theworld to the actions the agent ought to take in those states. Reinforcement
learning differs from the supervised learning problem in that correct input/output
pairs are never presented, nor sub-optimal actions explicitly corrected.

Representation Learning: Several learning algorithms, mostly unsupervised
learning algorithms, aim at discovering better representations of the inputs pro-
vided during training. Classical examples include principal components analysis
and cluster analysis. Representation learning algorithms often attempt to preserve
the information in their input but transform it in a way that makes it useful, often
as a pre-processing step before performing classification or predictions, allowing to
reconstruct the inputs coming from the unknown data generating distribution, while
not being necessarily faithful for configurations that are implausible under that dis-
tribution.

Similarity Learning: In this problem, the learning machine is given pairs of
examples that are considered similar and pairs of less similar objects. It then needs
to learn a similarity function (or a distance metric function) that can predict if new
objects are similar. It is sometimes used in Recommendation systems.

Genetic Algorithms: A genetic algorithm (GA) is a search heuristic that mimics
the process of natural selection, and uses methods such as mutation and crossover to
generate new genotype in the hope of finding good solutions to a given problem. In
machine learning, genetic algorithms found some uses in the 1980s and 1990s.

4.3.2 Advanced Analytics Using Machine Learning

Analytics are usually basedonmodeling requiring extensive computation and thus the
algorithms and software used for analytics tend to bridge the disciplines of computer
science, statistics, and mathematics.

A common application of analytics include the study of business data with an eye
to predicting and improving business performance in the future.



4 Natural Language Processing and Machine Learning … 65

Business analytics can answer questions like why is this happening, what if these
trends continue, what will happen next (that is, predict), what is the best that can
happen (that is, optimize) etc.

Analytics is the discovery and communication of meaningful patterns in data.
Advanced analytics refers to the skills, technologies, applications and practices for
continuous iterative exploration and investigation of past events to gain insight and
drive planning. Business analytics focuses on developing new insights and under-
standing of business performance based on data and statistical methods. Predictive
analytics makes extensive use of data, statistical and quantitative analysis, explana-
tory and predictive modeling, and fact-based management to drive decision making.

4.3.3 Model Building

Amodel is a proposed abstraction of reality. It represents the principles with essential
characteristics of behavior or phenomenon in the real world in a simplified way.
Though the complex mental processes are not easy to model quantitatively, higher
level of abstraction is necessary for the construction of conceptual models. Models
are more precise than verbal descriptions and offer greater manipulability. Steps:

• Selection of Topic
• Objective, Hypothesis, Research Questions
• Construct Variables
• Sampling, Data Collection, Master Sheet
• Statistical Analysis, Mathematical Modeling
• Interpretation, Report Writing

Model building leading to hypothesis specification is done at an early stage of
research (conceptual part of research, theory building).

To represent the reality: To what extent observed results depict the reality (empir-
ical part of research, theory testing).

Actual knowledge about reality exists outside. The researcher formulates beliefs
about that reality. The belief statements about the happenings of reality are the basis
of conjectures/hypotheses/research questions. Then these are tested collecting data,
analyzing data, and reporting results. If the results supports the beliefs, knowledge
generated is accepted.

Multiple Regression: A single metric dependent variable is predicted by several
metric independent variables (Fig. 4.11).
Discriminant Analysis: A single, non-metric (categorical) dependent variable is
predicted by several metric independent variables.
Logistic Regression: A single non-metric dependent variable is predicted by several
metric independent variables. This technique is similar to Discriminant Analysis, but
relies on calculations more like regression.
Multivariate Analysis of Variance (MANOVA): Several metric dependent vari-
ables are predicted by a set of non-metric (categorical) independent variables.
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Fig. 4.11 Classification of multivariate methods

Canonical Analysis: Several metric dependent variables are predicted by several
metric independent variables.
Conjoint Analysis: Used to understand respondents preferences for products and
services.
Structural Equations Modeling (SEM): Estimates multiple, interrelated depen-
dence relationships based on two components: Measurement Model and Structural
Model.
Exploratory Factor Analysis: Analyzes the structure of the interrelationships
among a large number of variables to determine a set of common underlying dimen-
sions (factors).
Cluster Analysis: Groups objects (respondents, products, firms, variables, etc.), so
that each object is similar to the other objects in the cluster and different from objects
in all the other clusters.
Multidimensional Scaling (MDS): Identifies unrecognized dimensions that affect
purchase behavior based on customer judgments of: Similarities or Preferences; and
transforms these into distances represented as perceptual maps.
Correspondence Analysis: Uses non-metric data and evaluates either linear rela-
tionships or non-linear relationships in an effort to develop a perceptual map repre-
senting the association between objects (firms, products, etc.) and a set of descriptive
characteristics of the objects.
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4.4 Statistical Packages for Data and Text Mining

Data mining an interdisciplinary subfield of computer science, is the computational
process of discovering patterns in large data sets involving methods at the inter-
section of artificial intelligence, machine learning, statistics, and database systems.
The overall goal of the data mining process is to extract information from a data
set and transform it into an understandable structure for further use. Aside from
the raw analysis step, it involves database and data management aspects, data pre-
processing, model and inference considerations, interestingness metrics, complexity
considerations, post-processing of discovered structures, visualization, and online
updating.

4.4.1 Data Mining Packages

An industry standard modeling software typically have the features like:

• Boost profits and reduce costs by targeting only the most valuable customers.
• Forecast future trends to better plan organizational strategies, logistics, and man-
ufacturing processes.

• Detect fraud and minimize business risk.
• Analyze outcomes, such as patient survival rates or good/bad credit risks.
• Report results clearly and efficiently.
• Understand which characteristics consumers relate most closely to their brand.
• Identify groups, discover relationships between groups, and predict future events.
• Access, organize, and model all types of data from within a single intuitive visual
interface. Build reliable models and deploy results quickly to meet business goals.

• Easy-to-use graphical interface puts the power of data mining in the hands of
business users to discover new insight and increase productivity.

• Optimization techniques for large datasets, including boosting and bagging—that
improve model stability and accuracy. Visualization for key algorithms, including
Neural Net and Decision Tree etc.

• Industry-specific pre-build text analysis packages for advertising, banking, insur-
ance and others.

• Improved performance for large datasets. Text/Entity Analytics and Social Net-
work Analysis (Fig. 4.12).

4.4.2 Text Mining Programs

Text Mining refers to extracting usable knowledge from unstructured text data,
through identification of core concepts, opinions and trends, to drive better business



68 J. Mustafi

Fig. 4.12 A sample data mining and forecasting software

decisions across the enterprise. Text mining, also referred to as text data mining,
roughly equivalent to text analytics, refers to the process of deriving high-quality
information from text. High-quality information is typically derived through the
devising of patterns and trends through means such as statistical pattern learning.
Textmining usually involves the process of structuring the input text (usually parsing,
along with the addition of some derived linguistic features and the removal of others,
and subsequent insertion into a database), deriving patterns within the structured
data, and finally evaluation and interpretation of the output. ‘High quality’ in text
mining usually refers to some combination of relevance, novelty, and interestingness.
Typical text mining tasks include text categorization, text clustering, concept/entity
extraction, production of granular taxonomies, sentiment analysis, document sum-
marization, and entity relation modeling (i.e., learning relations between named
entities).

A typical application is to scan a set of documents written in a natural language
and either model the document set for predictive classification purposes or populate
a database or search index with the information extracted (Fig. 4.13).
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Fig. 4.13 A sample text-mining application

4.5 Research Problems in Big Data Analytics

There are various open research open problems on Big data analytics. Since, social
network is playing a major role in this niche area, and lot of insights can be drawn
over wide spectrum of data, some examples are described in this field.

4.5.1 Social Influencers Detection Within an Organization

In any organization there are social influencers, the informal leaders with the ability
to promote change and encourage action by others without the support of the formal
hierarchy. Since influencers can come from all over an organization, and usually
don’t correlate to a specific title or role, most of them are hidden (Fig. 4.14).

A system to identify hidden gems of the organization—social influencers using
various data sources such as GPS data received from smart phones of employees,
communication between employees in the form of chats and emails and data from
enterprise social networking site. System uses these various data sources to com-
pensate in a situation where one or other data sources are missing. From these data
sources mobile based temporal features (start time, end time, time duration etc.),
mobile based spatial features (location name, type of location, proximity based infor-
mation etc.), text based communication features (advise related, informal talk related,
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Fig. 4.14 Representation of social influencers

opinion related etc.) and social networking sites based feature (no. of recommenda-
tions, no. of likes, no. of followers etc.) are extracted. By applyingMachine Learning
using these features, various network structures are identified and then graph mining
algorithms [5] like page rank is applied to identify social influencers.

4.5.2 Social Media Marketing Using Intention Analysis

Social Media Marketers have been using push marketing strategy in which ads are
targeted to the user based on user’s profile and interests that are obtained from
actions such as likes, activities in groups etc. or sentiment of his/her opinions. Since
this approach is focusing on demand generation, and not on capturing demand latent
in text, generally the conversion rate and hence ROI is very low (Fig. 4.15).

A system that continuously monitor user generated text of social media sites
obtainedvia data provider and extract intentions from the text usingNatural Language
Processing and Machine Learning. Based on the type of intent such as purchase,
wish, plan etc., type of event involved in intent such as travel, buy, meet etc., types of
entities involved in intent such as product, service, place etc. and other information
such as location of user, interest graph of user etc., system will select or generate
relevant, personalized message on behalf of marketers automatically and send to the
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Fig. 4.15 The process of social media marketing

user instantly. This system can be used in various phases of marketing such as lead
generation, social media advertisement, social customer relationship management
etc. Since in this approach we are capturing user’s immediate or future demand (pull
marketing strategy), if combined with or replacing the push marketing strategy, then
there is a promise of relatively high conversion rate and hence ROI.

4.5.3 Cognitive Computing for Education

The application will not be automatically generating content and pose questions.
Only the users will be posing the questions and the app will be answering those.
Adding filters based on content is going to be a new feature and can be added as a
post processor to ingestion. Aggregation of content (text summarization) is a very
hard problem to solve, hence the answers would be filtered based on category but
will not be modified. Multi-lingual and multi-modal should be kept for future vision.
Internet is generally not allowed for kids. Also, mobiles are not allowed generally in
schools. So, the app should be a desktop or web version on intranet. Focus should not
be content that will be ingested however we can concentrate on some test data for the
designedmodels. Themore focus should bewriting filters for any type of content that
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Fig. 4.16 Cognitive computing

can be extended for different kind of ingested content. Sign up flow questions need
not be related to hobbies/interests because we are not looking at segregating content
at App based on users’ interests. Rather the idea behind building up the profile is to
assess the IQ level of the user. This will help in writing out the filtering rules. Salient
Features (Fig. 4.16):

• the users based on their demography will be categorized and similarly the content
will also be segregated during ingestion for personalization

• answering stateless questions based on the user category
• desktop client application or web based interface deployable on server
• supported language—English only
• completely preloaded with textual information with absolutely no access to
internet.

Appendix

• Carrot2: Text and search results clustering framework
• ELKI: A university research project with advanced cluster analysis and outlier
detection methods

• GATE: A natural language processing and language engineering tool
• KNIME: A user friendly and comprehensive data analytics framework
• MLPACK library: A collection of ready-to-use machine learning algorithms
(Fig. 4.17)
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Fig. 4.17 Graphical view of databases

• MassiveOnlineAnalysis (MOA):A real-timeBig data streamminingwith concept
drift tool

• NLTK (Natural Language Toolkit): A suite of libraries and programs for symbolic
and statistical NLP

• OpenNN: Open neural networks library
• Orange: A component-based data mining and machine learning software
• R: A programming language and software environment for statistical computing
and data mining

• RapidMiner: an environment for machine learning and data mining experiments
• UIMA(Unstructured InformationManagementArchitecture):Acomponent frame-
work for analyzing unstructured content such as text, audio and video—originally
developed by IBM

• Weka: A suite of machine learning software
• Angoss KnowledgeSTUDIO: Data mining tool provided by Angoss
• Clarabridge: Enterprise class text analytics solution
• HP Vertica Analytics Platform: Data mining software provided by HP
• IBM SPSS Modeler: Data mining software provided by IBM
• KXEN Modeler: Data mining tool provided by KXEN
• Grapheme: Data mining and visualization software provided by iChrome
• LIONsolver: An integrated software for data mining, business intelligence, and
modeling

• Microsoft Analysis Services: Data mining software provided by Microsoft
• NetOwl: Suite of multilingual text and entity analytics products that enable data
mining

• Oracle Data Mining: Data mining software by Oracle
• SAS Enterprise Miner: Data mining software provided by the SAS Institute
• STATISTICA Data Miner: Data mining software provided by StatSoft
• Qlucore Omics Explorer: Data mining software provided by Qlucore.
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Disclaimer: The views expressed herein are of the author and do not necessarily
represent the views of his employer.

References

1. IBM Watson. http://www.ibm.com/smarterplanet/us/en/ibmwatson/.
2. Jurafsky, D., & Martin, J. H. Speech and language processing speech and language processing.
3. Mustafi, J., & Chaudhuri, B. B. (2008). A proposal for standardization of English to Bangla

transliteration and Bangla universal editor. Lang. India, 8, 5. (May 2008).
4. Mustafi, J., Mukherjee, S., & Chaudhuri, A. (2002). Grid computing: The future of distrib-

uted computing for high performance scientific and business applications. In Lecture Notes in
Computer Science, International Workshop on Distributed Computing, Springer, vol. 2571, pp.
339–342.

5. Mustafi, J., Parikh, A., Polisetty, A., Agarwalla, L., &Mungi, A. (2014). Thinkminers: Disorder
recognitionusing conditional randomfields anddistributional semantics. InThe 8th International
Workshop on Semantic Evaluation (SemEval—COLING), pp. 652–656.

6. Schonberger, V.M., and Cukier, K. Big data: A revolution that will transform howwe live, work,
and think.

7. The Penn Treebank Project. http://www.cis.upenn.edu/~treebank/.
8. The Stanford Natural Language Processing Group. http://nlp.stanford.edu/.

http://www.ibm.com/smarterplanet/us/en/ibmwatson/
http://www.cis.upenn.edu/~treebank/
http://nlp.stanford.edu/


Chapter 5
Big Data and Cyber Foraging: Future
Scope and Challenges

Chhabi Rani Panigrahi, Mayank Tiwary, Bibudhendu Pati
and Himansu Das

Abstract This chapter on “Big Data and Cyber Foraging: Future Scope and Chal-
lenges” mainly focuses on the development of cyber foraging systems. This chapter
introduces the concept of cloudlets and the role of cloudlets in cyber foraging sys-
tems as well as discusses about the working and limitations of cloudlets. This chapter
also explores the new architectures where the cloudlets can be helpful in providing
Big data solutions in areas with less Internet connectivity and where the user device
disruption is high. Different aspects in which the cloudlets can be used for managing
and processing of Big data are also highlighted. The chapter then deals with different
applications of cloudlets for Big data and focuses on the details of the existing work
done with cyber foraging systems to manage different characteristics of Big data.
Finally, this chapter explores the future scope and challenges of using cloudlets in
the context of Big data.

5.1 Introduction

IBM states that in last two years 90% of the data has been created from pervasive
devices and social networks [29]. The increase of Big data including structured or
unstructured data demands higher storage infrastructures. To minimize the cost of
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storage, the data is distributed inside the walls of data centers. However, there is
high requirement of architectures which can deal with the large volume of data.
Distribution of data also facilitates parallel processing. The centralized storage is
very slow and costly as compared to distributed environments. The development of
cyber foraging [4] and invention of cloudlets solves the problem of deficiency of high
processing resources among the users. As cloudlets are deployed geographically very
near to its users, the cloudlets can be very helpful to check various characteristics of
Big data such as high volume, value, velocity and veracity of Big data by appropriate
methods. The cyber foraging systems if explored more in future can reshape the
existing Big data architecture and help in more efficient management and processing
the data in parallel in a distributed environment consisting of general mobile devices
or intermittent devices. The cyber foraging systems express the power to take out
the Big data from the walls of data centers to its users itself while at the same time
ensuring high availability of the data and fault tolerant systems among intermittent
devices.

5.1.1 Cyber Foraging

Tocreatemobile deviceswith smaller size, lighterweight and longer battery life needs
that their computational capabilities are required to get compromised. The growing
market segments for mobile users mostly require computing and data manipulation
facilities even beyond than those of the lightweight mobile computing devices con-
sisting of longer battery life. Meeting such requirements is difficult for the service
providers. One of the effective ways to deal with the same problems is to use cyber
foraging systems. The main idea behind cyber foraging systems is dynamic augmen-
tation of the computational resources for wireless mobile devices or computers is to
exploit hardware infrastructurewithwired connectivity. The computational resources
are becoming very cheap and abundant. Therefore, the logic creates sense to “utilize”
the computational resources being wasted in order to improve user experience for
use of mobile-cloud services. The prices for desktop computers have fallen sharply
in the recent years. The creators of cyber foraging systems by considering the for
seeable future assumed that public spaces such as coffee shops and airport lounges
being equippedwith computational servers or with data staging servers for better cus-
tomers support. The computational servers need to be connected to Internet through
wired medium with high-bandwidth networks. Some of the commonly developed
and used cyber foraging systems include [32]: Puppeteer [5], Spectra [11], Chroma
[1], Scavenger [31], Goyal and Carter’s system [6], Framework for Power Aware
Remote Processing [12–15, 26], and Slingshot [27].
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5.1.2 Cloudlets

The main aim of cloudlet is to bring the cloud closer to its users and is mostly viewed
as data center in a box. The cloudlets can also be deployed over a micro data center
[30]. According to the cloudlet architecture [28], cloudlets act as a shadow image
of data centers and are also geographically very near to the users. The cloudlets can
provide different kinds of services to the users and can also act as a central control-
ling device for wireless networks in three tire architecture represented by “mobile
device—cloudlet—cloud” as represented in Fig. 5.1. Most of today’s cloud applica-
tions use database to store structured data. The cloudlets can also have a mobile state
where the cloudlet can itself run on general mobile devices. But, the most common
state of a cloudlet is a powerful server deployed within a local proximity of the
user in a LAN environment. The major benefits of cyber foraging systems include
service access for its users in least or LAN latency environment. The cloudlets are
connected to the Internet for synchronization with cloud and the degree of syn-
chronization depends on the service being provided by the cloudlets. The core con-
cepts of cloudlets show convergence of concepts from mobile computing and cloud
computing.

The cloudlets act as backbone of present cyber foraging systems and are charac-
terized by the following factors [28]:

• Only Soft state: The cloudlets mostly are cached state of cloud servers with no
hard state. Soft statemainly signifies the flexibility in deployment of cloudlets over
a specific category of devices in Internet of Things. The cloudlet is self-managing
after its deployment or installation at the user site. The cloudlets can safely route
the buffered data received from the mobile devices with high end security. This
buffered data includes videos, photographs, data from sensors etc.

Fig. 5.1 General cloudlet
three tier architecture
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• Powerful, well connected and safe: The cloudlets are powerful and possess suf-
ficient computational power (including sufficient CPU power, Physical memory
etc.). These powerful cloudlets aremostly used for offloading computational inten-
sive service requests to cloudlets instead of offloading it to the cloud for fulfillment
of Service Level Agreement (SLA) for services being provided by the cyber for-
aged systems. The cloudlets are well connected to the Internet by different Internet
gateways. The traffic demands from the cloudlet to cloud greatly depend on the
type of service being provided by the cloudlet. The battery life of cloudlets depends
upon the device on which the cloudlet is deployed. Integrity of cloudlet as a com-
puting platform is assumed in a production-quality implementation this will have
to be enforced through some combination of tamper-resistance, surveillance, and
run-time attestation.

• Close at hand: The cloudlets are deployed geographically very near or locally to
the proximity of the mobile users. The close at hand feature of cloudlets enables
the cloudlets to provide low end-to-end latency and high bandwidth connection.
The cloudlets are characterized by one-hop Wi-Fi device.

• Builds on standard cloud technology: The cloudlets represent the standard cloud
architecture such as Amazon EC2 and Open Stack by encapsulating the code
offloaded from mobile devices in to virtual machines (VMs). The functionality of
cloudlet is dependent on the role of cloudlet.

The cloudlets can have two states and are described as follows:

• Fixed State: In this state, the cloudlet is deployed over non-portable high per-
formance machines. The general resources of the high performance machines are
characterized by high CPU power, high physical memory, and graphics processing
units etc. This state has infinite power pool and requires very less power optimiza-
tions. This state characterizes the connectivity of cloudlets to the Internet through
high bandwidth wired mediums and the Internet connectivity is very less prone to
disruption. The cloudlets in this state are connected to the users through wireless
access points in a LAN environment. The user end point devices are mostly Layer
2 devices and on the other end the cloudlets are connected to the Internet through
routers and modems or mostly Layer 3 devices. The cloudlets in this state can also
have dedicated storage systems such as Storage Area Network (SAN) or a Net-
work Attached Storage (NAS). The selection of hardware for the cloudlets purely
depends upon the type of service being provided and also the SLAs for different
services. The cloudlets in this state can providemore services as compared to other
states.

• Mobile or Moveable State: In this state the cloudlets are deployed over portable
or movable devices which have the capabilities to provide services through Wi-Fi
Hotspot to its users. The selection of devices greatly includes devices under Internet
of Things with some constraints. The cloudlets can even be deployed over mobile
devices or smart phones. In [20], authors introduced the cloudlet deployment over
automotive environment. This automotive environment mostly includes moving
automobiles which collect data from sensors connected across it. These devices
mostly have finite power resources and optimization of power resources is required
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Table 5.1 Evolution of hardware performance [10]

Year Typical server Typical handheld or wearable

Processor Speed Device Speed

1997 Pentium� II 266MHz Palm Pilot 16MHz

2002 Itanium� 1GHz Blackberry 5810 133MHz

2007 Intel� CoreTM 2 9.6GHz (4 cores) Apple iPhone 412MHz

2011 Intel� Xeon X5 32GHz (2× 6 cores) Samsung Galaxy S2 2.4GHz (2 cores)

Samsung Galaxy S4 6.4GHz (4 cores)

2013 Intel� Xeon� E5 64GHz (2× 12 cores) Google Glass OMAP
4430

2.4GHz (2 cores)

in most of the cases. The mobile state of cloudlets creates opportunities for cloud
service providers to extend their services in rural parts where there is shortage
of high speed Internet Connectivity. The devices over which the cloudlets are
deployed in this state are mostly intermittent in nature and proper architectures
are required to reduce the disruptions for reliable services.

Table5.1 represents a variety of deviceswhichwere commonly used in the form of
wearable and mobile devices or smart phones. Table5.1 represents that with passage
of time, the mobile devices are getting more powerful processing power and battery
life.

5.1.3 Big Data and Cloudlets

The cloudlets are placed verymuch closer to the proximity of the mobile or pervasive
devices and provide services to the mobile users from one hop hotspot. The cloudlets
can be used to check most of the Big data generated from the pervasive devices. The
cloudlets can act as a layer between the pervasive devices and cloud for Big data.
The cloudlets can act as central controller for the Big data or a proxy between the
Big data generator and cloud. Acting as a middleman, the cloudlets can have much
greater degree of affects on the Vs of Big data. The cloudlets have a wide range of
advantages along with limitations also. Till date very less work has been done on
the cloudlets for management and processing of Big data. Being very close to its
users the cloudlets can even solve most of the real time problems in Big data. As
the cloudlets act as cached state of actual data center, these are even able to provide
services in absence of Internet (Fig. 5.2).
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Fig. 5.2 Cloudlets in an
automotive environment [20]

5.1.4 Contributions

In this chapter, different aspects in which the cloudlets can be used for managing
and processing of Big data are highlighted. The brief description of cloudlet and its
advantages and disadvantages in the context of Big data is also introduced. Specif-
ically, this chapter focuses on the details about the existing work done with cyber
foraging systems to manage different characteristics of Big data. This chapter also
explores the new architectures where the cloudlets can be helpful in providing Big
data solutions in areas with less Internet connectivity and where the user device
disruption is high. In this chapter, the future scope and challenges for cloudlets in
context of Big data is also explored.

5.1.5 Organization

The remainder of this chapter is organized as follows. Section5.2 introduces the
cloudlets in details which also includes working of cloudlets. Section5.3 presents
the limitations of cloudlets. Applications of cloudlets with Big data is represented in
Sect. 5.4 where the existing work on cloudlets which affects the characteristics of Big
data is explained with the results and analysis. Section5.5 discusses the effects of
cloudlets on data veracity. The future scope and challenges are explained in Sect. 5.6.
Lastly, Sect. 5.7 summarizes and concludes the chapter.

5.2 Working of Cloudlets

This section explains the cloudlets in details, alongwith how cloudlets work on exist-
ing cloudlets system and how cloudlets cope up to work in hostile environment.
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5.2.1 Common Cloudlets Systems

In this section, different cloudlets systems are briefly described.

• VMs on cloudlets—In [23], authors introduced VMs to run over cloudlets. The
cloudlets were given essential VMs to run based on the request from a variety of
users. In [23], authors proposed Kimberlize as proof-of-concept to validate their
proposed work. The Kimberlize created a VM overlay to run on the cloudlet. The
VM overlay in Kimberlize is created by using the base VM, install script and
resume script. The base VM consists of a base operating system installed and with
minimal configuration. Kimberlize first launches the base VM and then executes
the install script on the base VM. After execution of the install script, the VM
is ready with applications for mobile device use. Lastly, the Kimberlize executes
resume script after execution of install script to bring the state of application being
run on the VM. Then, authors considered that VM as launch VM. After creating
the launch VM, Kimberlize differences its memory and disk images with those of
base VM for creation of VM overlay. Finally, the VM overlay is compressed and
encrypted.

Figure5.3 represents the runtime binding in Kimberlize. In Fig. 5.3, KCM repre-
sents Kimberley ControlManager. The KCM acts as a binding between the mobile

Fig. 5.3 Runtime binding in Kimberlize [23]

Fig. 5.4 General MOCHA architecture and dynamic task partitioning [24]
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device and the cloudlet. Instances of KCM run on both mobile device and cloudlet.
Service browsing and publishing is supported by KCM with the help of Avahi in
Linux.

• Cloud-Vision–Real-time face recognition using cloudlet: In [24], authors pro-
posed MOCHA as a proposed model for real time face recognition using cloudlet.
The main challenge lies in task partitioning frommobile devices and offloading of
the computational intensive operations. Figure5.4 represents the MOCHA archi-
tecture. Here the mobile devices offload computational intensive operations to
the cloudlets and the cloudlet dynamically partitions the computational intensive
operations to be performed on mobile device itself, cloudlet, and the cloud also.
In MOCHA, the cloudlets determine how to partition the computational intensive
operations among multiple servers on cloud and itself to meet SLAs and optimize
the Quality of Service (QoS) parameters. In MOCHA, the mobile devices acquire
images and send to the cloudlets in raw form or pre-processed form. The cloudlet
or mobile device does the pre-processing of the image and the cloudlet optimally
offloads the processing to cloud or mobile device based on resource availability.
After final processing of the image, the mobile device gets back its results.

• Offload shaping for mobile devices: In [9], authors tried to filter the data before
being transmitted to the cloudlet for processing. Authors tried to propose solutions
for blurry images, which posses to reduce the accuracy of computer vision algo-
rithms. The cloudlets were programmed to run MOPED algorithm [9] for object
detection services. The offload shaping filter was deployed on Google’s glass,
which used Sobel operator. The filter normally filters the blurry image frames for
filtered transmission of images to the MOPED service on cloudlet.

• Cognitive assistance using wearable devices: In [8], authors tried to solve the
problem of cognitive decline. Authors implemented a cognitive assistance sys-
tem Gabriel which runs on cloudlets and gets computational intensive operations
and tasks from wearable devices such as Google’s glass. Figure5.5 represents
Gabriel architecture which runs on a cloudlet deployed in very close proximity
of the users. In Fig. 5.5, the Gabriel architecture works by implementing different
engines of cognitive assistance on different VMs. Coarse-grained parallelism is
trivially exploited because of no shared state acrossmultipleVMs running different
cognitive assistance engines.

5.2.2 Role of Cloudlets in Hostile Environment and Areas
with Less Internet Connectivity

In [22], authors extensively studied the performance of cloudlets in hostile environ-
ment. In hostile environment, there is limited connectivity or no connectivity from
the user to the cloud. Examples of hostile environment include areas where recovery
is in action due to any terrorist activities or disasters or hazards, theater of mili-
tary operations. Another example of hostile environment includes public region with



5 Big Data and Cyber Foraging … 83

Fig. 5.5 Gabriel architecture for cognitive assistance [8]

well connected Internet space in early stage but Internet connection disruptions due
to cyber attacks.

The cloudlets were originally developed to solve the problems having constraints
from high latency. The cloudlets tend to reduce the end-to-end latency drastically in
most of the considered cases. But, the availability or deployment of cloudlet in the
physical proximity of the users, bring higher degree of advantages to its users other
than reduced end-to-end latency.

The cloudlets act as cached state of the data center and are able to provide services
to its users even at the hostile environment. The power of cyber foraging systems
which helps the cloudlets to provide services during hostile environment can have a
very higher degree of affect on the economy of developing nations. Most of future
scope of cloudlets is discussed in later sections. The cloudlets can even be deployed
by the data center brokers [18]. In [18], authors introduced CAB as a model in which
the cloudlets act as agents of cloud brokers and the main aim of cloudlet is to provide
real time services to the users to specifically meet the SLA for the services being
provided by the cloudlets. In [18], authors also introduced a pricing scheme for CAB
and price optimization algorithms for the cloudlets which aims to benefit the data
center brokers. The price optimization is solely based on the resource scheduling
by the cloudlets. In [18], authors did not consider mobile cloudlets, where as they
considered fixed state cloudlets with high or powerful computing resources.

Figure5.6 represents a hostile environment situation in which the cloudlets form a
mesh topology network, start communicating with themselves and provide services
even if the Internet connectivity is weak or very weak with the actual cloud. The
performance of the cloudlets network entirely depends on the applications state
optimizations or in other words, the performance of cloudlets is dependent on the
type of service being provided by the cloudlet.
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Fig. 5.6 Cloudlets meshed connectivity during hostile environment [22]

5.2.3 Mobile Cloudlets and Mobile Applications

As the state of cloudlets can also support mobile devices such as smart phones, it
is very important to consider “can mobile cloudlets support mobile applications”.
In [16], authors examined the fundamental mobile cloudlet properties that suggest
whether and when a mobile cloudlet can provide services for mobile applications.
The results which authors analyzed suggest that:

(1) The more frequent mobile devices are discovered, the more amount of compu-
tational resources an initiator or user can access.

(2) Disruption of connection between the mobile device and cloudlets has a little
effect over the performance in long run.

(3) Authors introduced upper bound and lower bound on computing capacity and
computing speed of a mobile cloudlet, which helps the users to decide whether
to offload computational intensive tasks to the mobile cloudlet.

In this work, authors proposed mobile cloudlets as set of mobile nodes, which
can provide mobile services and at the same time, can also be service request ini-
tiator. Whenever the cloudlet receives service requests from an initiator node, the
task gets divided among all the nodes in the cluster and ultimately the initiator can
conserve energy and speedup computations. Both traces and results analysis together
determine that mobile cloudlet size follows negative exponential growth with time.
Where the mobile cloudlet size or the number of mobile nodes in cluster, which
form the cloudlets. The expected lifetime grows linearly with increase rate 1 and the
expected reachable time of a cloudlet node grows linearly with slope E(TC )/[E(TC )
+ E(TI )], where E(TC ) and E(TI ) are the expectations of contact and inter contact
time. E(TC )/[E(TC ) + E(TI )] indicates the probability of reach ability of initiator to
the mobile cloudlet for task dissemination and retrieval and thus can be used as an
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Fig. 5.7 Mobile cloudlet sizes follow negative growth exponentially with time in two different
experiments [16]. a Exp1. b Exp2

important parameter in deciding whether to offload task to mobile cloudlet so that
SLA meets (Fig. 5.7).

5.3 Limitations of Cloudlets

This section represents the limitations of the cloudlets. The limitations are analyzed
in terms of probability of cloudlet access and probability of successful task execution,
average speed of task execution and average tasks executed.

5.3.1 Cloudlet Network Model

In [16], authors assumed movement of mobile device in a network μm consisting of
m cloudlets. The network gets partitioned into Voronoi diagram with m number of
voronoi cells. Each voronoi cell is characterized by the presence of one cloudlet node.
Let us consider a computational task on a mobile device that requires C instructions.
Let Si be the computational speed which is represented in instructions per time unit
(usually a second) of the cloudletCi where, i = 1, 2,…,m. Now the task consisting of
C instructions takes C/Si number of unit time slots to perform the total computation
for the service request received from the mobile user. This model denotes B as the
network bandwidth. If a mobile user requires to send D amount of task data in bytes
to the cloudlet, whereas the cloudlet needs to send K bytes of data to the mobile user.
Normally the time taken to transmit the data is represented as D/B and K/B to send
and receive data respectively. This model defines task completion time as i = C/Si

+ (D+K)/B. The task completion time is defined as the sum of the task computing
times at a given cloudlet i and task transmission time.
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5.3.2 Cloudlet Connection Model

In [21], authors proposed a model which considers the access of a mobile device
to a given cloudlet when Ci is within the range of the mobile cloudlet 1 ≤ i ≤ m.
Otherwise, themobile device seems to be disconnected from themobile cloudlet. The
locations of the mobile device and mobile cloudlet is given by X(t) and XCi (t). Let r
be the range up to which the mobile cloudlet accepts connections and is capable of
providing the service with no interruptions. At any time t, the connection is available
if and only if ‖X (t) − XCi (t)‖ ≤ r , here ‖.‖ is the Euclidian norm in two dimensions.

Definition 1 The mobile device and the mobile cloudlet Ci connection time TC is
defined as follows:

T i
c ≡ in f t>0 {t : ‖X (t) − Xi (t)‖ > r} (5.1)

Definition 2 A given process {φ(t), 0 < t < ∞}, (stochastic process) and given
state space {0, 1}. If a mobile device can connect to a cloudlet at time t, φ(t) = 1,
otherwise φ(t) = 0. The process φ(t) assumes that the state 0 and 1 alternately as
shown in Fig. 5.8. The process φ(t) is defined as alternating renewal process.

Theorem 1 The cloudlet access probability is given as follows:

CA =
m∑

i=1

μi
TC{

μi
TC

+ μi
TI

} (5.2)

where, μi
TC is defined as the expectation of connection time T i

C for mobile device and
μi

T I is defined as the expectation of inter-connection T i
I for mobile cloudlet Ci .

Theorem 2 For a cloudlet, the task success rate is denoted by SR and is defined as
follows:

SR =
m∑

i=1

CAi

(
1 −

∫ δi

0

[
1 − Fi

Tc
(x)

] /
μi

Tc
dx

)
(5.3)

Here, CAi is the defined as the cloudlets access probability and is given as follows:

Fig. 5.8 Alternating renewal
process graph for connection
and inter-connection process
of a mobile device and a
mobile cloudlet Ci [16]
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CAi = μi
TC

÷ {
μi

TC
+ μi

TI

}
(5.4)

Theorem 3 The tasks executed in average over unit time t is denoted by N(t), which
satisfies the following:

E(N (t)) =
m∑

i=1

� E(N i
C (t))μi

Tc

δi
� (5.5)

Here, E(N i
C(t)) is defined as the connections existing between a mobile device user

and a mobile cloudlet Ci limited by time t.

Theorem 4 The speed of average task execution is denoted by CS and is defined as
follows:

CS = lim
t→∞E(N (t))

t

=
m∑

i=1

CAi

δi

(5.6)

All the above theorems try to put limitations on the cloudlets considering the
cloudlet access probability, probability of successful task execution, speed of average
task execution and average tasks executed. These factors become very important to
consider when the cloudlet will be used to put affects on the different Vs of Big
data. These factors are also important when the cloudlets need to run map-reduce
programs and to optimize the battery life of the mobile devices. The cloudlets with
fixed state are deployed over powerful servers, in the physical proximity of the users.
The above defined theorems and definitions vary for fixed state cloudlets.

5.4 Applications of Cloudlets for Big Data

This section explains some of the existing applications of cloudlets over Big data.
The cloudlets can be very helpful in checking the different aspects of Big data. As
Big data is the data collected effortlessly generated from different sources such as
the data generated from sensors, CCTV cameras, wearable devices, and pervasive
devices etc. As the cloudlets are deployed in the physical proximity of the Big data
generators, it can directly process the data on site and then send the processed data
or the results to the cloud. The presence of cloudlets in the physical proximity of the
Big data generators adds an extra layer of filter having computational power.

5.4.1 GigaSight

From Internet of Things, vast amount of data is generated from real time machines
[3]. These machines mostly include sensors and surveillance cameras. In the year
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2013 in USA, it was analyzed that for every 11 persons, there exists one or more than
one surveillance cameras [2]. The emergence of wearable devices under Internet of
Things such as GoPro, Google Glass, etc. is trying to shape a future in which the
video cameras will become body-worn and most commonly used and essential part
of human life. These cameras are one of major player in generating the Big data. The
data generated from these cameras are unstructured in nature and require complex
processing systems for it. Maximum cost an organization faces is for the storage
of the generated video streams from the video cameras. NSF workshop on Future
Directions in Wireless Networking, 2013 analyses that “It will soon be possible to
find a camera on every human body, in every room, on every street, and in every
vehicle” [19]. Today’s storage architecture which store the video streams from the
cameras are deployedverynear to the video cameras. Thevideos generated from these
devices are very much rich in content and value as compared to the data generated
from sensors.

GigaSight is an effective architecture which is based on reverse form of Content
Delivery Network (CDN) and primarily focuses on Internet based searchable repos-
itory for variety of video streams. The category of video streams over which the
GigaSight primarily focuses is crowd-sources video streams. Some of the hypothet-
ical use cases for video streams from crowd sources can be (1) Marketing: Which
wing attracts the people most? Which Animal is showing unusual behavior? etc.
(2) Surveillance based on computer Vision: Locating people, pet, objects, etc. from
different video streams, searching a thief from a list of thief from the surveillance
video streams, etc.

In the present architecture, when these challenges are tried to address the video
stream needs to be transmitted to the cloud where the video streamswill be processed
with high end powerful computing devices. But, this architecture possesses a variety
of network challenges.

The improper utilizations of ingress resources that act as communication channel
between the video source generator and the cloud mostly results into traffic conges-
tions. In GigaSight system, the video source generators transmit the video stream
in real time to the cloudlet in the physical proximity. The cloudlet buffers the video
stream and runs computer vision algorithms on the video streams buffered then
the results collected after running the computer vision analytics is sent to the cloud,
which reduces the traffic to a great extent as compared to the size of the video source.
The results which are sent from the cloudlet to the cloud mostly include recognized
objects, recognized faces, time of detection, space of detection, etc. These results are
also followed by the metadata such as object name, person name, time of detection,
etc.

The selection of computer vision analytics algorithms that run on the cloudlets
purely depends upon the problem being analyzed. The video streams which are sent
to the cloudlet can also receive blurry frames which can reduce the accuracy of the
computer vision algorithms, so offloading also needs to be shaped as described earlier
in Sect. 5.2.1. GigaSight also preserves the privacy for better way of management. To
better preserve the privacy, the video streams need to be modified or altered based on
the requirements of the organization. This modification or alteration of videos needs



5 Big Data and Cyber Foraging … 89

Fig. 5.9 GigaSight architecture deployed over cloudlets [3]

to be automated. Authors of GigaSight term the automation process for preserving
privacy as denaturing (Fig. 5.9).

Denaturing can also affect the value of the video stream being processed. Denatur-
ing is highly sensitive to the context in which theGigaSight is being used. Denaturing
carefully analyzes the frames and tries to process the frames based on requirements
andmostly require high computational resources.Denaturingmay involve blurring or
completely removing the privacy constraints appearing in the video streams. Some of
the common use cases of denaturing video streams include removing specific faces,
objects, or personal scenes. The denaturing of data not only involves modifying the
contents of a video stream but may also focus on metadata modification. This is done
by taking the objects that needs to be removed from the scene, extracting features
from the objects and training the machine classifiers.

Whenever the denaturing processing systems recognize an object, similar process
occurs for the recognized objects i.e. features are extracted from the newly recognized
objects and testing the trained machine classifier. This is one of the methods for
denaturing a video stream, but there can be many methods which can do the same.
Denaturing of data is not only associated with cloudlets, but also with those systems
where cloudlets will be used for data analysis at the physical proximity of the data
source generators. The above defined method for denaturing a video stream requires
optimization methods for feature selection, training of the machine classifier and
testing. The optimizations methods are mostly context sensitive. The denaturing of
video streams have higher degree of affects over the value of Big data.
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Fig. 5.10 Gigasight deployed over cloudlets [3]

In Fig. 5.10, the GigaSight model is deployed over the cloudlet. The figure also
shows multistep pipeline deployment of denaturing engine. Figure5.10 also shows
the implementation of video stream denaturing engine on a VM.

The video stream denaturing engine is implemented over on a VM (Personal
VM) over a cloudlet. The denaturing algorithms run on the specified VM based on
clients preferences,whose data and processes are separated fromotherVMs. The user
mobile device or the video stream generator and the personal VM has only access to
the original video stream. There are multiple personal VMs over the cloudlet, whcih
have denaturing engine implemented over them.

In the initial phase, a part of original video i.e. set of frames are used by the
denaturing. The denaturing engine produces two outputs, one is “thumbnail video”
and encrypted version of the original video. The thumbnail video is used to represent
the overview of video content and is mainly used for search operations and indexing.
Both of the outputs are stored on the cloudlet storage. While a search operation is
performed, over the thumbnail video and results a section of intrest for the full-
fidelity video then its respective personal VM is requested to decrypt and denature
the particular segment required. After the decoding phase, the filters which are used
for the privacy of metadata are applied. This is a binary process in which the frame
is either completely allowed or is completely blanked or not allowed. After this the
content based filters are applied which is based on the user preferences. Figure5.11
shows the frames of a denatured video.

The indexing as shown inFig. 5.10 is performedon a separateVMand the indexing
process runs as a background activity. For searching requests, custom code must be
written which can directly examine the denatured video and give appropriate results.
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Fig. 5.11 Example of
denatured video frames [3]

The performance or throughput of the indexing VM depends on the total number of
objects that are to be detected. In other words, the indexer’s performance depends
on the context and the type of service being provided by the cloudlet. In real world
situations, the number of objects can be very high, so authors in [3], proposed an
approach to use machine classifiers for those object which occur frequently in the
context.

GigaSight is based on a two step hierarchical workflow for its searching opera-
tions. In the first step a user performs a SQL query search, which may consists of
searching about the metadata. After the search or query is executed, the user gets the
reply in the form of list of video segments and respective thumbnailed video. The
second step is based on filtering out the search to get the actual content in a more
relevant set. This process is computationally intensive and Gigasight ensures to run
them in parallel to increase performance.

GigaSight also models the automotive cloudlet architecture in which the cloudets
are deployed over moving vehicles or base towers. Under this model, the video
cameras are deployed over the moving vehicles which can be used to ensure higher
degree of road safety.

For example if the computer vision algorithms are able to track dead animals,
fallen trees, broken roads during disasters and accidents, then the cloudlets deployed
over the moving automobiles can easily track their location and warn other vehicles
for safety. This communication of warningmessage takes place through the cloudlets
at the base towers, which receive the warning messages from one of the vehicle and
brodcast this message to all other vehicles whose cloudlets can be reachable from the
base towers cloudlets. These video streams an further be used by survey agencies to
do different kinds of automated surveys for the traffic management systems. Todays
automobiles are gripedwith high data rate sensors over different parts of the vehicles.

These sensors usually transmit the data to cloud, where the data is analysed and
results containing preventive measures are sent back to the automobile via Internet.
But the chances of failure of this model is high when the vehicles are in such areas
where the Internet connectivity is very disruptive in nature. The other challenges that
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Fig. 5.12 Users per cloudlet
versus frames processed per
second per user [3]

the cloud service providers face is regarding the storage of the high velocity data from
the sensors of the automobiles. The cloudlets when deployed over the vehicles can
do the processing of data on the site itself and provide results to the vehicles in real
time. The cloudlets can even work in those environments where their is disruptive
Internet connection.

The graph as shown in Fig. 5.12 represents the tradeoff between the frame rates
being processed per user and number of users per cloudlet. In Fig. 5.12, the shaded
region facts that the range for feasible elements based on processing power and fixed
network. Here N is the number of users and F is the number of frames processed per
user.

5.5 Big Data Veracity and Cloudlets

This section explains the different problemswhich can be solved at the user end or the
cloudlets without transmitting the computational data to the cloud. The unstructured
data constitute a major part of the Big data generated and it posses threats internally
to the administrators to secure data. This section explains the problems which are in
the context of data veracity.

5.5.1 Malware Detection in Unstructured Data Using
Cloudlets

Malwares are found in the unstructured data and securing the big unstructured data
frommalwares is a big challenge for cloud storage providers. The increasing number
ofmalware signaturesmakes it very difficult to scan thewhole database formalwares.
In [25], authors proposed a malware detector based on map-reduce programming
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approach. The map-reduce malware detector engine uses Graphics Processing Unit
(GPU) at the back end for parallel processing of the data. The map-reduce programs
run in parallel and alongwith the parallel map-reduce programs, the GPU parallelism
provides second level of parallelism for the map-reduced based malware detection
engine. Examples of unstructured data include videos files, mp3 files, compressed
files (such as gzip, bzip, zip, rar, iso, etc.), executable files etc.

There are two methods for malware detection; (1) Signature based (2) Behavior
based. In the signature basedmalware detection, the files contents are scanned against
a set of malware signatures whereas in the behavior based malware detection, the
behavior of files are monitored against a set of pre defined behavior. The signature
basedmalware detection is highly computational intensive and hence solved bymap-
reduce approach. The virus signatures from the Clam AV [25] are divided into three
main categories:

• Basic Signatures: Basic signatures are in the form of hexadecimal strings. These
signatures are scanned with the whole content of the file.

• MD5 Signatures: These signatures are in the form of MD5 checksums. These
signatures are matched with the MD5 checksums of a file instead of matching the
whole content of the file.

• Regular Expression Signatures: These signatures consists several forms of wild
cards which are evaluated with the inspected file. The CPU overhead is very high
in case of basic signatures and regular expressions.

Map-Reduce AV algorithm (GPU based)

In the mapping phase, the input is the file to be scanned and the size of the input
is based on blocks of size 64 MB. The mapper breaks the input block into sentences
and grouped into array of two dimension form. Then the 2D array is sent to the
GPU using asynchronous streaming process among a single block of size 64 MB.
The malware signatures are cached in the distributed cache, which is also grouped
similarly into 2D array and sent to the GPU’s read only cache. During the mapping
phase, the mapper receives the block as value and the name of the file as key. The
GPU kernel is called in the mapper which actually performs the pattern matching.

In [17], authors implemented two pattern matching algorithms—Wu-Manber’s
algorithm and Bloom Filter algorithm over GPU and evaluated their performances.
After the GPU finishes its execution, the result is sent in binary form to the CPU,
where 1 indicates matching of the signatures with the contents of the file and 0
indicates no match. Then the mapper emits the file name as key and the binary result
from GPU as value to reducer. The reducer checks every key for values 1, and emits
the same key and value as “contains malware contents” to file system to be written
as results. One of the major limitations of this work is that no asynchronous activity
can be established among different mappers to reduce the bottleneck of bandwidth
of PCI slot where the GPU card is attached physically. In this work, authors tried to
evaluate the performance of CPU by using java’s multithreading, which can help in
complete evaluation of CPU’s cores and a fair comparison can be made between the
hadoop cluster without GPU cards and with GPU cards.
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Fig. 5.13 Time comparison
graph for Bloom Filter
algorithm

Fig. 5.14 Time comparison
graph for Wu-Manber
algorithm

Figures5.13 and 5.14 represent the time comparison graphs for bloom filter algo-
rithm andWu-Manbers algorithm respectively. In this analysis, authors evaluated the
proposed mapreduce malware detector engine by giving different inputs consisting
of unstructured data and 15000 malware signatures from Clam AV.

Figure5.15 represents an overall comparison between the Bloom Filter algorithm
and Wu-Manbers algorithm, where the Wu-Manbers algorithm for pattern matching
seems to be a better solution when the size of malware signatures is high.

In cyber foraging, whenever a user uploads a file to cloud via cloudlet, the cloudlet
will evaluate the file formalware and secure the data before it is uploaded to the cloud.
For this problem, cloudlets with high computational resources are required with a
GPU card. After the cloud performs the evaluation of the data, then the cloudlet
uploads the file to the cloud storage. In this context, the cloudlet acts as a Firewall
with main aim to secure the data.
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Fig. 5.15 Time comparison
graphs for Bloom Filter
algorithm versus
Wu-Manber algorithm

5.5.2 Steganalysis at Cloudlets

A major percentage of today’s unstructured data constitute videos and images.
Steganography is the art of hiding information, which embeds secret messages into
images, mp3 files, etc. using a variety of methods. The steganography also possess
threat to data integrity which needs to be addressed at the earliest. In today’s Big
data context, the high volume of data creates challenges for steganalysis. If the ste-
ganalysis is performed at the earliest at the cloudlet, it would benefit a lot to the data
center administrators.

There are a variety of methods for steganalysis. In [6], authors used a three phase
method for the same. In [6], authors proposed steganalysis engine using GPU’s to
accelerate the speedup of execution and to cope up with the high volume of data. In
[6], authors extracted features from the transform domain and trained the machine
classifiers for detecting an image as stego or non-stego based on the appropriate
features. The steganalysis engine is based on three phases as shown in Fig. 5.16.

The first phase of steganalysis engine is the image estimation. In this phase, order
statistics filter are applied to the original image and thereby producing five estimated
images. These estimated images are considered to have less noise as compared to
the original stego image. The five order statistics filters applied are median filter,
min & max filter, mid filter and alpha trimmed mean filter. In the second phase,
features are extracted from the original image and the five estimated image. The
authors generated a set of 255 features from the input image using first order statistics

Fig. 5.16 Steganalysis
engine
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features from [7]. The first order statistics includes three functions, these functions
have several attributes, when these attributes are applied over the five estimated
images and the original image then a set of 255 features are generated. In the third
phase, the features generated from the second phase are used to train the neural
network machine classifier. The features generated for input image are normalized
and given as input to the neural network. The neural network is now trained and
ready to operate for final classification of the input image to stego or non stego.

For training the neural network, features from stego and non stego image are used.
The feature extraction process is the most computational intensive operation and is
thus offloaded to the GPU for execution by implementing parallel GPU kernels. Final
classification results show higher accuracy of classification against the extracted fea-
tures. Figure5.17 shows the convergence and performance graphs for the artificial
neural network. This graph represents the performance of the neural network dur-
ing training phase of the classifier. Figure5.18 shows the time comparison graphs
for the performance of steganalysis engine without GPU card and with GPU card
attached. The steganalysis engine with GPU cards attached shows higher degree of
performance. The results analysis depicts that there is not much difference between
the overall speedup of the GPU against CPU this is because of two main factors: one
the use of JCUDA which adds extra overhead of the Java Native Interface (JNI) and
the use of multiple GPU kernels during the feature extraction phase, which restricts
the asynchronous activity of the GPU cards to some extent.

When this steganalytic engine is deployed over the cloudlets, the cloudlets ensure
only non stego images to transmit to cloud. In this context also, the cloudlet acts as
a firewall for Big data and ensures high end security for the data that is transmitted
to the cloud for storage.

Fig. 5.17 Training
performance and
convergence graph
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Fig. 5.18 Time comparison
graphs for CPU and GPU

5.6 Future Scope and Challenges

This section explains the future vision that the cloudlets can enable for future gen-
eration Big data computing and the challenges faced by the cloudlets.

5.6.1 Future Scope for Cloudlets

The cloudlets are the major elements of cyber foraging and enable on site computa-
tions. The cloudlets are deployed on the physical proximity of the users and are able
to cache the services from the cloud. The cloudlets and cyber foraging models and
architectures are trying to reshape the existing cloud models. There are a variety of
fields in which the cloudlets can be used to cope up with the challenges of the Big
data. Some of those are explained and highlighted as follows:
1 Rural Uses—The cloudlets are capable of providing services during hostile envi-
ronment. In rural areas of developing countries, the reach of Internet is not so devel-
oped and the existing research to advance the growth of rural areas depends mostly
on high speed Internet. In rural areas, the cloudlets can be deployed to the sensors
in agriculture fields, which can provide services there. The cloudlets do not require
high computational facility at the fields, where as they can be adjusted by deploying
them to mobile devices. The Hospitals in rural India can use Body Area Networks
sensors for constantly monitoring the health of rural people, the cloudlets if deployed
in the physical proximity of the sensors, can have benefits over real time problems.
2 Urban and Semi Urban Uses—The cloudlets can be used greatly to develop
the health technology for urban and semi urban health care systems. The cloudlets
can help in real time health monitoring systems, on site diagnosis for a variety of
diseases using trained machine classifiers. The automotive model of cloudlets can
enable them to take the computation to the edge of society. The automotive cloudlets
can further be useful for auto driving vehicles, ensuring higher road safety, automated
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emergency calls to the nearest health care systems, etc.
3 Learning Systems—The mobile cloudlets can become helpful to create local data
repositorymanaged by cloudlets for fault tolerance and high availability of data. This
property of cloudlets can enable them to cope up with the high volume problems of
Big data by enabling “your data with you” model.

5.6.2 Challenges with Cloudlets

The cloudlets are deployed in the physical proximity of the users or Big data gener-
ators. The deployment of cloudlets near to the users also adds extra cost to the cloud
service providers. The cloudlet also needs Internet connection and the use of Inter-
net traffic by cloudlet depends upon the type of service being provided. The latest
research on software defined approaches such as Software Defines Networks need
an integration of current research with cyber foraging systems. The software defined
approaches for cloudlets can help the cyber foraging systems to highly optimize the
resources of cloudlets and provide reliable services to the users and at the same time
help in increasing the profits at the cloudlet service providers.

The mobile cloudlets have limited battery health or energy and hence there is the
need of highly optimized techniques for use of cloudlets services which can reduce
the energy consumption for the cloudlets. There can be a lot of research on the
states of cloudlets. There is a specific category of devices under Internet of Things,
which can be used for cloudlets deployment. The cloudlets are self managed and
require very less management. Currently, very less work has been done to reduce
the management issues for cloudlets, which need to explore in the future for adding
managerial and deployment benefits to the cloudlets. The costs of cloudlets also
depend upon the type of facilities and services being provided by the cloudlets. The
cloudlets can be used to control the high velocity of Big data such as congestion
controll and appropriate bandwidth allocations.

5.7 Conclusion

The cloudlets are one of the prominent and the most important element of the today’s
cyber foraging systems. The cloudlets are able to provide services during hostile
environment. As the cloudlets are deployed over the physical proximity of the users
or Big data generators, the cloudlets can be used as Big data firewalls, which can
filter the content of Big data generated before uploading the data to cloud. This
nature of cloudlet has a great effect over the veracity factor of the Big data. The
mobile cloudlets along with the fixed state cloudlets can be used to create local data
repositories to cope up with the high volume of Big data. The cloudlets can also have
effect on the value of Big data as seen in the GigaSight project. This chapter also
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reveals the future scope and challenges for cloudlets and cyber foraging systems as
well as limitations of cloudlets.
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Chapter 6
Parallel GA in Big Data Analysis

Santwana Sagnika, Bhabani Shankar Prasad Mishra
and Satchidananda Dehuri

Abstract As the scope of computation is extending to domains where large and
complex datasets are needed to be dealt with, it has become a very useful approach
to sub-divide the tasks and perform them in parallel, which leads to a significant
reduction in the processing time. On the other hand, evolutionary and swarm-based
algorithms are rapidly gaining popularity to solve complex problems. However, these
methods consume a lot of time in solving problems. Hence, parallelization of evolu-
tionary algorithms proves to be beneficial in solving intensive tasks within a feasible
execution time. This chapter describes the parallelization issues in Genetic Algo-
rithms (GA) and use of various Big data mechanisms over parallel GA models.

Keywords Parallel genetic algorithms · Big data ·Map-Reduce · PGA models

6.1 Genetic Algorithms

Genetic Algorithms (GA) represent a group of evolutionary computing techniques
that are used to search large spaces for discovering optimal solutions. They are
heuristic techniques based on the principle of natural selection that perform ran-
dom exploration in vast solution domains. They are currently used in a multitude of
application areas such as engineering, business, and scientific applications. Being
non-deterministic and stochastic in nature, they do not guarantee exact and same
solutions each time they run. The basic principle of GA is based on biological
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evolution, which is represented by the steps of selection, crossover, and mutation
performed over a set of chromosomes, where each chromosome represents a partic-
ular solution to a problem [2, 9].

6.2 Parallel Genetic Algorithms

GAs are mostly applied to large problems involving complex datasets. Besides, the
inherent features of GA include multiple iterations running on randomly generated
data. These factors lead to a very high execution time. To reduce the running time and
render the use of GA to more number of application areas, parallelization can prove
to be a suitable mechanism. Since most part of GA consists of repetitive actions over
different data, it is perfectly suited for parallelization. This has given rise to research
into Parallel Genetic Algorithms (PGAs). PGAs are easier to implement, and more
importantly, they satisfy the basic aimof parallelization, i.e., to provide a substantially
better solution than the aggregate of solutions provided by its individual parts. For
designing a PGA, either a single population can be used, or the entire population can
be sub-divided into smaller populations and worked upon. The communication cost
among the parallel systems also needs to be taken into account. Considering such fac-
tors, available research suggests high memory and CPU availability, better diversity,
higher efficiency and provision of multiple solutions attained by implementation of
PGAs. PGAs can also be applied for multi-objective optimization problems, wherein
the parallel systems can seek different non-dominated solutions simultaneously
[1, 2, 5]. Here the most popular PGA models are discussed.

PGAs can be broadly classified into three categories:
(1) Single-population Master-Slave GA,
(2) Fine-grained GA, and
(3) Coarse-grained GA.

Figure6.1 shows an overview of the classification techniques.
Master-slave model is also known as global parallel GA. In this model, the

solutions are represented in the form of a population which is shared globally, that
is managed by a master processor. The other slave processors take the charge of

Fig. 6.1 Classification of PGA models
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evaluating the fitness of the global population. The processes of selection and
crossover occur globally. Since fitness evaluation is independent, communication
occurs only when the slaves receive the population from the master and when they
return the evaluated fitness value. Hence the overhead associated with communica-
tion is reduced (Fig. 6.2). When the algorithm pauses for all slaves to finish fitness
evaluation before aggregating them and moving to the next iteration, it is known as
synchronous. This kind of model increases the scale, calculation power and speed
of GA. One such model is the Golub and Jakobovic model, where a shared memory
is used to implement the master-slave concept (Fig. 6.3). This model suffers from
getting trapped in local minima, hence a modification to this model has also been
proposed. The modified model has a larger idle time (Fig. 6.4). To overcome these
issues, a new model known as the Trigger model is designed. An efficient master-
slave model depends on proper load balancing mechanisms.

The fine-grained model divides the entire population into a large number of
smaller demes. Itworks on a single population. Thepopulation is spatially distributed.
Every deme is restricted to be able to interact with only its immediate neighbors.
Overlapping of the demes is permitted for the exchange of better solutions with the
neighbors. Selection and crossover occur within the demes, or at most within the
restricted neighborhood. Such a model is suitable for systems which have a high
degree of parallelism. This model is also known as massively parallel GA (mpGA)
or cellular GA (cGA). The increase in population size and neighborhood size can

Fig. 6.2 Global parallelization model
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Fig. 6.3 Golub and Jakobovic model

Fig. 6.4 Golub and Jakobovic modified model
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Fig. 6.5 Coarse-grained
model

adversely affect the performance of the algorithm. Manderick et al. have proposed
an implementation of an mpGA using a 2-D grid distribution.

The coarse-grained model is also known as distributed GA (dGA) or island
GA. It consists of a set of sub-populations which perform migration, i.e., exchange
of individuals, occasionally. These methods are highly popular, and involve a set
of sub-populations that evolve in parallel. They perform migration, by exchange of
chromosomes between processes. Important factors to consider are the number and
size of demes and the topology of inter-connections. Grosso has done path-breaking
work in this field, discovering that a threshold migration rate has to be taken care
of, so that the performance is not degraded. Further work was done by Tanese who
implemented a 4-D hypercube model and explored the various factors that influence
migration. Designing such a multiple-deme parallel GA involves complex decisions
and choices (Fig. 6.5).

In addition, a combination of fine and coarse-grained GAs can also be employed
to realize parallelization. One such approach is to perform global parallelization
on each deme of a coarse-grained system. This leads to good speed-up at same
complexity [6].

6.3 Parallel Genetic Algorithms in Big Data Analysis

6.3.1 Map Reduce

Map Reduce is a Google framework for executing functions in batch mode that can
operate on a huge amount of data. It is followed by the Hadoop software since it
provides a high level of scalability. There are two major tasks in the process. The
first is Map, where the input data is broken down into smaller parts (key-value pairs)
which is suitable for further processing. The second is Reduce, which takes the above
output and combines them into new key-value pairs. The framework facilitates the
parallel processing of large datasets in cluster and grid systems [3, 4, 10].
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Fig. 6.6 Coarse grained parallelization using map reduce

PGA can be used in the Map and Reduce processes. Here Map Reduce using
various PGA models is discussed.

6.3.1.1 Global Parallelization Using Map Reduce

Global Parallelization follows the Master-Slave model where one system becomes
the master and the rest become slaves. The master node performs and stores most
of the operations. It sends individuals to the slaves who perform selection operation
on them and return the best selected individuals to the master. The main program
is in charge of creation and initialization of the population and start the process. It
also checks the termination criteria and determines when to stop the execution. The
following algorithm shows the steps of the process.

Algorithm 1
Map(last_gen, next_gen)
{
curr_gen=0;
pop=CreateRandomPopulation(pop_size);
Fitness_function(pop);
while (curr_gen<last_gen) do
pop=Next_gen(pop);
curr_gen=curr_gen+1;
end while
opt=best from Fitness_function(pop);
return opt;
}
Next_gen(pop)
{
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for (index in pop) do
parents=Selection(pop);
offspring=Crossover(parents);
offspring=Mutation(offspring);
add offspring to newOffspringSet;
end for
}
Reduce (opt)
{
for (index in opt) do
Check_opt(index);
end for
}

6.3.1.2 Coarse Grained Parallelization Using Map Reduce

The various computing nodes, termed as islands, further sub-divide the population
among themselves and the genetic algorithm tasks are carried out by each node on its
own group of individuals. Migration is carried out for exchanging the chromosomes
among the nodes. A partition strategy needs to be defined so that every island of
chromosomes is mapped to a Reducer. The Mapper randomly changes the islands,
hence implementing migration, which results in chromosomes being assigned to a
different Reducer (Fig. 6.6). The following algorithm shows the steps of the process.
Algorithm 2
Map(indiv_val,default_val)
{
Mapper(key, value);
pop=S1[0], S2[0],…, Sn[0] = indiv_val;
pop1=Evaluate(S1[0],S2[0],…,SN[0]);
Emit(default_val, pop1);
}
Reduce1 (indiv_val, key, val_list)
{
Reducer(key,val_list);
index=0;
for (each value in val_list) do
pop[index]=S1[index],S2[index],…,Sn[index]=indiv_val;
index++;
end for
pop1=Selection(pop);
for (each value in pop1) do
Emit(indiv_val,1);
}
Reduce2(key,value,indiv_key)
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{
Find_Reduce(key,value);
pop=S1[0],S2[0],…,Sn[0]=indiv_key;
Emit(pop,1);
}
Coordinator()
{
MapReduce();
index=0;
pop[0]=S1[0],S2[0],…,Sn[0];
Evaluate(S1[0],S2[0],…,Sn[0]);
while(T[pop[index]]==false) do
pop1[index]=Crossover(pop[index]);
pop1[index]=Mutation(pop[index]);
Send_to_scheduler(pop1(index));
pop[index+1]=Recv_from_scheduler(index);
T=index+1;
return (pop[index]);
}

6.3.1.3 Fine Grained Parallelization Using Map Reduce

A slight variation in the previous proposal can lead to the implementation of Map
Reduce over a fine-grained model. Each Mapper takes a single chromosome which
is then passed to a randomly-selected Reducer. A pseudo-random function is used
to generate the neighborhood as required by the model.

6.3.2 Compute Unified Device Architecture (CUDA)

It is a parallel computing model developed by NVIDIA, to perform parallel com-
putations on Graphics Processing Units (GPUs). CUDA can take the advantage of
parallelism by running on both GPUs and CPUs. In this architecture, programmers
can access the GPU memory, and hence, make beneficial use of parallelization. A
CUDA program execution is done at two locations- the host (CPU) and the device
(GPU). CUDA is based on the C language. It can generate functions known as ker-
nels. These kernels run in parallel on different threads during execution. Batches
of threads can be grouped into blocks. The program is hosted on the CPU and the
computations are done on the GPU who returns the results to the CPU.
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6.3.2.1 Master-Slave Parallelization Using CUDA

Themaster-slavemodel does not require anything specific about the underlying archi-
tecture, so it can be implemented on any platform. The tasks are delegated to the
GPU whose memory is extensively used. This reduces the communication between
devices. The transfers that occur require lesser bandwidth. The algorithm is further
modified to improve the performance and have a better distinction between the CPU
that acts as a master node, controlling the process and issuing commands for opera-
tions that are to be carried out by the GPU or slave nodes. The following algorithm
shows the steps that are followed [7–9, 11, 12].

Algorithm 3
Initialize the system
Set sizes of thread blocks and grid for maximum parallelization
on GPU: {Create and initialize the population}
while TRUE do
on GPU:
{
Assess fitness of individuals
Assess statistics and state
Check for termination condition
}
if TRUE then
end algorithm;
end while;
else
continue
end if
on GPU:
{
Choose best individuals
Perform elitism
Perform scaling
Perform selection
Perform crossover
Perform mutation
Perform replacement to create new generation
}
end while
Provide results
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6.3.2.2 Coarse-Grained Parallelization Using CUDA

An island-based GA can be taken, implementing migration in a single-directional
ring topology. The CPU parallelizes the initial generation and sends them to the
GPUs through the main memory. Then the kernels are created and the population
is divided into input threads. CUDA threads control individuals stored on shared
on-chip memory. The steps of the GA take place in parallel. CUDA block barriers
separate the operations for better consistency. Migration is done asynchronously.
After termination condition is reached, the threads write back the results to the main
memory.

6.3.2.3 Fine-Grained Parallelization Using CUDA

For implementing fine-grained parallelization, a 2-dimensional matrix can be taken
for representing the threads. This leads to simultaneous access of all genes of a chro-
mosome. The user can provide a fitness evaluation kernel that utilizes the resources
efficiently. This provides optimal performance to the user. This approach is highly
useful for intensive calculations (Fig. 6.7).

Fig. 6.7 CUDA on fine-grained parallel GA architecture
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6.4 Summary

For most computational needs, it is highly necessary to reach the solution in the min-
imum possible time. Parallelization provides an efficient way to reduce the running
time and make optimal use of resources available. Applying parallelization on GAs
prove to be extremely effective since the long execution time is drastically reduced.
This chapter has discussed the various PGAmodels, alongwith the application of Big
data tools to implement the various PGA models, which have an extensive applica-
bility in problems involving large and complex datasets. As future work, more Big
data tools can be applied on PGA models with efficient algorithms that can fully
exploit the parallelization and attain maximum speedup.

References

1. Alba, E., &Troya, J.M. (1999). A survey of parallel distributed genetic algorithms.Complexity,
4(4), 31–52.

2. Cantu-Paz, E. (1998). A survey of parallel genetic algorithms.Calculateurs Paralleles, Reseaux
Et Systems Repartis, 10,

3. Geronimo, L. D., Ferrucci, F., Murolo, A., & Sarro, F. (2012). A parallel genetic algorithm
based on hadoop mapreduce for the automatic generation of junit test suites. In IEEE Fifth
International Conference on Software Testing, Verification and Validation, pp. 785–793.

4. Golub, M., & Budin, L. (2000). An asynchronous model of global parallel genetic algorithms.
In Proceedings of the 22nd International Conference on Information Technology Interfaces,
pp. 363–368.

5. Hassani, A., & Treijs, J. (1975). An overview of standard and parallel genetic algorithms.
6. Mishra, B. S. P.,Dehuri, S.,Mall, R.,&Ghosh,A. (2011). Parallel single andmultiple objectives

genetic algorithms:A survey. International Journal of Applied Evolutionary Computation,2(2),
21–58.

7. Mivule, K., Harvey, B., Cobb, C., & Sayed, H. E. (2014). A review of cuda, mapreduce, and
pthreads parallel computing models. CoRR, pp. 1–10.

8. Oiso,M.,Matsumura, Y., Yasuda, T., &Ohkura, K. (2011). Implementing genetic algorithms to
Cuda environment using data parallelization. Tehnicki vjesnik/Technical Gazette, 18(4), 511–
517.

9. Pospichal, P., Jaros, J., & Schwarz, J. (2010). Parallel genetic algorithm on the CUDA archi-
tecture. In EvoApplications, pp. 442–251.

10. Rahate, K. S., & Lobo, L. M. R. J. (2013). A novel technique for parallelization of genetic
algorithmusingHadoop. International Journal of Engineering Trends and Technology (IJETT),
4(8), 3328–3331.

11. Shah, R., Narayanan, P. J., & Kothapalli, K. (2010). GPU-accelerated genetic algorithms. In
Proceedings of the Workshop on Parallel Architectures for Bio-inspired Algorithms, pp. 27–34.

12. Sharma, M., & Soni, P. (2014). Comparative study of parallel programming models to compute
complex algorithm. International Journal of Computer Applications, 96(19), 9–12.



Chapter 7
Evolutionary Algorithm Based Techniques
to Handle Big Data

Ghosh Sanchita and Desarkar Anindita

Abstract Big data is an all-encompassing term for any collection of data sets so
large and complex that it becomes difficult to process them using traditional data
processing applications. So Data mining, which has as a goal to extract knowl-
edge from large databases, has become a challenge for this large and complex data
set [52]. Other challenges in handling Big data include analysis, capture, curation,
search, sharing, storage, transfer, visualization, and privacy violations. To extract
and handle this large amount of knowledge, a database may be considered as a large
search space, and a mining algorithm as a search strategy. In general, a search space
consists of an enormous number of elements, making an exhaustive search infeasi-
ble. Therefore, efficient search strategies are of vital importance. Search strategies
based on Evolutionary algorithms have been applied successfully in a wide range of
applications. In this chapter, we discuss about Big data and limitations of standard
algorithms handling them, Evolutionary Algorithm and their advantages in handling
Big data, Commonly used Evolutionary algorithm—Genetic Algorithm and the var-
ious application areas where genetic Algorithm plays evolutionary role in the large
and complex search space.

Keywords Genetic algorithm · Big data · Data acquisition and recording · Infor-
mation extraction and cleaning · Interpretation ·Heterogeneity and incompleteness ·
Representation · Evaluation function · Population · Parent selection mechanism ·
Variation operators · Survivor selection mechanism · Initialization · Termination
condition · Hybrid selection method · Enhanced roulette wheel selection · Tourna-
ment selection · Selection operator
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7.1 Introduction

The amount of data stored in databases continues to grow fast. Intuitively, this large
amount of stored data contains valuable hidden knowledge, which could be used to
improve the decision-making process of an organization. For instance, data about
previous sales might contain interesting relationships between products and cus-
tomers. The discovery of such relationships can be very useful to increase the sales
of a company. However, the number of human data analysts grows at a much smaller
rate than the amount of stored data. Thus, there is a clear need for efficient search
strategies for extracting knowledge from data.

In this scenario, Evolutionary algorithms can be used as a feasible solution
because of their attractive features that enable them to resolve some of the drawbacks
faced in handling Big data with conventional techniques and enable them to discover
novel solutions, such as their robustness when dealing with noisy data, and their
ability to interpret data without any a priori knowledge.

Also in the Big data environment, finding a solution in a very complex search
space or exhaustive search is a big challenge due to it’s enormous volume, velocity
and variety. The traditional search techniques are too slow for finding an acceptable
solution where the Evolutionary algorithms are extremely useful as it requires little
information to search effectively in this kind of large/complex search space. For
exhaustive search, it does not require searching each and every point in the search
space, exploration is the process of visiting entirely new regions of a search space.
This is controlled by Crossover and Mutation operators by creating diversity in the
population. On the other hand, exploitation which is the reduction of diversity by
focusing on the better individuals is taken care by the selection process. As a result, a
good search techniquemust find a good balance between these two important factors:
exploration and exploitation to find a global optimum. A trade off ensures that good
solutions go to the next generation more frequently than poor solutions.

In this chapter, we have discussed about Big data and the limitations of standard
algorithms in handling them, Evolutionary Algorithm and their advantages in han-
dling Big data, Evolutionary algorithm and it’s major components along with their
brief description, the major benefits of Evolutionary algorithm in Big data analysis,
Criteria for using Evolutionary algorithm, Brief description of the Commonly used
Evolutionary algorithm—Genetic Algorithm and it’s various selection operators, the
various application areas where genetic Algorithm plays crucial role in the Big data
environment.

The rest of the chapter is organized as follows. Section7.2 describes the basic con-
cept of Big data. Limitations of standard algorithm in handling Big data is included
in Sect. 7.3. Basic description of Evolutionary algorithm and its major components
are provided in Sect. 7.4. Section7.5 highlights the benefit of Evolutionary algorithm
in the analysis of Big data; Sect. 7.6 describes the situations when the Evolutionary
algorithm is useful. The common variations of Evolutionary algorithm are described
in Sects. 7.7 and 7.8 gives the brief overview of the applications where Genetic algo-
rithm, a branch of Evolutionary algorithm can be used as a good solution technique
and the conclusions are summarized in Sect. 7.8.
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7.2 What Is Big Data

Big data usually includes data sets with sizes beyond the ability of commonly used
software tools to capture, curate, manage, and process data within a tolerable elapsed
time. Big data size is a constantly moving target, as of 2012 ranging from a few
dozen terabytes to many petabytes of data. Big data needs a set of techniques and
technologies that require new forms of integration to uncover large hidden values
from large datasets that are diverse, complex, and of a massive scale.

In a 2001 research report and related lectures, META Group (now Gartner) ana-
lyst Doug Laney defined data growth challenges and opportunities as being three-
dimensional, i.e. increasing volume (amount of data), velocity (speed of data in and
out), and variety (range of data types and sources). Gartner, and nosw much of the
industry, continue to use this 3Vs model for describing Big data. In 2012, Gartner
updated its definition as follows: Big data ishigh volume, high velocity, and/or high
variety information assets that require new forms of processing to enable enhanced
decision making, insight discovery and process optimization. Additionally, a new V
Veracity is added by some organizations to describe it [2].

If Gartner’s definition (the 3Vs) is still widely used, the growing maturity of the
concept fosters a more sound difference between Big data and Business Intelligence,
regarding data and their use:

Business Intelligence uses descriptive statistics with data with high information
density to measure things, detect trends etc.

Big data uses inductive statistics and concepts from nonlinear system
identification to infer laws (regressions, nonlinear relationships, and causal effects)
from large sets of data with low information density to reveal relationships, depen-
dencies and perform predictions of outcomes and behaviors.

Big data can also be defined as “Big data is a large volume unstructured data
which cannot be handled by standard database management systems like DBMS,
RDBMS or ORDBMS”.

Big data is an all-encompassing term for any collection of data sets so large and
complex that it becomes difficult to process them using traditional data processing
applications.

The challenges include analysis, capture, curation, search, sharing, storage, trans-
fer, visualization, and privacy violations. The trend to larger data sets is due to the
additional information derivable from analysis of a single large set of related data,
as compared to separate smaller sets with the same total amount of data, allowing
correlations to be found to “spot business trends, prevent diseases, combat crime and
so on.”

Scientists regularly encounter limitations due to large data sets in many areas,
including meteorology, genomics, complex physics simulations, and biological and
environmental research. The limitations also affect Internet search, finance and busi-
ness informatics. Data sets grow in size in part because they are increasingly being
gathered by ubiquitous information-sensing mobile devices, aerial sensory tech-
nologies (remote sensing), software logs, cameras, microphones, radio-frequency
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identification (RFID) readers, and wireless sensor networks. The world’s technolog-
ical per-capita capacity to store information has roughly doubled every 40months
since the 1980s; as of 2012, every day 2.5EB (2.51018) of data were created; as of
2014[update], every day 2.3ZB (2.31021) of data were created. The challenge for
large enterprises is determining who should own Big data initiatives that straddle the
entire organization.

Big data is difficult to work with using most relational database management sys-
tems and desktop statistics and visualization packages, requiring instead “massively
parallel software running on tens, hundreds, or even thousands of servers”. What is
considered “Big data” varies depending on the capabilities of the organization man-
aging the set, and on the capabilities of the applications that are traditionally used to
process and analyze the data set in its domain. Big data is a moving target; what is
considered to be “Big” today will not be so years ahead. “For some organizations,
facing hundreds of gigabytes of data for the first time may trigger a need to recon-
sider data management options. For others, it may take tens or hundreds of terabytes
before data size becomes a significant consideration.”

7.3 Limitations of Standard Algorithms in Handling
Big Data

The promise of data-driven decision-making is now being recognized broadly, and
there is growing enthusiasm for the notion of “Big data”. While the promise of Big
data is real—for example, it is estimated that Google alone contributed 54 billion
dollars to theUSeconomy in2009—there is currently awidegapbetween its potential
and its realization [2].

Heterogeneity, scale, timeliness, complexity, and privacy problems with Big data
impede progress at all phases of the pipeline that can create value from data. Much
data today is not natively in structured format; for example, tweets and blogs are
weakly structured pieces of text, while images and video are structured for storage
and display, but not for semantic content and search: transforming such content into
a structured format for later analysis is a major challenge. The value of data explodes
when it can be linked with other data, thus data integration is a major creator of value.
Since most data is directly generated in digital format today, we have the opportunity
and the challenge both to influence the creation to facilitate later linkage and to
automatically link previously created data. Data analysis, organization, retrieval,
and modeling are other foundational challenges. Data analysis is a clear bottleneck
in many applications, both due to lack of scalability of the underlying algorithms
and due to the complexity of the data that needs to be analyzed. Finally, presentation
of the results and its interpretation by non-technical domain experts is crucial to
extracting actionable knowledge [2].

We are awash in a flood of data today. In a broad range of application areas,
data is being collected at unprecedented scale. Decisions that previously were based
on guesswork, or on painstakingly constructed models of reality, can now be made
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based on the data itself. Such Big data analysis now drives nearly every aspect of our
modern society, including mobile services, retail, manufacturing, financial services,
life sciences, and physical sciences.

Scientific research has been revolutionized by Big data. The Sloan Digital Sky
Survey has today become a central resource for astronomers the world over. The field
of Astronomy is being transformed from one where taking pictures of the sky was a
large part of an astronomers job to one where the pictures are all in a database already
and the astronomers task is to find interesting objects and phenomena in the database.
In the biological sciences, there is now a well-established tradition of depositing
scientific data into a public repository, and also of creating public databases for
use by other scientists. In fact, there is an entire discipline of bioinformatics that is
largely devoted to the curation and analysis of such data. As technology advances,
particularly with the advent of Next Generation Sequencing, the size and number of
experimental data sets available is increasing exponentially.

While the potential benefits of Big data are real and significant, and some initial
successes have already been achieved (such as the Sloan Digital Sky Survey), there
remain many technical challenges that must be addressed to fully realize this poten-
tial. The sheer size of the data, of course, is a major challenge, and is the one that
is most easily recognized. However, there are others. Industry analysis companies
like to point out that there are challenges not just in Volume, but also in Variety and
Velocity, and that companies should not focus on just the first of these. By Variety,
they usually mean heterogeneity of data types, representation, and semantic inter-
pretation. By Velocity, they mean both the rate at which data arrive and the time in
which it must be acted upon. While these three are important, this short list fails to
include additional important requirements such as privacy and usability.

The analysis of Big data involves multiple distinct phases as shown in the Fig. 7.1
below, each of which introduces challenges. Many people unfortunately focus just
on the analysis/modeling phase: while that phase is crucial, it is of little use without
the other phases of the data analysis pipeline. Even in the analysis phase, which
has received much attention, there are poorly understood complexities in the context
of multi-tenanted clusters where several users programs run concurrently. Many
significant challenges extend beyond the analysis phase. For example, Big data has
to be managed in context, which may be noisy, heterogeneous and not include an
upfrontmodel. Doing so raises the need to track provenance and to handle uncertainty
and error: topics that are crucial to success, and yet rarely mentioned in the same
breath as Big data. Similarly, the questions to the data analysis pipeline will typically
not all be laid out in advance. We may need to figure out good questions based on
the data. Doing this will require smarter systems and also better support for user
interaction with the analysis pipeline. In fact, we currently have a major bottleneck
in the number of people empowered to ask questions of the data and analyze it.
We can drastically increase this number by supporting many levels of engagement
with the data, not all requiring deep database expertise. Solutions to problems such
as this will not come from incremental improvements to business as usual such as
industry may make on its own. Rather, they require us to fundamentally rethink how
we manage data analysis.
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Fig. 7.1 The Big data analysis pipeline. Major steps in analysis Big data are shown in the flow at
top. Below it are Big data needs that make these tasks challenging

Fortunately, existing computational techniques can be applied, either as is or with
some extensions, to at least some aspects of the Big data problem. For example,
relational databases rely on the notion of logical data independence: users can think
about what they want to compute, while the system (with skilled engineers designing
those systems) determines how to compute it efficiently. Similarly, the SQL standard
and the relational data model provide a uniform, powerful language to express many
query needs and, in principle, allows customers to choose between vendors, increas-
ing competition. The challenge ahead of us is to combine these healthy features of
prior systems as we devise novel solutions to the many new challenges of Big data.

7.3.1 Challenges in Data Acquisition and Recording Phase

Big data does not arise out of a vacuum: it is recorded from some data generating
source. For example, consider our ability to sense and observe the world around us,
from the heart rate of an elderly citizen, and presence of toxins in the air we breathe,
to the planned square kilometer array telescope, which will produce up to 1 million
terabytes of raw data per day. Similarly, scientific experiments and simulations can
easily produce petabytes of data today.
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Much of this data is of no interest, and it can be filtered and compressed by
orders of magnitude. One challenge is to define these filters in such a way that they
do not discard useful information. For example, suppose one sensor reading differs
substantially from the rest: it is likely to be due to the sensor being faulty, but how
can we be sure that it is not an artifact that deserves attention? In addition, the
data collected by these sensors most often are spatially and temporally correlated
(e.g., traffic sensors on the same road segment). We need research in the science of
data reduction that can intelligently process this raw data to a size that its users can
handle while not missing the needle in the haystack. Furthermore, we require on-line
analysis techniques that can process such streaming data on the fly, since we cannot
afford to store first and reduce afterward.

The second big challenge is to automatically generate the right metadata to
describe what data is recorded and how it is recorded and measured. For example,
in scientific experiments, considerable detail regarding specific experimental con-
ditions and procedures may be required to be able to interpret the results correctly,
and it is important that such metadata be recorded with observational data. Metadata
acquisition systems can minimize the human burden in recording metadata. Another
important issue here is data provenance. Recording information about the data at
its birth is not useful unless this information can be interpreted and carried along
through the data analysis pipeline. For example, a processing error at one step can
render subsequent analysis useless; with suitable provenance, we can easily identify
all subsequent processing that dependent on this step. Thus we need research both
into generating suitable metadata and into data systems that carry the provenance of
data and its metadata through data analysis pipelines [2].

7.3.2 Challenges in Information Extraction and Cleaning
Phase

Frequently, the information collected will not be in a format ready for analysis. For
example, consider the collection of electronic health records in a hospital, compris-
ing transcribed dictations from several physicians, structured data from sensors and
measurements (possibly with some associated uncertainty), and image data such as
x-rays. We cannot leave the data in this form and still effectively analyze it. Rather
we require an information extraction process that pulls out the required informa-
tion from the underlying sources and expresses it in a structured form suitable for
analysis. Doing this correctly and completely is a continuing technical challenge.
Note that this data also includes images and will in the future include video; such
extraction is often highly application dependent (e.g., what you want to pull out of
an MRI is very different from what you would pull out of a picture of the stars, or
a surveillance photo). In addition, due to the ubiquity of surveillance cameras and
popularity of GPS-enabled mobile phones, cameras, and other portable devices, rich
and high fidelity location and trajectory (i.e., movement in space) data can also be
extracted.
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We are used to thinking of Big data as always telling us the truth, but this is
actually far from reality. For example, patients may choose to hide risky behavior and
caregivers may sometimes mis-diagnose a condition; patients may also inaccurately
recall the name of a drug or even that they ever took it, leading tomissing information
in (the history portion of) their medical record. Existing work on data cleaning
assumes well-recognized constraints on valid data or well-understood error models;
for many emerging Big data domains these do not exist [2].

7.3.3 Challenges in Data Integration, Aggregation,
and Representation

Given the heterogeneity of the flood of data, it is not enough merely to record it
and throw it into a repository. Consider, for example, data from a range of scientific
experiments. If we just have a bunch of data sets in a repository, it is unlikely anyone
will ever be able tofind, let alone reuse, anyof this data.With adequatemetadata, there
is some hope, but even so, challenges will remain due to differences in experimental
details and in data record structure.

Data analysis is considerably more challenging than simply locating, identifying,
understanding, and citing data. For effective large-scale analysis all of this has to
happen in a completely automatedmanner. This requires differences in data structure
and semantics to be expressed in forms that are computer understandable, and then
robotically resolvable. There is a strong body of work in data integration that can
provide some of the answers. However, considerable additional work is required to
achieve automated error-free difference resolution.

Even for simpler analyses that depend on only one data set, there remains an
important question of suitable database design.Usually, therewill bemany alternative
ways in which to store the same information. Certain designs will have advantages
over others for certain purposes, and possibly drawbacks for other purposes.Witness,
for instance, the tremendous variety in the structure of bioinformatics databases with
information regarding substantially similar entities, such as genes. Database design
is today an art, and is carefully executed in the enterprise context by highly-paid
professionals. We must enable other professionals, such as domain scientists, to
create effective database designs, either through devising tools to assist them in the
design process or through forgoing the design process completely and developing
techniques so that databases can be used effectively in the absence of intelligent
database design [2].

7.3.4 Challenges in Query Processing, Data Modeling
and Analysis

Methods for querying and mining Big data are fundamentally different from tradi-
tional statistical analysis on small samples. Big data is often noisy, dynamic, hetero-
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geneous, inter-related and untrustworthy. Nevertheless, even noisy Big data could
be more valuable than tiny samples because general statistics obtained from fre-
quent patterns and correlation analysis usually overpower individual fluctuations and
often disclose more reliable hidden patterns and knowledge. Further, interconnected
Big data forms large heterogeneous information networks, with which information
redundancy can be explored to compensate for missing data, to crosscheck conflict-
ing cases, to validate trustworthy relationships, to disclose inherent clusters, and to
uncover hidden relationships and models.

Mining requires integrated, cleaned, trustworthy, and efficiently accessible data,
declarative query and mining interfaces, scalable mining algorithms, and Big data
computing environments. At the same time, data mining itself can also be used to
help improve the quality and trustworthiness of the data, understand its semantics,
and provide intelligent querying functions. As noted previously, real-life medical
records have errors, are heterogeneous, and frequently are distributed across multiple
systems. The value of Big data analysis in health care, to take just one example
application domain, can only be realized if it can be applied robustly under these
difficult conditions. On the flip side, knowledge developed from data can help in
correcting errors and removing ambiguity. For example, a physician may write DVT
as the diagnosis for a patient. This abbreviation is commonly used for both deep vein
thrombosis and diverticulitis, two very different medical conditions. A knowledge-
base constructed from related data can use associated symptoms or medications to
determine which of two the physician meant.

Big data is also enabling the next generation of interactive data analysis with real-
time answers. In the future, queries towards Big data will be automatically generated
for content creation on websites, to populate hot-lists or recommendations, and to
provide an ad hoc analysis of the value of a data set to decide whether to store or to
discard it. Scaling complex query processing techniques to terabytes while enabling
interactive response times is a major open research problem today.

A problem with current Big data analysis is the lack of coordination between
database systems, which host the data and provide SQL querying, with analytics
packages that perform various forms of non-SQL processing, such as data mining
and statistical analyses. Todays analysts are impededbya tedious process of exporting
data from the database, performing a non-SQL process and bringing the data back.
This is an obstacle to carrying over the interactive elegance of the first generation of
SQL-driven OLAP systems into the data mining type of analysis that is in increasing
demand. A tight coupling between declarative query languages and the functions of
such packages will benefit both expressiveness and performance of the analysis [2].

7.3.5 Challenges in Interpretation

Having the ability to analyze Big data is of limited value if users cannot understand
the analysis. Ultimately, a decision-maker, provided with the result of analysis, has
to interpret these results. This interpretation cannot happen in a vacuum. Usually, it
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involves examining all the assumptionsmade and retracing the analysis. Furthermore,
as we saw above, there are many possible sources of error: computer systems can
have bugs, models almost always have assumptions, and results can be based on
erroneous data. For all of these reasons, no responsible user will cede authority
to the computer system. Rather she will try to understand, and verify, the results
produced by the computer. The computer system must make it easy for her to do so.
This is particularly a challenge with Big data due to its complexity. There are often
crucial assumptions behind the data recorded. Analytical pipelines can often involve
multiple steps, again with assumptions built in. The recent mortgage-related shock
to the financial system dramatically underscored the need for such decision-maker
diligence—rather than accept the stated solvency of a financial institution at face
value, a decision-maker has to examine critically the many assumptions at multiple
stages of analysis.

In short, it is rarely enough to provide just the results. Rather, one must provide
supplementary information that explains how each result was derived, and based
upon precisely what inputs. Such supplementary information is called the prove-
nance of the (result) data. By studying how best to capture, store, and query prove-
nance, in conjunction with techniques to capture adequate metadata, we can create
an infrastructure to provide users with the ability both to interpret analytical results
obtained and to repeat the analysis with different assumptions, parameters, or data
sets.

Systems with a rich palette of visualizations become important in conveying to
the users the results of the queries in a way that is best understood in the particular
domain.

Furthermore, with a few clicks the user should be able to drill down into each
piece of data that she sees and understand its provenance, which is a key feature to
understanding the data. That is, users need to be able to see not just the results, but also
understand why they are seeing those results. However, raw provenance, particularly
regarding the phases in the analytics pipeline, is likely to be too technical for many
users to grasp completely. One alternative is to enable the users to play with the steps
in the analysis make small changes to the pipeline, for example, or modify values for
some parameters. The users can then view the results of these incremental changes.
By these means, users can develop an intuitive feeling for the analysis and also verify
that it performs as expected in corner cases. Accomplishing this requires the system
to provide convenient facilities for the user to specify analyses [2].

There are also few more challenges in handling Big data(described below) except
the above ones which are common to all the phases [2].

7.3.6 Heterogeneity and Incompleteness

When humans consume information, a great deal of heterogeneity is comfortably
tolerated. In fact, the nuance and richness of natural language can provide valuable
depth. However, machine analysis algorithms expect homogeneous data, and cannot
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understand nuance. In consequence, data must be carefully structured as a first step
in (or prior to) data analysis. Consider, for example, a patient who has multiple
medical procedures at a hospital. We could create one record per medical procedure
or laboratory test, one record for the entire hospital stay, or one record for all life-
time hospital interactions of this patient. With anything other than the first design,
the number of medical procedures and lab tests per record would be different for
each patient. The three design choices listed have successively less structure and,
conversely, successively greater variety. Greater structure is likely to be required
by many (traditional) data analysis systems. However, the less structured design is
likely to be more effective for many purposes for example questions relating to dis-
ease progression over time will require an expensive join operation with the first two
designs, but can be avoided with the latter. However, computer systems work most
efficiently if they can store multiple items that are all identical in size and structure.
Efficient representation, access, and analysis of semi-structured data require further
work.

Consider an electronic health record database design that has fields for birth date,
occupation, and blood type for each patient. What do we do if one or more of these
pieces of information is not provided by a patient? Obviously, the health record is
still placed in the database, but with the corresponding attribute values being set
to NULL. A data analysis that looks to classify patients by, say, occupation, must
take into account patients for which this information is not known. Worse, these
patients with unknown occupations can be ignored in the analysis only if we have
reason to believe that they are otherwise statistically similar to the patients with
known occupation for the analysis performed. For example, if unemployed patients
are more likely to hide their employment status, analysis results may be skewed in
that it considers a more employed population mix than exists, and hence potentially
one that has differences in occupation-related health-profiles.

Even after data cleaning and error correction, some incompleteness and some
errors in data are likely to remain. This incompleteness and these errors must be
managed during data analysis. Doing this correctly is a challenge. Recent work on
managing probabilistic data suggests one way to make progress [2].

7.3.7 Scale

Of course, the first thing anyone thinks of with Big data is its size. After all, the
word big is there in the very name. Managing large and rapidly increasing volumes
of data has been a challenging issue for many decades. In the past, this challenge was
mitigated by processors getting faster, following Moores law, to provide us with the
resources needed to copewith increasing volumes of data. But, there is a fundamental
shift underway now: data volume is scaling faster than compute resources, and CPU
speeds are static.
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First, over the last five years the processor technology has made a dramatic
shift—rather than processors doubling their clock cycle frequency every
18–24months, now, due to power constraints, clock speeds have largely stalled and
processors are being built with increasing numbers of cores. In the past, large data
processing systems had to worry about parallelism across nodes in a cluster; now,
one has to deal with parallelism within a single node. Unfortunately, parallel data
processing techniques that were applied in the past for processing data across nodes
dont directly apply for intra-node parallelism, since the architecture looks very differ-
ent; for example, there are many more hardware resources such as processor caches
and processor memory channels that are shared across cores in a single node. Fur-
thermore, the move towards packing multiple sockets (each with 10s of cores) adds
another level of complexity for intra-node parallelism. Finally, with predictions of
dark silicon, namely that power consideration will likely in the future prohibit us
from using all of the hardware in the system continuously, data processing systems
will likely have to actively manage the power consumption of the processor. These
unprecedented changes require us to rethink how we design, build and operate data
processing components.

The second dramatic shift that is underway is the move towards cloud comput-
ing, which now aggregates multiple disparate workloads with varying performance
goals (e.g. interactive services demand that the data processing engine return back
an answer within a fixed response time cap) into very large clusters. This level of
sharing of resources on expensive and large clusters requires new ways of determin-
ing how to run and execute data processing jobs so that we can meet the goals of
each workload cost-effectively, and to deal with system failures, which occur more
frequently as we operate on larger and larger clusters (that are required to deal with
the rapid growth in data volumes). This places a premium on declarative approaches
to expressing programs, even those doing complex machine learning tasks, since
global optimization across multiple users programs is necessary for good overall
performance. Reliance on user-driven program optimizations is likely to lead to poor
cluster utilization, since users are unaware of other users programs. System-driven
holistic optimization requires programs to be sufficiently transparent, e.g., as in rela-
tional database systems, where declarative query languages are designed with this in
mind.

A third dramatic shift that is underway is the transformative change of the tra-
ditional I/O subsystem. For many decades, hard disk drives (HDDs) were used to
store persistent data. HDDs had far slower random IO performance than sequential
IO performance, and data processing engines formatted their data and designed their
query processing methods to work around this limitation. But, HDDs are increas-
ingly being replaced by solid state drives today, and other technologies such as Phase
Change Memory are around the corner. These newer storage technologies do not
have the same large spread in performance between the sequential and random I/O
performance, which requires a rethinking of how we design storage subsystems for
data processing systems. Implications of this changing storage subsystem potentially
touch every aspect of data processing, including query processing algorithms, query
scheduling, database design, concurrency control methods and recoverymethods [2].
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7.3.8 Timeliness

The flip side of size is speed. The larger the data set to be processed, the longer it
will take to analyze. The design of a system that effectively deals with size is likely
also to result in a system that can process a given size of data set faster. However, it
is not just this speed that is usually meant when one speaks of Velocity in the context
of Big data.

There are many situations in which the result of the analysis is required imme-
diately. For example, if a fraudulent credit card transaction is suspected, it should
ideally be flagged before the transaction is completed potentially preventing the
transaction from taking place at all. Obviously, a full analysis of a users purchase
history is not likely to be feasible in real-time. Rather, we need to develop partial
results in advance so that a small amount of incremental computation with new data
can be used to arrive at a quick determination.

Given a large data set, it is often necessary to find elements in it that meet a
specified criterion. In the course of data analysis, this sort of search is likely to
occur repeatedly. Scanning the entire data set to find suitable elements is obviously
impractical. Rather, index structures are created in advance to permit finding qualify-
ing elements quickly. The problem is that each index structure is designed to support
only some classes of criteria. With new analyses desired using Big data, there are
new types of criteria specified, and a need to devise new index structures to support
such criteria. For example, consider a traffic management system with information
regarding thousands of vehicles and local hot spots on roadways. The system may
need to predict potential congestion points along a route chosen by a user, and suggest
alternatives. Doing so requires evaluatingmultiple spatial proximity queries working
with the trajectories of moving objects. New index structures are required to support
such queries. Designing such structures becomes particularly challenging when the
data volume is growing rapidly and the queries have tight response time limits [2].

7.3.9 Privacy

The privacy of data is another huge concern, and one that increases in the context of
Big data. For electronic health records, there are strict laws governing what can and
cannot be done. For other data, regulations, particularly in the US, are less forceful.
However, there is great public fear regarding the inappropriate use of personal data,
particularly through linking of data from multiple sources. Managing privacy is
effectively both a technical and a sociological problem, which must be addressed
jointly from both perspectives to realize the promise of Big data.

Consider, for example, data gleaned from location-based services. These new
architectures require a user to share his/her location with the service provider, result-
ing in obvious privacy concerns. Note that hiding the users identity alone without
hiding her location would not properly address these privacy concerns. An attacker
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or a (potentially malicious) location-based server can infer the identity of the query
source from its (subsequent) location information. For example, a users location
information can be tracked through several stationary connection points (e.g., cell
towers). After a while, the user leaves a trail of packet crumbs which could be associ-
ated to a certain residence or office location and thereby used to determine the users
identity. Several other types of surprisingly private information such as health issues
(e.g., presence in a cancer treatment center) or religious preferences (e.g., presence
in a church) can also be revealed by just observing anonymous users movement and
usage pattern over time. In general, Barabsi et al. showed that there is a close correla-
tion between peoples identities and their movement patterns [27]. Note that hiding a
user location is much more challenging than hiding his/her identity. This is because
with location-based services, the location of the user is needed for a successful data
access or data collection, while the identity of the user is not necessary.

There aremany additional challenging research problems. For example, we do not
know yet how to share private data while limiting disclosure and ensuring sufficient
data utility in the shared data. The existing paradigm of differential privacy is a very
important step in the right direction, but it unfortunately reduces information content
too far in order to be useful in most practical cases. In addition, real data is not static
but gets larger and changes over time; none of the prevailing techniques results in any
useful content being released in this scenario. Yet another very important direction is
to rethink security for information sharing inBig data use cases.Many online services
today require us to share private information (think of Facebook applications), but
beyond record-level access control we do not understand what it means to share data,
how the shared data can be linked, and how to give users fine-grained control over
this sharing [2].

7.3.10 Human Collaboration

In spite of the tremendous advances made in computational analysis, there remain
many patterns that humans can easily detect but computer algorithms have a hard time
finding. Indeed, CAPTCHAs exploit precisely this fact to tell human web users apart
from computer programs. Ideally, analytics for Big data will not be all computational
rather it will be designed explicitly to have a human in the loop. The new sub-field
of visual analytics is attempting to do this, at least with respect to the modeling and
analysis phase in the pipeline. There is similar value to human input at all stages of
the analysis pipeline.

In today’s complex world, it often takes multiple experts from different domains
to really understand what is going on. A Big data analysis system must support
input frommultiple human experts, and shared exploration of results. These multiple
experts may be separated in space and time when it is too expensive to assemble an
entire team together in one room. The data system has to accept this distributed
expert input, and support their collaboration.
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A popular new method of harnessing human ingenuity to solve problems is
through crowd-sourcing. Wikipedia, the online encyclopedia, is perhaps the best
known example of crowd-sourced data. We are relying upon information provided
by unvetted strangers. Most often, what they say is correct. However, we should
expect there to be individuals who have other motives and abilities some may have
a reason to provide false information in an intentional attempt to mislead. While
most such errors will be detected and corrected by others in the crowd, we need
technologies to facilitate this. We also need a framework to use in analysis of such
crowd-sourced data with conflicting statements. As humans, we can look at reviews
of a restaurant, some of which are positive and others critical, and come up with
a summary assessment based on which we can decide whether to try eating there.
We need computers to be able to do the equivalent. The issues of uncertainty and
error become even more pronounced in a specific type of crowd-sourcing, termed
participatory-sensing. In this case, every person with a mobile phone can act as a
multi-modal sensor collecting various types of data instantaneously (e.g., picture,
video, audio, location, time, speed, direction, acceleration). The extra challenge here
is the inherent uncertainty of the data collection devices. The fact that collected data
are probably spatially and temporally correlated can be exploited to better assess their
correctness. When crowd-sourced data is obtained for hire, such as with Mechanical
Turks, much of the data created may be with a primary objective of getting it done
quickly rather than correctly. This is yet another error model, which must be planned
for explicitly when it applies [2].

7.4 What Is Evolutionary Algorithm

Evolutionary Algorithms (EAs) mimic natural evolutionary principles to constitute
search and optimization procedures.

Though there are many different variations of EAs, the common underlying idea
behind all techniques is same: given a population of individuals the environmental
pressure causes natural selection (survival of the fittest) and this causes a rise of fitness
in the population. Given a quality function to be examined, we can randomly create a
set of candidate solutions, i.e. elements of the functions domain and apply the quality
function as an abstract fitness measure the higher the better. Based on this fitness,
some of the better candidates are chosen to seed the next generation by applying
recombination and/or mutation to them. Recombination is an operator applied to
two or more selected candidates (the so called parents) and results one/more new
candidates (the children).Mutation is applied on one candidate and results in one new
candidate. Execution of Recombination andmutation leads to a set of new candidates
(the offspring) that compete based on their fitness (and possibly age) with the old
ones for a place in the next generation. This process can be iterated until a candidate
with sufficient quality (a solution) is found or previously set computational limit is
reached [20].
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In this process, there are two fundamental forces that form the basis of
evolutionary systems.

• Variation operators (recombination and mutation) create the necessary diversity
and thereby facilitate novelty, while

• Selection acts as a force pushing quality

The combined application of variation and selection generally leads to improving
fitness values in consecutive populations.

Many components of such as evolutionary process are stochastic. During selec-
tion, fitter individuals have a higher chance of selection to be selected than the less
fit ones, but typically even the weak individuals have a chance to become a parent
or to survive. For recombination of individuals, the choice of which pieces will be
recombined is random. Similarly for mutation, the pieces that will be mutated within
a candidate solution, and the new pieces replacing them, are chosen randomly. The
general scheme of EA is given below in the flowchart and pseudo code fashion
respectively [20].

Evolutionary Algorithm –Pseudo code Representation:
BEGIN
INITIALIZE population with random candidate solutions;
EVALUATE each candidate;
REPEAT UNTIL (TERMINATION CONDITION IS SATISFIED) DO
1. SELECT parents;
2. RECOMBINE pairs of parents;
3. MUTATE the resulting offspring;
4. EVALUATE new candidates;
5. SELECT individuals for the next generation
OD
END

EAs have a number of components, procedures or operators that must be specified
in order to define a particular EA. The most important components are given below.

• Representation (Definitions of individuals)
• Evaluation Function (or fitness function)
• Population
• Parent Selection mechanism
• Variation operators, Recombination and Mutation
• Survivor selection mechanism (Replacement)

Also the initialization and termination conditions must be defined properly for
correct running of an algorithm.

The above components are described below in a brief manner (Fig. 7.2).
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Fig. 7.2 Evolutionary
algorithm-flowchart
representation

7.4.1 Representation (Definition of Individuals)

The 1st step in defining an EA is to link the real world to the EA world, that is to
set up a bridge between the original problem context and the problem solving space
where the evolution will take space. Objects forming possible solutions within the
original problem context are referred to as phenotypes, their encoding, the individ-
uals within the EA are called genotypes. The first design step is commonly called
representation, as if amounts to specifying a mapping from the phenotypes on to
a set of genotypes that are said to represent these phenotypes. For instance given
an optimization problem on integers, the given set of integers would form the set of
phenotypes. Then one could decide to represent by their binary code, hence 18 would
be seen as a phenotype and 10010 as a genotype representation. It is important to
understand that the phenotype space can be very different from the genotype space
and that the whole evolutionary search takes place in the genotype space [20].

7.4.2 Evaluation Function (Fitness Function)

The role of the evaluation function is to represent the requirement to adapt to. It
forms the basis for selection and there by it facilitates improvements. More accu-
rately it defines what improvement means. From the problem solving perspective, it
represents the task to solve in the evolutionary context. Technically its a functional
or procedure that assigns a quality measure to genotypes. Typically this function is
composed from a quality measure in the phenotype space and the inverse represen-
tation. To remain with the above example, if we were to maximize x × x (x2) on
integers, the fitness of the genotype 10010 could be defined as the square of its cor-
responding phenotype: 18× 18 = 324. The evaluation function is commonly called
the fitness function in EA [20].
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7.4.3 Population

The role of the population is to hold possible solutions. A population is a multiset of
genotypes. The population forms the unit of evolution. Individuals are static objects
not changing or adapting, it is the population that does. Given a representation defin-
ing a population can be as simple as specifying how many individuals are in it, that
is setting the population size [20].

7.4.4 Parent Selection Mechanism

The role of parent selection or mating selection is to distinguish among individu-
als based on their quality, in particular, to allow the better individuals to become
parents of the next generation. An individual is a parent if it has been selected to
undergo variation in order to create offspring. Together with the survivor selection
mechanism, parent selection is responsible for pushing quality improvements. In EA,
parent selection is typically probabilistic. Thus high quality individuals get a higher
chance to become parents than those with low quality. But never the less low quality
individuals are often given a small but positive chance, otherwise the whole search
could become to greedy and get struck in the local optimum [20].

7.4.5 Variation Operators

The role of variation operators is to create new individuals from old ones. In the
corresponding phenotype space this amounts to generating new candidate solutions.
From the generate and test search perspective, variation operators perform the gen-
erate step. Variation operators are mainly divided into 2 types viz Mutation and
Recombination [20].

7.4.5.1 Mutation

Mutation is a genetic operator used to maintain genetic diversity from one generation
of a population of genetic algorithm chromosomes to the next. It is analogous to
biological mutation. Mutation alters one or more gene values in a chromosome from
its initial state. In mutation, the solution may change entirely from the previous
solution. Hence GA can come to better solution by using mutation. Mutation occurs
during evolution according to a user-definable mutation probability. This probability
should be set low. If it is set too high, the search will turn into a primitive random
search.
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The classic example of a mutation operator involves a probability that an arbitrary
bit in a genetic sequencewill be changed from its original state. A commonmethod of
implementing the mutation operator involves generating a random variable for each
bit in a sequence. This random variable tells whether or not a particular bit will be
modified. This mutation procedure, based on the biological point mutation, is called
single point mutation. Other types are inversion and floating point mutation. When
the gene encoding is restrictive as in permutation problems, mutations are swaps,
inversions and scrambles.

The purpose of mutation in GAs is preserving and introducing diversity. Mutation
should allow the algorithm to avoid local minima by preventing the population of
chromosomes frombecoming too similar to each other, thus slowing or even stopping
evolution. This reasoning also explains the fact that most GA systems avoid only
taking the fittest of the population in generating the next but rather a random (or
semi-random) selection with a weighting toward those that are fitter [20].

7.4.5.2 Recombination

In EAs, crossover is a genetic operator used to vary the programming of a chromo-
someor chromosomes fromone generation to the next. It is analogous to reproduction
and biological crossover, upon which evolutionary algorithms are based. Cross over
is a process of taking more than one parent solutions and producing a child solution
from them. There are methods for selection of the chromosomes [20].

7.4.6 Survivor Selection Mechanism (Replacement)

The role of Survivor Selection or environmental selection is to distinguish among
individuals based on their quality. In that it is similar to parent selection, but it is used
in a different stage of the evolutionary cycle. The survivor selection mechanism is
called after having created the offspring of the selected parents. Survivor selection is
also called replacement or replacement strategy. In EC the population size is always
constant, thus the choice has to be made on which individuals will be allowed in
the next generation. This decision is usually based on their fitness values, favoring
those with higher quality. As opposed to parent selection, survivor selection is often
deterministic [20].

7.4.7 Initialization

Initialization is kept simple in most EA applications. The first population is seeded
by randomly generated individuals. In principle problem specific heuristics can be
used in the step aiming at the initial population with higher fitness. Whether this is
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worth the extra computational effort or not is verymuch depending on the application
at hand. There are however some general observations concerning this issue based
on the so called any time behavior of the EA’s [20].

7.4.8 Termination Condition

As for a suitable termination condition we can distinguish 2 cases. If the problem has
a known optimal fitness level, probable coming from a known optimum of the given
objective function, and then reaching this level should be used as stopping condition.
Commonly used options for this purpose are the following [20].

• The maximally allowed CPU time elapses.
• The total number of fitness evolutions reaches a given limit.
• For a given period of time, the fitness improvement remains under a threshold
value.

• The population diversity drops under a given threshold.

7.5 Why EA Is Beneficial in Big Data Analysis

Evolutionary algorithms have several features that make them attractive for the Big
data handling/data mining process. They are a domain independent technique, which
makes them ideal for applications where domain knowledge is difficult to provide.
They have the ability to explore large search spaces finding consistently good solu-
tions. In addition, they are relatively insensitive to noise, and can manage attribute
interaction better than the conventional data mining techniques.

EAs are different from classical search and optimization procedures in a variety
of ways.

Most classical point-by-point algorithms use a deterministic procedure for
approaching the optimum solution. Such algorithms start from random guess solu-
tion. Thereafter, based on a pre-specified transition rule, the algorithm suggests
a search direction, which is often arrived at by considering local information.
A uni-directional search is then performed along the search direction to find the
best solution. This best solution becomes the new solution and the above procedure
is continued for a number of times. Algorithms vary mostly in the way the search
directions are defined at each intermediate solution [17].

Every classical optimization algorithm is designed to solve a specific type of
problem. For example, the geometric programming method which is designed to
solve only polynomial type objective function and constraints. So this geometric
programming method is efficient for solving only this type of problems where its not
efficient for other type of functions. Thus one algorithm may be best suited for one
problem butmay not be applicable for a different type of problem. This requires users
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to know a number of optimization algorithms in order to solve different optimization
problems [17].

When the dataset scales up, those algorithms will suffer for the excessive com-
putation cost and the system will retard due to its heavy scan of the large database.
When the algorithms are used in Big data applications, the bottleneck becomes more
prominent.

Most of the above limitations can be easily avoided by using the Evolutionary
algorithms which have the following basic features.

7.5.1 Population Versus Single Best Solution

One of the most striking advantages of EA compared to the classical approach is
EAs use a population of solutions in each iteration instead of a single solution. If
an optimization problem has a single optimum, all EA population members can be
expected to converge to that optimum solution. However, if an optimization problem
has multiple optimal solutions, an EA can be used to capture multiple optimal solu-
tions in its final population. This ability of an EA to findmultiple optimal solutions in
one single simulation run makes EAs unique in solving multi-objective optimization
problems. As the 1st step for ideal strategy for multi objective optimization requires
multiple trade off solutions, an EA’s population approach is the best one which can
be used to find a number of solutions in a single simulations run.

The use of a population of solutions helps the evolutionary algorithm avoid
becoming “trapped” at a local optimum, when an even better optimummay be found
outside the vicinity of the current solution. Considering the volume of data, it’s a
big advantage, otherwise it can be trapped at a local optimum and it becomes quite
difficult to find the global optimum.

7.5.2 Random Versus Deterministic Operation

It relies in part on random sampling. This makes it a nondeterministic method,
which may yield somewhat different solutions on different runs—even if we haven’t
changed ourmodel. In contrast, the linear, nonlinear and integer Solvers also included
in the Premium Solver are deterministic methods—they always yield the same solu-
tion if we start with the same values in the decision variable cells. Considering the
Big data platform, its quite advantageous to explore the search space.

7.5.3 Creating New Solutions Through Mutation

Inspired by the role of mutation of an organism’s DNA in natural evolution—an
evolutionary algorithm periodically makes random changes or mutations in one or
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more members of the current population, yielding a new candidate solution (which
may be better or worse than existing population members).

If we consider the Big data environment, it provides us the opportunity to explore
the search area more successfully by creating new solutions by Mutation.

There are many possible ways to perform a “mutation,” and the Evolutionary
Solver actually employs three different mutation strategies. The result of a mutation
may be an infeasible solution, and the Evolutionary Solver attempts to “repair” such
a solution to make it feasible; this is sometimes, but not always, successful.

7.5.4 Combining Solutions Through Crossover

Crossover is inspired by the role of sexual reproduction in the evolution of living
things. Here an evolutionary algorithm attempts to combine elements of existing
solutions in order to create a new solution, with some of the features of each “parent.”
The elements (e.g. decision variable values) of existing solutions are combined in
a “crossover” operation, inspired by the crossover of DNA strands that occurs in
reproduction of biological organisms.

As with mutation, there are many possible ways to perform a crossover
operation—some much better than others—and the Evolutionary Solver actually
employs multiple variations of two different crossover strategies.

The crossover operation also provides us the opportunity to explore the search area
in amore fruitful way by creating new solutions by this operation. Selecting solutions
via Survival of the fittest: Inspired by the role of natural selection in evolution—an
evolutionary algorithm performs a selection process in which the “most fit” members
of the population survive, and the “least fit” members are eliminated. In a constrained
optimization problem, the notion of “fitness” depends partly on whether a solution
is feasible (i.e. whether it satisfies all of the constraints), and partly on its objective
functionvalue. The selection process is the step that guides the evolutionary algorithm
towards ever-better solutions.

7.5.5 Independence from the Internal Structure
of the Problem

EAs have a great impact on the problems where a differentiable function is difficult
to build either due to paucity of sufficient information or due to highly complex nature
of the problem. It is happened since the EA does not require the prior knowledge of
the problem or its application. We can solve the optimization problem with the help
of EA(specifically by GA) provided the problem can be described properly in terms
of the chromosome encoding.
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7.5.6 Customization of the Algorithm Depending
on the Problem Structure

The algorithm can be modified according to the problem structure like it can be
scaled well to higher dimensional problems by changing a small parameter eas-
ily. Also variation of results can be achieved by changing the selection operators
or crossover methods. In the Big data environment, various types of data are
available like various unstructured data, images where variation of algorithm is a
big advantage.

7.5.7 Simplicity

Another important feature of the EA is its simplicity which has made it so popular.
Also it is widely applicable since it is not restricted only to the continuous search
spaces.

7.5.8 Drawbacks

A drawback of any evolutionary algorithm is that a solution is “better” only in
comparison to other, presently known solutions; such an algorithm actually has no
concept of an “optimal solution,” or any way to test whether a solution is optimal.
(For this reason, evolutionary algorithms are best employed on problems where it is
difficult or impossible to test for optimality.) This also means that an evolutionary
algorithm never knows for certain when to stop, aside from the length of time, or the
number of iterations or candidate solutions, that you wish to allow it to explore.

7.6 When Are Evolutionary Algorithms Useful

Evolutionary algorithms are typically used to provide good approximate solutions
to problems that cannot be solved easily using other techniques. Many optimisation
problems fall into this category. It may be too computationally-intensive to find an
exact solution but sometimes a near-optimal solution is sufficient. In these situations
evolutionary techniques can be effective. Due to their random nature, evolutionary
algorithms are never guaranteed to find an optimal solution for any problem, but they
will often find a good solution if one exists.

One example of this kind of optimisation problem is the challenge of timetabling.
Schools and universities must arrange room and staff allocations to suit the needs
of their curriculum. There are several constraints that must be satisfied. A member
of staff can only be in one place at a time, they can only teach classes that are
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in their area of expertise, rooms cannot host lessons if they are already occupied,
and classes must not clash with other classes taken by the same students. This is a
combinatorial problem and known to be NP-Hard. It is not feasible to exhaustively
search for the optimal timetable due to the huge amount of computation involved.
Instead, heuristics must be used. Genetic algorithms have proven to be a successful
way of generating satisfactory solutions to many scheduling problems.

Evolutionary algorithms can also be used to tackle problems that humans don’t
really know how to solve. An EA, free of any human preconceptions or biases, can
generate surprising solutions that are comparable to, or better than, the best human-
generated efforts. It is merely necessary that we can recognize a good solution if it
were presented to us, even if we don’t know how to create a good solution. In other
words, we need to be able to formulate an effective fitness function.

Engineers working for NASA know a lot about physics. They know exactly which
characteristics make for a good communications antenna. But the process of design-
ing an antenna so that it has the necessary properties is hard. Even though the engi-
neers knowwhat is required from the final antenna, theymay not know how to design
the antenna so that it satisfies those requirements.

NASA’s Evolvable Systems Group has used evolutionary algorithms to success-
fully evolve antennas for use on satellites. These evolved antennas have irregular
shapes with no obvious symmetry (one of these antennas is pictured below). It is
unlikely that a human expert would have arrived at such an unconventional design.
Despite this, when tested these antennas proved to be extremely well adapted to their
purpose.

7.6.1 Pre-requisites

There are two requirements that must be met before an evolutionary algorithm can be
used for a particular problem. Firstly, we need a way to encode candidate solutions
to the problem. The simplest encoding, and that used by many genetic algorithms, is
a bit string. Each candidate is simply a sequence of zeros and ones. This encoding
makes cross-over and mutation very straightforward, but that does not mean that you
cannot use more complicated representations. In fact, we will see several instances of
more advanced candidate representations in later chapters. As long aswe can devise a
scheme for evolving the candidates, there really is no restriction on the types that we
can use. Genetic programming (GP) is a good example of this. GP evolves computer
programs represented as syntax trees.

The second requirement for applying evolutionary algorithms is that there must
be a way of evaluating partial solutions to the problem—the fitness function. It is not
sufficient to evaluate solutions as right or wrong, the fitness score needs to indicate
how right or, if your glass is half empty, how wrong a candidate solution is. So a
function that returns either 0 or 1 is useless. A function that returns a score on a scale
of 1–100 is better. We need shades of grey, not just black and white, since this is how
the algorithm guides the random evolution to find increasingly better solutions.
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7.7 Common Types of EA

Different types of evolutionary algorithms have been developed over the years such
as genetic algorithms, genetic programming, evolution strategies, evolutionary pro-
gramming, evolution strategies, differential evolution, cultural evolution algorithms
and co-evolutionary algorithms. Some of these types that are used in data mining are
genetic algorithms, genetic programming and co-evolutionary algorithms. Genetic
algorithms are used for data preprocessing and for post processing the discovered
knowledge, while genetic programming is used for rule discovery and data pre-
processing. Here wewill discuss the features of Genetic Algorithm in the light of EA.

7.7.1 Genetic Algorithms

Genetic algorithm is a probabilistic optimization method based on the natural evolu-
tionmodel, proposed byHolland in 1975. Charles Darwin’s famous strategy Survival
of the fittest is the key idea which is followed in the GA to find the optimal solution.
Genetic algorithm was developed to simulate some of the processes observed in nat-
ural evolution, a process that operates on chromosomes (organic devices for encoding
the structure of living being). The genetic algorithm differs from other search meth-
ods in that it searches among a population of points, and works with a coding of
parameter set, rather than the parameter values themselves. It also uses objective
function information without any gradient information. The transition scheme of the
genetic algorithm is probabilistic, whereas traditional methods use gradient informa-
tion. Because of these features of genetic algorithm, they are used as general purpose
optimization algorithm. They also provide means to search irregular space and hence
are applied to a variety of function optimization, parameter estimation and machine
learning applications.

7.7.1.1 Basic Version: Simple Genetic Algorithm

The Simple Genetic Algorithm is the basic version of Genetic algorithm which pri-
marily comprises of four basic steps: (1) Initial population generation, (2) Choosing
the best parent chromosomewith the help of different selection operators by applying
the fitness function, (3)Crossover operation to generate newoffspring from the parent
chromosome and (4) Mutation operation to maintain diversity in the population [18].

In the first step of the GA, a pool of individuals called population is randomly
created within the specified search range.

The next step is to choose the selection method and based on that method, two
fittest individuals are randomly selected from the population depending on their
fitness values. The main principle of selection strategy is the better is an individual;
the higher is its chance of being parent.
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The next two steps comprise of Crossover and Mutation operations which are
generally used to explore the new and unknown areas in the search space where the
selection process reduces the search space by eliminating the poor individuals. This
process continues until the best solution is achieved [2, 52].

The Simple Genetic Algorithm (SGA) is represented algorithmically as follows:

1. [Start] Initially generate randomly a population of n individuals/chromosomes
(probable solutions for the problem).

2. [Fitness] Evaluate the fitness score f(x) of each chromosome x in the population.
3. [New population] Create a new population by repeating the following steps.

a. [Elitism] Find the fittest chromosome from the population based on the fitness
function value.

b. [ Selection] Select randomly two parent chromosomes from a population
based on a selection method.

c. [Crossover] Apply crossover between the parents selected in previous step.
As a result two new offspring will be generated.

d. [Mutation] Apply Mutation on the offsprings generated in the previous step.
e. [Accepting] Place new offspring in the new population.

4. [Replace] Use newly generated population for another execution of the algorithm.
5. [Test] If the stopping condition is satisfied then go To Step 6 otherwise go To Step

2.
6. [Stop] Terminate the algorithm.

We have used Elitism as a part of new population creation process in the SGA
used for this experiment. The best chromosome of the current population will move
to the next generation. The rest of the chromosomes of that new population will be
created based on the selection process used in the algorithm.

7.7.1.2 Selection Techniques

In theGA, exploration is the process of visiting entirely new regions of a search space.
This is controlled by Crossover and Mutation operators by creating diversity in the
population. On the other hand, exploitation which is the reduction of diversity by
focusing on the better individuals is taken care by the selection process. As a result, a
good search techniquemust find a good balance between these two important factors:
exploration and exploitation to find a global optimum. A trade off ensures that good
solutions go to the next generation more frequently than poor solutions. However
there is a chance that poor solutions may pass to the next generation.

Various selection strategies are used in the Genetic Algorithm to find out the
good solution/best chromosomes. These are Tournament selection, Roulette wheel
selection, Boltzman selection, Rank selection, Steady state selection methods.

These selection strategies significantly affect the performance of the algorithm in
different manner because of their diverse and implicit nature. It is observed by the
researchers that any one technique is not enough to obtain the best optimal solution
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for all kind of problems since every technique has its own merits and demerits. We
have selected twomost common and simple selectionmethods, Tournament selection
and Roulette wheel selection processes comparing for developing hybrid selection
and enhanced selection processes.

Basic Selection Techniques
Below are the selection techniques which are commonly used for selection oper-

ators in the Genetic algorithm. Every selection technique has its own advantages and
disadvantages. The different selection strategy used in the GA process will signifi-
cantly affect the performance of the algorithm differently. According to the previous
researches, the Roulette wheel method consumes the highest iteration time whereas
Tournament selection performs better than the Roulette wheel selection for most of
the test functions including the higher dimensional functions.

• Roulette Wheel Selection
• Tournament Selection
• Boltzmann Selection
• Rank Selection
• Steady state Selection

We are discussing here about the most commonly used techniques: Roulette
Wheel Selection and Tournament Selection.

A. Roulette Wheel Selection
In Roulette wheel selection, the parents are selected according to their fitness values.
The chance of selection of chromosome increases with the betterment of chromo-
some. A Roulette wheel can be visualized where all chromosomes of the population
are placed for selection. Every chromosome will increase its share in the wheel
according to the fitness value.

Now if a marble is thrown in the wheel, the chance of selecting the fittest chromo-
somes ismore compared to others. The abovemethodworksfine for themaximization
problems where fitter individual means the individuals with greater fitness value. So
according to the Roulette wheel functionality, these fitter individuals take more place
in the wheel than the weaker ones.

But the scenario is little bit different if the function is minimization function
instead of maximization function. In that case, the fitter individual means the indi-
viduals with lesser fitness value. Hence little bit modification was done in the original
algorithm to implement it for minimization function. Instead of sum of fitness of the
population, the sum of reciprocal of fitness is used.

The basic advantage of the roulette wheel selection is that it discards none of
the individuals in the population and gives a chance to all of them to be selected.
Therefore, the diversity is maintained in the population.

This algorithm used here is described below.

1. [Sum] Calculate sum of all chromosome fitnesses in population which is sum S.
2. [Select] Generate a random number in the interval (0, S) which is r.
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3. [Loop] Go through the population and reciprocal sum of fitnesses which is s.
When the sum s is greater then r, stop and return the chromosome which is in the
current loop.

Note: step 1 is performed only once for each population.

B. Tournament Selection
Tournament Selection is one of the most widely used selection strategies in evolu-
tionary algorithms. It involves several tournaments among a few individuals chosen
at random from the population. The individualwith the best fitness value is thewinner
of that particular tournament and it is selected for other operations like mutation and
crossover. Tournament size is used to adjust the selection pressure. If the tournament
size increases, the chance of selecting the weaker individuals increases. Tournament
selection also gives a chance to most of the individuals to be selected and thus it
preserves diversity, although keeping diversity may degrade the convergence speed
sometimes [52].

The main advantage of this method is that it allows the selection pressure to be
easily adjusted.

The algorithm can be described below.

1. [Input] Population and Tournament size will be passed as Input values.
2. [Select] Generate a random number p in the interval (1, N) where N is the popula-

tion size. The individual with position p will be selected from the given population
for the Tournament.

3. [Loop] Go to Step 2 until all the individuals of the Tournament are selected.
4. [Select Fittest Individual] Find the best individual of the Tournament based on

the fitness value.

Hybrid Selection Techniques
There are some advantages and disadvantages of all the selection methods. So if we
can create a hybrid selection procedure where Roulette wheel and Tournament meth-
ods are blended, it can improves the merits of the above two algorithms and reduces
their demerit. Primarily two individuals are required to be selected for crossover
and mutation operation at a single point of time. Hybrid selection selects one indi-
vidual by Roulette wheel selection and the other by Tournament selection. The
Enhanced Roulette wheel selection technique is basically the modification of tradi-
tional Roulette wheel Method. Modification is implemented depending on the value
of average fitness deviation of the population. The fitness deviation (deviation from
the optimal value) of the individual selected by modified roulette wheel selection
should not be greater than the average fitness deviation of the population.

Hybrid Selection
The genetic algorithm is described below after applying theHybrid selectionmethod.

1. [Start] Generate random by a population of n chromosomes (probable solutions
for the problem).

2. [Fitness] Evaluate the fitness f(x) of each chromosome x in the population.
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3. [New Population] Create a new population by repeating following steps until the
new population is generated.

a. [Elitism] Find the fittest chromosome from the population based on the
fitness value and it will be placed to the next generation population.

b. [Hybrid Selection] Select one parent chromosome from the population based
on Tournament selection and the other by the Roulette-wheel selection.

c. [Crossover] Apply crossover between the parents selected through previous
step. As a result a new offspring will be generated.

d. [Mutation] Apply Mutation on the offsprings generated in the previous step.
e. [Accepting] Place new offspring in the new population.

4. [Replace] Find the best individual of the Tournament based on the fitness value.
5. [Test] Population and Tournament size will be passed as Input values.
6. [Loop] Generate a random number p in the interval (1, N) where N is the popula-

tion size. The individual with position p will be selected from the given population
for the Tournament.

Enhanced Roulette wheel Selection
The modified Roulette wheel selection process is described below.

1. [Sum] Calculate sum of all chromosome fitnesses in the population which is S
2. [Total Fitness Deviation] Calculate the sum of fitness deviation for all the indi-

viduals of the population.
3. [Average Fitness Deviation] Calculate the average fitness deviation, dividing the

Total Fitness Deviation by the number of individuals of the population.
4. [Select] Generate a random number in the interval (0, S) which is r.
5. [Loop] Go through the population and the reciprocal sum of fitnesses which is s.

When the sum s is greater than r, stop and return the chromosome which is in the
current loop.

6. [Check] Check whether the fitness deviation of the selected individual is lesser
than the average fitness deviation or not.

7. [Accept] If the fitness deviation of the selected individual is lesser than the average
fitness deviation, accept the solution, otherwise go to step 4.

Note: step 1, 2 and 3 are performed only once for each population.

7.7.1.3 Application of Genetic Algorithm in the Light of Big Data

At this time,Bigdata applications are becoming themain focus of attentionbecause of
the huge increase in data generation and storage that has occurred in recent years. This
situation becomes a challenge when huge amounts of data are processed to extract
knowledge because data mining techniques are not adapted to the new requirements
of space and time.

With the huge amount of data being generated in the world every day, at a rate far
higher than by which it can be analysed by human comprehension alone, data mining



142 G. Sanchita and D. Anindita

becomes an extremely important task for extracting as much useful information from
this data as possible. The standard data mining techniques are satisfactory to a certain
extent but they are constrained by certain limitations, and it is for these cases that
evolutionary approaches are both more capable and more efficient.

As computers invaded almost all conceivable fields of human knowledge and
occupation, their advantages were advocated all over, but what was observed soon
enough was that with the increasing amounts of data that could be generated, stored
and analysed there was a need to define some way to sift through it and grab the
important stuff out. During the earlier days a human or a group of humans would sit
down to analyse the data bygoing through itmanually andusing statistical techniques,
but the curve of data generation was far steeper than what could realistically be
processed by hand. This led to the emergence of the field of data mining, which was
essentially to define and formalize standard techniques to extract data from large
data warehouses. As data mining evolved it was observed that the data at hand was
almost always never perfect or suitable to be fed to data mining engines and needed
several steps of pre-processing before it could be put throughmining. Generally these
inconsistencies would be in data format, level of noise or incorrect data, unnecessary
data, redundant data etc. These steps would clean, integrate, discretize and select the
most relevant attributes before performing any mining.

A whole new area called Intelligent data analysis has emerged which utilizes
efficient techniques for mining data from large sets keeping in mind that the knowl-
edge obtained is useful at the same time also remembering that time for mining is
constrained and the user requires data as soon as possible. Some of the methods
used to mine data include support vector machines, decision trees, nearest neighbour
analysis, Bayesian classification, and latent semantic analysis.

With the problems associated with conventional data mining techniques, clever
new ways to overcome these were needed, and the application of AI techniques to
the field resulted in a very powerful hybrid of techniques. Evolutionary optimization
techniques provided with a useful and novel solution to these issues, and once data
mining was enhanced with using EC many of the previously mentioned problems
were no longer big issues. Here we will discuss some of the areas where these are
implemented and give a few ideas of where these techniques may be implemented in
the future. Evolutionary algorithms have several features that make them attractive
for the data mining process [23, 51]. They are a domain independent technique,
which makes them ideal for applications where domain knowledge is difficult to
provide.

They have the ability to explore large search spaces finding consistently good solu-
tions. In addition, they are relatively insensitive to noise, and can manage attribute
interaction better than the conventional data mining techniques. Therefore, several
works have been done, in recent years, to develop new techniques for data min-
ing using evolutionary algorithms. These attempts used evolutionary algorithms for
different tasks of data mining such as feature extraction, feature selection, classifica-
tion, and clustering [10]. The main role of evolutionary algorithms in most of these
approaches is optimization. They are used to improve the robustness and accuracy
of some of the traditional data mining techniques.
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Below are some real life applications where Genetic algorithm (a kind of Evo-
lutionary algorithm) can be used as a feasible solution compared to other classical
methods as all these applications deal with large amount of complex data set.

Genetic Algorithm—Effective tool in Data Mining and Pattern Recognition:
Data mining algorithms require a technique that partitions the domain values of an
attribute in a limited set of ranges, simply because considering all possible ranges of
domain values is infeasible [52].

There are two different methods to applying GA in pattern recognition:

1. Use GA as a classifier directly in computation.
2. Use a GA to optimize the results i.e. as an optimizer to arrange the parameters

in other classifiers.

Most applications of GAs in pattern recognition optimize some parameters in the
classification process [4].

GAs has been applied to find an optimal set of feature weights that improve
classification accuracy. First, a traditional feature extractionmethod such as Principal
Component Analysis (PCA) is applied, and then a classifier such as k-NN (Nearest
Neighbour Algorithm) is used to calculate the fitness function for GA [41, 46].
Combination of classifiers is another area that GAs have been used to optimize. GA
is also used in selecting the prototypes in the case-based classification

According to us second method of genetic algorithm to optimize the result from
the dataset is more effective to compute the accurate values of observations of data
by applying data mining techniques.

Genetic Algorithm—wide scope in business:
There are large amount of data that has to be filtered to process the results for

optimizing the business profits by using various data mining techniques. There are
many domains in business to which they can be applied:

I. Optimization
Give a business problemwith certain variables and a well-defined definition of profit,
a genetic algorithm can be used to automatically determine the optimal value for the
variables that optimize the profit [22].

II. Prediction
Genetic algorithms have been used as meta level operators that are used to help
optimize other data mining algorithms. For instance, they have been used to find the
optimal association rules in market-analysis.

III. Simulation
Sometimes a specific business problem is not well defined in terms what the profit
is or whether one solution is better than the other. The business person instead just
has large number of entities that they would like to simulate via simple interaction
rules overtime.
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Genetic Algorithm—stock exchange data mining:
Stock market and other finance fields, Genetic Algorithm has been applied in many
problems [11]. There have been a number of attempts to use GA for acquiring tech-
nical trading rules.

One application is how to find the best combination values of each parameter. We
know that in a trading rule there are many parameters, when we try to find the most
profit, we must test the parameter combination one by one, which is called greedy
algorithm which costs a lot of running time and memory.

Genetic Algorithm in light of information theory:
The field of Information Theory refers Big data as datasets whose rate of increase is
exponentially high and in small span of time; it becomes very painful to analyse them
using typical data mining tools. Such data sets results from daily capture of stock
exchange, any credit card user’s timely usage trends, insurance cross line capture,
health care services etc. In real time these data sets go on increasing and with passage
of time create complex scenarios. Thus the typical data mining tools needs to be
empowered by computationally efficient and adaptive technique to increase degree
of efficiency by using adaptive techniques.

Using GA over data mining creates great robust, computationally efficient and
adaptive systems. In past there have been several researches on data mining using
statistical techniques. The statistics that have heavily contributed are the ANOVA,
ANCOVA, Poisson’s Distribution, and Random Indicator Variables etc. The biggest
drawback of any statistical tactics lies in its tuning. With exponential explosion of
data, this tuning goes on taking more time and inversely affects the through put. Also
due to their static nature, often complex hidden patterns are left out. The idea here
is to use genes to mine out data with great efficiency.

Genetic Algorithm—Automotive Design:
Using Genetic Algorithms [GAs] to both design composite materials and aerody-
namic shapes for race cars and regular means of transportation (including aviation)
can return combinations of best materials and best engineering to provide faster,
lighter, more fuel efficient and safer vehicles for all the things we use vehicles for.
Rather than spending years in laboratories working with polymers, wind tunnels and
balsa wood shapes, the processes can be done much quicker and more efficiently by
computer modelling using GA searches to return a range of options human designers
can then put together however they please.

Design processes of modern race car are often developed in short time; during this
period a large number of parameters has to be tuned to reach best results. Much kind
of vehicle dynamics simulation models have been developed by car manufacturers
and private suppliers to investigate car behaviour on racing tracks. Such models
have a high degree of complexity but they can be employed, in a simplified mode,
during design processes of racing cars for which tracks technical data (for such
circuits where they will race) are well known. During the first stages of the design
activity very complex numerical models (such as multibody simulations) are not
necessary and it is possible to use simplified methods to locate optimal solutions in
a fast way. In present work a numerical model, able to reproduce car behaviour on a
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defined circuit or simply analyse meaningful test cases (breaking, steering,), is used
to appraise performances of race car with different technical configuration. Besides
is proposed a method to reduce designing field of investigation through genetic
algorithms (GA’s) using vehicle numerical model to individuate such solution that
gives best performances on each circuit. Numerical algorithm is tested to choose
best from a large number of technical configurations on different tracks. Several
types of genetic algorithms are used: results show that GA’s can be a useful tool
to fasten design processes narrowing the field of investigation. In some cases the
optimization method developed gives analogous results as what would be carried out
by an experienced engineer.

Genetic Algorithm—Engineering Design:
Getting the most out of a range of materials to optimize the structural and oper-
ational design of buildings, factories, machines, etc. is a rapidly expanding appli-
cation of GAs. These are being created for such uses as optimizing the design of
heat exchangers, robot gripping arms, satellite booms, building trusses, flywheels,
turbines, and just about any other computer-assisted engineering design application.
There is work to combineGAs optimizing particular aspects of engineering problems
to work together, and some of these can not only solve design problems, but also
project them forward to analyze weaknesses and possible point failures in the future
so these can be avoided.

Genetic Algorithm—Field of Robotics:
Robotics involves human designers and engineers trying out all sorts of things in
order to create useful machines that can do work for humans. Each robot’s design is
dependent on the job or jobs it is intended to do, so there are many different designs
out there. GAs can be programmed to search for a range of optimal designs and
components for each specific use, or to return results for entirely new types of robots
that can perform multiple tasks and have more general application.

Genetic Algorithm—Evolvable Hardware:
Evolvable hardware (EH) is a new field about the use of evolutionary algorithms
(EA) to create specialized electronics without manual engineering. It brings together
reconfigurable hardware, artificial intelligence, fault tolerance and autonomous sys-
tems. Evolvable hardware refers to hardware that can change its architecture and
behaviour dynamically and autonomously by interacting with its environment.

Evolvable hardware applications are electronic circuits created by GA computer
models that use stochastic (statistically random) operators to evolve new configura-
tions from old ones. As the algorithm does its thing in the running model, eventually
a circuit configuration will come along that does what the designer wants. Think
of reconfigurable circuits in something like a space robot. It could use a built-in
GA library and simulator to re-design itself after something like radiation exposure
that messes up its normal configuration, or encounters a novel situation in which it
needs a function it doesn’t already have. Such GAs would enable self-adaptation and
self-repair.

In its most fundamental form an evolutionary algorithmmanipulates a population
of individuals where each individual describes how to construct a candidate circuit.
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Each circuit is assigned afitness,which indicates howwell a candidate circuit satisfies
the design specification. The evolutionary algorithm uses stochastic operators to
evolve new circuit configurations from existing ones. Done properly, over time the
evolutionary algorithm will evolve a circuit configuration that exhibits desirable
behaviour.

Each candidate circuit can either be simulated or physically implemented in a
reconfigurable device. Typical reconfigurable devices are field-programmable gate
arrays (for digital designs) or field-programmable analog arrays (for analog designs).
At a lower level of abstraction are the field-programmable transistor arrays that can
implement either digital or analog designs.

The concept was pioneered by Adrian Thompson at the University of Sussex,
England, who in 1996 evolved a tone discriminator using fewer than 40 program-
mable logic gates and no clock signal in a FPGA. This is a remarkably small design
for such a device and relied on exploiting peculiarities of the hardware that engineers
normally avoid. For example, one group of gates has no logical connection to the
rest of the circuit, yet is crucial to its function.

Inmany cases, conventional designmethods (formulas, etc.) can be used to design
a circuit. But in other cases, the design specification doesn’t provide sufficient infor-
mation to permit using conventional design methods. For example, the specification
may only state desired behaviour of the target hardware.

In other cases, an existing circuit must adapti.e., modify its configurationto com-
pensate for faults or perhaps a changing operational environment. For instance, deep-
space probes may encounter sudden high radiation environments, which alter a cir-
cuit’s performance; the circuit must self-adapt to restore as much of the original
behaviour as possible.

The fitness of an evolved circuit is a measure of how well the circuit matches the
design specification. Fitness in evolvable hardware problems is determined via two
methods:

• extrinsic evolution: all circuits are simulated to see how they perform,
• intrinsic evolution: physical tests are run on actual hardware.

In extrinsic evolution, only the final best solution in the final population of the
evolutionary algorithm is physically implemented, whereas with intrinsic evolution
every individual in every generation of the EA’s population is physically realized and
tested.

Genetic Algorithm—Optimized Telecommunications Routing:
A telecommunications network is a collection of terminal nodes, links and any inter-
mediate nodes which are connected so as to enable telecommunication between the
terminals.

The transmission links connect the nodes together. The nodes use circuit switch-
ing, message switching or packet switching to pass the signal through the correct
links and nodes to reach the correct destination terminal.

Each terminal in the network usually has a unique address so messages or con-
nections can be routed to the correct recipients. The collection of addresses in the
network is called the address space.
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Examples of telecommunications networks are:

• computer networks
• the Internet
• the telephone network
• the global Telex network
• the aeronautical ACARS network

Sometimes we get frustrated by slow LAN performance, inconsistent internet
access, a FAX machine that only sends faxes sometimes, our land line’s number of
‘ghost’ phone calls everymonth.GAs are being developed thatwill allow for dynamic
and anticipatory routing of circuits for telecommunications networks. These could
take notice of our system’s instability and anticipate our re-routing needs. Using
more than one GA circuit-search at a time, soon our interpersonal communications
problemsmay really be all in our head rather than in our telecommunications system.
Other GAs are being developed to optimize placement and routing of cell towers for
best coverage and ease of switching.

Genetic Algorithm—Joke and Pun Generation:
Among the linguistic applications of GAs—including a JAPE (automated pun gen-
erator) inspired STANDUP program to design communications strategies for people
working with children who suffer communications disabilities—are GAs that search
for jokes and puns. These come under the heading of “artificial creativity” and AI,
but could prove very useful to class clowns and wannabe punsters whose public
reputations depend upon being funnier than they actually are.

Computational creativity (also known as artificial creativity, mechanical creativ-
ity or creative computation) is a multidisciplinary endeavor that is located at the
intersection of the fields of artificial intelligence, cognitive psychology, philosophy,
and the arts.

The goal of computational creativity is to model, simulate or replicate creativity
using a computer, to achieve one of several ends:

• To construct a program or computer capable of human-level creativity.
• To better understand human creativity and to formulate an algorithmic perspective
on creative behavior in humans.

• To design programs that can enhance human creativity without necessarily being
creative themselves.

The field of computational creativity concerns itself with theoretical and practical
issues in the study of creativity. Theoretical work on the nature and proper definition
of creativity is performed in parallel with practical work on the implementation of
systems that exhibit creativity, with one strand of work informing the other.

Genetic Algorithm—Biomimetic Invention:
Biomimicry or biomimetics is the development of technologies inspired by designs
in nature. Since GAs are inspired by the mechanisms of biological evolution, it
makes sense that they could be used in the process of invention as well. GAs rely
primarily on something called implicit parallelism (like to like), using mutation and
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selection in secondary roles toward a design solution. GA programmers are working
on applications that not only analyze the natural designs themselves for a return on
how they work, but can also combine natural designs to create something entirely
new that can have exciting applications.

Genetic Algorithm—Trip, Traffic and Shipment Routing:
New applications of a GA known as the “Traveling Salesman Problem” or TSP
can be used to plan the most efficient routes and scheduling for travel planners,
traffic routers and even shipping companies. The shortest routes for traveling. The
timing to avoid traffic tie-ups and rush hours. Most efficient use of transport for
shipping, even to including pickup loads and deliveries along the way. The program
can be modeling all this in the background while the human agents do other things,
improving productivity as well! Chances are increasing steadily that when you get
that trip plan packet from the travel agency, a GA contributed more to it than the
agent did.

Genetic Algorithm—Computer Gaming:
Thosewho spend someof their timeplaying computer Simsgames (creating their own
civilizations and evolving them) will often find themselves playing against sophisti-
cated artificial intelligence GAs instead of against other human players online. These
GAs have been programmed to incorporate themost successful strategies from previ-
ous games—the programs ‘learn’—and usually incorporate data derived from game
theory in their design. Game theory is useful in most all GA applications for seeking
solutions to whatever problems they are applied to, even if the application really is
a game.

Genetic Algorithm—Encryption and Code Breaking:
On the security front, GAs can be used both to create encryption for sensitive data
as well as to break those codes. Encrypting data, protecting copyrights and breaking
competitors’ codes have been important in the computer world ever since there
have been computers, so the competition is intense. Every time someone adds more
complexity to their encryption algorithms, someone else comes up with a GA that
can break the code. It is hoped that one day soon we will have quantum computers
that will be able to generate completely indecipherable codes. Of course, by then
the ‘other guys’ will have quantum computers too, so it’s a sure bet the spy vs. spy
games will go on indefinitely.

Genetic Algorithm—Computer-Aided Molecular Design:
The de novo design of new chemical molecules is a burgeoning field of applied
chemistry in both industry and medicine. GAs are used to aid in the understanding
of protein folding, analyzing the effects of substitutions on those protein functions,
and to predict the binding affinities of various designed proteins developed by the
pharmaceutical industry for treatment of particular diseases. The same sort of GA
optimization and analysis is used for designing industrial chemicals for particular
uses, and in both cases GAs can also be useful for predicting possible adverse con-
sequences. This application has and will continue to have great impact on the costs
associated with development of new chemicals and drugs.
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Genetic Algorithm—Gene Expression Profiling:
The development of microarray technology for taking ‘snapshots’ of the genes being
expressed in a cell or group of cells has been a boon tomedical research.GAs has been
and is being developed tomake analysis of gene expression profilesmuch quicker and
easier. This helps to classifywhat genes play a part in various diseases, and further can
help to identify genetic causes for the development of diseases. Being able to do this
work quickly and efficiently will allow researchers to focus on individual patients’
unique genetic and gene expression profiles, enabling the hoped-for “personalized
medicine” we’ve been hearing about for several years.

Genetic Algorithm—Optimizing Chemical Kinetic Analysis:
In the not-so rarified realm of fuels and engines for combustion technologies, GAs are
proving very useful toward optimizing designs in transportation, aerospace propul-
sion and electrical generation. By being able to predict ahead of time the chemical
kinetics of fuels and the efficiency of engines, more optimal mixtures and designs
can be made available quicker to industry and the public. Some computer modeling
applications in this area also simulate the effectiveness of lubricants and can pin-
point optimized operational vectors, and may lead to greatly increased efficiency all
around well before traditional fuels run out.

Genetic Algorithm—Finance and Investment Strategies:
In the current unprecedented world economicmeltdown onemight legitimately won-
der if some of those Wall Street gamblers made use of GA-assisted computer mod-
eling of finance and investment strategies to funnel the world’s accumulated wealth
into what can best be described as dot-dollar black holes. But then again, maybe they
were simply all using the same prototype, which hadn’t yet been de-bugged. It may
be possible that a newer generation of GA-assisted financial forecasting would have
avoided the black holes and returned something other than bad debts the taxpayers
get to repay.

Genetic Algorithm—Marketing and Merchandising:
We could think the word ‘merchandising’ just the way Mel Brooks said it in the
“Space Balls” the movie. Space Balls the toilet paper. Space Balls the lunchbox.
Space Balls the flame thrower (the kids love this one)... And laugh because it’s
close enough to reality to be funny. So it shouldn’t surprise anyone that GAs are
indeed being put to work to help merchandisers to produce products and marketing
consultants design advertising and direct solicitation campaigns to sell stuff. Maybe
this application of GAs could someday get us out of the financial black hole and get
things moving again.

7.7.2 Particle Swarm Optimization

Data mining has been a popular academic topic in computer science and statistics for
decades, swarm intelligence is a relatively new subfield of computational intelligence
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(CI) which studies the collective intelligence in a group of simple individuals. In the
swarm intelligence, useful information can be obtained from the competition and
cooperation of individuals. Generally, there are two kinds of approaches that apply
swarm intelligence as datamining techniques [45]. The first category consists of tech-
niques where individuals of a swarm move through a solution space and search for
solution(s) for the data mining task. This is a search approach; the swarm intelligence
is applied to optimize the data mining technique, e.g., the parameter tuning. In the
second category, swarms move data instances that are placed on a low-dimensional
feature space in order to come to a suitable clustering or low-dimensional mapping
solution of the data. This is a data organizing approach; the swarm intelligence is
directly applied to the data samples, e.g., dimensionality reduction of the data. Swarm
intelligence, especially particle swarm optimization or ant colony optimization algo-
rithms, is utilized in data mining to solve single objective [1] and multi-objective
problems [15]. Based on the two characters of particle swarm, the self-cognitive and
social learning, the particle swarm has been utilized in data clustering techniques
[45], document clustering, variable weighting in clustering high-dimensional data
[39], semi-supervised learning based text categorization, and the Web data mining
[50]. In a swarm intelligence algorithm, there are several solutions exist at the same
time. The premature convergence may happen due to the solution getting clustered
together too fast. However, the solution clustering is not always harmful for opti-
mization. In a brain storm optimization algorithm, the clustering analysis is utilized
to reveal the landscapes of problems and to guide the individuals to move toward
the better and better areas [54]. Every individual in the brain storm optimization
algorithm is not only a solution to the problem to be optimized, but also a data
point to reveal the landscapes of the problem [9]. The machine learning and data
mining techniques can be combined to produce benefits above and/or beyond what
either method could achieve alone [40]. The Big data analytics is required to man-
age immense amounts of data quickly [16]. The amount of data are attracting more
and more attentions, however, the dimension of data and the number of objective of
problems also increase the hardness of problems. Three kinds of difficulties should
be overwhelmed to solve Big data problems:

7.7.2.1 Large Scale Optimization

The Big data analytics requires a fast mining on the large scale dataset, i.e., the
immense amounts of data should be processed in a limited time. The analytic Swarm
Intelligence in Big data Analytics problem can be modelled as optimization prob-
lems. In general, optimization concerns with finding the best available solution(s)
for a given problem within allowable time, and the problem may have several or
numerous optimum solutions, of which many are local optimal solutions. Normally,
the difficulty of problem will increase with the increasing of the number of variables
and objectives. Specially, problems with large number of variables, e.g., more than
thousands variables, are termed as large scale problems. Many optimization methods
suffer from the curse of dimensionality, which implies that their performance dete-
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riorates quickly as the dimension of the search space increases [5, 14, 29]. There
are several reasons that cause this phenomenon. First, the solution space of a prob-
lem often increases exponentially with the problem dimension and more efficient
search strategies are required to explore all promising regions within a given time
budget. The evolutionary computation or swarm intelligence is based on the inter-
action of a group of solutions. The promising regions or the landscape of problems
are very difficult to reveal by small solution samples (compared with the number of
all feasible solutions). The empty space phenomenon gives an example of problems
getting hard when the dimension increases [40]. The number of possible solutions is
increased exponentially when the dimension increasing. The search performance of
most algorithms is based on the previous search experience. Considered the limita-
tion of computational resources, the percentages of data points have been retrieved
will close to zero when the dimension increased to a large number. The perfor-
mance of algorithms is affected by the increasing of problems’ dimension. Second,
the characteristics of a problem may change with the scale. Problems will become
more difficult and complex when the dimension increases. Rosen- brock’s function,
for instance, is unimodal for two dimensional problems but becomes multimodal for
higher dimensional problems. Because of such a worsening of the features of an opti-
mization problem resulting from an increase in scale, a previously successful search
strategy may no longer be capable of finding an optimal solution. Third, the direction
of good solutions is difficult to determine. The swarm intelligence takes an update
on each dimension, evaluation on whole dimensions strategy. An algorithm is very
difficult to determine which one is better when two solutions both have some good
parts and their fitness values are equally bad. The similar scenario also happens in
multiobjective optimization. In Pareto domination measurement, nearly all solutions
are Pareto non-dominated when the number of objects is larger than 10. The last, the
bias is accumulated. In the swarm intelligence, each solution is updated dimension
by dimension, and the fitness value is calculated for the whole solution. The solution
update depends on the combination of several vectors, i.e., the current value, the
difference between current value and previous best value, the differential between
current value and neighbour best value, or the difference between two random solu-
tions, etc. In the low dimensional space, the direction of the vector combination has
the high probability to point to the global optimum. However, the distance metric,
which is utilized in low dimension space, is not S. Cheng et al. effective in high
dimensional space. The search direction is far away from the global optimum due to
the bias accumulation. Many effective strategies are proposed for high dimensional
optimization problems, such as problem decomposition and subcomponents cooper-
ation, parameter adaptation, surrogate-based fitness evaluations [38]. Based on the
swarm intelligence, an effective method could find good solutions for large scale
problems, both on the time complexity and result accuracy.
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7.7.2.2 Handling High Dimensional Data

The curse of dimensionality also happens on the high dimensional data min- ing
problems [29, 32, 35]. Many algorithms’ performance deteriorates quickly as the
dimension of the data space increases. For example, the nearest neighbour approaches
are very effective in categorization. However, for high dimensional data, it is very
difficult to solve the similarity search problem due to the computational complexity,
which was caused by the increase of dimensionality. Many methods are proposed
on the high dimension data mining problems. Transforming the high dimensional
mining problems into low dimensional space via a projection operation is an effective
way. The locality sensitive hashing algorithm is proposed to find nearest neighbours
in the high dimensional space [16]. This algorithm is based on hashing functions with
strong local-sensitivity in order to retrieve nearest neighbours in a Euclidean space
with a complexity sub linear in the amount of data. The data mining problem can be
transformed as an optimization problem, because many researchers have been taken
o n the large scale optimization problems. Swarm intelligence, especially particle
swarm optimization or ant colony optimization algorithms, is utilized in data mining
to solve single objective [1] and multiobjective problems [13].

7.7.2.3 Handling Dynamical Data

The Big data, such as the web usage data of Internet, real time traffic information,
rapidly changes over time. The analytical algorithms need to process these data
swiftly. The dynamic problems, sometimes termed as non-stationary environments,
or uncertain environments [37], dynamically change over time. Swarm intelligence
has been widely applied to solve stationary and dynamical optimization problems.
Swarm intelligence often has to solve optimization problems in the presence of a
wide range of uncertainties. Generally, uncertainties in optimized problems can be
divided into the following categories.

1. The fitness function or the processed data is noisy.
2. The design variables and/or the environmental parameters may change after opti-

mization, and the quality of the obtained optimal solution should be robust against
environmental changes or deviations from the optimal point Swarm Intelligence
in Big data Analytics.

3. The fitness function is approximated [38], such as surrogate-based fitness evalu-
ations, which means that the fitness function suffers from approximation errors.

4. The optimum in the problem space may change over time. The algorithm should
be able to track the optimum continuously.

5. The target of optimization may change over time. The demand of optimization
may adjust to the dynamical environment, for example, there should be a balance
between the computing efficiency and the computational cost for different com-
puting loads. In all these cases, additional measures must be taken so that swarm
intelligence algorithms are still able to solve satisfactorily dynamic problems
[37].
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7.7.2.4 Multi-objective Optimization

Different sources of data are integrated in the Big data research, and in most of
the Big data analytics problems, more than one objective need to be satisfied at
the same time. According to the number of objectives, optimization problems can
be divided as single objective and multiobjective problems. For the multi-objective
problems, the traditional mathematical programming techniques have to perform a
series of separate runs to satisfy different objectives. Multiobjective Optimization
refers to optimization problems that involve two or more objectives, and a set of
solutions is sought instead of one. A general multiobjective optimization problem
can be described as a vector function f that maps a tuple of n parameters (decision
variables) to a tuple of k objectives. Unlike the single objective optimization, the
multiobjective problems have many or infinite solutions [8].

The optimization goal of an MOP consists of three objectives:

1. The distance of the resulting nondominated solutions to the true optimal Pareto
front should be minimized;

2. A good (in most cases uniform) distribution of the obtained solutions is desirable;
3. The spread of the obtained nondominated solutions should be maximized, i.e.,

for each objective a wide range of values should be covered by the nondominated
solutions.

In a multiobjective optimization problem, we aim to find the set of optimal trade-
off solutions knownas the Pareto optimal set. Pareto optimality is definedwith respect
to the concept of nondominated points in the objective space. Swarm intelligence
methods can effectively solve the multiobjective problems. Several new techniques
are combined in the swarm intelligence techniques to solve multiobjective problems
with more than ten objectives, in which almost every solution is Pareto nondomi-
nated in the problems. These techniques include objective decomposition, objective
reduction [30], and clustering in the objective space [54].

7.7.2.5 Applications

The Big data is created in many fields in everyday life. With the Big data analytics
techniques and swarm intelligence methods, more effective applications or systems
can be designed to solve real world problems. The intelligent transportation sys-
tem and wireless sensor networks are two typical examples of Big data analytics
application.

Intelligent Transportation System
The traffic problems are arising inmany cities now. The traffic and transportation sys-
tem is affected by many factors, such as the number of vehicles, weather, accidents,
etc., and the traffic information changes in real time. The purpose of intelligent trans-
port is to build more rapid, safe, and more efficient traffic and transportation systems
by constructing the intelligent vehicles and road environment [49]. There are more
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than one objectives which need to be satisfied at the same time in intelligent transport
systems, for example, rapid transportation, environmental pollution, transportation
scheduling; and many of these objectives are conflicted with each other.

Wireless Sensor Networks
Based on the wireless sensor networks, the physical world is turning to be a kind
of information system [12]. Different sensors are connected to form a net- works;
information is transferred in this networkby communication techniques. Thephysical
world’s information from sensor networks can be collected almost anywhere at any
time. The sensor networks and communication techniques have constructed a new
paradigm, which is called the internet of things [12]. The wireless sensor networks
have been applied to many real-world problems, such as environmental surveillance,
transportationmonitoring, engineering surveying, and industrial control, just to name
a few [42]. Massive data will be generated from the long term and/or large scale
wireless sensor network system. The goal of data analysis is to make the fastest
possible revelation toward the useful information. Swarm intelligence is an effective
way to handle these data, and to obtain useful information [39].

7.7.3 Ant Colony Optimization

Meta-heuristic algorithms such as ant-based clustering algorithm show very promis-
ing performance in data mining [16, 40]. The problem of finding the right number
of clusters is considered as an NP-hard problem [16]. Therefore, meta-heuristic
algorithms can be applied as clustering algorithm in solving NP-hard problem. Ant-
based clustering algorithm is inspired by the real ant colonies when they cluster
the corpses and larvae sorting. Below code depicts the pseudo code for ant-based
clustering approach in Big data.

1: Begin
2: Initialization phase
3: Randomly scatter all data on the grid
4: While (termination condition not met) do
5: Each ant randomly picks up one data item
6: Each ant randomly placed on the grid
7: For each ant (i = 1, . . . , n) do
8: While (ant[i] carries item)
9: ant[i]:= move randomly on the grid
10: if (ant[i] decide to drop item) do
11: ant[i]:= drop item
12: End while
13: End for
14: End while
15: End
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The algorithm’s basic principle focuses on agents where the agents represent the
ants that randomly move around in their environment which is a squared grid with
periodic boundary conditions. While ants wandering around in their environment,
they pick up the data item that are either isolated or surrounded by dissimilar ones.
The picked item will be transported and dropped by ants to form a group with a
similar neighbourhood items base on similarity and density of data items.

The probability of picking an element increases with low density and decreases
with the similarity of the element. The idea behind this typeof aggregationpheromone
is the attraction between data items and artificial ants. Small clusters of data items
grow by attracting ants to deposit more items. Therefore, this positive feedback leads
to the accumulation of larger clusters.

Clusters ensemble approach by Yang and Kamel [54] which incorporates multi-
ant colonies algorithm for clustering is suggested. The approach consists of two parts.
The first part focuses on several independent and heterogeneous ant colonies where
each uses ant-based clustering algorithm. In the second part, a queen ant agent (also
called master) aggregates the output clusters from each ant colony using a hyper
graph model which is proposed by Strehl and Ghosh [49]. Each ant colony works in
parallel and produced clusters and sent them to the queen ant agent. The queen ant
agent combines the clusters to update and broadcast the similarity matrix and then
the procedure is iterated.

Ant-based algorithm has many advantages to be used in Big data mining because
it has the ability to scale with the size of the data set, prior knowledge of the num-
ber of expected clusters is not needed and easy to integrate with clusters ensemble
model. Big data analysis opens the door for many research areas and one of the most
important areas is the data security.

7.8 Conclusion

In this new era with boom of data both structured and unstructured, in the field of
genomics, meteorology, biology, environmental research and many others, it has
become difficult to turning unstructured, invaluable, imperfect, complex data into
usable information from a hidden or a complex data set using traditional algo-
rithms/methods. The very fact that Big data analysis typically involves multiple
phases highlights a challenge that arises routinely in practice: production systems
must run complex analytic pipelines, or workflows, at routine intervals, e.g., hourly
or daily. New data must be incrementally accounted for, taking into account the
results of prior analysis and pre-existing data. And of course, provenance must be
preserved, andmust include the phases in the analytic pipeline. Current systems offer
little support for such Big data pipelines, and this is in itself a challenging objective.
In this scenario, proper algorithms and methods are needed to classify the data, find
a suitable pattern among them.
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The chapter describes few of these challenges for handling Big data and the
features of Evolutionary algorithm for which it can used as a feasible option to
handle such huge data sets. And it also gives an overview of the applications of Big
data where Evolutionary algorithm has been implemented as a successful solution
to handle this kind of complex and large data sets.
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Chapter 8
Statistical and Evolutionary Feature
Selection Techniques Parallelized Using
MapReduce Programming Model

M. Janaki Meena and S.P. Syed Ibrahim

Abstract Advances in computer technologies and internet have accumulated data
at an exceptional speed. Majority of data available is in textual form and might con-
tain billions of significant observations and thousands of features. In the era of Big
data, text categorization is the primary step for handling and organizing textual data.
Mining of knowledge from unstructured data is a more challenging task and proper
representation of unstructured data will significantly improve the performance of the
knowledge extraction process. Bag of words is a basic text representation technique,
but has not been much successful due to the properties synonymy and polysemy of
the English language. These problems could be reduced when documents are repre-
sented as a bag of phrases. Finding the best subset of features for a problem in a large
domain becomes intractable and many such problems have been proved to be NP-
Hard. Optimization algorithms are designed to approach such NP-Hard problems to
find nearly optimal solutions. This chapter discusses about using MapReduce pro-
gramming model for statistical feature selection when documents are represented as
a bag of syntactic phrases and designing a parallel ant colony optimization algorithm
for feature selection.

Keywords Big data · Text classification · Hadoop · Feature selection

8.1 Introduction

Enormous amount of textual data is generated every day by corporations, web pages,
emails, reports in stock markets, social group networks, newsgroups etc. Using the
generated Big data, a number of intelligent information systems such as product cate-
gorization, search personalization, product reviews classification, sentiment mining,
document filtering for digital libraries, automatic email filtering and biographic gen-
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eration are built. Categorization of documents is an important step in building such
intelligent systems and the features included for the categorization process makes a
difference in the performance of the classifier.

As textual data is in unstructured form, the first step in the classification process
is to find a better representation of the documents to feed them into the classifier.
Text representation is a vital step in classification as it tries to capture the meaning of
documents, and help the learning process [10]. For text mining tasks, documents may
be represented as a ‘bag of words’ (BOW). It is a numeric vector representation in
which each element corresponds to the count of occurrence of a term in the document
[17]. BOW is not an ideal representation as it ignores the position of the words and its
context. The properties such as synonymy and polysemy of English lead to ambiguity
which in turn weakens the performance of the machine learning algorithms when
documents are represented as BOW [12].

Ambiguous meaning of words gets reduced when documents are represented as
phrases, co-occurrences of words in the documents. Documents may be represented
by two types of phrases, syntactic phrases and statistical phrases.

N-gram syntactic phrase is the occurrence of ‘n’ words in a document with certain
syntactic relationship. Examples of noun phrases are ‘the red car that crossed the
signal’, ‘the boy with a cup’, and ‘the running machine’. And examples of verb
phrases are ‘playing cricket’, and ‘come to the shop’. A n-gram statistical phrase
is a sequence of n-words that occur frequently. From literature, it is observed that
statistical phrases are inferior to syntactical phrases due to the inferior statistical
qualities of phrases and the fact that the same conceptmay be elicited by linguistically
different but related units. It has also been observed that phrases of size two or three
aids the machine learning process while inclusion of longer phrases decreases the
performance.

As text mining tasks are high dimensional problems and the dimensionality of
the problem still becomes larger by including phrases for document representation,
feature selection becomes an important preprocessing step. If feature selection is
done poorly, no clever learning algorithm can compensate, and when it is done well,
the computational and memory demands of both the inducer and the predictor can
be reduced [9].

This chapter designs an algorithm to identify syntactic bigrams and filter them
using a statistical technique based on CHI algorithm. POS tagging is done using
Wordnet and basic phrase structure rules. Though a number of statistical algorithms
had been proposed for feature selection, the problem has also been observed as
a combinatorial problem with an objective function to minimize the error of the
classifier. Combinatorial problems could be solved by exhaustive search, a brute
and force technique. But for a larger problem domain, it is impossible to perform
exhaustive search and that makes the problem to be NP hard.

Ant Colony Optimization is a metaheuristic technique to find nearly optimal solu-
tions for combinatorial optimization problems. Metaheuristic methods are designed
to guide a problem specific heuristic towards the high quality solution regions. ACO
models have characteristics such as distributed computation, positive feedback, and
greedy heuristics [8].
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This chapter also designs an optimization algorithm to identify the subset of fea-
tures that have better classification accuracy. The search space for the ACO problem
is formulated as a graph with every word as a node and all words are connected to
each other. The edges of the graph indicate the order of visit of the nodes as any
word can be chosen after any other word in the search space, the graph is constructed
as a fully connected graph. Every node in the graph is associated with a heuristic
information and a pheromone value.

Detecting syntactic phrases is a complex process and the time taken for the exe-
cution of the algorithm is very high with a large training corpus. The proposed ACO
algorithm is awrappermodel, hence it takes a longer time to complete one iteration in
addition to taking a number of iterations to find a good solution. Both the algorithms
discussed in this chapter are time intensive. Hence the algorithm are parallelized
based on MapReduce programming model and executed in a cluster of machines.
The effectiveness of the features selected by the proposed methods was analyzed
with the nave bayes classifier. Nave bayes classifier was chosen for experimentation
for two reasons. The first one is its simplicity and sensitiveness to the features fed
into it [15]. The second one is that ambiguity in features introduces noise in the nave
bayes classifier.

8.2 Concepts Involved in the Research

This section of the chapter discusses about the concepts involved in solving the
problem.

8.2.1 Feature Selection Techniques

Any feature selection algorithm consists of four steps such as subset generation,
subset evaluation, stopping criterion, and result validation [4]. The feature space is
searched to generate candidate feature subsets and an evaluation criterion is for-
mulated to evaluate the generated subsets. This process is iteratively done till the
stopping criterion is reached.

Feature selection algorithms are classified into filter model, wrapper model and
hybrid model based on the evaluation criteria used. Filter model works in general,
independent of the classifier to determine the appropriate subset of features. This
method evaluates the selected subset using mathematical techniques that assess the
general characteristics of the data. Wrapper model asses the selected subset of fea-
tures by using the mining algorithm for which the feature selection is done. Wrapper
model give better performance when compared to filter model but it is computation-
ally more expensive. Hybrid model tries to take the advantage of the two models,
better accuracy and lesser complexity. This method utilizes different evaluation cri-
teria in different search stages. The problem of feature selection becomes intractable
for larger input domains and has been shown to be NP-hard [14].
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8.2.2 Combinatorial Optimization Problems

Combinatorial optimization problem is similar to subset generation problem which
has a number of solutions and each solution is associated with a cost. Solutions for
a combinatorial problem require a methodology to generate a permutation, a combi-
nation, or a subset that satisfies certain constraints. As the first step, the problem is
formulated with a set of discrete variable and an objective function. Optimal solu-
tion for the problem is found with respect to the given objective function. Solution to
such a problem is found by assigning values for the discrete variables, such that the
objective function is maximized or minimized. In general, a combinatorial optimiza-
tion problem is defined using a triplet

∏
= (S, f, Ω), where S is the set of candidate

solutions, f is the objective function which assigns a numerical value to each solution
in S and Ω is a set of constraints. Set of solutions S̄ ⊆ S that satisfy the constraints
Ω are called feasible solutions. The goal is to find a globally optimal feasible solu-
tion S∗ ⊆ S̄. Combinatorial problems can be solved by two categories of algorithms
namely exact and approximate. Exact algorithms find the optimal solution for the
problem but the computation time required to find such a solution is extremely high.
Exhaustive search is an example for exact algorithm. But the number of possible
solutions increases exponentially with the instance size hence becomes infeasible
for problems of high dimensionality.

Approximate algorithms search for nearly optimal solutions at a relatively low
computational cost. Two types of approximate techniques namely constructive and
local search are proposed for combinatorial optimization problems. Constructive
methods build the solution in an incremental way by adding solution components.
Local search iteratively explore the neighborhoods of the current solution by local
changes [8].

8.2.3 Syntactic Phrases

The proposed system aims at representing documents through strong unigrams and
bigrams. BOW representation destructs the semantic relations between words. Even
stable phrases, such as Information Retrieval, are separated as individual words and
their meaning is lost when documents are represented as BOW. This technique aim
at extracting syntactic bigrams to supplement unigrams in categorization. Consider
the phrases (a)–(i) they are semantically related but linguistically different.
(a) algorithmic analysis—NP
(b) analysis of algorithm—NP
(c) analyser of the algorithm—NP
(d) algorithm analysis—NP
(e) algorithm and its analysis—NP
(f) analysing the algorithm—VP
(g) analysed the algorithm—VP
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(h) algorithm was analysed—VP
(i) algorithms were analysed—VP

These phrases are different due to their morphosyntactic variations. Morphosyn-
tactic variation of phrases include different forms of noun phrases, verb phrases and
full sentences. When these phrases are preprocessed by stop word removal and stem-
ming, they become equivalent though they give different meanings. The proposed
method handles morphosyntactic variations of phrases by considering them as occur-
rences of the same n-gram. Morphosyntacticlly varied noun phrases are shown in
(a)–(e) and verb phrases are shown in (f)–(i).

The n-grams definition is based on the hypothesis that various syntactic expres-
sions may convey the same concept, and hence they must be seen as a form of
conflation. This type of generalization performed by means of n-grams has its prob-
lems such as over-generalization and under-generalization. The sample phrase (c)
is over-generalized since it does not refer to the same concept as the other exam-
ples. Under-generalization can be seen in the phrase analysis of a good algorithm;
arguably it refers to the same concept as examples (b), (h) and (i) but is not recog-
nized as such. To avoid the problem of under generalization the proposed algorithm
analyzes phrases by ignoring adjectives. POS tagging is done using basic syntactic
rules of English and Wordnet.

8.3 Ant Algorithms and Its Types

Ant algorithms are metaheuristic algorithms that intend to determine approximate
solution for optimization problems. The idea of these ant algorithms came by the
observations made in the foraging behaviour of ants and stigmergy. Stigmergy refers
to the indirect communication among individuals modifying their local environment
in a self-organizing emergent system. Deneubourg et al. [5], investigated the strig-
meric nature of ant colonies by conducting a number of experiments. Their exper-
iments showed that ants communicate each other by laying down pheromone trails
and their path converges in due course of time as ants have the tendency to follow
trails with higher pheromone concentration.

Artificial algorithms are built using stochastic model built based on the behavior
observed from natural ants. In the ACO algorithm, a search space is created with
nodes (referred to as states) and a procedure is designed to find a solution path.
ACO algorithms generate artificial ants and determine solution for the problems
by working in an iterative fashion. The artificial ants communicate to each other
indirectly via a synthetic pheromone. All the ants generated to solve the problem act
like a colony and each ant is a simple computational agents that work cooperatively
and communicate each other by artificial pheromone trails. The movement of the
ants in the search space is guided by two factors of each node in the search space:
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1. Heuristic information: a factor specific to the problem and is determined a priori
to the run of the algorithm. It is a measure of preference for an ant to move from
a node or state Si to a node or state Sj.

2. Artificial Pheromone Trails: This factor represents the quality of the prior solu-
tions when that node was included in the solution path. This factor is updated
upon completion of each iteration.

The main properties of artificial ants are [3]:

• Each artificial ant has an internal memory to store the partial solution determined
by it.

• Each ant starts in a random initial state Sinitial of the search environment andmoves
in an iterative fashion.

• Each movement of the ant is decided based on a transition rule which contains the
guidance factors heuristic information and pheromone of the nodes.

• Each ant deposit certain amount of pheromone either on the states or on the state
transition after every iteration. The quantity of pheromone to be deposited is deter-
mined by a problem specific pheromone update rule.

• The solution determined by the artificial ants could be improved by a local
search [7].

• ACOalgorithms could be speededup for convergencebydesigningdaemonactions
such as depositing additional pheromone on the states of the global best solution.

Dorigo et al. [7] developed the first ant algorithm for traveling salesman problem.
They considered each city as a state (node) and the path connecting the cities as
transitions (edges). Pheromone is deposited either on the states or on the edges to
indicate the importance of including them in the solution. In the first ant algorithm
for TSP, pheromone was deposited on the connected paths. Heuristic function for
TSP was defined as inverse of the distance between the towns. In each step of the
algorithm, one among the randomly chosen ‘m’ number of cities was included in
the tour. A probabilistic rule known as the transition rule is used to determine the
city that is to be included in the tour. Transition rule was defined using the heuristic
information and pheromone deposits on the node. The algorithm maintained a tabu
list to store the transitions of already visited towns which was used to maintain the
constraint of the problem. Each iteration of the problem determined a tour. After each
tour, based on the strength of the determined solution, ants lay pheromone along each
visited path.

Dorigo et al. [6] modified the ant algorithm and proposed ACO. ACO algorithm
included the concept of pheromone evaporation in addition to the construct solution
and pheromone update modules of ant systems. The concept of pheromone evap-
oration was introduced to make the ants to forget bad solutions. Stutzle et al. [18]
improvised ACO algorithm and termed it as Max-Min Ant System Algorithm. It
differs from earlier ACO algorithm in two major ways: global best ant only updates
pheromone and the pheromone update function is bounded by limits. The algorithm
define a lower and upper limit for the pheromone value. Few more variations of
ant algorithms evolved in 1990s. Bullnheimer et al. [2] developed a rank based ant
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system in which the ants were arranged in a sorted order based on the quality of their
solutions. Pheromones were updated for the nodes in the solutions found by the first
‘m’ ants and the amount of pheromone deposited was directly proportional to the
quality of solution. Dorigo and Gembardella [7] varied the pheromone update func-
tion. They employed a local pheromone update in addition to the pheromone update
at the end of each epoch. Experimental results of Stutzle et al. [18] showed that
min-max ant system performs better than the other ant colony algorithms for TSP.

8.4 CHI Method

This is a statistical feature selection method that ranks terms based on their depen-
dencies to categories. Terms that have a strong dependency are selected as features.
CHI(χ2) value for a term is obtained by comparing the observed co-occurrence of
frequencies in a 2way contingency table with the expected frequencies when they are
assumed to be independent. In a corpus of ‘m’ categories, that contains ‘n’ labeled
documents in total, a 2 × 2 contingency table is formed for each term with respect
to each category as shown in Table8.1.

Expected frequency E (i, j), where i represent the presence or absence of a fea-
ture and j represents whether the document belongs to a category is calculated
using (8.1) [13]:

E(i, j) =
∑

a∈{w,¬w}O(a, j)
∑

b∈{c,¬c}O(i, b)

n
(8.1)

The χ2 statistics value for the term ‘w’ with respect to the category ‘c’ is defined as
(8.2):

χ2
w,c =

∑
i∈{w,¬w}

∑
j∈{c,¬c}

(O(i, j) − E(i, j))2

E(i, j)
(8.2)

The degrees of freedom for a contingency table of dimension r, c is (r − 1) ×
(c − 1). Hence in this example, the degree of freedom is (2 − 1) × (2 − 1) = 1.
The value obtained by using Eq. (8.2) is compared with the value in the standard χ2

tabulation for the determined degrees of freedom with confidence level 0.1%. The
value obtained from table for the degrees of freedom 1 with 0.1% confidence level is
10.83. χ2 value of a term ‘w’ which has the occurrence as shown in Table8.1 is 172.

Table 8.1 A 2× 2 term-category contingency table for term ‘w’ with respect to category ‘c’

c ¬c
∑

w 90 35 125

¬w 50 350 400
∑

140 385 525
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Table 8.2 A 2× 2 Term-Category Contingency Table for term ‘w1’ with respect to category ‘c’

c ¬c
∑

w1 50 350 400

¬w1 90 35 125
∑

140 385 525

Goodness of fit is used to determine if there is a dependency between a term and
category.Measures of goodness of fit find out whether there is a discrepancy between
observed value and the value expected under themodel in question. For a corpus with
‘m’ classes, term-goodness is defined as either the average as defined in (8.3) or the
maximum as defined in (8.4) [13]:

χ2
avg(w) =

m∑

j=1

p(c j )χ
2
w,c j

(8.3)

χ2
max (w) = max j {χ2

w,c j
} (8.4)

p(c j ) is the probability of the documents to be in the category c j . CHI algorithm
determines only the if there is a dependency between a term and a category. It does
not concern about the type of dependency [13].

The χ2 value of another term ‘w1’ which has the occurrence as inverse as that of
‘w’ as depicted in Table8.2 is also 172. It may be observed from Table8.1 that there
is positive dependency between ‘w’ and ‘c’ since 90/140 ≈ 2/3 of the documents
in ‘c’ contain ‘w’ and 90/125 ≈ 3/4 of the documents containing ‘w’ are in ‘c’.
Whereas it is not clear whether the term ‘w1’ has a positive dependency with ‘c’,
since 50/140 ≈ 1/3 of the documents in ‘c’ only contain ‘w’ and only 50/400 ≈ 1/8
of the documents containing ‘w’ are in ‘c’.

8.5 CHIR Method

CHIR is an extended technique based on χ2 statistics and it was proposed by Li et al.
[13]. This technique find out the type of dependency between a term and a category
as well.

To determine whether the dependency between ‘w’ and ‘c’ is positive or negative,
a new measure Rw,c was defined in CHIR as (8.5):

Rw,c = O(w, c)

E(w, c)
(8.5)

The value of Rw,c is close to 1, when there is no dependency between the term
w and the category c. When there is a positive dependency between the term and
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the category, the observed frequency is larger than the expected frequency. Hence
the value of Rw,c is larger than 1. For a word ‘w’ that has negative dependency to a
category ‘c’, Rw,c is smaller than 1. Based on χ2 statistics and Rw,c a new definition
for term-goodness for a corpus with m classes is given in CHIR algorithm as shown
in (8.6):

rχ2(w) =
m∑

j=1

p(Rw,c j )χ
2
w,c j

with Rw,c j > 1 (8.6)

where p(Rw,c j ) is the weight of χ2
w,c j

in the corpus. In terms of Rw,c j , p(Rw,c j ) is
defined as:

p(Rw,c j ) = Rw,c j∑m
j=1 Rw,c j

with Rw,c j > 1 (8.7)

Larger values of rχ2(w) indicates that the term w is more relevant to the category.

8.6 Distributed and Parallel Computation Using Hadoop

Enormous volume of data is being generated by both machine and human and most
of the data is also made public every year. Data are generated automatically from
machine logs, RFID readers, sensor networks, GPS vehicle traces, and etc. To com-
pete in the growing knowledge economy, industries have to find an effective way to
manage their own data and external data. Though storage capacities of hard drives
and the number of instructions executed per second by the processor have increased
tremendously, the reading and writing rate of data has not improved much. The
amount of data to be analyzed has grown larger than the storage and processing
capacity of a single machine. Even highly efficient algorithms may be beaten by
Big data. One of the possible way to approach this problem is to distribute the data
among many machines and make them to work in parallel.

The challenges that are to be addressed in distributed computing are hardware
failure and combining results of individual execution. The most popular tool avail-
able to process Big data in a distributed environment is Hadoop. Using Hadoop for
processing Big data is also cost effective as the theoretical 1000-CPUmachine would
cost a very large amount of money, when compared to a cluster of 1,000 single-CPU
or 250 quad-core machines. Hadoop is a distributed batch processing infrastructure
to process data in the order of hundreds of gigabytes to terabytes or even petabytes. It
ties small and reasonably pricedmachines together into a single cost effective cluster.
As commodity machines are connected to process the data, the first important chal-
lenge to be addressed is to handle hardware failure. Hadoop handles this challenges
by replicating data across the cluster. Hadoop has designed a special file system
Hadoop Distributed File System (HDFS). When data is submitted to the HDFS it is
divided into blocks and each block is replicated as per the replication factor specified
in the configuration of the cluster. The next challenge associated with distributed
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processing is to combine output data from different machines. The Hadoop frame-
work provides support to combine data by the MapReduce programming model and
the shuffle and sort module [19].

8.6.1 Hadoop Distributed File System (HDFS)

HDFS is a distributed file system designed based on the Google File System (GFS) to
hold very large amounts of data. Individual files are broken into blocks of a fixed size
and stored across the cluster. Each machine in the Hadoop cluster is referred to as a
DataNode. By default, block size in HDFS is 64MB. Block size in HDFS is made
larger so that the amount of metadata storage required per file is less. Further, larger
blocks allow fast streaming reads of data, as large amounts of data is sequentially
laid out on the disk. To store its metadata reliably, it is all handled by a single
machine, called the NameNode. The NameNode keeps track of only the file names,
permissions, and the locations of each block of each file in the file system. Because
of the relatively low amount of metadata per file, all of this information can be
stored in the main memory of the NameNode machine, allowing faster access to
the metadata. Reliability of data is an very important essential property of any file
system. As commodity machines are connected to form a cluster of machines, to
manage hardware failure, replica of data is maintained in the cluster. By default,
HDFS maintains three copies of each block of data and the number of replicas can
be configured as required by the user.

8.6.2 MapReduce Programming Model

MapReduce programmingmodel is a batch query processor, and has the ability to run
an ad hoc query against the whole dataset to get the results in a reasonable time. This
programming model in Hadoop is developed based on MapReduce programming
model of Google. It is designed to run jobs those last for minutes to hours on trusted,
dedicated hardware running. All data elements in MapReduce are immutable, mean-
ing that they cannot be updated. Hadoop can run MapReduce programs written in
various languages such as Java, Ruby, Python, and C++.

The basic working principle ofMapReduce is to break a problem into independent
pieces to be worked on in parallel. MapReduce splits the processing into two phases:
the map phase and the reduce phase. Each phase has key-value pairs as input and
output, the type of which may be chosen by the programmer. The programmer also
specifies two functions: the map function and the reduce function. The map function
takes an input key/value pair and produces a set of intermediate key/value pairs. The
MapReduce framework groups together all intermediate values associated with the
same intermediate key and passes them to the reduce function. The intermediate val-
ues are passed to the users’ reduce function through an iterator. The reduce function,
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written by the user takes the intermediate key and a set of values for that key as input.
The input and output of the Map and Reduce function is given as below:

map (k1, v1) → list(k2, v2)

reduce (k2, list(v2)) → list(v2)

The MapReduce framework automatically parallelizes the code and runs in it a
cluster of machines. One of the machines in the cluster acts as the master and the
rest of the machines are slaves. The overall flow of a MapReduce operation goes as
follows.

1. The MapReduce library splits the input file into ‘M’ pieces and start up several
copies of the map module on ‘M’ machines of the cluster with ‘N’ machines.
Here ‘N’ is greater than ‘M’.

2. One of the machines in the cluster acts as the master, and the rest of the machines
are slaves controlled by themaster. The number ofmap tasks and reduce tasksmay
be set by the user both statically before the job is started or during the execution
of the job. The job is submitted to the master. The master picks up the lightly
loaded slave machines and assigns each one them a map or a reduce task.

3. Each mapper machine reads the content of the input-split assigned to them as a
key value pair. A number of input formats are defined in Hadoop to process data.
By default, TextInputFormat is used for reading input files. In this format, the
input file is read line by line, key is the byte offset of the line in a file and value as
the content of the line. The user definedMap function work on the input key value
pair and emit an output key value pair. These are intermediate data generated that
are buffered in the memory.

4. Periodically, the buffered pairs are written to the local disk by the Hadoop frame-
work and the locations of these buffered data are passed on to the master. The
partitioning function splits the buffered data into ‘R’ regions. The partitioner can
be configured programmatically to control the separation of data. Then, themaster
communicates the locations of data to the reduce workers.

5. The reducers uses remote procedure calls to read the buffered data from local
disks of mappers. When a reducer has read all intermediate data, it sorts and
group data by intermediate keys. So that all occurrences of the same key are
grouped together.

6. For each intermediate key, the reducer passes the key and the corresponding
set of intermediate values to the reduce function. Reduce function is defined by
the programmer to process a key and a list of values corresponding to it. The
output of the reduce function which is also a key value pair is appended to a
final output file maintained for this reduce partition. By default the output format
is TextOutputFormat in which the key value pair is written to the output file
separated by a tab.

7. When the entire map and reduce tasks have been completed, the master wakes up
the user program and the MapReduce call returns back to the user code.
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8.6.2.1 Merits of MapReduce

High Performance Computing (HPC) and Grid Computing communities had been
working on large-scale data for years, using APIs such as Message Passing Interface
(MPI). In HPC the work was distributed across a cluster of machines, which access a
sharedfile system, hosted by aSAN.Data has to be transmitted over the network to the
machines where it has to be process. Therefore HPC worked well for predominantly
compute-intensive jobs, but becomes a problem when nodes need to access larger
data volumes, since the network bandwidth is the bottleneck and compute nodes
became idle. MPI is not suitable for processing Big data.

MapReduce tries to move the code over the network to the nodes where data
is present; this feature is known as data locality. As code is very small in size this
programmingmodel can successfully process Big data. This property of data locality
is the heart of MapReduce and is the reason for its good performance. One of the
machine in the cluster acts as the master for the jobs submitted to it and it is referred
as Jobtracker and other machines in the cluster are termed as task trackers. If suppose
a tasktracker fails while executing a job, the jobtracker identifies this and allocate
the part of the incomplete job to another machine in the cluster. The jobtracker keep
track of the healthy machines every second to identify hardware failure and handle
the situation.

8.7 CHIR Algorithm for Syntactic Phrases

The procedure to select phrases using statistical method is designed as an iterative
MapReduce algorithm. Part of speech tagging is the key step in the algorithm.Word-
Net is used to determine the POS of each word. There are two stages in the algorithm:
1. The first stage of algorithm is to identify the valid unigrams and bigrams after stop
word removal.
2. The second stage of the algorithm computes the relevancy and χ2 value for each
term (Fig. 8.1).

Each stage is implemented as a MapReduce job, output of the first MapReduce
job is given as input for the second job.

MapReduce Algorithm for Job1

Input: Set of input documents
Output: Unigrams and bigrams with their category and count
Step 1: The input documents are read by MapReduce job1 using TextInputFormat.
Step 2: The MapReduce framework splits the input file into a number of parts, as
defined by the split size.
Step 3: Themap function is called for each line in the input file.Map function execute
Step 4 to Step 6.
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Fig. 8.1 System architecture
for parallel phrase extraction
algorithm

Step 4: Tokenize the line read by the mapper. For each word in the i th position, Wi

of the line, Step 5 to 6.
Step 5: Discard Wi if it is a stop word.
Step 6: Otherwise connect to WordNet and find POS for Wi and Wi+1, if Wi and
Wi+1 are syntactically related then form a phrase with Wi and Wi+1 in lexicographic
order separated by ‘_’. Emit the phrase and category in which it occurs as output key
of mapper and one as output value.
Step 7: One reducer is defined for each category and a partitioner function is defined
to direct the extracted unigrams and bigrams to the corresponding reducer.
Step 8: Shuffle and Sort module of Hadoop framework group and sort by key data
for each reducer.
Step 9: Each reducer execute Step 10.
Step 10: Sum up the value of each unigram and bigram and write the unigram or the
bigram as output key and count as output value in the output file.

MapReduce Algorithm for Job2

Input: A file with the extracted unigrams and bigrams and their contingency tables
Output: A file with unigrams and bigrams and their goodness of fit, sorted as per the
value of goodness of fit.
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Fig. 8.2 MapReduce logical data flow for phrases extraction

Fig. 8.3 MapReduce logical data flow for applying CHIR

Step 1: Read the input file using TextInputFormat.
Step 2: Execute Step 3 to Step 5 by mapper.
Step 3: Represent the contingency table for the term using arrays.
Step 4: Calculate goodness of fit for each term using Eqs. (8.3)–(8.7).
Step 5: Goodness of fit for the term is emitted as output key and the term is emitted
as output value.
Step 6: Shuffle and sort module of the framework sort by key.
Step 7: Reducer has no role in the job, hence the number of reducers can be set as
zero for this job.

Figure8.2 represents the logical flow diagram for the MapReduce job that extract
phrases from the input document. The input for the secondmapper is the set of phrases
and a contingency table for each phrase with respect to a category. Contingency table
is given as string in which the values are entered in a row major ordering and they
are separated by a ‘$’ symbol. The mapper parses the string corresponding to the
contingency table and computes χ2 and Rw,c value. The reduce function eliminates
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features with negative relevancy and output only phrases with positive relationship
with a category. Figure8.3 shows the MapReduce logical data flow for applying
CHIR algorithm for bag-of-phrases representation.

8.8 ACO Algorithm for Feature Selection

As wrapper model of feature selection algorithms give better performance than filter
model, the ACO algorithm designed here is a wrapper model. To design an ACO
algorithm to solve feature selection problem, it is formulated as a combinatorial
problem with an objective function to minimize the root mean square error of the
classifier. Two constraints are defined for the problem and they are, selected features
must be distinct and the number of terms selected for each category must not exceed
‘F’, a predefined value. Each word is represented as a node of the graph. Since any
term can be included after any other term in the feature selection process, edges
are provided between all the nodes and the graph becomes a completely connected
graph.

The solution space of each ant is initially empty and is expanded by adding a
solution component at every probabilistic decision. The sequence of decisions made
by the ant in the search may be considered as a path of an ant in the decision graph [8,
11]. At the end of every iteration, the iteration best ant is made to deposit pheromone
on the nodes chosen by it. Pheromone content of the nodes in the search space
evaporates with time. The iterative process continues till the stopping criterion is
reached. The stopping criterion may be either a number of iterations or a solution of
desired quality [1, 8]. The design of the general ACO algorithm is as follows:
Repeat
for k ants
for f features
Generate ‘b’ random numbers that corresponds to the index of the nodes in the search
space and apply probabilistic rule for them
Add the node with highest probabilistic value into the solution space of the ant
end-for
end-for
evaluate solutions generated by all ants
identify local best and global best ant
for every node n ∈ solution space of global or iteration best ant
deposit pheromone on node ‘n’
end-for
for every node ‘n’ ∈ search space
decrease pheromone content by evaporation rate
end-for
until stopping criterion is reached
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The important terms to be defined for an ACO algorithm are the heuristic and
pheromone value. This algorithm uses Rw,c defined in CHIR as heuristic value and it
represents the dependency of the termwith any one of the category in the training set.
Heuristic function used in ACO is static and does not change during the execution
of the algorithm. Rw,c defined in (8.5) may be rewritten as (8.8) using (8.1):

Rw,c = O(w, c)n

(O(w, c) + O(¬w, c))(O(w, c) + O(w,¬c))
(8.8)

The value of n, the total number of documents in the training corpus and
(O(w, c)+O(¬w, c)) which is equal to the total number of documents in the category

c are same for all the terms. Hence the value
n

(O(w, c) + O(¬w, c))
is a constant,

therefore Eq. (8.8) may be rewritten as

Rw,c = O(w, c)

O(w, c) + O(w,¬c)
× C0 (8.9)

The value of C0 will be always greater than 1. When the term ‘w’ is a positive
feature for a category ‘c’, the value of O(w,c) will be extremely larger than O(w,¬c)
and Rw,c will be greater than 1. Therefore it may be concluded that greater the value
of Rw,c for a positive feature, stronger is the dependency between w and c. However
for a negative feature ‘w’ of a category ‘c’, the value of O(w,c) is very small when
compared to O(w,¬c), and the value of Rw,c is less than 1. Therefore lesser the value
of Rw,c for a negative feature, stronger is the dependency between ‘w’ and ‘c’. As
heuristic value of a node must indicate the strength of dependency between the term
represented by the node and a category, it is defined to be equal to Rw,c for positive
features and as inverse of Rw,c for negative features.

The probability that ant ‘k’ will include node ‘i’ at the time instance ‘t’ is given
as (8.10) where J k is the random selection set of the ant [1]. η denotes the heuristic
information associated with the i th node and τi (t) denotes the pheromone content
of the node at the time instance t. α and β denotes the importance of pheromone
content and heuristic information for the problem and those two parameters decide
the exploration and exploitation properties of the algorithm.

Pi
k (t) =

⎧
⎪⎪⎨

⎪⎪⎩

(τi (t))α · (ηi )
β

∑
u∈J k

(τi (t))α · (ηi )β
∀i ∈ J k

0 otherwise

(8.10)

ACO algorithm may be designed such that either the iteration best ant or the
global best ant or both of them deposits pheromone on the nodes selected by them.
The pheromone content of all nodes at a time instance t + 1 is given by (8.11) [1].

τi (t + 1) = (1 − ρ)τi (t) + Δτ k
i (t) + Δτ

g
i (t) (8.11)
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Fig. 8.4 MapReduce
modules in ACO algorithm

where ρ is the evaporation rate, Δτ k
i (t) is the content of pheromone to be deposited

by the iteration best ant k at the time instance t over the node i and Δτ
g
i (t) is the

content of pheromone to be deposited by the global best ant g upto the time instance
t, over the node i.

8.8.1 Parallelization of ACO Using MapReduce
Programming Model

The proposed ACO algorithm is parallelized based on the data parallelism concept.
When the algorithm was analyzed it was found that three sections of the algorithm
can run in parallel. Figure8.4 gives the details of MapReduce jobs that are designed
to achieve parallelization. The first MapReduce job of the algorithm identifies the set
of unique terms and their count in each category. Then a part of sequential code is
required to build the contingency table for each term with respect to each category.
The second MapReduce job, find the statistical heuristic information Rw,c for each
term. The third MapReduce job initiates the iterative part of the algorithm that gen-
erate the ants and the ants make a random walk in parallel to find their own solution
space [16].
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MapReduce Algorithm for Job1 in ACO
Input: Set of input documents
Output: Words with their category and count
Step 1: The input documents are read by MapReduce job1 using TextInputFormat.
Step 2: The MapReduce framework splits the input file into a number of parts, as
defined by the split size.
Step 3: Themap function is called for each line in the input file.Map function execute
Step 4 to Step 6.
Step 4: Tokenize the line read by the mapper. For each word in the i th position, Wi

of the line, repeat Step 5 to Step 6.
Step 5: Discard Wi if it is a stop word.
Step 6: Otherwise emit the word and category in which it occurs as output key of
mapper and one as output value.
Step 7: One reducer is defined for each category and a partitioner function is defined
to direct the extracted words to the corresponding reducer.
Step 8: Shuffle and Sort module of Hadoop framework group and sort by key data
for each reducer.
Step 9: Each reducer execute Step 10.
Step 10: Sum up the value of each word in that category and write the word as output
key and count as output value in the output file.

Output of each reducer gives the count of the word in each of the category. A
sequential algorithm is formulated to read the output files and to build the contingency
table.

The MapReduce logical data flow for job1 of ACO that extract unique words and
their count from the training corpus is shown in Fig. 8.5.

Fig. 8.5 MapReduce logical data flow to count unique words
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MapReduce Algorithm for Job2 in ACO

Input: A file with the unique words in the training set and their contingency tables
Output: A file with words and their heuristic information Rw,c.
Step 1: Read the input file using TextInputFormat.
Step 2: Step 3 to Step 5 is executed by mapper.
Step 3: Represent the contingency table for the term using arrays.
Step 4: Calculate Rw,c for each term using Eq. (8.9).
Step 5: Assign heuristic information for positive dependency terms as Rw,c and for
negative dependency term as inverse of Rw,c.
Step 6: Emit the term as output key and heuristic information as output value.
Step 7: Reducer has no role in the job, hence the number of reducers can be set as
zero for this job.
The second MapReduce job reads the file with the word and its contingency table
and compute Rw,c values.

The thirdMapReduce task in the ACO algorithm is computation intensive and the
data required for this task is prepared by the previous MapReduce algorithms. The
output file of Job2 of ACO is read in a sequential way to prepare the search space
for the ants. This part of the algorithm works in an iterative fashion. Each iteration
creates an MapReduce job and output of previous iteration is given as input for the
current iteration. Map function does the work of an ant in ACO. For each call of Map
function in every iteration an ant is simulated by the MapReduce job.

MapReduce Algorithm for Job3 in ACO

Input: Feature space initialized with heuristic information and pheromone value
Output: ‘F’ features selected by ACO algorithm
Step 1: Repeat Steps 2–12 for ‘n’ iterations
Step 2: Input file is prepared with random content in ‘n’ lines where ‘n’ is the number
of ants to be generated in each iteration.
Step 3: For each line in the input file map function is called that executes Steps 4–7
Step 4: Repeat Steps 5–7 for selecting ‘F’ features.
Step 5: Generate ‘b’ random numbers, these numbers correspond to the position of
the feature in the feature space.
Step 6: Apply probabilistic rule given in (8.10) for all ‘b’ nodes represented by ran-
dom numbers
Step 7: Find maximum of the probabilistic value and include that feature into the
current ant’s feature space if it is not in the ant’s solution space. If the feature with
maximum value is in solution space of ant then include the feature with next maxi-
mum value.
Step 8: Build the Naive Bayes classifier model with the features selected by the cur-
rent ant.Weka can be used for building the classifier.
Step 9: RMSE of the classifier with the features selected by the current ant is deter-
mined.
Step 10: Output key of the mapper is a common value for all ant like one and output
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value is the RMSE value and the index of features separated by a delimiter.
Step 11: The shuffle and sort framework of the Hadoop framework group and sort by
key. Here key is same for output of all ants therefore all values are grouped together.
Step 12: The reducer find the minimum of RMSE value (that is the best ant) and
update pheromone of features selected by the iteration best ant (Fig. 8.6).

Figure8.7 shows the MapReduce logical data flow for ACO algorithm. The input
is a file with some model text. The map function ignores the text read by it and
performs the operation of an ant.

Fig. 8.6 MapReduce logical data flow for determining Rw,c for words

Fig. 8.7 MapReduce logical data flow for ACO algorithm
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8.9 Conclusion

Every day a tremedous amount of data is generated by both human and machine.
Most of the information are textual and they contain knowledge that can be applied to
improve business. Dimensionality of textual data is so large that the text mining tasks
cannot be effectively donewith all the terms and the efficiencyof textmining tasks can
improve when feature selection algorithms are applied. This chapter discuss about
representing documents using syntactic phrases and feature selection algorithmbased
on ACO. ACO is an iterative algorithm and in syntatic phrase extraction, WordNet
was used to identify POS of the words so the time taken to execute the algorithms
were very much high. Therefore the algorithms were parallelized using MapReduce
programming model of Hadoop. The time taken to execute the algorithms decreased
in proportion to the number of machines in the Hadoop cluster. It was observed that
the performance of the classifier increased from 2 to 13% for different datasets when
documents were represented as a bag of phrases. ACO algorithm was executed for
150 iterations and it was found that the number of positive features selected increased
with the number of iterations. The performance of the classifier increased from 2 to
5% when the features selected by ACO algorithm was used.
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Chapter 9
The Role of Grid Technologies: A Next Level
Combat with Big Data

Manoj Kumar Mishra and Yashwant Singh Patel

Abstract Grid computing has successfully delivered a service oriented architecture
that is ubiquitous, dynamic and scalable to the world of networking. It promises
to deliver these services to the world of computations that is about to deal with
high volume of scalable information involving heterogeneous data i.e., Big data. The
Big data needs to explore the new era of technologies and infrastructures that can
provide higher level services for managing high volumes of scalable and diverse
data. Therefore, it is a timely and challenging opportunity for the Grid technologies
to fulfill its promises. This chapter enlightens and examines the key challenges, issues
and applications of Grid technologies in the management of Big data.

Keywords Big data ·Grid computing ·Big datamanagement ·Framework ·Tools ·
Technologies

9.1 Introduction

In the last few years the volume of data, i.e. in terms of size, diversified in nature
and scalable with respect time has increased radically in various disciplines such as
business, manufacturing, science, medical and engineering, etc. Eminent researchers
define such a massive heterogeneous data as Big data [19]. These data exhibits high
volume and formed with great velocity cannot be structured into the regular database
tables [9]. Chen et al. [7] defined Big data as the data sets, whose increasing size
is beyond the ability of frequently used software tools to incarcerate, manage and
process within a tolerable elapsed time.

Based on the definitions given by researchers, it is observed that there are three
main aspects of Big data namely; scale, form and motion. It is estimated that all
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the global data spawned from the beginning of time until 2003 corresponds to 5
Exabytes and until 2012, it is nearly 2.7 Zettabytes [9]. Besides, there are several
complex and huge computations that cannot be handled even with the help of the
supercomputers. Such problems can only be resolved by interconnecting vast amount
of heterogeneous resources. Thewidely used and availability of high-speed networks
have dramatically revolutionized the way in which the computation, storage and
access to these resources are handled. It is a matter of fact that several million
devices like desktops, mobiles, laptops, data vaults, etc. dispersed across the world
is handled by billions of users. If all of these devices can be coupled to form a single
gigantic and super-powerful computer to manage the demon of Big data, then it is
known to be the concept of Grid Computing. As, the environment of Grid computing
is inherently dynamic, geographically scattered and heterogeneous in nature, it is the
most suitable platform to handle Big data.

9.2 Concerns for Big Data Management

In these days, the amount of data being generated in this world is exploding. The
measurement unit of this information is in the range of petabytes or zetabytes. A
Hierarchical Representation of Data Scale from Megabytes to Yottabytes [11] is
shown in Fig. 9.1. Over the next decade, the storing capacity needed for data will
increase by ten times of its current size. Moreover, the practice methodology used
to effectively acquire, analyze and interpret such type of unstructured, too big and
too fast data will increase the complexity by twice. With the traditional techniques,
it would be very difficult to analyze Big data with its varying properties like volume,
velocity, variety, variability and value. Since Big data is named to be the most up-
to-date upcoming technology in the marketplace that can fetch huge profit to the
industry. Hence, it becomes convincible to discover the issues and challenges that
are associated with this technology.

Fig. 9.1 A hierarchical
representation of data scale
from megabyte to yottabyte
(log scale) (as reproduced
from Ref. [11])
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Fig. 9.2 The areas covered
by Big data reference
architecture (as reproduced
from Ref. [16])

9.2.1 Big Data

Big data can be defined as the data that is beyond the nominal capability of the tradi-
tional database systems and it is a name specified to a new generation of technologies
that deals with structured as well as unstructured data for extracting the information
by enabling the high-volume, high-velocity and high-variety features [5]. A Big data
reference architecture based on its applications is given in Fig. 9.2 [16].

9.2.2 Examples of Big Data

1. RFID (Radio Frequency ID) systems generate up to 1,000 times than the data
generated by conventional bar code systems.

2. In each and every second, 10,000 payments are made around the world through
card transactions.

3. Walmart handles more than one million customer transactions per an hour.
4. Nearly 4,000 tweets are generated per second, i.e. almost 340 million tweets are

dispatched per day.
5. More than 901 million active users of Facebook are generating various types of

data through social interaction.
6. Various types of data such as phone calls, messaging, tweeting and glancing

websites through android phones are generated by more than 5 billion users [3].

9.2.3 Challenges

The actual concern is not about acquiring huge amount of diverse data; instead it’s
about what kind of operations are to be performed with the Big data. At present, the
main concern is about how to analyze those data and how to retrieve themost valuable
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pieces of information. The businesses organizations hesitate to make unsophisticated
analyses because the absolute volumes of data may devastate their processing plat-
forms. The major concerns that need to be focused while operating with Big data
are:

1. How to deal with the varying and large data volumes?
2. Is it needed to store all the data?
3. Is it required to analyze all the data?
4. How to find out the significant data points?
5. How to deal with privacy?
6. How to share the information?

9.2.4 Five V’s of Big Data

Big data can be classified and characterized by a multi V model. The multi V model
exhibits Variety to represent the types of data, Velocity for processing speed and
production of data, Volume to measure the size of data, Veracity to measure the
reliability and trust of data and Value to derive the significance while making use
of Big data. These five V properties [8, 12] are shown in Fig. 9.3 and are further
explained as follows:

(1) V-Variety
All this data is utterly divergent in nature by consisting of raw, structured, semi
structured and even unstructured data from different sources like social media sites,

Fig. 9.3 The 5 V’s of Big data (as reproduced from Ref. [8, 12])
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web pages, and documents etc., which is hard to be handled by the old traditional
methodologies.
(2) V-Volume
The term “Big” in the Big data itself describes the volume. Currently, the amount
of data generated from various sources is measured in petabytes, but in the near
future, it will be measured in zettabytes. The social networking sites produces data
in terabytes everyday which represents the high volume of data.
(3) V-Velocity
Velocity represents the notion that deals with data incoming speed from heteroge-
neous resources. For instance, the data retrieved from the sensor devices is dynamic
and this quantity is not tiny enough while storing in database.
(4) V-Variability
Variability refers to many different data types in terms of data formats and data sizes,
etc. Such data needs to be maintained properly because of their variability in nature.
(5) V-Value
Users can be able to perform firm queries against the saved data. Thus, it must be
able to filter the required data by analyzing the stored data and ordered data should
be provided to the users based on their need.

9.2.5 Tools and Technologies Used for Big Data

The most widely used solutions and tools that are used to handle Big data are [20]:

(1) Hadoop: It is the most widely used solution to handle Big data. It was founded
by the Apache Software Foundation. It is an open source project based on Google’s
Map-Reduce and Google File System [2, 10].
(2) Mapreduce: It is the combination of Map and Reduce, where Map() is the
master node, which takes the input and divides the input into smaller subparts and
distributes it into different worker nodes. On each worker node a recursive operation
is performed that leads to the multi-level tree structure. The worker node processes
these smaller problems and again returns back the solution to the master node. In
Reduce() operation the master node bring together the solutions from all the smaller
sub problems and merged them together to form the output.
(3) HBase: It is an open source, Non-relational, and distributed database system
written in Java language. It can supply the input as well as the output toMapReduce.
(4) Pig: It is a high-level platform, where the MapReduce programs are created and
is applied with Hadoop.
(5) Hive: It is known to be a Data warehousing application that provides the SQL
as an interface and a relational model.
(6) Sqoop: It is a command-line interface that is used for transferring of data between
relational databases and Hadoop.
(7) Avro: It is generally used in Apache Hadoop for data exchange services.
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(8) Oozie: It is a java based web-application that runs in a java servlet. It manages
the jobs of Hadoop.
(9) Chukwa: It is a framework for data collection, analysis and processing of large
amount logs.
(10) Flume: It is known as a high level architecture that is focused on streaming of
data, received from multiple sources.
(11) Zookeeper: It is a centralized service that provides distributed synchronization
for group services.
(12) Storm: It is widely used to perform the real time computations because of its
scalable, easy to use and fault-tolerant nature [23].
(13) S4: It provides a distributed and scalable platform that is used to process con-
tinuous and abundant streams of data [18].
(14) SQLstream: It is a SQL based real-time platform that is used in the field of
wireless sensors, M2M communications and for telematics applications [22].
(15) Splunk: Because of its adaptive nature it is widely used in dynamic environ-
ment. It is generally used to collect and attach the data of machine [21].
(16) Apache Kafka: It provides a high-throughput stream for fixed motion of data
and used for distributed messaging system [1].
(17) SAP Hana: It provides a fast computing platform and widely used for real time
businesses [13].

9.2.6 Application Areas of Big Data

As specified by the McKinsey Global Institute, The five broad areas that deals with
Big data are [4, 16]:

(i) Public sector:

• To discover the needs
• Customize the actions to enhance the products and services
• Decision assembling with automated systems to decline the risk period.

(ii) Healthcare:

• To provide a clinical decision support system
• Analysis of patient profiling
• Analyze the pattern of diseases

(iii) Individual location of data:

• Smart routing
• Emergency services
• Urban planning

(iv) Manufacturing:

• For supply chain management
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• To support sales
• To enhance the applications for web searching

(v) Retailing:

• For store behaviour analysis
• To optimize the variety and price
• Distribution and logistics optimization

9.3 Grid Computing Framework for Big Data Environment

Grid computing can be constructed to be a centralized managed computing envi-
ronment that is flexible and feasible for high performance computing and faster
processing. The major advantage with Grid computing is the large compute inten-
sive capacity, high storage capability and able to manage the workload while maxi-
mizing the overall performance. The resources required for the purpose of Big data
management should be cohesive in nature.

According to Bote-Lorenzo [6], The Grid characteristics may be described as
follows:

(i) Large scale: the Grid deals with a number of heterogeneous resources ranging
from just a few to millions.
(ii) Geographical distribution: the resources of Grid may be scattered over distant
locations.
(iii) Heterogeneity: the Grid resources both in terms of software and hardware are
heterogeneous in nature.
(iv) Resource sharing: the Grid resources may belong to many different adminstra-
tive domains and organizations that allow resource access by other remote organi-
zations. Resource sharing promotes efficiency and reduces costs.
(v) Multiple administrations: the resources of each participating organizationsmay
have different security and access policies under which their owned resources can
be used by others.
(vi) Resource coordination: the resources in a Grid computing environment must
be coordinated in a manner to provide collective computing capabilities.
(vii) Transparent access: a Grid computing system should be seen as a single virtual
computer system.
(viii) Dependable access: the dependable service is fundamental requirement since
the users expect predictable, sustained and desired levels of performance. So, the
Grid users expect the same Quality of Service (QoS) assurances.
(ix) Consistent access: as Grid is a system, it must have the standarized services,
protocols and interfaces for allowing pervasive access and scalability by hidingmost
of its complex underlaying heterogeneity from the users.
(x) Pervasive access: the resource access should be adaptable to the dynamic envi-
ronment of the Grid in which appearance of new resources, disappearance of old
resources and failure resources is a commonplace.



188 M.K. Mishra and Y.S. Patel

It is essential to note that Grid uses are not defined in terms of applications
they run rather various types of supports the Grid platform provides. From the Grid
architecture point of view, theGrid offers following categories of computing services.
The major uses of Grid computing are [6, 17]:

• Distributed supercomputing support
• High-throughput computing support
• On-demand computing support
• Data-intensive computing support
• Collaborative computing support
• Multimedia computing support

The environment of Grid computing is inherently dynamic, scalable, geograph-
ically scattered and heterogeneous in nature, etc. And by observing the major uses
of Grid platform, it is important to notice that Grid computing platform is the most
suitable platform to handle Big data. The Grid technologies are successfully imple-
mented for providing the results to the Big data community. In contrast to what is
often throught, the Grid platform is not only a computing paradigm, instead, it is
an infrastructure that links and unifies the remote and diverse resources dispersed

Fig. 9.4 Grid computing
framework for Big data
environment
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all over the world in order to provide the computing support for a broad range of
applications. The generalized Grid computing framework for Big data Environment
[14, 15] is depicted in Fig. 9.4.

9.4 Latest Grid Technologies Used for Big Data

The various Grid technologies are summarized in Table9.1 with their applied areas
and origin.

9.5 Conclusion

The world is evolving through a big era of growing size and varieties of data, i.e. the
Big data, which requires the support of innovative technologies to deal with it. In this
article a brief discussion is presented on Grid computing as a technology to handle
Big data, which includes an overview, challenges, applications, and technologies. It
is very clear that the current initiatives in this direction, i.e. the techniques and tools
applicable to deal with the problems of Big data are awfully limited. Therefore, it is
high time for the Government and Enterprises to come up with the investments and
further encourage the research onGrid technologies required to handle the challenges
of Big data. Big data stands for Big investments, Big Ideas, Big challenges and Big
profits. As a technology, the Grid computing has huge potential to manage Big data
with lower cost.
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