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Abstract. We use agent-based simulation to compare the performance
of four scheduling policies in youth health care. The policies deploy
push/pull and centralized/decentralized concepts. The simulation model
represents an authentic business case and is parameterized with actual
market data. The model incorporates, among other things, non-stationary
Poisson arrival processes, reneging and return mechanisms, and care
provider’s client preferences. We have identified that performance mea-
surement in youth health care should not be focused on queue lengths
alone, which is presently the case, but should include a case difficulty
parameter as well. The simulation results, together with contextual data
obtained from stakeholder interviews, indicate that a push strategy with
a centralized queue suits the sector best, which is different from the cur-
rent real-world situation. This policy ensures a higher level of fairness
in treatment provision because the care providers are compelled to take
their share in treating the difficult and economically less attractive cases.
The complexity of the case cannot be captured by current queuing the-
ory methods. Our simulation approach incorporates these complexities,
which turn out to be relevant for the scheduling policy decision. We val-
idate the model and strategies using real market data and field expert
discussions.

Keywords: Agent-based simulation · Resource allocation ·Youth health
care · Preference behavior · Policy scheduling

1 Introduction

The Dutch youth health care sector is providing care to youths under 19 and
their families on a voluntary basis. The scheduling of care includes the allocation
of clients to care providers and it features long waiting lists and long waiting
times. As in many other countries, the issue is considered an urgent societal
problem and has received a lot of media attention [21]. Earlier approaches that
solely address the symptom of long waiting lists have proven to be ineffective.
The government is funding the sector and it has instituted central bureaus in
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provinces and larger urban areas to manage youth care on a regional level.1 Each
of these institutions operate without regional overlap and act as the gateway to
youth care for clients from the region that it serves. Clients in need of care enter
the system by visiting the institution for youth health care that diagnoses the
situation and provides the client with a diagnosis. This diagnosis can be seen as
a entitlement to health care. Typically the institution for youth health care also
selects the care provider expected to fit best to the problem and preferences of
the client, although it is at the clients’ discretion to adhere to this allocation or
not. The care providers are compensated by the government for the care that is
provided corresponding with the diagnoses from the institution for youth health
care; see Fig. 1.

Fig. 1. Overview of the allocation mechanism in the Dutch youth health care system.

Parents, teachers, and other people involved with children have become
increasingly aware of potential problems and have also started to signal prob-
lems more often. While the question remains whether this can be seen as over-
signalling or not, it certainly results in an increase of the amount of clients
requesting help [2]. The institution of youth health care acts as a gateway more
than as a gatekeeper, as it is not equipped with the legal authority to dismiss a
case. As a result, there is not enough capacity at the care providers to deal with
the growing number of requests for care. In addition, the provision of care is on
a voluntary basis, so clients may renege, i.e. withdraw from the system at any
time while waiting for care. This further complicates the management of care
1 This was the case until 1/1/2015 and reflects the data we used. Today however

municipalities are responsible for managing youth care among other types of care.
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provision. Reneging may be caused by the fact that clients found other ways to
be assisted with their problem, or that the issue at hand resolved itself without
professional care. However, reneging may also occur in cases where youth health
care should have been provided. This may leave youth health problems to remain
unresolved or re-entering of the client in the system while the situation has per-
sisted or even worsened. On the other hand, it has been argued that clients in
genuine need of care are willing to wait longer for the requested care [12,13]. In
such a manner, reneging would become a sort of natural way of balancing the
system and filtering out cases not in genuine need for care.

As care providers are working with under-capacity, they effectively are able to
select clients from the queues. In particular, more difficult cases are less attractive
from a financial point of view. The selection process depends in an intricate way
on a lot of factors such as the age or gender of the child, the type of problem,
and the region in which the child lives. As a result, the selection process is not
transparent and it allows the care providers to base their selections on financial
incentives as well. In order to manage the youth health care system also in this
respect, the performance of the system should be expressed both in terms of
efficiency and social welfare, where the latter is based on indicators reflecting
the actual treatment of difficult cases and waiting times. Such indicators may
prevent difficult cases to be disadvantaged and help create a fair scheduling
process. We elaborate on such indicators in Sect. 3.

To address the waiting line issues, this paper considers alternative solution
directions that not only focus on the handling of contemporary waiting lists,
but that may require structural changes in the scheduling of youth health care
to clients. We elaborate on such structural changes by presenting an overview
of multiple scheduling policies, based on a combination of push/pull and cen-
tralized/decentralized scheduling policies. The push and pull scheduling policies
define the party which ultimately makes the actual allocation decision. Central-
ized and decentralized scheduling policies define the moment at which the actual
allocation will take place.

Scheduling decision problems, as presented by the youth health care case,
suit very well a multi-agent simulation approach for the following reasons. The
behavior of stakeholders in the system has a decisive impact on scheduling deci-
sions and therefore needs to be captured well in the decision model. The impact
of how communication is organized between the different parties in the system
needs to be incorporated as well. Furthermore, institutions and persons have
their own objectives, are heterogeneous entities by nature, and the coordina-
tion thereof needs to be addressed explicitly. As a result, the actual client flow
through the system is the result of a negotiation process between several parties
in the supply chain. Indeed, a client scheduling procedure requires input from
other parties in the sector on which the final decision can be based. A multi-
agent simulation built of individual agents that pursue a specific personal goal
can be used in this complex, dynamic setting to evaluate alternative scheduling
policies.

To arrive at potentially structural changes that address the problems described
above, a systematic approach is required. An analysis of what the various
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stakeholders expect from the system, what has presently been achieved, and what
can be achieved, needs to encapsulate the rich problem context. The strategic
objectives of the system and their target values need to be elicited, and they need
to be expressed in terms of Key Performance Indicators (KPIs), which may vary
among stakeholders. The actual performance of the system needs to be formal-
ized as a baseline so that the performance gaps can be analyzed and so that per-
formance improvements by alternative scheduling policies can be assessed. In this
setting, one should anticipate that one size may not fit all, and that solution direc-
tions need to be specified for different contexts, e.g. for different geographical
regions and for different care types in the youth care sector. To perform such an
analysis in a complex, dynamic environment such as youth care, there is a need
for a responsive design paradigm.

We contribute to the research in health care operations management, in par-
ticular resource scheduling, by providing a currently unused approach to counter
queuing related issues. Simulation of the resource scheduling process helps to
understand and test long term effects of a number of alternative scheduling poli-
cies and coordination decisions. Although operations research queuing models
go a long way in incorporating behavior in queuing systems, such as customer
impatience [3], we argue that these models fall short in capturing the behavior
required to explain the system behavior in the youth health care sector. Indeed,
our simulation approach addresses the complexities of the patient scheduling
that were found in the real world case and incorporates, among others, a non-
stationary Poisson arrival process, a reneging and return mechanism, and an
algorithm to include the preference behavior of the care providers.

We further contribute to research in agent-based simulation, since our research
proves the usability of an agent-based approach in a real world environment by not
only matching the current decision making process but also by studying a number
of alternatives. The model is loaded with an extensive amount of stochastic dis-
tributions based on actual market data and successfully matches the performance
of the real world system.

Finally, we contribute to research in information systems by improving the
human decision-making process. Our study on the different policies on the youth
health care system decreases the information overload which increases the rate
of fair child allocations. This will improve socially responsible welfare decision-
making.

The paper is organized as follows. In Sect. 2 we review relevant literature.
Section 3 describes the foundations and structure of our simulation model which
is based on real world data. We present four scheduling policies, the first one
serves as a benchmark and represents the current situation, and the other three
are potential alternatives for future use. This section also describes the four care
types, a balanced score card analysis which serves as a basis for our benchmark,
and the four Key Performance Indicators (KPI’s) we develop and use to evaluate
the different policies. In Sect. 4 we present experimental results using our test-
bed. Finally, we conclude with directions for future research.
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2 Related Literature

A common approach taken by governments to tackle waiting line problems is an
ad-hoc supply of monetary resources. This provides only a short term solution
to the youth health care sector, as available capacity and queue lengths reach a
new equilibrium after a short while [22]. [26] identified five popular approaches
to decrease waiting times: monitoring of procedures, using priority scoring tools,
setting waiting time targets, using an external advisory body, and registering
online. However, [23] argues that such methods do not work by themselves;
better coordination and flow control are proposed to increase performance at the
public sector. The approach in our paper adheres to this argument by comparing
a number of scheduling policies.

Regarding the scope of our research, we emphasize that our discussion on client
waiting time in an health care environment distinguishes itself from appointment
systems as discussed in for example [20,25]. In such settings, one distinguishes
indirect waiting time, i.e. the time between request for treatment and appoint-
ment, and the direct waiting time beyond the appointed time at the health care
facility, which usually is a result of the emphasis on the utilization of health care
resources [15]. In our setting, the waiting time is equal to the time between diagno-
sis, which includes the identification of the appropriate health care package, and
the moment an appointment can be made with a provider of the health care pack-
age. Therefore, both the direct and indirect waiting times related to an appoint-
ment system will be in effect only after the client has been allocated to the care
provider.

Our empirical analysis has revealed that the Dutch youth health care sys-
tem in which clients are waiting to be allocated to resources is subject to two
behavioral patterns. First of all, the scheduling of clients may be subject to pri-
oritization, based on certain client characteristics. Second, reneging is observed,
i.e. some clients leave the system spontaneously without treatment after waiting
for a certain amount of time. Both behavioral patterns have received some atten-
tion in the operations management literature. In the literature on priority classes
and queueing models, the optimality of the so-called (generalized) “cμ” priority
rule has been established under various circumstances. This rule gives priority
to customers with high marginal delay cost (c) and low expected treatment time
(1/μ) [27].

[3] explore the optimal capacity and cost of a queueing system in which
arriving customers cannot observe their position in the queue and where they
show a reneging rate linear in the queue length. However, reneging may be a
more complex behavior. For example, several studies showed that the amount
of time that a client is willing to wait for care is related to the urgency of the
problem [12]. More urgent problems are difficult to treat elsewhere, while they
genuinely require attention. These clients will accept longer waiting times. The
converse holds for less urgent problems.

Most literature on waiting line management in health care is based on queuing
theory and focuses mainly on resource utilization and determination of the min-
imum required amount of resources while maintaining a high service level [14].
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[7] have emphasized the need for detailed data while analyzing queueing systems
and have stated that traditional queuing theory does not capture, among other
things, more complex customer reneging behavior, time-dependent parameters,
and customer heterogeneity. [6] address the incongruence of behavior as modeled
in the service operations management literature with the empirical findings from
the behavioral literature. We have incorporated the aforementioned character-
istics in our agent-based simulation model and we have calibrated the model
with detailed, real-life data. Waiting line problems have also been studied using
discrete event-based simulation, see for example [4,11,24]. While these studies
do include more complex arrival and reneging processes, they still solely focus on
utilization issues and capacity planning. For example, [11] use a generic discrete-
event simulation model to investigate the feasibility of a particular national ser-
vice waiting time target and present barriers, some of which related to capacity
issues, to meet this target faced by the UK health care system.

Information systems in health care organizations become increasingly instru-
mental as they drive down the costs of services and support decision-making in
complex environments. This is also high-lighted by the current debate of the dig-
ital transformation of health care [1]. As the authors point out, it is of paramount
importance to learn all the significant institutional knowledge of the health care
sector and therefore to collaborate with health care professionals. One of the
authors of our team is a health care professional and we completely second their
opinion. This has allowed us to gain deep insights into the health care sector,
which would have been impossible otherwise. Furthermore, [10] show that invest-
ing in IT in the health care industry does lead to organizational profitability.
Our research follows a design-oriented approach, as laid out by [16]. With the
design and implementation of an agent-based [30] resource allocation decision
support system we have created a valid artifact, which is relevant and neces-
sary to solve existing problems in the health care IS domain, because it has the
potential to address each of the desired features identified in this section. Agent-
based approaches have successfully been applied to manufacturing supply-chain
management scenarios, such as [8,9], but have not yet been used in health care
systems.

Agent-based simulations, such as ours, TAC SCM [9], or Power TAC [19]
along with many related computational tools are driving research into a range
of interesting and complex domains that are both socially and economically
important [5]. Since such experimental platforms allow market structures to
be evaluated under a variety of real-world conditions and competitive pressures,
they can also be used to effectively uncover potential hazards of proposed market
designs in the face of strategic behaviors on the part of the participating agents.
This can help policy makers in policy and regulation design.

3 The Simulation Model

In this section we describe our research framework, the different simulation
model parameters and the overall model structure. Furthermore, we describe
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our scheduling policies, the care types, and list the different key performance
indicators that we developed to evaluate our model.

3.1 Research Framework

The research framework aims at eliciting given characteristics of the decision
context and the system design requirements at various decision levels (Fig. 2).
The given characteristics are retrieved and validated based on real world data
from the Dutch health care sector. The model is initiated with seven youth care
institutions and eight care providers in particular regions. The design require-
ments at the various levels are elicited from interviews and workshops. Our
approach comes down to the establishment of an active modeling paradigm for
system redesign that evaluates alternative strategies in a risk-free test environ-
ment, while incorporating real-world data and expert interviews (“docking”).

Fig. 2. Research framework.

The model is initiated as a non-terminating system since decisions and per-
formance measures depend on long lasting developments. The model is pre-filled
at start in a fully utilized state at the care providers while there are no wait-
ing lists. This procedure will decrease the required warm-up time of the model.
Warm-up time has been determined by the method of [28,29] to be 4 years sim-
ulation time. The replication length has been set to 20 years simulation time
in total being 5 times the warm-up time.

The verification of the model is split in two types: First, the introduction of
state-transition control and the implementation of numerous checks during the
simulation which ensure a correct flow of cases through the system. Second, in-
depth source review by others who didn’t participate in the design of the model
verified the correct coding of the model.
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The validation process is split into three phases: First, the input analysis in
which the input parameters of the model are calibrated with real world data.
Second, two of the most important but less understood parameters of the model
are analyzed for sensitivity. Third, a user validation by field experts is done. For
the input analysis a comparison of stochastic variables with real world data is
performed by analyzing the resulting distribution of values from the model. The
theoretical and empirical distributions are visually compared. Analysis has been
performed on direct parameters of the model like the arrival, age and difficulty
distribution and indirect behavior of the model like reneging and return mecha-
nisms which are partly set by parameters but are also a result of the operational
behavior of the system as a whole. Table 1 lists the measures used for validation
of the simulation model. At the core of the model lies the political influenced
decision algorithm which makes the selection for the next to be treated case at
the care provider. The algorithm chooses the case based on a trade-off between
efficiency being a shorter estimated duration of care and an acceptable waiting
time for the remaining cases. Since the political influenced decision algorithm
is essential to the model and it cannot be directly validated against the data,
we performed sensitivity analysis by adjusting the threshold values of the algo-
rithm. The results showed moderate sensitivity on these values (further explained
in Sect. 3.7). For the user validation phase we included consultation with several
experts from the field of youth health care over different fields of expertise: one
youth health care consultant with a high level of experience in the sector, one
case manager at the institution of youth health care with operational experience,
one financial director at a care provider with operational experience and some
strategic experience, one director at a care provider with strategic experience and
some operational experience. The results show that the model mimics expected
behavior accurately. The field experts recognized much of the real world system
in the model’s output. For example, the arrival distribution including seasonal
effects and the construction of treatment trajectories, in which a client can have
simultaneous cases and return cases with crisis attribute, were found realistic
representations of reality.

3.2 Model Parameters

The model takes as an input the given characteristics of the decision context,
i.e. of the health care domain. These characteristics include client population
characteristics such as demography and population density, the pattern of client
arrivals into the system, which may include seasonal effects, the distribution of
diagnostics and required medical care of the client population, and the char-
acteristics of resources such as geographical location of the care providers and
the medical expertise offered. The client arrival processes are generated during
the time of the simulation by a non-stationary Poisson distribution to include a
seasonal influenced arrival effect. Additional client attributes are specified such
as age, home location, and case difficulty.

The non-uniform age distribution of the arriving clients is included in the sim-
ulation, as it is taken into account while allocating a client to a care provider.
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Further, some cases are marked as a’crisis’ and are allocated at once. These
cases bypass the allocation strategy but do influence the usage of capacity in the
model. A crisis denotes a case of extreme urgency and its level of difficulty can
be of any kind. Each arriving child will be diagnosed with a varying amount of
care needs. These needs can be indicated simultaneously at the first indication
or re-indicated after reneging or a successful treatment. This also involves the
analysis for reneging probabilities during the waiting phase and return proba-
bilities after reneging or ending care. A return probability on reneging tends to
be significantly higher than the probability for return after treatment. A return
further involves a return interval since the child will not return immediately but
after a varying amount of time. A case is provided with an identifier indicating
the difficulty of the case, which is assumed to be uniformly distributed. The
(expected) treatment time distributions depend on the difficulty identifier and
the care provider. Table 1 lists the parameters and types of distributions as they
are used in the model.

Validation of the parameters and model has been split up in three stages:

1. Direct Validation: Direct input parameters (like probabilities of multiple
simultaneous care tracks, crisis distributions and geographical distributions)
have been validated by extracting them back from the result set of the sim-
ulation. This stage ensures a correct working of the innermost basics of the
model which in turn validates a correct outcome for the upcoming indirect
measurements. The parameters were found to be behaving as expected.

2. Indirect Validation: Indirect output measures (like waiting times and lines,
return rates and actual duration after being pitched on a cases’ difficulty) have
been validated by comparing these system measures against real world data.
Specific waiting times and care durations were behaving significantly off in
comparison to the real world data. The model is not capable of reflecting the
same treatment and waiting trends as present in the real world. This is most
likely a result of simplification of the system whereby the model smoothes
results. While these measurements were off, the system as a whole functions
as expected and generates comparable behavior as the real world system. The
system was found to behave sufficient enough as expected.

3. User Validation: The model design and output measures have been val-
idated by field experts who recognized and confirmed the behavior of the
model, although the values in detail did not exactly match.

3.3 Structure of the Model

The structure of the model can be further explained while reflecting on design
requirements at the strategic, tactical, and operational level. The design require-
ments at the operational level are supported by performance outcomes of an
agent simulation model, in which behaviors have been specified that are estab-
lished at the tactical level. The strategic decisions and requirements have been
taken into account in the overall design and scenario analyses of the agent system,
including sensitivity analyses. The scenario and sensitivity analyses ultimately
serve as a tool to evaluate and compare the tactical and strategic decisions.
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Table 1. Model parameters with type of distribution and short description

Parameter Type of
distribution

Description

Capacities Absolute value Maximum number of treatment positions available

Arrival distribution Non-stationary
Poisson
distribution

Client arrivals including seasonal effects like the
impact of summer holidays

Age distribution Empirical
distribution

The age of the child at arrival on which the
birthdate is selected

Crises distribution Probability (%) The probability that a case is marked as crisis and
will be allocated for immediate care

Parallel tracks Probability (%) The probability that there are multiple
simultaneous types of care allocated at first
arrival and the type of care they are

Difficulty Uniform
distribution

Classification of urgency, this is the base for all
further comparisons between cases

Geographical
distribution

Uniform
distribution

The studied region is mapped to include distances
between client and care provider, the clients are
uniformly distributed over the map

Geographical range
limitations

Probability (%) The chance that a client is willing to travel mediate
of high distances for his care

Care duration Empirical
distribution

Care duration per care type per care provider, the
implementation in the model includes the
difficulty factor (described above) to pitch the
simulated durations towards the easiness or
difficulty of a specific case

Reneging ratios Calculated
probability (%)

The chance that a case reneges during the waiting
phase, the implementation in the model chooses
the reneging date beforehand. If a case is still
waiting at that date the case will be withdrawn
from waiting

Return rate Calculated
probability (%)

The chance that a case will return for additional
care (or care at all in case of withdrawal). In
case of withdrawal the difficulty of the
withdrawn case is considered relevant, the
higher the difficulty the higher the chance on
return. For an end of treatment the difficulty
isn’t considered relevant

Return interval Uniform
distribution

The interval between reneging or end of care and
the return if applicable, the interval is chosen to
be within the 0-180 days range

The strategic level decisions under consideration are push, pull and central-
ized, decentralized scheduling policies. The push, pull decision defines whether
the care providers perform the allocation or that the decision is left to the dis-
cretion of the central youth health care bureau. The centralized, decentralized
decision concerns the timing of the allocation which results in a queue only at
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the central youth health care bureau or at the care providers as well. The design
requirements that constrain decisions at the strategic level concern the support
of basic roles and responsibilities of the stakeholders involved and how they are
related, and include requirements of the methods of communication and the
scope of information sharing between actors in the system.

At the tactical level, the design of the health care system involves the estab-
lishment of policies of several stakeholders, given the queuing structure. The
decisions of the client allocation system, i.e. the output of the decision process,
need to be made considering the given domain characteristics mentioned above,
and design requirements at the strategic, tactical and at the operational level.
The design requirements at the tactical level constrain the behavior of the stake-
holders (or agents). For example, the client preferences set allocation constraints
based on geographical position or other relevant data. Client urgency is based
on client diagnostics and other relevant data. The way that medical experts
specify acceptance factors based on urgency and other relevant factors may be
constrained as well.

At the operational level, a control mechanism is being specified that provides
a work flow in which activities and decision moments are embedded, based on
decision rules established at the tactical level. The work flow establishes paths
through the system consisting of activities such as application, allocation, wait-
ing, reneging, start of care and end of care. Table 2 summarizes the structure of
the model as discussed above.

We now discuss some technical aspects of the model structure. The agent-
based model is written on DSOL [17]. The model features three basic agent roles:
a case manager agent, a care provider agent, and a child agent. The description
of the agents involves the role they represent, and the types of data that they
use. We first explain these types of data and then we describe the agent roles.

There are several types of data identified in the model. First, some data define
fixed values like agent names, the theoretical distributions, and the geographical
home location of an agent. These parameters are mined from real world health
care data and health care expert interviews. Second, there are dynamic data
stores which hold process information upon which an agent can make decisions.
This type of data can be divided in two groups; the transactional data store
and the decision data store. The transactional data store holds records of the
overall process of an agent. For example, the agents that represent the insti-
tution for youth health maintain an internal care database holding all relevant
client information. The data store holds factual information emulating historical
record keeping. On the other hand, the decision data stores hold time specific
data relevant to the execution of the allocation strategy. The value of this data
in the decision process decays over time. For example, the decision on the most
appropriate care location for a particular client, as determined by the institu-
tion for youth health, is based on available information at a particular point
in time. Moreover, the agent-based model provides a communication platform
enforcing straightforward message based communication between the agents. All
inter-agent communication passes this platform such that only those pieces of
information that are passed through becomes available to other agents.
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Table 2. Structure of the model.

Decision level Design requirements

(stakeholders) Decisions

(model structure)

Strategic level Policy maker preferences

(policy makers) Organizational roles and responsiveness

(model scenarios: push, pull and centralized, decentralized)

Tactical level Preference behavior of actors in the system

(care providers) Care types offered

Acceptance ratios

(decision rules, either normative or descriptive)

Operational level Control mechanisms and interactions

(all actors in the system) -

(multi-agent system structure)

We now describe the agent roles. The case manager agents act on behalf of
the institution for youth health care and they maintain a shared transactional
data store for record keeping and private data stores for allocation decisions. The
care provider agents all operate on their own on behalf of a care provider. They
use private transactional and decision data stores for record keeping and client
selection. The client agents operate on behalf of individual clients and while they
use both shared and private data stores, they merely initiate the process of care
inquiry at the institution for youth health care. A client agent may choose to
wait for care or may decide to renege after a certain amount of time.

The process of care provision is implemented on the case level rather than
the client level. A single arriving client can be signed up for multiple types
of care at the same time and for each of these types a new case is generated.
Each of these cases can independently renege or get care and each of these
cases are independently considered for returns after reneging or care provision.
There is a strict activity path that is followed by all cases in the system as
illustrated in Fig. 3. The activity path includes allocation, waiting phase, and
treatment mechanisms. It includes client reneging during the waiting phase and
client returns after treatment or reneging. An important step in the activity
path is the client allocation process for treatment at the care providers which
takes place during the waiting phase of a case. It is this specific point in the
process were the different allocation scenarios in this research are focused on
(see Sect. 3.5). When a care provider selects the next client for treatment, he
will evaluate the clients in the queue based on certain characteristics in order
to match the client with the available treatment location. While clients are to
be selected on a first come, first serve basis, this is often violated by the care
providers because they prefer clients that are easier to treat. Easier clients lead
to higher throughput which increases profit.
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Fig. 3. Life cycle of a case with system measure points.

3.4 Model Measures

At the operational level, the model is about the cases and the events that take
place to handle them, this is at the granularity level on which measurements
take place. The case events are the base for measuring system performance. As
Fig. 3 illustrates there is a strict path for each case implemented in the model.
The figure also shows the measuring points of the system relative to the status
of a case. There are two types of measures: (1) event counts; the amount of
occurrences of a specific event and (2) time averages; the average amount of
time spent in a specific state. We have the following system measures which are
saved:

1. Case Arrivals: The amount of cases that are created during the replication.
This includes the amount of cases created by the case generator, the amount
of cases created due to returns after care and the amount of cases created due
to returns after withdrawal without care. The case generator is identical for all
scenarios which simulates the demand for care from the region throughout
the replication and includes a correction for seasonal effects. The returns
for both after care as well as withdrawal are implemented identical for all
scenarios since the probability of return is related to the outcome of a case
not the way the system is modeled. The outcome for the measure however can
differ for both these returns since it depends on the amount of cases ending
care or withdrawing. Note that a shift in the treatment portfolio from less to
more difficult cases leads to higher average treatment times and therefore less
treatment ends and probably more withdrawals due to capacity constraints.
Simply put, one must choose to spend time on fewer difficult cases or more
easier cases, while the available capacity stays the same. Returns after care
are solely based on the probability of returning whilst the probability of
returns after withdrawal also includes the difficulty factor which ensures that
the more difficult cases tend to return more often than less difficult ones. In
the end, the implementation of a scenario will have its effect on the outcome
of case arrivals by influencing the returns as opposed to first arrivals.

2. Average Waiting Time: The average waiting time of a case until the next
event, being either a start of care or a withdrawal during the replication.
The measure has been split into two sub-measures to point out the difference
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between a wait time resulting from waiting until a care position became
available and a wait time resulting from an early withdrawal. Note that the
second wait time doesn’t reflect the actual waiting time of the system at that
point in time but rather the amount of time the client was willing to wait for
care.

3. Starts of Treatment: The amount of cases that started treatment during
the replication. These are the cases that actually use the system resources.

4. Average Treatment Time: The average treatment time of a case until the
end of treatment during the replication. The generation of the treatment time
per case is implemented identical for all scenarios. The actual treatment time
however is influenced by the difficulty factor. On average, a higher difficulty
factor will yield higher treatment times and will therefore block the resource
for a longer period than a lower difficulty factor would. The composition of
cases that get treatment therefore influences the average treatment time and
throughput on the resources.

5. Ends of Treatment: The amount of cases that ended treatment during the
replication. Note that this measure will be equal to the starts of treatment
with the absence of the cases that were still in treatment at replication end.

6. Case Withdrawals: The amount of cases that withdrew from waiting before
a treatment position became available. Note that on average, a case with a
higher difficulty factor will be willing to wait longer than a case with a lower
difficulty factor. The selection behavior for who’s getting the treatment of
the model will therefore influence the composition of the withdrawals.

3.5 Scheduling Policies

The set of simulation experiments covers a number of variations of the model
structure as exhibited in Table 2, i.e. push, pull and centralized, decentralized
decision policies, the four care types, the stakeholder behavior expressed in terms
of an acceptance ratio function, and sensitivity analyses.

We first consider the decision strategies.

1. Decentralized Pushing: Pushing cases to decentralized queues. As soon as
a child has been diagnosed, the institution for youth health care pushes the
case to one of the care providers. This strategy is currently implemented in
the youth care sector. In this case, the care providers maintain and control
their own queues. Workshops with professionals from the field revealed that
the selection of children was biased by financial considerations, amongst other
things. We have performed an analysis on real life selection data and have
estimated a functional relationship between expected treatment time and
selection likelihood (details are provided in Sect. 3.7). The institution for
youth health care pushes a case to the applicable care provider with the
shortest queue. This decision is based on incomplete information since the
actual queue lengths at the care providers at runtime are unknown as updates
are provided only periodically or upon a limited amount of requests during
the allocation process.
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2. Centralized Pushing: Pushing cases from a centralized queue. When a case
has been diagnosed at the institution for youth health care, it is held in a
centralized queue until capacity for the required treatment becomes available.
The institution for youth health care maintains and controls the central queue
while the care providers have no queue at all. The care provider announces its
available capacity, and the institution of youth health care pushes the cases
for treatment. Observe that any preference bias at the care providers has no
impact on the allocation of cases, which is solely done by the institution for
youth health care.

3. Decentralized Pulling: Pulling cases to decentralized queues. When a case
is diagnosed at the institution for youth health care, it is published on a
bulletin board in the model until it is selected by a care provider who commits
future capacity to the case. The bulletin board is a passive intermediary whose
sole function is to provide information to the involved agents to enable the
allocation process. Both the institution for youth health care and the care
providers hold queues in this strategy. In case a care provider wishes to select
an easy case, it must also select all comparable cases in the queue that entered
the system before the preferred case. Waiting for the preferred case to be first
in line bears the risk of losing the case to another care provider. Therefore,
the care providers need to balance the burden of accepting unfavorable cases
against the risk of not utilizing their capacity to the full extent.

4. Centralized Pulling: Pulling cases from a centralized queue. When a case
is diagnosed at the institution for youth health care, it is held in a centralized
queue until it is pulled by a care provider which has available capacity. The
institution for youth health care publishes the waiting list on a bulletin board
for evaluation by the care providers. The care providers do not have queues
themselves. The institution for youth health care monitors selection behavior
and enforces a’first come, first serve’ policy among comparable cases. Care
providers have some discretion to exercise their bias by selecting favorable
cases at the expense of cases that are, strictly speaking, not comparable.

3.6 Care Types

The model facilitates four types of care present in the youth care system being
ambulatory care (AH), day care (DH), foster care (PZ) and residential care
(RH). First we’ll discuss some of the main characteristics of these care types,
followed by an overview of the main differences as the main reason to study them
separately.

1. Ambulatory Care: A child is attended at home or at at the location of a
care provider by a professional social worker. It includes a series of sessions
between client (and parents when useful) and a professional from the care
provider. Compared to the other care types the treatment time is on the low
end. This is the most basic and cheapest type of care since it only involves
little time of the professional. Since the client or the professional has to travel
for each session it is preferred that treatment is provided locally. The capacity
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is rather high compared to arrivals and clients do not have to wait very long
for treatment, since this care type is provided by all care providers.

2. Day Care: A child stays at the care provider during the day so that a
secure and stable setting can be provided to treat the client. Care is mainly
provided to a group under close professional surveillance. Due to the relative
lower costs of this type of care longer treatment times are possible. Capacity
is sufficient, although waiting times are generally higher, since the care is
provided locally and not all care provider provide this type of care.

3. Foster Care: A child is actively moved from his/her parental home into a
stable and secure setting at a foster family. The care is provided by foster
parents who are contracted by the care provider. This care is not provided
locally; in certain cases it is even preferred to get clients away from their
familiar region. Treatment times are on the high end compared to the other
care types, and treatment is focused on longer term solutions in which it is
necessary to separate clients from the home region. The care is cost friendly,
capacity is sufficient, and waiting times are at the lower end.

4. Residential Care: A child is moved from his/her parental home into a stable
and secure setting at a location of the care provider. Residential care is seen
as the most drastic intervention since it acknowledges that the child requires
additional attention from professionals above the basic need to get him/her
away from the parental home. Treatment time can range up to months or
even years. Due to the complex nature of the treatment it is the most expen-
sive type of care making it important to limit treatments to only the cases
who genuinely require it. In practice it often happens that a child receives a
combination of several care types; many children who receive residential care
are also supported with an ambulatory track, which sometimes even is used
as a partial substitution for the more intensive type of care. Multiple care
types may also be offered simultaneously in order to reduce the queue length.
It is much easier to get a child into an ambulatory track than a residential
one, and by doing so a child is already receiving basic care and is considered
less an urgent problem than a child who isn’t getting care at all. Capacity is
sufficient and waiting times are at the lower end.

3.7 Acceptance Factors

The behavior of the health care providers is partly captured by their prefer-
ences for specific types of cases. Interviews with field experts revealed that care
providers in addition show a preference behavior which is not consistent with a
first come first serve principle. In fact, some cherry picking is taking place. In
order to capture this behavior, a preference function is introduced in the simula-
tion model. Equation (1) describes the actual preference order of cases which has
been elicited by means of a balanced scorecard technique [18], based on inter-
views with field experts and the evaluation of real world data containing over
30,000 care trajectories. The parameter αbench is called the acceptance factor.
A case with a lower acceptance value factor is preferred by the care provider. The
observed behavior is parameterized into the resulting equation which consists of
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two terms. The first term describes the impact of the waiting time twait of the
case at the moment of evaluation and the second term describes the impact of
the expected treatment time of the case ttreat. Equation (1) contains two fixed
threshold values εwait and εtreat which are estimated in such a way that the equa-
tion resembles the selection behavior as discovered during the interviews. Fine
tuning has been done by visual inspection of the function’ output. To illustrate
the strategic behavior defined by Eq. (1), Fig. 4 shows an example of four poten-
tial cases [B,C,E,G] which is a subset of the actual waiting line [A-H] obtained
by filtering on characteristics of both the clients and the open treatment posi-
tion. The order of the clients in terms of waiting time (horizontal axis) differs
from the preference order based on the acceptance values (right vertical axis).
In Fig. 4, the order of decreasing waiting times is B-C-E-G, while the acceptance
value increases along C-E-G-B. When solely looking at waiting time, client B
would be selected, however the acceptance function describes a preference for
client C.

αbench =
εwait

twait + 1
+

E(ttreat)2

2ε2treat
(1)

The policies where studied with the same strategic decision making algo-
rithm in place, given by Eq. (1). It was recognized that the algorithm would be
ineffective in certain scenarios where the care providers are not able to exercise
their preferences. Moreover, it can be assumed that a high level of control, exer-
cised by the institution of youth health care in the “Centralized Pull” strategy,
decreases the freedom to select clients at will. Nevertheless, the care providers
will exercise this type of behavior when the design of the system permits them to
do so and this phenomenon should therefore be studied accordingly. We perform
a sensitivity analysis of this algorithm applied to the “Decentralized Push” allo-
cation strategy by measuring the direct effects on waiting time. The approach
is based on the continuum between a focus on the waiting time of clients, as
promoted by the institution of youth health care and government, and a focus
on the expected treatment time, which aligns with the economic incentives felt
by the care providers. Indeed, governmental policies require that care is provided

Fig. 4. Indifference curves of the strategic decision algorithm for specific acceptance
factors including an example subset of clients ready for allocation.
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first to the clients that have been waiting the longest. These policies are based
on the recognition that clients cannot be distinguished based on urgency, so that
waiting time serves as a proxy. The rationale represents a”first come-first serve”
approach, which is in conflict with monetary incentives that favor clients that
require the least treatment time. In our model, we study balances between accep-
tance rationales following governmental policies, i.e. which are based on waiting
time, and acceptance rationales which are based on efficiency, i.e. treatment time.
We analyze convex combinations of the two extreme rationales as described in
Eq. (2). By increasing β step by step, we introduce unfairness between client
selection by the care providers.

αlinear =
β εtreat

E(ttwait) + 1
+ (1 − β) ttreat for βε[0, 1] (2)

We also added a benchmark rationale in which the allocation is fully random
as defined in Eq. (3).

αrandom = RAND (3)

where RAND follows the homogeneous distribution on [0,1].

3.8 Key Performance Indicators (KPIs)

A number of Key Performance Indicators (KPIs) have surfaced while research-
ing the interests of stakeholders in workshop discussions and desk research on
professional publications, publications from the youth care sector and field data.
First of all, the public health care system is bound by law to treat children in
need within a reasonable amount of time, so waiting times are under scrutiny.
On the other hand, it has also been recognized that reneging from queues, i.e.
clients spontaneously leaving the queue after a certain period of time, may filter
out those clients that are able to resolve issues by themselves. Children that
need extensive care are likely not to belong to this category. However, beyond
utilizing their capacity to the full extent, care providers have financial incentives
to avoid the treatment of difficult cases, so there is a tendency to prioritize less
difficult cases. To properly manage queues in YHC under these circumstances,
we will study the system measures as discussed in Sect. 3.4 and shown below per
scenario.

1. Case arrivals
2. Average waiting time
3. Starts of treatment
4. Average treatment time
5. Ends of treatment
6. Case withdrawals

KPIs 1 (less returns), 2 (less waiting time) and 6 (less withdrawals) can be
seen as social indicators, since they relate strongly to the children who need care.
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KPIs 3 (more starts of treatment), 4 (less treatment time) and 5 (more ends of
treatment) can be seen as efficiency indicators, since they relate strongly to the
overall efficiency and economic incentives of care providers.

Interviews with field experts indicated that a major shortcoming of the cur-
rent system is the neglecting of difficult cases. However [2] argue that there are
many cases which receive help via the institution for youth health care are not
genuine cases requiring professional help. The authors indicate that these cases
shouldn’t enter the system because either the indication of a problem is falsely
recognized or the problem is of such a low level that these are able to help them-
selves. The field experts support this conclusion. The discussions on these KPIs
therefore includes a distinction of judgment on overall performance against a
judgement based on a subdivision on the difficulty factor of cases.

4 Discussion of Results and Managerial Insights

The simulation is set to run 20 years of simulation time therefore including over
160,000 clients per replication on which a long running average waiting time is
calculated. Each setting is run for 75 different seeds therefore making it possible
to calculate reliable means with a 95 % confidence interval per setting.

4.1 Key Performance Indicators

In the Sect. 3.8, a number of KPI’s have been studied to select the best scheduling
policy. Most importantly we discussed that the difficulty of a case should be
taken into account as well. As shown in Figs. 6, 7, 8 and 9, for each of the four
scheduling policies, confidence intervals for means are presented for subsets of
cases (left side) and all cases (right side). Please note that the scales differ among
the figures to ensure comparability of values within a figure. The subsets of cases
are created with bins of 10 % difficulty ranging from 0.0-0.1 (less difficult) to
0.9-1.0 (more difficult). The number of cases ending up in the bins is not equal
since a bin is created on the difficulty factor itself rather than the resulting
set of cases. I.e. the amount of treatment starts for bin 0.0-0.1 at day care in
the push to central scenario (S1) with about 1200 treatments differs from the
about 700 treatments for bin 0.9-1.0. Note that this also means that the waiting
and treatment times are calculated on differently sized subsets. Vertically, the

Fig. 5. Example of visualization method for result analysis.
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confidence intervals for means are presented using five vertical lines indicating
the 95 % confidence levels. See Fig. 5 for further guidance in reading the results.

4.2 Comparison of Scheduling Policies

Based on the KPI analyses as outlined in Figs. 6 to 9, we gain the following
insights:

Fig. 6. Comparison 1: System analysis for Ambulatory Care.



Dynamic Agent-based Scheduling of Treatments 193

Fig. 7. Comparison 2: System analysis for Day Care.

Insights Ambulatory and Residential Care. For these two care types, the pull
policies show a 10 % higher rate of arrivals due to returned withdrawals; this is
especially true for the difficult cases. The central pull policy enables enforcement
of “fairness”, which can be inferred from the number of start events of the
cases at the various difficulty levels. On the contrary, the decentralized pull
policy generally neglects the most difficult cases, and the total throughput is the
highest. Although the system is efficient, returned difficult cases create waiting
lines and are not being treated.
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Fig. 8. Comparison 3: System analysis for Foster Care.

Insights Foster and Day Care. Arrivals pull and push policies are almost equal
for these two care types, while for Ambulatory and Residential care types, pull
and push policies show differences. Centralized policies maintain a certain degree
in fairness. Due to increased waiting times, more easy cases withdraw. Therefore,
we see that the difficult cases are more often treated than the easy cases. Decen-
tralized policies tend to treat an equal amount of cases on all levels of difficulty,
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except the most difficult ones which are treated significantly less. Most of these
effects are more pronounced for Day care.

Policy Comparison Over all Care Types. For push scenarios, withdrawal rates
positively relate to case difficulty, while for pull scenarios, both easy and difficult
cases show higher withdrawal rates.Since all systems demonstrate an increase of
withdrawals when waiting times increase, there is less difference in performance

Fig. 9. Comparison 4: System analysis for Residential Care.
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among the policies under such circumstances.While the decentralized policies
have room to increase throughput by choosing easy cases over difficult cases, the
centralized policies maintain fairness in the system, which comes at the cost of
lower throughput.

Managerial Takeaways. One may argue that from a fairness viewpoint, push is
good, pull is bad, and central is good, decentral is bad. Therefore, central push
is good, and decentral pull is bad, while the mixed scenarios are in the middle.
Under moderate workload conditions, a bad policy performs (service level) just
slightly worse compared to a good policy, on average. On the contrary, under high
workload conditions, a bad policy is more efficient than a good policy, on average.
A bad policy under moderate workload neglects the difficult cases, and thereby
creates additional workload when cases return, while a good policy handles all
cases without problems. However, when the workload increases, accepting the
difficult cases is affecting general performance.

In relation to current developments in the sector in which allocation is shifting
from a central point (province level) to a more distributed point (municipality),
these observations become very relevant. Instead of a few connections between
care providers and allocators, there will be many. And instead of a few allocators
who know each other, there will be more allocators without direct working rela-
tionships. This situation increases the level of ambiguity between care providers
and allocators and decreases the level of oversight from the allocators. There-
fore, these smaller allocation units will be in a weaker position to enforce a pull
scenario and there will be more room for cherry picking at the care providers.

The central question is: should the system focus on fairness? If yes, there
should be a centralized allocation management. In such a case, however, one
needs to be willing to accept the costs of lower throughput of the easier cases. The
model shows that in a situation where these cases can leave the system without
returning (i.e., the cases resolve themselves), then it will have no noticeable effect
on the overall workload of the system. On the other hand, one could argue that
focus should be on the throughput to help as much clients as possible. In such
a case, one should create a backup option for the neglected cases that would
otherwise not be treated at all. This scenario however is not strong in itself,
since (1) the case in question will have waited already for too long before it
makes use of the backup option, and (2) the mere presence of the backup option
legitimates cherry picking. In particular, it will be difficult to decide at what
difficulty level the backup option becomes the preferred one.

5 Conclusions and Future Work

We have presented a versatile computational approach for analyzing a number
of resource scheduling policies in the youth health care sector while including an
extensive set of constraints and behaviors from the real world domain. The model
successfully simulated many of the complex and dynamic relations between the
involved parties in the healthcare sector. We demonstrated the ability of the
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model to incorporate different scheduling policies while maintaining an overall
structure which deals with the common tasks outside the scheduling procedure.
We discussed the differences between the scenarios and their impact on system
performance. The introduction of a case’s difficulty into performance measure-
ment leads us to the advice of the push from a centralized scheduling policy for
future resource scheduling in the youth health care sector. The postponement of
the actual allocation in this policy ensures a higher level of fairness in treatment
provision by the care providers because they cannot avoid the difficult cases
anymore which increases overall social welfare.

Our approach shows the importance of agent-based modeling in complex,
dynamic environments like the youth health care sector where much of the issues
are related to coordination and communication between different heterogeneous
parties. We contribute to research in service operations management by not
only showing its usability in such a setting, but also showing the ability to
study alternative scenarios which couldn’t be studied otherwise with this level
of complexity.

Generally, our findings show that a scheduling system which includes a reneg-
ing mechanism can handle a workload that is bigger than the available resources
to the system while the system as a whole appears to be stable by using the
reneging mechanism as a filter on arrivals. As we see in this health care case the
measurement methods for performance (which can be translated as a key para-
meter for the rewarding structure) are out of balance with the social goals of the
system and therefore the filtering effect is indirectly used to increase measured
performance while social performance is neglected. When it is not possible to
bring the measurement methods in line with the social goals, then it should be
assured that there is no room for cherry picking. In this case it can be arranged
by postponing the actual allocation towards the point that an independent party
can make the final decision and ensure that this decision is in line with the social
goals. Furthermore when the decision power is positioned at the party who has
to perform upon this decision it becomes even more important that the perfor-
mance indicators are in line with the social goals otherwise performance based
preferences have an even stronger negative effect on the social performance.

The current model incorporates basic methods to emulate interdependencies
between the available care types. In future, we plan to study the model in alter-
native configurations with varying settings for geographical distributions and
number of agents in such that we are able to assist in strategic decision making.
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